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Preface

The recent and novel research contributions collected in this book are extended and
reworked versions of a selection of the best papers that were originally presented
in French at the EGC’2012 Conference held in Bordeaux, France, on January 2012.
These 9 best papers have been selected from the 29 papers accepted in long format at
the conference. These 29 long papers were themselves the result of a peer and blind
review process among the 117 papers initially submitted to the conference in 2012
(acceptance rate of 26% for long papers). This conference was the 12th edition of
this event, which takes place each year and which is now successful and well-known
in the French-speaking community. This community was structured in 2003 by the
foundation of the International French-speaking EGC society (EGC in French stands
for “Extraction et Gestion des Connaissances” and means “Knowledge Discovery
and Management”, or KDM). This society organizes every year its main conference
(about 200 attendees) but also workshops and other events with the aim of promot-
ing exchanges between researchers and companies concerned with KDM and its
applications in business, administration, industry or public organizations. For more
details about the EGC society, please consult http://www.egc.asso.fr.

Structure of the Book

This book is a collection of representative and novel works done in Data Mining,
Knowledge Discovery, Clustering and Classification. It is intended to be read by
all researchers interested in these fields, including PhD or MSc students, and re-
searchers from public or private laboratories. It concerns both theoretical and prac-
tical aspects of KDM.

The first chapters of this book are related to Knowledge Discovery and Data
Mining. Several authors are dealing with the clustering of data. The chapter of F.
Queyroi (Chap. 1, page 3) deals with the partitioning of graphs. In the chapter of M.
Boullé et al. (Chap. 2, page 15), functional data clustering is studied. The chapter
of F de A. T. de Carvalho et al. (Chap. 3, page 37) deals with the clustering of
relational data. Three other chapters are related to the mining of frequent sequences

http://www.egc.asso.fr
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(A. Ben Zakour et al., Chap. 4, page 53), to event extraction from text using SVMs
(R. Faiz et al., Chap. 5, page 77), and to discretizing numerical variables for multi-
relational data mining (D. Lahbib et al. Chap. 6, page 95).

The three remaining chapters are related to classification and feature extraction
or feature selection. In the chapter of H. Chouaib et al. (Chap. 7, page 113), a feature
selection approach is proposed using evolutionary algorithms. In the chapter of L.
Vézard et al. (Chap. 8, page 133), an evolutionary algorithm is also used to select
features and to solve a EEG signal classification task. In the paper of T.-N. Doan
and F. Poulet (Chap. 9, page 155) a SVM is used to classify large sets of images.
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Knowledge Discovery and Data Mining



Optimizing a Hierarchical Community
Structure of a Complex Network

François Queyroi

Abstract. Many graph clustering algorithms perform successive divisions or ag-
gregations of subgraphs leading to a hierarchical decomposition of the network. An
important question in this domain is to know if this hierarchy reflects the struc-
ture of the network or if it is only an artifice due to the conduct of the procedure.
We propose a method to validate and, if necessary, to optimize the multi-scale de-
composition produced by such methods. We apply our procedure to the algorithm
proposed by Blondel et al. (2008) based on modularity maximization. In this con-
text, a generalization of this quality measure in the multi-level case is introduced.
We test our method on random graphs and real world examples.

1 Introduction

A central task of network analysis is the detection of a community structure [Cook
and Holder, 2006]. Many graph clustering algorithms have been developed to ful-
fill this task (see [Fortunato, 2010] for a survey). These methods often rely on the
maximization of a quality measure like modularity [Newman, 2006].

Previous works in human sciences [Simon, 1962; Pumain, 2006] suggest how-
ever the presence of a hierarchical structure in complex systems such as networks.
Several strategies have been used to discover such hierarchies by iteratively group-
ing or splitting groups. Good examples are algorithms based on a similarity metric.
At each iteration the two closest groups (in term of similarity) are merged leading to
the construction of a hierarchy. However, the resulting hierarchy is barely relevant
for an analyst because a level is the division of only one single group. In a recent
paper [Pons and Latapy, 2010], Pons and Latapy provide a procedure to simplify
this kind of structure.

François Queyroi
Universiy of Bordeaux, CNRS, LaBRI, France
e-mail: francois.queyroi@labri.fr

F. Guillet et al. (eds.), Advances in Knowledge Discovery and Management, 3
Studies in Computational Intelligence 527,
DOI: 10.1007/978-3-319-02999-3_1, c© Springer International Publishing Switzerland 2014

francois.queyroi@labri.fr
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Other algorithms directly lead to workable hierarchies [Lancichinetti et al., 2011;
Rosvall and Bergstrom, 2011]. Blondel et al. [Blondel et al., 2008] introduced a flat
clustering procedure that relies on the construction of a hierarchy of clusters. The
identification of a hierarchy is not the final objective of the algorithm although many
clues suggest that this hierarchy is meaningful to analyse the structure of the studied
network.

This paper focuses on the validation of such hierarchies. We provide an optimiza-
tion procedure allowing to filter out undesirable fusion of clusters. We enforce this
post-procedure on the results produced by the algorithm of Blondel et al.[Blondel
et al., 2008]. For this purpose we introduce a generalisation of the modularity quality
measure in order to quantify the quality of a hierarchical clustering.

The rest of the paper is organized as follows. In section 2, we introduce the
approach used to evaluate the quality of a hierarchical community structure. In
section 3, we provide an application of our approach to the algorithm of Blondel
et al.. In section 4, we show that our procedure is efficient by describing some re-
sults obtained on a hierarchically clustered graph benchmark and on real world ex-
amples. We compare our results to those produced by two different state-of-the-art
procedures[Lancichinetti et al., 2011; Rosvall and Bergstrom, 2011].

2 Optimizing a Hierarchical Community Structure

2.1 Definitions

Given a graph G = (V,E) where V is the set of vertices and E the set of edges.
A flat clustering of G is a partition of the vertices V in several groups (also called
communities when they are densely connected) defining a set of induced subgraphs
of G. In the example provided in Figure 1a, the vertices falling into the hulls la-
belled {1,2,3} correspond to three subgraphs. A hierarchical clustering appears
when some of these communities are recursively divided into subgroups. For ex-
ample, the subgraph labelled 2 is divided into two subgraphs 21 and 22. The nesting
between groups of vertices at different levels makes trees an efficient way to model
hierarchical clusterings (see Figure 1b). We call clustering trees such structures.

Let T be a clustering tree of the vertices set V . It is a rooted tree where each
node t ∈ T can be either an internal node if its degree d(t) ≥ 2 or a leaf node if
d(t) = 1. The set of leaves of T is denoted F (T ). In the previous example we have
F (T ) = {1,21,221,222,3}. Each node t ∈ T corresponds to a subset Vt ⊂ V . Let
p(t) be the direct ancestor of t and σ(t) the set of direct successors of t. In the
example, we have p(22) = 2 and σ(22) = {221,222}. These relations correspond
to the following constraints: for each node t, we have Vt ⊆Vp(t) and Vt =

⋃
c∈σ(t)Vc

if t is internal.
We denote by Tt the subtree of T rooted in t and by Gt the subgraph induced by

the vertices set Vt . In the example, G1 is a graph which contains the vertices that
fall into the hull labelled 1 and the edges having both extremities in the same set.
The height of a node t in T is the number of edges between the root of T and t.
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(a) A hierarchical clustered
graph

(b) A labelled clustering tree

Fig. 1 An example of hierarchical clustering of a graph (left) modelled using a clustering tree
(right)

We denote by Ni(T ) the i-th level of T which is the set of leaves in the subtree
T \ {t ∈ T,h(t) > i}. In the example given in Figure 1 we have N1(T ) = {1,2,3},
N2(T ) = {1,21,22,3} et N3(T ) = F (T ). Each level Ni(T ) of T is a flat clustering
of the set V .

2.2 Evaluating a Hierarchical Community Structure

To identify a community structure in a network, quality measures are often used
in order to compare different flat clusterings of a graph. A quality measure Φ is a
function having as domain the set of all flat clusterings and as range a real interval.
Evaluating the quality of a hierarchical clustering is far more problematic because
we have to take the nesting and the height of the clusters into account. To fulfill
this task, Blanc et al. [Blanc et al., 2010] introduced a recursively defined mea-
sure that generalized the Mancoridis criteria[Mancoridis et al., 1998] to hierarchical
clusterings. The same idea is used here for all measures respecting the additivity
constraint [Pons and Latapy, 2010].

Definition 1. A quality measure Φ(G,C) of a flat clustering C = (C1, . . . ,Ck) for
the set of vertices V of a G is said to be additive if it can be written

Φ(G,C) =
k

∑
i=1

φ(G,Ci) (1)

where the function φ(G,Ci) ∈ [0, 1
k ] is called the gain of the community i.

Most of the existing quality measures are additive[Pons and Latapy, 2010].
The idea underlying the extension of quality measures to hierarchical clusterings
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is the recursive call of an additive quality measure on each internal node of the
clustering tree.

Definition 2. Given Φ(G,C) an additive quality measure, its extension to a hierar-
chical clustering tree T rooted in r is denoted Φ(G,T ;q) and is defined as follows:

Φ(G,T ;q) =

{
∑t∈σ(r) φ(G,Vt)(1+ q×Φ(Gt,Tt ;q)) if σ(r)> 0
0 otherwise

(2)

for q ∈ [0,1].

The measure Φ(G,T ;q) is a polynomial with a variable q ∈ [0,1]. On one hand,
the weight of an internal node at the bottom of the hierarchy increases when q is
close to 1. On the other hand, we have Φ(G,T ;q) = Φ(G,N1(T )) for q = 0.

Note that the quality of a community (a node of T ) is weighted by the product of
the quality of its ancestors. This weight corresponds to the idea that a badly defined
community (with an external density greater than its internal density for example)
can only generate badly defined sub communities (see [Blanc et al., 2010] for further
details).

Definition 3. We denote by hierarchical quality index of a clustering tree T , the
function Φ(G,T ) which is the integral of the polynomial Φ(G,T ;q) for q ∈ [0,1]:

Φ(G,T ) =

∫ 1

0
Φ(G,T ;q)dq (3)

The value of q to use is an open issue. When there is no reason to promote or
penalize deep hierarchies, the criteria Φ(G,T ) shall be used.

2.3 Hierarchy Quality Optimization

The formula 2 and 3 can be used to compare different hierarchical clusterings and
select the best one for a given network. Therefore we are able to access the relevance
of a modification applied on a hierarchical clustering. We can for example determine
whether or not a given node in the clustering tree should be removed. The removal
of a node t is the replacement of t by its successors σ(t). We denote as Δt(T ) =
Φ(G,T \ {t})−Φ(G,T ) the quality variation due to this modification. Given an
initial clustering tree T , our optimization procedure can be defined as the iterative
suppression of an internal node t (if it exists) maximizing Δt(T ) with Δt(T )> 0.

The removal of a node t ∈ T results in several modifications in the multilevel
quality measure computation. First, the weights of all nodes in the subtree Tt are
greater because the depth of the clusters this subtree contains are now smaller in
T . Secondly, the nodes of the set σ(t) do not longer correspond to a flat clustering
of the subgraph Gt but are new parts of the flat clustering of the subgraph Gp(t).
Looking at the previous example in Figure 1, after the deletion of the node 22, the
nodes 221 and 222 are now direct successors of the node 2. Therefore, the number
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of edges leaving 221 and 222 increases because the edges between these clusters
and the cluster 21 are added.

The complexity of our procedure is O(|T |3) where |T | is the number of nodes
in the clustering tree T . First, we assume that the gain function φ can be computed
in constant time. This can be achieved by keeping some information into memory
(the number of internal/external edges for example). Secondly, the function Φ is
computed in O(|T |) as a simple depth-first search over the clustering tree. Finally,
the procedure described above lies in the family of greedy algorithms.

3 Application to Modularity Maximization

In this section, we present the algorithm of Blondel et al.[Blondel et al., 2008] which
produces a hierarchical clustering of a graph. We then illustrate the fact that the hie-
rarchies produced may contain some irrelevant groups. These observations justify
the use of our method.

3.1 Algorithm Description

The algorithm of Blondel et al. is a modularity maximization heuristic. The
modularity can be defined as follows:

Q(G,C) =
k

∑
t=1

et

M
−
(

dt

2M

)2

(4)

where et is the number of edges having both ends in the cluster t, dt is the sum of the
degrees of nodes belonging to the cluster t and M is the number of edges in G. We
can easily prove that Q(G,C) is additive. The gain φ(G,Vt) is here the difference
between the observed proportion of internal edges in Vt and its theoretical value in
a random graph with the same degree distribution.

At the beginning of the algorithm, each vertex corresponds to a single commu-
nity. The algorithm has two major phases. First, we seek for each vertex the com-
munities that lie in its direct neighbourhood and compute the potential increase of
modularity resulting of assigning the vertex to each of them. The vertex is then as-
signed to the community that maximize the gain (ties are broken randomly). This
phase is repeated as long as an increase of the modularity is possible and results in
a flat clustering of the graph. Secondly, we replace the previous graph by the quo-
tient graph computed using the previous clustering. These two phases are iteratively
repeated as long as the modularity increases.

3.2 Discussion on the Resulting Hierarchy

The algorithm of Blondel et al. produces a hierarchy T by iteratively applying a flat
clustering procedure (the first phase described above) to the quotient graph created
at the previous iteration. Each level of T can be seen as a local maximum of the
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modularity. The authors suggest that the last level found N1(T ) is the most mean-
ingful since it corresponds to the highest modularity reached.

This algorithm is very popular in social network analysis because it can be ap-
plied on very large graphs while providing clusterings with high modularity values.
We can however hardly determine whether or not the hierarchy is meaningful to
analysis a given network. We provide here two major issues.

First, the hierarchy may contain irrelevant intermediate clusters. Note that the
first phase of the algorithm is nondeterministic because the resulting flat clustering
depends on the order in which the vertices are taken. We illustrate this issue using
the example given in Figure 1. The first iteration of the algorithm leads to the de-
tection of the communities {1,21,221,222,3} (the last level of the final hierarchy).
At the second iteration the communities 221 and 222 are grouped leaving the others
isolated even if grouping 221, 222 and 21 would lead to a greater modularity. Look-
ing at the final clustering tree, we could say that the cluster 22 is just a building step
and is therefore irrelevant.

Secondly, the direct optimization of modularity can lead to the excessive aggrega-
tion of several communities. This issue is called the resolution limit (see a descrip-
tion in [Fortunato and Barthélemy, 2007] and experimental illustrations in [Good
et al., 2010]). Blondel et al. actually discussed the fact that the hierarchy can be
seen as an alternative to this issue. The excessive aggregations occur at the first lev-
els of the hierarchy. While the flat modularity gain may be small (but still positive)
remember that the multilevel quality measure we provide takes the whole hierarchy
into account. Top level clusters can therefore be removed if their contribution is not
strong enough to justify an additional level.

These issues illustrate the usefulness of our method when applied to the hierarchy
produced by the algorithm described in this section. We therefore use the procedure
described in Section 2.3 using in Eq. 3

φ(G,Vt) =
et

ep(t)
−
(

dt

2ep(t)

)2

(5)

as the gain of the community indexed by t in T having p(t) as direct ancestor.

4 Results

In this section, we discuss the results of several experiments. First, we show that our
procedure is able to detect irrelevant intermediate clusters using benchmark graphs
where a two level hierarchical clustering is known. Secondly, we provide results of
our procedure when it is applied on real world networks. These results seem reason-
able when compared to other state-of-the-art hierarchical clustering algorithms.
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4.1 Validation on Random Graphs with a Known Hierarchical
Clustering

In order to validate our method we use the LFR-benchmark extended to hierarchi-
cal clustering [Lancichinetti and Radicchi, 2008; Lancichinetti et al., 2011]. This
benchmark is used in order to evaluate the effectiveness of clustering algorithms
(see [Rosvall and Bergstrom, 2011] for example).

We generate graphs with a power law degree distribution and a two-level commu-
nity structure. These levels are denoted micro-communities and macro-communities.
We can decide how well the communities are defined (in term of density). This is
achieved by using two parameters μ1 and μ2 which correspond to the proportion
of edges between macro-communities and the proportion of edges between micro-
communities lying in the same macro-communities respectively. The graphs have
10000 vertices with an average degree of 20 and a maximum degree of 100. The
size of macro-communities and micro-communities are in the range [400,4000] and
[10,100] respectively.

We evaluate how well the given multilevel structure is identified by using the
normalized mutual information [Danon et al., 2005]. This measure is used to access
the similarity between two partitions of the same set. The result is a score between
0 (the partitions are completely different) and 1 (the partitions are the same).

The results are given in Figure 2. The x-axis corresponds to the value μ1 + μ2

which is the proportion of edges outside micro-communities. For four different val-
ues of μ1, we compare the different clusterings for μ2 ∈ [μ1,1− μ1]. The y-axis
corresponds to the normalized mutual information between the compared cluster-
ings. We compare the real micro-communities to the clustering given by N2(T ) and
F (T ) (orange and red curves respectively) and the real macro-communities to the
clustering given by N1(T ) (blue curves). The results reported here correspond to an
average on one hundred samples.

First, we analyze the results obtained using the algorithm without optimiza-
tion (left column in Figure 2). The micro-communities seem to be identified when
they are well defined theoretically. This situation occurs when μ2 < 0.5. Macro-
communities are also identified when the proportion of edges between micro-
communities is superior to the proportion of edges between micro-communities.
We can however observe that the clustering trees produced by the algorithm contain
additional levels. Indeed the flat clustering N2(T ) should be equal to F (T ) (the mi-
cro-communities) but it is obviously not always the case here. This last observation
confirms the risks outlined in Section 3.2.

Looking now at the results obtained using our method (right column in the Fig-
ure 2), we can see that the intermediate levels are removed and that the flat clustering
N2(T ) is almost always equal to the micro-communities. Moreover, the similarities
between N1(T )/macro-communities and between F (T )/micro-communities do not
change. It means that we do not remove wrongly some clusters.
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Fig. 2 Evaluation on the multilevel LFR Benchmark for different values of μ1 and μ2.
The blue line corresponds to the mutual information between N1(T ) and the real macro-
communities. The red one between F (T ) and the real micro-communities. Finally, the orange
one between N2(T ) and the real micro-communities.

4.2 Real World Examples

We now present some results of our method when applied to real world net-
works. We compare our resulting hierarchical clustering to the hierarchical cluster-
ings produced by the Oslom [Lancichinetti et al., 2011] and Infomap [Rosvall and
Bergstrom, 2011] algorithms. Note that these algorithms are also nondeterministic.
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4.2.1 Co-publication Network

We first look at a co-publication network in social network analysis (see [Fortunato,
2010] for more details). The graph contains 515 authors (vertices), two authors are
linked when they are co-authors in at least one paper. The graph contains 1318
edges.

This kind of network is conductive to the presence of some hierarchical commu-
nity structure. Indeed, the top level of such hierarchy could correspond to people
in the same university/institute while the bottom level could correspond to groups
formed by Professors/Ph.D. students.

The Oslom and Infomap algorithms detect big clusters at the top level (with over
a hundred people). While these clusters can be easily separated from the rest of the
network by removing a couple of edges, they are not densely connected. In particular
they contain a lot of biconnected components.

The results obtained using the algorithm of [Blondel et al., 2008] without our
method provides similar results. Using our procedure, the first level is removed and
contains subgraphs with a small graph diameter that may correspond to close col-
laboration within same research teams. A visualization of the results is given in
Figure 3. The clusterings N1(T ) and N2(T ) are drawn using blue and grey concave
hulls respectively.

4.2.2 Migration Network

We now investigate the hierarchical structure which can be found in a migration
network. The graph models migration flows in USA (see [Cui et al., 2008] for details
on this dataset). The 1650 vertices represent American counties. For each couple of
counties we know the number of person who moved from one to the other between
1995 and 2000. There is a total of 6500 positive relations in this network which are
represented as weighted directed edges.

A visualisation of the results is provided in Figure 4 where counties are geolocal-
ized. The two first hierarchical levels are drawn using a color mapping. Both levels
illustrate the following observation: geographically close counties are more likely
to be part of the same clusters. This observation can be also found in the results
obtained using Oslom and Infomap algorithms.

The Infomap algorithm does not find any hierarchical structure in this network.
The biggest identified communities correspond to California, Texas and the East of
the country. On the opposite, the Oslom algorithm provides a deep hierarchical clus-
tering tree. The first level contains mostly two very big communities corresponding
to the West/Mid-West area and the East. These clusters are then divided over two
additional levels. The bottom clustering corresponds to the clustering provided by
the Infomap algorithm.

The results of our method are a good compromise. The first level (see Figure 4a)
contains relatively large clusters. The second level (see Figure 4b) is similar to the
clustering provided by the Infomap algorithm.
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Fig. 3 Results on a scientific co-publication network. The blue and grey hulls correspond
to the flat clusterings N1(T ) and N2(T ) respectively.

5 Conclusion

We introduced a post-processing procedure to improve the quality of a hierarchical
clustering of a network. This is achieved by iteratively removing the internal clusters
that decrease a multilevel quality measure. Our method was applied to the algorithm
of Blondel et al. [Blondel et al., 2008] by using a generalization of the modularity
metric to hierarchical clusterings. The experiments run on random graphs clearly
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(a) First level N1(T )

(b) Second level N2(T )

Fig. 4 Results on a migration network (United-States). Vertices position corresponds to
the geographical coordinates of the corresponding county. Two vertices belong to the same
cluster if they have the same color. White coloured vertices are isolated (cluster of size 1).

show that the hierarchies we provide are very close to the ground truth hierarchies.
Results obtained on real networks are also meaningful.

Note that our method does not allow to know whether or not the leaves of the
clustering tree should be removed. We can reduce this problem to the following
one: is a given clustering better than no clustering at all? One way to overcome this
problem is to use a minimal threshold for modularity. However dealing with this
kind of clusters is less problematic. Indeed, from an analysis perspective, the first
levels of a hierarchical clustering are the most relevant.

As future work, we plan to test the effectiveness of our post-processing procedure
when applied with different hierarchical clustering algorithms. The greedy removal
of internal clusters is a fast and intuitive method but adding internal clusters to
the hierarchy is also a possible modification. We need to investigate the way of



14 F. Queyroi

combining these basic operations to explore the space of hierarchical clusterings
using a hierarchical quality measure as objective function.
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Nonparametric Hierarchical Clustering of
Functional Data

Marc Boullé, Romain Guigourès, and Fabrice Rossi

Abstract. In this paper, we deal with the problem of curves clustering. We propose
a nonparametric method which partitions the curves into clusters and discretizes the
dimensions of the curve points into intervals. The cross-product of these partitions
forms a data-grid which is obtained using a Bayesian model selection approach
while making no assumptions regarding the curves. Finally, a post-processing
technique, aiming at reducing the number of clusters in order to improve the in-
terpretability of the clustering, is proposed. It consists in optimally merging the
clusters step by step, which corresponds to an agglomerative hierarchical classifica-
tion whose dissimilarity measure is the variation of the criterion. Interestingly this
measure is none other than the sum of the Kullback-Leibler divergences between
clusters distributions before and after the merges. The practical interest of the ap-
proach for functional data exploratory analysis is presented and compared with an
alternative approach on an artificial and a real world data set.

1 Introduction

In functional data analysis (FDA [Ramsay and Silverman, 2005]), observations are
functions (or curves). Each function is sampled at possibly different evaluation
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points, leading to variable-length sets of pairs (evaluation point, function value).
Functional data arise in many domains, such as daily records of precipitation at a
weather station or hardware monitoring where each curve is a time series related to
a physical quantity recorded at a specified sampling rate.

Exploratory analysis methods for large functional data sets are needed in practi-
cal applications such as e.g. electric consumption monitoring [Hébrail et al., 2010].
They reduce data complexity by combining clustering techniques with function ap-
proximation methods, representing a functional data set by a small set of piece-
wise constant prototypes. In this type of approach, both the number of prototypes
and the number of segments (constant parts of the prototypes) are under user con-
trol. On a positive side, this limits the risk of cognitive overwhelming as the user
can ask for a low complexity representation. Unfortunately, this can also induce
under/over-fitting of the model to the data; additionally the number of prototypes
and the number of segments both need to be tuned, while they can be adjusted
independently in [Hébrail et al., 2010], increasing the risk of over/under-fitting.
Other parametric approaches for function clustering and/or function approxima-
tion can be found in e.g. [Cadez et al., 2000; Chamroukhi et al., 2010], [Gaffney
and Smyth, 2004], [Ramsay and Silverman, 2005]. All those methods make (some-
times implicit) assumptions on the distribution of the functions and/or on the
measurement noise.

Nonparametric functional approaches (e.g. [Ferraty and Vieu, 2006]) have been
proposed, in particular in [Gasser et al., 1998; Delaigle and Hall, 2010], where the
problem of density estimation of a random function is considered. However, those
models do not tackle directly the summarizing problem outlined in [Hébrail et al.,
2010] and recalled above. Nonparametric Bayesian approaches based on Dirichlet
process have also been applied to the problem of curves clustering. They aim at in-
ferring a clustering distribution on an infinite mixture model [Nguyen and Gelfand,
2011; Teh, 2010]. The clustering model is obtained by sampling the posterior
distribution using Bayesian inference methods.

The present paper proposes a new nonparametric exploratory method for func-
tional data, based on data grid models [Boullé, 2010]. The method makes assump-
tion neither on the functional data distribution nor on the measurement noise. Given
a set of sampled functions defined on a common interval [a,b], with values in [u,v],
the method outputs a clustering of the functions associated to partitions of [a,b] and
[u,v] in sub-intervals which can be used to summarize the values taken by the func-
tions in each cluster, leading to results comparable to those of [Hébrail et al., 2010].
Both approaches are for that matter compared in this article.

The method has no parameters and obtains in a fully automated way an optimal
summary of the functional data set, using a Bayesian approach with data dependent
priors. In some cases, especially for large scale data sets, the optimal number of
clusters and of sub-intervals may be too large for a user to interpret all the discovered
fine grained patterns in a reasonable time. Therefore, the method is complemented
with a post-processing step which offers the user a way to decrease the number of
clusters in a greedy optimal way. The number of sub-intervals, that is the level of
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details kept in the functions, is automatically adjusted in an optimal way when the
number of clusters is reduced.

The post-processing technique consists in merging successively the clusters in the
least costly way, from the finest clustering model to one single cluster containing all
the curves. It appears that the cost of the merge of two clusters is a weighted sum of
Kullback-Leibler divergences from the merged clusters to the created cluster which
can be interpreted as a dissimilarity measure between the two clusters that have been
merged. Thus, the post-processing technique can be considered as an agglomerative
hierarchical clustering [Hastie et al., 2001]. Decision-making tools can be plotted
using a dendrogram and a Pareto chart of the criterion value as a function of the
number of clusters.

The rest of the paper is organized as follows. Section 2 introduces the problem
of curves clustering and relates our method to alternative approaches. Next, in Sec-
tion 3, the clustering method based on joint density estimation is introduced. Then,
the post-processing technique is detailed in section 4. In Section 5 the results of
experimentations on an artificial data set and on a power consumption data set are
shown. Finally Section 6 gives a summary.

2 Functional Data Exploratory Analysis

In this section, we describe in formal terms the data under analysis and the goals of
the analysis.

Let C be a collection of n functions or curves, ci,1 ≤ i ≤ n, defined from [a,b]
to [u,v], two real intervals. Each curve is sampled at mi values in [a,b], leading to a
series of observations denoted ci = (xi j,yi j)

mi
j=1, with yi j = ci(xi j).

As in all data exploratory settings, our main goal is to reduce the complexity
of the data set and to discover patterns in the data. We are therefore interested in
finding clusters of similar functions as well as in finding functional patterns, that
is systematic and simple regular shapes in individual functions. In [Chamroukhi
et al., 2010; Hébrail et al., 2010] functional patterns are simple functions such as
interval indicator functions or polynomial functions of low degree: a function is
approximated by a linear combination of such simple functions in [Hébrail et al.,
2010] or generated by a logistic switching process based on low degree polynomial
functions in [Chamroukhi et al., 2010]. B-splines could also be used as in [Abraham
et al., 2003] but with no simplification virtues.

Let us denote kC the number of curve clusters. Given kC classes Fk of “simple
functions” used to discover functional patterns (e.g., piecewise constant functions
with P segments), the method proposed in [Hébrail et al., 2010] finds a partition
(Ck)

kC
k=1 of C and kC simple functions ( fk ∈Fk)

kC
k=1 which aim at minimizing

kC

∑
k=1

∑
ci∈Ck

mi

∑
j=1

(yi j− fk(xi j))
2 , (1)
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which corresponds to a form of K-means constrained by the choice of the segments,
in the functional space L2. The approach of [Chamroukhi et al., 2010] optimizes a
similar criterion obtained from a maximum likelihood estimation of the parameters
of the functional generative model.

Given a specific choice of the simple function classes, the functional prototypes
( fk)

kC
k=1 obtained by [Chamroukhi et al., 2010; Hébrail et al., 2010] induce kC par-

titions of [a,b] into sub-intervals on which functions are roughly constant. Those
partitions are the main tool used by the analyst to understand the functional pattern
inside each cluster. The general abstract goal of functional data exploration is there-
fore to build clusters of similar functions associated to sub-intervals of the input
space of the functions which summarize the behavior of the functions.

Bayesian Approaches, as described in [Nguyen and Gelfand, 2011], assume that
the collection of curves realizations can be represented by a set of canonical curves
drawn from a Gaussian Process and organized into clusters. The clusters are de-
scribed using a label function that is a realization of a multinomial distribution with
a Dirichlet prior. Whereas parametric models using a fixed and finite number of pa-
rameters may suffer from over- or under-fitting, Bayesian nonparametric approaches
were proposed to overcome these issues. By using a model with an unbounded
complexity, underfitting is mitigated, while the Bayesian approach of computing or
approximating the full posterior over parameters lessens over-fitting [Teh, 2010]. Fi-
nally, the parameters distribution is obtained by sampling the posterior distribution
using Bayesian inference methods such as Markov Chain Monte Carlo [Neal, 2000]
or Variational Inference [Blei and Jordan, 2005]. Then a post-treatment is required
for the choice of the clustering parameters among their distribution.

The Dirichlet Process prior requires two parameters: a concentration parameter
and a base distribution. For a concentration parameter α and a data set containing
n curves, the expected number of clusters k̄ is k̄ = α log(n) [Wallach et al., 2010].
Hence, the concentration parameter has a significant impact on the obtained number
of clusters. For that matter, according to [Vogt et al., 2010], one should not expect
to be able to reliably estimate this parameter.

Our method - named MODL and detailed in Section 3 - is comparable to ap-
proaches based on Dirichlet process (DP) in so much as all estimate a posterior
probability based on the likelihood and a prior distribution of the parameters. The
methods are also nonparametric with an unbounded complexity, since the number
of parameters is not fixed and grows with the amount of available data.

Nevertheless, MODL is intrinsically different from the DP based methods. First,
approaches based on DP are Bayesian and yield a distribution of clusterings, the
final clustering being selected using a post-treatment like chosing the mode of the
posterior distribution or by studying the clusters co-occurence matrix. By contrast,
MODL is a MAP approach, the most probable model is directly obtained using opti-
mization algorithms. Secondly, MODL is not applied on the values but on the order
statistics of the sample. One first benefit is to avoid outliers or scaling problems. By
using order statistics, the retrieved models are invariant by any monotonic transfor-
mation of the input data, which makes sense since the method aims at modeling the
correlations between the variables, not the values directly. Then, DP based methods
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consider distributions of the parameters that lie in R or any continuous space, which
measure is consequently infinite. As for MODL, the correlations between the vari-
ables are modeled on a sample. In the case of curves clustering, these variables are
the location X , the corresponding curve realization Y , and the curve label C. This
allows to work on a finite discrete space and thus to simplify the model computa-
tion, that mainly comes down to counting problems. Finally, the MODL approach is
clearly data dependant. In a first phase, the data sample is used cautiously to build
the model space and the prior: only the size of the sample and the values (or empiri-
cal ranks) of each variable taken independently are exploited. The correlation model
is inferred in a second phase, using a standard MAP approach. Hence, proving the
consistency of this data dependant modeling technique is still an open issue. Actu-
ally, experimental results with both reliable and fine grained retrieved patterns show
the relevancy of the approach.

3 MODL Approach for Functional Data Analysis

In this section, we summarize the principles of data grid models, detailed in [Boullé,
2010], and apply this approach on the functional data.

3.1 Data Grid Models

Data grid models [Boullé, 2010] have been introduced for the data preparation phase
of the data mining process [Chapman et al., 2000], which is a key phase, both time
consuming and critical for the quality of the results. They allow to automatically,
rapidly and reliably evaluate the class conditional probability of any subset of vari-
ables in supervised learning and the joint probability in unsupervised learning. Data
grid models are based on a partitioning of each variable into intervals in the numer-
ical case and into groups of values in the categorical case. The cross-product of the
univariate partitions forms a multivariate partition of the representation space into
a set of cells. This multivariate partition, called data grid, is a piecewise constant
nonparametric estimator of the conditional or joint probability. The best data grid
is searched using a Bayesian model selection approach and efficient combinatorial
algorithms.

3.2 Application to Functional Data

We propose to represent the collection C of n curves as a unique data set with
m = ∑n

i=1 mi observations and three variables, C to store the curve identifier, X and
Y for the point coordinates. We can apply the data grid models in the unsupervised
setting to estimate the joint density p(C,X ,Y ) between the three variable. The curve
variable C is grouped into clusters of curves, whereas each point dimension X and
Y is discretized into intervals. The cross-product of these univariate partitions forms
a data grid of cells, whith a peacewise constant joint density estimation per triplet



20 M. Boullé, R. Guigourès, and F. Rossi

of curve cluster, X interval and Y interval. As p(X ,Y |C) = p(C,X ,Y )
p(C) , this can also be

interpreted as an estimator of the joint density between the point dimensions, which
is constant per cluster of curves. This means that similar curves with respect to the
joint density of their point dimensions will tend to be grouped into the same clusters.
It is noteworthy that the (X ,Y ) discretization is optimized globally for the set of all
curves and not locally per cluster as in [Hébrail et al., 2010].

We introduce in Definition 1 a family of functional data clustering models, based
on clusters of curves, intervals for each point dimension, and a multinomial distri-
bution of all the points on the cells of the resulting data grid.

Definition 1. A functional data clustering model is defined by:

• a number of clusters of curves,
• a number of intervals for each point dimension,
• the repartition of the curves into the clusters of curves,
• the distribution of the points of the functional data set on the cells of the data

grid,
• the distribution of the points belonging to each cluster on the curves of the cluster.

Notation.

• C : collection of curves, size n = |C |.
• P: point data set containing all points of C using 3 variables, size m = |P |.
• C: curve variable
• X ,Y: variables for the point dimensions
• kC: number of clusters of curves
• kX ,kY : number of intervals for variables X and Y
• k = kCkX kY : number of cells of the data grid
• niC: number of curves in cluster iC
• mi: number of points for curve i
• miC : cumulated number of points for curves of cluster iC
• m jX , m jY : cumulated number of points for intervals jX of X and jY of Y
• miC jX jY : cumulated number of points for cell (iC, jX , jY ) of the data grid

We assume that the numbers of curves n and points m are known in advance and
we aim at modeling the joint distribution of the m points on the curve and the point
dimensions. In order to select the best model, we apply a Bayesian approach, using
the prior distribution on the model parameters described in Definition 2.

Definition 2. The prior for the parameters of a functional data clustering model are
chosen hierarchically and uniformly at each level:

• the numbers of clusters kC and of intervals kX ,kY are independent from each
other, and uniformly distributed between 1 and n for the curves, between 1 and
m for the point dimensions,

• for a given number kC of clusters, every partitions of the n curves into kC clusters
are equiprobable,



Nonparametric Hierarchical Clustering of Functional Data 21

• for a model of size (kC,kX ,kY ), every distributions of the m points on the k =
kCkX kY cells of the data grid are equiprobable,

• for a given cluster of curves, every distributions of the points in the cluster on the
curves of the cluster are equiprobable,

• for a given interval of X (resp. Y ), every distributions of the ranks of the X (resp.
Y ) values of points are equiprobable.

Taking the negative log of the posterior probability of a model given the data, this
provides the evaluation criterion given in Theorem 1, which specializes to functional
data clustering the unsupervised data grid model general criterion [Boullé, 2010].

Theorem 1. A functional data clustering model M distributed according to a uni-
form hierarchical prior is Bayes optimal if the value of the following criteria is
minimal

c(M) =− log(P(M))− log(P(P |M))

= logn+ 2logm+ logB(n,kC)

+ log

(
m+ k− 1

k− 1

)

+
kC

∑
iC=1

log

(
miC + niC − 1

niC − 1

)

+ logm!−
kC

∑
iC=1

kX

∑
jX=1

kY

∑
jY=1

logmiC jX jY !

+
kC

∑
iC=1

logmiC !−
n

∑
i=1

logmi!

+
kX

∑
jX=1

logm jX !+
kY

∑
jY=1

logm jY !

(2)

B(n,k) is the number of divisions of n elements into k subsets (with eventually
empty subsets). When n = k, B(n,k) is the Bell number. In the general case, B(n,k)
can be written as B(n,k) = ∑k

i=1 S(n, i), where S(n, i) is the Stirling number of the
second kind [Abramowitz and Stegun, 1970], which stands for the number of ways
of partitioning a set of n elements into i nonempty subsets.

As negative log of probabilities are coding lengths, the model selection technique
is similar to a minimum description length approach [Rissanen, 1978]. The first line
in Formula 2 relates to the prior distribution of the numbers of cluster kC and of in-
tervals kX and kY , and to the specification of the partition of the curves into clusters.
The second line represents the specification of the parameters of the multinomial
distribution of the m points on the k cells of the data grid, followed by the specifica-
tion of the multinomial distribution of the points of each cluster on the curves of the
cluster. The third line stands for the likelihood of the distribution of the points on the
cells, by the mean of a multinomial term. The last line corresponds to the likelihood
of the distribution of the points of each cluster on the curves of the cluster, followed
by the likelihood of the distribution of the ranks of the X values (resp. Y values) in
each interval.
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Algorithm 1: Greedy Bottom Up Merge Heuristic
Require: M (initial solution)
Ensure : M∗; c(M∗)≤ c(M)

1 M∗ ←M;
2 while solution is improved do
3 M′ ←M∗;
4 forall the merge u between 2 clusters or adjacent intervals of X or Y do
5 M+←M∗+u;
6 if c(M+)< c(M′) then
7 M′ ←M+;
8 end if
9 end forall

10 if c(M′)< c(M∗) then
11 M∗ ←M′ (improved solution);
12 end if
13 end while

3.3 Optimization Algorithm

The optimization heuristics have practical scaling properties, with O(m) space com-
plexity and O(m

√
m logm) time complexity. The main heuristic is a greedy bottom-

up heuristic, which starts with a fine grained model, with a few points per interval
on X and Y and a few curves per cluster, considers all the merges between clusters
and adjacent intervals, and performs the best merge if the criterion decreases after
the merge, as detailed in Algorithm 1.

This heuristic is enhanced with post-optimization steps (moves of interval bounds
and of curves across clusters), and embedded into the variable neighborhood search
(VNS) meta-heuristic [Hansen and Mladenovic, 2001], which mainly benefits from
multiple runs of the algorithm with different initial random solutions.

The optimization algorithms summarized above have been extensively evaluated
in [Boullé, 2010], using a large variety of artificial data sets, where the true data
distribution is known. Overall, the method is both resilient to noise and able to
detect complex fine grained patterns. It is able to approximate any data distribution,
provided that there are enough instances in the train data sample.

4 Agglomerative Hierarchical Clustering

The model carried out by the method detailed in the section 3 is optimal according
to the criterion introduced in Theorem 1. This parameter-free solution allows to
track fine and relevant patterns without over-fitting. This provides a suitable initial
solution to lead an exploratory analysis. Still, this initial solution may be too fine for
an easy interpretation. We propose here a post-processing technique which aims at
simplifying the clustering while minimizing the loss of information. This allows to
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explore the retrieved patterns at any granularity, up to the finest model, without any
user parameter.

We first study the impact of a merge on the criterion, then focus on the properties
of the proposed dissimilarity measure and finally describe the agglomerative hie-
rarchical clustering heuristic. It is noteworthy than the same modeling criterion is
optimized both for building the initial clustering and for aggregating the clusters in
the agglomerative heuristic.

4.1 The Cost of Merging Two Clusters

Let M1C,2C and MγC be two clustering models, the first one is the model before the
merge of the clusters 1C and 2C, the second one is the model after the merge, that
yields a new cluster γC = 1C∪2C. We denote Δc(1C,2C) the cost of the merge of 1C

and 2C, defined as:

Δc(1C,2C) = c(MγC)− c(M1C,2C)

It results from Theorem 1 that the clustering model MγC is a less probable MODL
explanation of the data set P than M1C,2C according to a factor based on Δc(1C,2C).

p(MγC |P) = e−Δc(1C,2C)p(M1C,2C |P) (3)

We focus on the asymptotic behavior of Δc(1C,2C) when the number of data points
m tends to infinity.

Theorem 2. The criterion variation is asymptotically equal to a weighted sum of
the Kullback-Leibler divergences from the clusters 1C and 2C to γC, estimated on
the kX × kY bivariate discretization.

Δc(1C,2C) =m1C DKL(1C||γC)+m2CDKL(2C||γC)+O(log(mγC)) (4)

Proof. The full proof is left out for brevity. Mainly, the computation of Δc(1C,2C)
makes some prior terms (2 first lines of Formula 2) vanish and bounds the other
ones by O(log(mγC)) terms. Then, using the Stirling approximation log(m!) =
m(log(m)− 1) +O(log(m)), the variation of the likelihood (the two last lines of
Formula 2) can be rewritten as a weighted sum of Kullback-Leibler divergences. �

4.2 The Cost of a Merge as a Dissimilarity Measure

As the criterion defined in Theorem 1 is used to find the best model, we naturally
chose it to evaluate the quality of the clustering. When two clusters are merged, the
criterion decreases and its resulting variation can be viewed as dissimilarity between
both clusters. When the number of points tends to infinity, the dissimilarity mea-
sure asymptotically converges to a weighted sum of Kullback-Leibler divergence
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(see Theorem 2). This divergence is a non symmetric measure of the difference bet-
ween two distributions [Cover and Thomas, 1991]. The variation of the criterion
Δc has some interesting properties. First, it is symmetrical, Δ(1C,2C) = Δ(2C,1C).
Then, Δc(1C,2C) is asymptotically non-negative since the Kullback-Leibler diver-
gence is also [Cover and Thomas, 1991]. The weights have an important impact
on the merge in the case of unbalanced clusters. A trade-off is achieved between
merging two balanced clusters with similar distributions and merging two different
clusters, one of them having a tiny weight. The best merge is the one with the least
loss of information, as c(M) can be interpreted as the total coding length of the
clustering model plus the data points given the model.

4.3 The Agglomerative Hierarchical Classification

The principle of the agglomerative clustering is to merge successively the clusters
in order to build a tree called dendrogram. The usual dissimilarity measures for the
dendrogram are based on Euclidean distances (Single-Linkage, Complete-Linkage,
Ward, . . . ). Here we build a dendrogram using the criterion variation Δc. Due to the
properties of this dissimilarity measure, the resulting dendrogram is well-balanced.
Indeed, given the trade-off between merging similarly distributed clusters and merg-
ing tiny with large clusters, we obtain clusters with comparable sizes at each level
of hierarchy.

Let us notice that during the agglomerative process, the best merge can relate
either to the cluster variable C or to the points dimensions X or Y . Therefore, the
granularity of the representation of the curves coarsens as the number of clusters
decreases. As a consequence, the dissimilarity measure between two clusters of a
partition “coarsens” together with the coarsening of the other partitions. This makes
sense since fewer clusters in the partition need a less discriminative similarity mea-
sure to be distinguished. It is noteworthy that during the agglomerative process,
partitions are coarsened but not re-optimized by locally moving the bounds of the
intervals. Although this may be sub-optimal, this allows to ease the exploratory
analysis by using the same family of nested intervals at any model granularity.

5 Experiments

In this section, we first highlight properties of our approach using an artificial data
set and then apply it on a real-life data set, next we successively merge the clusters
and finally show what kind of exploratory analysis can be performed.

5.1 Experiments on an Artificial Data Set

A variable z is sampled from an uniform distribution: Z ∼ U (−1,1). εi denotes a
white Gaussian noise: E ∼ N (0,0.25). Let us consider the four following
distributions:
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• f1 : x = z+ εx, y = z+ εy

• f2 : x = z+ εx, y =−z+ εy

• f3 : x = z+ εx, y = αz+ εy

with α ∈ {−1,1}
and p(α =−1) = p(α = 1)

• f4 : x = (0.75+ εx)cos(π(1+ z)),
y = (0.75+ εy)sin(π(1+ z))

(a) f1 (b) f2

(c) f3 (d) f4

Fig. 1 Artificially generated distributions

We generate a collection of 40 curves using each distribution defined previously
(10 curves per distribution). We generate a data set P of 105 points. Each point
is a triple of values with a randomly chosen curve (among 40), a x and a y value
generated according to the distribution related to the curve.

We apply our functional data clustering method introduced in Section 3 on sub-
sets of P of increasing sizes. The experiment is running 10 times per subset of
points that are resampled each time. The graph on Figure 2 displays the average
number of clusters and the number of X and Y intervals for a given number of points
m. For very small subsets (below 400 data points), there are not enough data to dis-
cover significant patterns, and our method produces one single cluster of curves,
with one single interval for the X and Y variables. From 400 data points, the num-
bers of clusters and intervals start to grow. Finally with only 25 points per curve
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on average, that is 1000 points in the whole point data set, our method recovers the
underlying pattern and produces four clusters of curves related to the f1, f2, f3 and
f4 distributions.

Despite the method retrieved the actual number of clusters, below 2000 data
points, the clusters may not be totally pure and some curves misplaced into clus-
ters. In our experiments, for 1000 data points, 2% of the curves are misplaced on
average, while for 2000 points, all the curves are systematically placed in their
actual cluster.

It is noteworthy that by growing the size of the subset beyond 2000 data points,
the number of retrieved patterns is constant and equal to four. By contrast, the num-
ber of intervals grows with the number of data points. This shows the good asymp-
totic behaviour of the method: it retrieves the true number of patterns and exploits
the growing number of data to better approximate the pattern shapes.

Fig. 2 Number of clusters (solid line), number of X intervals (tight dotted line) and number
of Y intervals (spaced dotted line) for a given number of data points m

Regarding the results of the experiments on this data set, it is noteworthy that
MODL does not require the same point locations for each curve. This may be an
usefull property to make a clustering of functionnal data for which the measure-
ment have not been recorded at regular intervals. Moreover, beyond the clustering
of functional data, our method is able to deal with distributions. Thus, it is pos-
sible to detect clusters of multimodal distributions like the ones generated using
f3 and f4.

5.2 Analysis of a Power Consumption Data Set

We use the data set [Hébrail et al., 2010] which consists in the electric power con-
sumption recorded in a personal home during almost one year (349 days). Each
curve consists in 144 measurements which give the power consumption of a day
at a 10 minutes sampling rate. There are 50,256 data points and three features: the
time of the measure X , the power measure Y and the day identifier C. The study of
this data set aims at grouping the days according to the characteristic of the power
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consumption of each day. First, the optimal model is computed using the MODL
approach. Finally the approach is compared to that of [Hébrail et al., 2010].

The MODL-Optimal Discretization. The optimal clustering consists in a data grid
defined by 57 clusters, 7 intervals on X and 10 on Y . This means that the 349
recorded days have been grouped into 57 clusters, each day has been discretized
into 7 time segments and the power measures into 10 power segments. This result
highlights some characteristic days, such as the workdays, the days off or the days
when nobody is at home. The summarized prototypes, represented by piecewise
constant lines, show the average power consumption per time segment. The condi-
tional probabilities of the power segments given the time segments are represented
by grey cells, where the grey level shows the related conditional probability. The
first representation has been chosen in order to simplify the reading of the curve,
and the second to highlight some interesting phenomena such as the multimodal
distributions of data points within the time segments.

(a) (b)

Fig. 3 Two examples among the 57 clusters, the plots display the summarized prototypes and
the conditional probabilities represented by darkened cells. Figure (a) represents the largest
cluster, typifying days where the power consumption is very low and almost constant; the
residents were probably not at home. Figure (b), that is the second largest cluster, shows a
workday with a low consumption during the night and the office hours, and with peaks in the
morning and evening.

Multimodal distributions. In Figure 3.(b), we notice that the prototype is located
between two dark cells for the third time segment. This means that the majority of
the data points have been recorded in the higher and the lower power segments but
rarely in the interval where the prototype is for this time segment. Thus, a multi-
modal distribution of the data points on this time segment is highlighted, which is
confirmed by Figure 4.(b). Let us notice that 3.(a) is another illustration of a multi-
modal distribution for which the points are more frequent in the lower mode than in
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(a) (b)

Fig. 4 Prototypes and stacked curves for the clusters of Figures 3 (a) and (b)

the upper one. Overall, the method extends the clustering of curves to clustering of
distributions.

Merging the Clusters. Whereas the finest data grid yields a rich clustering and use-
ful information for some characteristic clusters, a more synthetic and easily inter-
pretable view of the power consumption over the year may be desirable in some
applications. That is why agglomerative merges have been performed and repre-
sented on Figure 5 by a dendrogram and a Pareto chart presenting the percentage of
kept information as a function of the number of clusters. This measure is defined as
following:

Definition 3. Let M/0 be the null model with one cluster of curves and one interval
per point dimension, whose data grid consists in one cell containing all the points.
Its properties are detailed in [Boullé, 2010]. We denote Mopt the optimal model
according to the optimization of the criterion defined in the Theorem 1 and Mk the
model resulting from successive merges until obtaining k clusters. The percentage
of kept information for k clusters τk is defined as:

τk =
c(Mk)− c(M/0)

c(Mopt)− c(M/0)

The dendrogram is well-balanced and the Pareto chart is concave, which allows
to divide by three the number of clusters while keeping almost 90% of the initial
information.
Comparative analysis of the modeling results. In order to highlight the differences
between the results retrieved using MODL and the approach of [Hébrail et al., 2010],
we propose to study a simplified data grid by coarsening the optimal model un-
til having four clusters, using the post-processing technique detailed in Section 4.
By doing this, 50% of the information is kept and the power consumption and the
time discretizations are reduced to four intervals. Contrary to MODL, the approach
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(a) Dendrogram (b) Pareto chart

Fig. 5 Dendrogram and Pareto chart of kept information per number of clusters

of [Hébrail et al., 2010] requires the user to specify the number of clusters and time
segments. We applied therefore their clustering technique with four clusters and a
total of sixteen time intervals that are optimally distributed over the four clusters.
The clusters retrieved by both approaches are displayed in Figures 6 and 7.

Fig. 6 The four clusters of curves retrieved using MODL with the average (black line) and
the prototype (red solid line) curves. The number in parenthesis above each curve refers to
the number of curves in the cluster.

MODL computes a global discretization for both the time and the power con-
sumption. Conversely, the approach of [Hébrail et al., 2010] makes a discretiza-
tion of the temporal variable only, that is different for each cluster of curves.
In certain cases like the cluster 3 of the Figure 7, it may be suitable to avoid
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over-discretizations, and a few number of time segments is better for a local in-
terpretation. However, having common time segments for all the clusters enables an
easier comparison between the clusters. In the context of the daily power consump-
tion, MODL enables the identification of four periods: the night (midnight - 6.35
AM), the morning (6.35 AM - 8.45 AM), the day (8.45 AM - 6.35 PM) and the
evening (6.35 PM - midnight). We are then able to compare the differences in terms
of power consumption between the clusters of curves for each period of the day.

The approach of [Hébrail et al., 2010] is based on the k-means and thus mini-
mizes the variance between the curves locally to each time segment. It is the reason
why the prototype are close to the average curves in the clusters obtained by this
approach. In MODL, this property is not wanted. As a consequence, the prototype
and the average curves seem less correlated. MODL is based on a joint density es-
timation that yields more complex patterns. To highlight the differences in terms of
patterns, we propose to focus on a specific time segment. The first interval (i.e the
night) found by MODL also exists in the four clusters obtained using the approach
of [Hébrail et al., 2010]. Let us focus on this time segment to investigate on the
distributions of the power consumption measurements for each cluster of curves.
To do that, we compute the probability density function of the power consumption
variable locally to the first time segment, using a kernel density estimator [Sheather
and Jones, 1991]. The results are displayed in Figures 8 and 9.

The density functions for the power consumption are similar for all the four clus-
ters retrieved by the approach of [Hébrail et al., 2010] during the night: for all the
four clusters, we observe that the power measurements are very dense around one

Fig. 7 The four clusters of days retrieved using the approach of [Hébrail et al., 2010] with
the average (black line) and the prototype (red solid line) curves. The number in parenthesis
above each curve refers to the number of curves in the cluster.
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Fig. 8 Kernel density estimation of the power consumption measurements between midnight
and 6.35 AM for each cluster of curves retrieved using MODL
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Fig. 9 Kernel density estimation of the power consumption measurements between midnight
and 6.35 AM for each cluster of curves retrieved using the approach of [Hébrail et al., 2010]

unique low consumption value that corresponds to the year average power consump-
tion of the studied time segment. As for MODL, the density functions are very sim-
ilar for the clusters 1 and 3 and also very similar to the ones displayed in Figure 9.
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January February March April May June
1 8 15 22 29 5 12 19 26 5 12 19 26 2 9 16 23 30 7 14 21 28 4 11 18 25
2 9 16 23 30 6 13 20 27 6 13 20 27 3 10 17 24 1 8 15 22 29 5 12 19 26
3 10 17 24 31 7 14 21 28 7 14 21 28 4 11 18 25 2 9 16 23 30 6 13 20 27
4 11 18 25 1 8 15 22 1 8 15 22 29 5 12 19 26 3 10 17 24 31 7 14 21 28
5 12 19 26 2 9 16 23 2 9 16 23 30 6 13 20 27 4 11 18 25 1 8 15 22 29
6 13 20 27 3 10 17 24 3 10 17 24 31 7 14 21 28 5 12 19 26 2 9 16 23 30
7 14 21 28 4 11 18 25 4 11 18 25 1 8 15 22 29 6 13 20 27 3 10 17 24 1

July August September October November December
2 9 16 23 30 6 13 20 27 3 10 17 24 1 8 15 22 29 5 12 19 26 3 10 17 24 31
3 10 17 24 31 7 14 21 28 4 11 18 25 2 9 16 23 30 6 13 20 27 4 11 18 25
4 11 18 25 1 8 15 22 29 5 12 19 26 3 10 17 24 31 7 14 21 28 5 12 19 26
5 12 19 26 2 9 16 23 30 6 13 20 27 4 11 18 25 1 8 15 22 29 6 13 20 27
6 13 20 27 3 10 17 24 31 7 14 21 28 5 12 19 26 2 9 16 23 30 7 14 21 28
7 14 21 28 4 11 18 25 1 8 15 22 29 6 13 20 27 3 10 17 24 1 8 15 22 29
8 15 22 29 5 12 19 26 2 9 16 23 30 7 14 21 28 4 11 18 25 2 9 16 23 30

Fig. 10 Calendar of the year 2007 retrieved using MODL. Each line represents a day of the
week. There are four colors (one per cluster), the redder the color, the higher the average
power consumption of the cluster is. The white days correspond to days with missing data.

However, the cluster 4 is different in that the density peak has been translated to
an upper power interval. Finally, the cluster 2 highlights multimodalities with three
power values around which the measurements are dense. This complex pattern has
been retrieved by MODL since it based on joint density estimation; the competing
approach cannot track such patterns.

The curves of Figures 6 and 7 do not clearly highlight the differences between
the results. Displaying the calendar with different colors for the 4 clusters gives a
more powerful reading of the differences between the results obtained using both
methods. This is displayed in Figures 10 and 11.

The calendar of the clusters retrieved using MODL (see Figure 10) emphasizes a
certain seasonality. Indeed, the way the curves are grouped highlights a link with the
weather and the temperatures in France this year. The summer, from June to Septem-
ber, is a season when the temperatures are usually high. On the calendar, there are
two clusters corresponding to this period. The rest of the year, the temperatures are
lower and lead to an increase of the power consumption which is materialized by
the two other clusters. It appears that in late April and early May, the temperature
was exceptionally high this year: these days have been classified into the summer
clusters. Interestingly, the cluster shown in Figure 3.(a) where nobody was at home
and the power consumption is low, has been included into a summer cluster (periods
from the 23th of February to the 2nd of March and from the 29th of October to the
3rd of November).

For its part, the calendar obtained using the approach of [Hébrail et al., 2010]
does not show a seasonality as the one retrieved using MODL does. The clusters
are more distributed all over the year. The dark blue cluster (i.e the one with the
higher average power consumption) groups however only cold winter days and can
be compared to the reddest cluster of the Figure 10. The palest cluster (i.e the one
with the lower average power consumption) characterizes also the warmer days and
the days where there is nobody at home (see Figure 3.(a)). As for the other ones with
intermediate average power consumption, they do not show any correlation with the
period of the day and thus do not allow an immediate interpretation.
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January February March April May June
1 8 15 22 29 5 12 19 26 5 12 19 26 2 9 16 23 30 7 14 21 28 4 11 18 25
2 9 16 23 30 6 13 20 27 6 13 20 27 3 10 17 24 1 8 15 22 29 5 12 19 26
3 10 17 24 31 7 14 21 28 7 14 21 28 4 11 18 25 2 9 16 23 30 6 13 20 27
4 11 18 25 1 8 15 22 1 8 15 22 29 5 12 19 26 3 10 17 24 31 7 14 21 28
5 12 19 26 2 9 16 23 2 9 16 23 30 6 13 20 27 4 11 18 25 1 8 15 22 29
6 13 20 27 3 10 17 24 3 10 17 24 31 7 14 21 28 5 12 19 26 2 9 16 23 30
7 14 21 28 4 11 18 25 4 11 18 25 1 8 15 22 29 6 13 20 27 3 10 17 24 1

July August September October November December
2 9 16 23 30 6 13 20 27 3 10 17 24 1 8 15 22 29 5 12 19 26 3 10 17 24 31
3 10 17 24 31 7 14 21 28 4 11 18 25 2 9 16 23 30 6 13 20 27 4 11 18 25
4 11 18 25 1 8 15 22 29 5 12 19 26 3 10 17 24 31 7 14 21 28 5 12 19 26
5 12 19 26 2 9 16 23 30 6 13 20 27 4 11 18 25 1 8 15 22 29 6 13 20 27
6 13 20 27 3 10 17 24 31 7 14 21 28 5 12 19 26 2 9 16 23 30 7 14 21 28
7 14 21 28 4 11 18 25 1 8 15 22 29 6 13 20 27 3 10 17 24 1 8 15 22 29
8 15 22 29 5 12 19 26 2 9 16 23 30 7 14 21 28 4 11 18 25 2 9 16 23 30

Fig. 11 Calendar of the year 2007 retrieved using the approach of [Hébrail et al., 2010]. Each
line represents a day of the week. There are four colors (one per cluster), the bluer the color,
the higher the average power consumption of the cluster is. The white days correspond to
days with missing data.

All in all, both approaches track different patterns and consequently retrieve dif-
ferent clustering schemes. On the one hand, MODL requires no user-defined param-
eters and is suitable when there are no prior knowledges of the data. Moreover, the
approach is supplemented by powerful exploratory analysis tools allowing a global
interpretation of the results at different granularity levels. On the other hand, the
approach of [Hébrail et al., 2010] enables a thorough understanding of the clusters
by making a time decomposition locally to every cluster. In this practical case study,
it appears that both methods are complementary.

6 Conclusion

In this paper, we have focused on functional data exploratory analysis, more par-
ticularly on curves clustering. The method that is proposed in this paper does not
consider the data set as a collection of curves but rather as a set of data points with
three features, two continuous, the point coordinates, and one categorical, the curve
identifier. By clustering the curves and discretizing each point variable while se-
lecting the best model according to a Bayesian approach, the method behaves as a
nonparametric estimator of the joint density of both the curve and point variables.
In case of large data sets, the best model tends to be too fine grained for an easy in-
terpretation. To overcome this issue, a post-processing technique is proposed. This
technique aims at merging successively the clusters until obtaining a simplified clus-
tering while losing the least accuracy. This process is equivalent to making a hierar-
chical agglomerative classification, whose dissimilarity measure is a weighted sum
of Kullback- Leibler divergences from the new cluster to the two merged clusters.
Experimentations have been conducted on an artificial data set in order to highlight
interesting properties of the method and on a real world data set, the power con-
sumption of a home over a year. On the one hand, the finest model highlights inter-
esting phenomena such as multimodal distributions for some time segments among
the same cluster. As for the post-processing technique, a well-balanced dendrogram
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and a concave Pareto chart emphasize the ability of the finest model to be simplified
with few information loss, leading to a more interpretable clustering. An interpreta-
tion of these results has been made focusing on the differences with an alternative
approach.

Beyond clustering of curves, the proposed method is able to cluster a collection
of distributions. In future works, we plan to extend the method to multidimensional
distributions by considering more than two point dimensions.
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Multi-view Clustering on Relational Data

Francisco de A.T. de Carvalho, Yves Lechevallier,
Thierry Despeyroux, and Filipe M. de Melo

Abstract. Clustering is a popular task in knowledge discovery. In this chapter we
illustrate this fact with a new clustering algorithm that is able to partition objects
taking into account simultaneously their relational descriptions given by multiple
dissimilarity matrices. The advantages of this algorithm are threefold: it uses any
dissimilarities between objects, it automatically ponderates the impact of each dis-
similarity matrice and it provides interpretation tools. We illustrate the usefulness of
this clustering method with two experiments. The first one uses a data set concern-
ing handwritten numbers (digitized pictures) that must be recognized. The second
uses a set of reports for which we have an expert classification given a priori so we
can compare this classification with the one obtained automatically.

1 Introduction

Clustering is a popular task in knowledge discovery and it is applied in various
fields including data mining, pattern recognition, computer vision, etc. [Gordon,
1999; Jain et al., 1999]. Clustering methods aim at organizing a set of objects into
clusters such that items within a given cluster have a high degree of similarity, while
items belonging to different clusters have a high degree of dissimilarity. A precise
definition of the dissimilarity between objects is thus very important.

Some of the clustering techniques are called partitioning methods. Partitioning
methods seek to obtain a single partition of the input data into a given number
of clusters. Often, such methods look for a partition that optimizes (locally) an
adequacy criterion function.
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Two usual representations of the objects upon which clustering can be based are
(usual or symbolic) feature data and relational data. When each object is described
by a vector of quantitative or qualitative values the set of vectors describing the ob-
jects is called feature data. When each object is described by a vector of sets of cat-
egories, intervals or weight histograms, the set of vectors describing the objects can
be considered as symbolic (feature) data, according to the Symbolic Data Analysis
(SDA) approach[Bock and Diday, 2000]. Alternatively, when each pair of objects
is represented by a relationship, then we have relational data. The most common
case of relational data is when we have (a matrix of) dissimilarity data, say R = [ril ],
where ril is the pairwise dissimilarity (often a distance) between objects i and l.

Many methods and algorithms have been proposed in order to cluster (usual or
symbolic) feature data[Gordon, 1999; Jain et al., 1999; Kaufman and Rousseeuw,
1990]. However, few clustering models have been proposed for relational data.
[Frigui et al., 2007] observed that several applications, as content-based image re-
trieval, would benefit strongly from clustering methods for relational data. In SDA,
many effective dissimilarity measures proposed to the comparison of symbolic data
are not differentiable with respect to the prototype parameters and thus, they could
not be used in clustering methods for symbolic feature data based on objective func-
tions. For example, in order to cluster constrained symbolic data, [De Carvalho et al.,
2009] used the dynamic clustering algorithm for relational data [De Carvalho et al.,
2012]. The constraints were taken into account during the computation of a suit-
able dissimilarity function between the symbolic feature data in order to obtain a
relational data set.

In this paper we will focus on relational data. When the representation of an
object is not unique, we speak of multi-view data. Multi-view data can be found in
many domains such as bioinformatics, marketing, etc. [Cleuziou et al., 2009], and
in structural documents. For example, in XML documents with many sections, each
of these sections can be interpreted as a different view.

This paper presents a clustering algorithm that is a variant of the one given in
[De Carvalho et al., 2012], that is able to partition objects taking simultaneously
into account their relational descriptions given by multiple dissimilarity matrices.
The main idea is to obtain a collaborative role of the different dissimilarity matrices
[Pedrycz, 2002] in order to obtain a final consensus partition [Leclerc and Cucumel,
1987].

The dissimilarity matrices could have been generated using different sets of vari-
ables and a fixed dissimilarity function (the final partition gives a consensus between
different views (sets of variables) describing the objects), using a fixed set of vari-
ables and different dissimilarity functions (the final partition gives the consensus
between different dissimilarity functions) or using different sets of variables and
dissimilarity functions. Moreover, the influence of the different dissimilarity matri-
ces is not equally important in the definition of the clusters in the final consensus
partition. Thus, in order to obtain a central partition from all dissimilarity matrices,
it is necessary to learn cluster-dependent relevance weights for each dissimilarity
matrix.



Multi-view Clustering on Relational Data 39

[Frigui et al., 2007] proposed CARD, a clustering algorithm that is able to parti-
tion objects taking into account multiple dissimilarity matrices and that learns a rel-
evance weight for each dissimilarity matrix in each cluster. CARD is mainly based
on the well known fuzzy clustering algorithms for relational data RFCM [Hathaway
et al., 1989] and FANNY [Kaufman and Rousseeuw, 1990].

The clustering algorithm proposed in this paper is designed to give a partition and
a prototype for each cluster as well as to learn a relevance weight for each dissimilar-
ity matrix by optimizing an adequacy criterion that measures the fit between clusters
and their representatives. These relevance weights change at each algorithm iteration
and are different from one cluster to another. The method is based on the dynamic
hard clustering algorithm for relational data [Lechevallier, 1974; De Carvalho et al.,
2008, 2009] and on adaptive distances [Diday and Govaert, 1977; De Carvalho and
Lechevallier, 2009]. One of the advantage of the algorithm is that it provides inter-
pretation tools that help in understanding the result.

In order to demonstrate the usefulness of this new clustering algorithm, we apply
it on two different applications. The first one concerns the clustering of handwritten
digits (0 to 9) that are scanned in binary pictures. The data that are used are avail-
able from the “UCI machine learning repository”. The second one uses the example
given [De Carvalho et al., 2010] taking a document data base for which we have an
expert categorization.

2 A Dynamic Clustering Algorithm Based on Multiple
Dissimilarity Matrices

In this section, we introduce an extension of the dynamic clustering algorithm
for relational data [De Carvalho et al., 2008] which is able to partition objects
taking simultaneously into account their relational descriptions given by multiple
dissimilarity matrices.

In this new version, the prototype is no more defined as an object, but as a vector
of objects from E . For each matrix there is one associated object.

Let E = {e1, . . . ,en} be a set of n examples and let p dissimilarity n × n
matrices (D1, . . . ,D j, . . . ,Dp) where D j[i, l] = d j(ei,el) gives the dissimilarity bet-
ween objects ei and el on dissimilarity matrix D j. Assume that the prototype
gk = (gk1, . . . ,gkp) is the prototype vector of cluster Ck, where each component be-
longs to the set E , i.e. , gk ∈ E p (k = 1, . . . ,K), with gk j ∈ E ( j = 1, . . . , p).

The dynamic hard clustering algorithm with relevance weight for each dissimi-
larity matrix looks for a partition P = (C1, . . . ,CK) of E into K clusters and the cor-
responding prototype vector gk ∈ E p representing the cluster Ck in P and a weight
for each dissimilarity matrix such that the adequacy criterion J is locally optimized.
The adequacy criterion is defined as

J =
K

∑
k=1

∑
ei∈Ck

dλ k
(ei,gk) =

K

∑
k=1

∑
ei∈Ck

p

∑
j=1

λk jd j(ei,gk j) (1)
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in which

dλ k
(ei,gk) =

p

∑
j=1

λk jd j(ei,gk j) (2)

is the dissimilarity between an example ei ∈ Ck and the cluster prototype gk ∈ E p

parameterized by the relevance weight vector λ k = (λk1, . . . ,λk j, . . . ,λkp) where λk j

is the weight for the dissimilarity matrix D j for the cluster Ck, and d j(ei,gk j)) is the
local dissimilarity d j between an example ei ∈Ck and the cluster prototype gk j ∈ E .

Our clustering algorithm alternates the three following steps:

• Step 1: Definition of the Best Prototype Vectors
In this step, the partition P = (C1, . . . ,CK) of E into K clusters and the relevance
weight matrix λ are fixed.
For each cluster Ck we compute the prototype vector gk which minimizes the
clustering criterion J. This vector contains the components gk j, objects of E , that
are obtained using :

l = argmin1≤h≤n ∑
ei∈Ck

λk j d j(ei,eh) (3)

• Step 2: Definition of the Best Relevance Weight Matrix
In this step, the partition P = (C1, . . . ,CK) of E and the vector of prototypes
g = (g1, . . . ,gK) are fixed.
The element j of the relevance weight vector λ k = (λk1, . . . ,λk j, . . . ,λkp), which
minimizes the clustering criterion J under λk j > 0 et ∏p

j=1 λk j = 1, is calculated
by the following expression:

λk j =

{
∏p

h=1

[
∑ei∈Ck

dh(ei,gkh)
]} 1

p

[
∑ei∈Ck

d j(ei,gk j)
] (4)

Remark The more the examples in the cluster Ck are close to the component gk j

of the prototype gk considering the matrix of dissimilarity D j, the higher is the
value of the weight λk j.

• Step 3: Definition of the Best Partition
In this step, the vector of prototypes g = (g1, . . . ,gK) and the relevance weight
matrix λ are fixed.
The cluster Ck is updated according to the following allocation rule:

Ck = {ei ∈ E : dλ k
(ei,gk)< dλ h

(ei,gh)∀h �= k } (5)

If the minimum is not unique, ei is assigned to the class having the smallest index.

It’s easy to demonstrate that each previous step decreases the criterion J.
The dynamic hard clustering algorithm with relevance weight for each dissimilar-

ity matrix sets an initial partition and alternates three steps until convergence, when
the criterion J(P,λ ,g) reaches a stationary value representing a local minimum.
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Comparing with the initial algorithm [De Carvalho et al., 2012], using a vector
prototype allows to optimize the choice of the prototype and of the weight locally, by
class and by dissimilarity matrix. The clustering criterion J is decomposed accord-
ing to the dissimilarity matrices, and according to classes and dissimilarity matrices
simultaneously, allowing to interpret the classes against matrices.

3 Interpreting Clusters and Partition

Let T be the criterion corresponding to the criterion J applied to a clustering in a
unique class of E . The tools that help to interpret the classes and the partition are
based on the decomposition of the criterion T in two parts. The first one corresponds
to the dispersion intra-classes W (W corresponds to the clustering criterion J) and
the second one corresponds to the dispersion inter-classes B. We use the approach
given by [Chavent et al., 2006] that permits to compute this decomposition even
if computing the inter-classes dispersion B is impossible (see [De Carvalho et al.,
2012]).

Let P = (C1, . . . ,CK) the final partition E = {e1, . . . ,en} in K classes. Let gk the
prototype and λ k the vector of relevance weight of Ck (k = 1, . . . ,K). Suppose also
that the global prototype is the vector g = (g1, . . . ,gp) where g j ∈ E ( j = 1, . . . , p).

The global dispersion T of the partition P = (C1, . . . ,CK) is defined by

T =
K

∑
k=1

∑
ei∈Ck

dλ k
(ei,g) =

K

∑
k=1

∑
ei∈Ck

p

∑
j=1

λk jd j(ei,g j) (6)

where the global prototype g, that minimizes the global dispersion T , is composed
of g j = el ∈ E computed using :

l = argmin1≤h≤n

K

∑
k=1

∑
ei∈Ck

λk j d j(ei,eh) (7)

The global dispersion is decomposed in

a) T = ∑K
k=1 Tk with Tk = ∑ei∈Ck ∑p

j=1 λk j d j(ei,g j) ;

b) T = ∑K
k=1 ∑p

j=1 Tk j with Tk j = ∑ei∈Ck
λk j d j(ei,g j) ;

c) T = ∑p
j=1 Tj with Tj = ∑K

k=1 ∑ei∈Ck
λk j d j(ei,g j)

The dispersion intra-classes W is given by the clustering criterion J(see 1):

a) J = ∑K
k=1 Jk with Jk = ∑ei∈Ck ∑p

j=1 λk j d j(ei,gk j);

b) J = ∑p
j=1 Jj with Jj = ∑K

k=1 ∑ei∈Ck
λk j d j(ei,gk j);

c) J = ∑K
k=1 ∑p

j=1 Jk j with Jk j = ∑ei∈Ck
λk j d j(ei,gk j)

One can easily show that

i) T ≥ J;
ii) Tk ≥ Jk (k = 1, . . . ,K);
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iii)Tj ≥ Jj ( j = 1, . . . , p);
iv)Tk j ≥ Jk j (k = 1, . . . ,K; j = 1, . . . , p).

Given the global dispersion, the intra-classes dispersion and their decomposi-
tion, the indexes for the help to interpretation of classes and partition introduced by
[Chavent et al., 2006] can be easily be adapted to the new algorithm.

The global quality of the final partition is Q(P) = 1− J
T . An index Q(P) close to

1 indicates a partition of better quality (more homogeneous classes).
The global quality of the final partition according to each dissimilarity matrix is

given by Q j(P) = 1− Jj
Tj

. A value for Q j(P) close to 1 indicates a good quality of

the partition P according to the dissimilarity matrix D j. The comparison between
Q j(P) and Q(P) shows that the discriminant power of the dissimilarity matrix D j is
greater than the average discriminant power of all the dissimilarity matrices.

4 Applications

To illustrate the usefulness of our new algorithm, we use it on two different data sets.
The first one is a set of digitized handwritten digits, the second a set of scientific
activity reports.

4.1 Handwritten Digits Dataset

Our first example concerns the clustering of “multiple features” data available in the
“UCI machine learning repository”. This set of data contains handwritten digits (0
to 9) that are scanned in binary pictures. The 2000 handwritten digits (objects) are
described by 649 numerical variables. These variables are partitioned in 6 different
sets (views):

Fig. 1 Digitized handwritten digit ’3’, ’3’, ’5’, ’7’, ’7’

• 76 Fourier coefficients describing the shape of the digits
• 64 Karhunen-Love coefficients
• 240 pixels average in 2 x 3 windows
• 47 Zernike moments
• 6 Morphological characteristics
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Theses data are structured in 10 a priori classes containing 200 objects, each
class corresponding to one digit.

We first consider 7 data tables: one in which the objects are described by all the
649 variables (table “mfeat”) and 6 other tables in which the objects are described
by one of the 6 different “views”, each “view” having respectively 76 (table “mfeat-
Fou”), 216 (table “mfeatFac”), 64 (table “mfeatKar”), 240 (table “mfeatPix”), 47
(table “mfeatZer”), and 6 (table “mfeatMor”) variables.

Then 7 relational data tables are obtained from theses 7 data tables using the
Euclidean distance. All these tables are then normalized according to their global
dispersion [Chavent, 2005] to have the same dispersion. This means that each dis-

similarity d(xi,x′i) in a given relational data table has been normalized as d(xi,x′i)
T

where T = ∑n
i=1 d(ei,g) is the global dispersion and g = el ∈ E = {e1, . . . ,en} is the

global prototype, which is computed according to l = argmin1≤h≤n ∑n
i=1 d(ei,eh).

Our clustering algorithm has been performed first on the relational data table
“mfeat” and then simultaneously in the 6 relational data tables “mfeatFou”, “mfeat-
Fac”, “mfeatKar”, “mfeatPix”, “mfeatZer”, and “mfeatMor”, corresponding to the
6 different “views” to obtain a partition in 10 clusters. The clustering algorithm is
run 100 times and the best result according to the adequacy criterion J is selected.
Our goal is to compare the partition obtain by our clustering algorithm with the par-
tition in 10 clusters given a priori. The comparison criterion that we have chosen
are the overall (global) error rate of classification (OERC)[Breiman et al., 1984],
the corrected Rand index (CR)[Hubert and Arabie, 1985], and the F-measure[Van
Rijisbergen, 1976].

Results

The values of the CR, F-measure and OERC indexes, obtained from the final par-
tition computed by our clustering algorithm applied to the relational data table
“mfeat”, are respectively 0.518, 0.674, and 37.75%.

The values of the same indexes obtained from the final partition computed by
our clustering algorithm applied simultaneously to the 6 relational data tables cor-
responding to the 6 different “views” are respectively 0.762, 0.879 et 12.10%. The
table 1 shows the relevance weight matrix of the relational data tables in the clusters.

The table 2 shows the confusion matrix into 10 cluster computed for the final
partition.

We can see that the dissimilarity matrix “mfeatMor” is the most pertinent one for
defining all the clusters. We also see that the dissimilarity matrix “mfeatFac” has a
relevance weight as important that the one for the dissimilarity matrix “mfeatMor”
for the cluster 3.

The global quality of the final partition is Q(P) = 1− J
T = 0.919. Closer is the

index Q(P) to 1 better is the partition quality (with more homogeneous clusters).
The global quality of the final partition relative to each dissimilarity matrix

Q j(P) = 1− Jj
Tj
( j = 1, . . . ,6) is shown in Table 3. A value of Q j(P) close to 1

is an indication of a good quality of the partition P relative to the dissimilarity
matrix D j. Comparing Q j(P) with Q(P) shows that the discriminant power of the
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Table 1 Relevance Weight Matrix of the Relational Data Tables in the Clusters

Relevance Weight of Dissimilarity Matrices
Clusters 1-mfeatMor 2-mfeatZer 3-mfeatPix 4-mfeatKar 5-mfeatFou 6-mfeatFac

1 6.728 0.713 0.562 0.595 0.533 1.165
2 12.543 0.615 0.515 0.546 0.434 1.059
3 2.891 0.919 0.612 0.646 0.454 2.091
4 3.412 1.083 0.526 0.562 0.513 1.778
5 5.318 0.828 0.573 0.640 0.454 1.361
6 135.631 0.338 0.236 0.252 0.318 1.147
7 54.559 0.484 0.270 0.290 0.393 1.223
8 5.276 0.794 0.547 0.596 0.421 1.733
9 8.163 0.749 0.504 0.559 0.383 1.505

10 8367.671 0.199 0.124 0.134 0.097 0.363

Table 2 Confusion Matrix

Clusters (Handwritten Digits)
Clusters ’7’ ’1’ ’5’ ’2’ ’4’ ’0’ ’8’ ’3’ ’6’ ’9’

1 193 15 4 16 6 0 0 30 2 0
2 1 170 0 0 4 0 3 1 5 0
3 0 0 149 1 0 2 0 27 0 0
4 1 0 6 178 0 0 1 3 0 0
5 1 2 1 1 183 0 1 2 3 0
6 0 0 0 0 0 188 18 0 0 0
7 0 11 0 0 0 9 174 0 3 0
8 4 0 40 3 1 1 2 137 1 0
9 0 2 0 1 6 0 1 0 186 0
10 0 0 0 0 0 0 0 0 0 200

Table 3 Global Quality of the Partition P relatively to each Dissimilarity Matrix (%)

Dissimilarity Matrices
1-mfeatMor 2-mfeatZer 3-mfeatPix 4-mfeatKar 5-mfeatFou 6-mfeatFac

Q j(P) 98.44 47.28 43.58 47.16 35.09 65.69

dissimilarity matrix “mfeatMor” is greater that the average discriminant power of
all the dissimilarity matrices.

Table 4 shows the heterogeneity index J(k) = Jk
J and the quality index Q(k) =

1− Jk
Tk

for each cluster k = 1, . . . ,10. One can sea, for example, that the cluster 10
(digit ’9’) is more homogeneous while the cluster 6 (digit ’0’) is of best quality.

Table 5 shows the index Q j(k) = 1− Jk j
Tk j

, that gives the quality of the cluster

Ck (k = 1, . . . ,10) in the dissimilarity matrix D j ( j = 1, . . . ,6). Closer to 1 is the
value of this index, better is the quality of this cluster in this dissimilarity matrix.
While Q(P) is a global index, Q j(k) is a local one for a given cluster and a given
dissimilarity matrix. More, the comparison between the indices Q j(k) and Q(k)
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Table 4 Heterogeneity Index and Quality Index of a Cluster(%)

Cluster k
1 2 3 4 5 6 7 8 9 10

Cardinal 266 184 179 189 194 206 197 189 196 200
J(k) 17.52 10.20 12.67 10.34 14.07 3.75 6.14 12.38 10.39 2.48
Q(k) 88.63 84.80 93.36 93.42 89.42 97.70 93.70 93.43 84.18 88.73

Table 5 Quality of Clusters in the Dissimilarity Matrices (%)

Dissimilarity Matrix
Classes 1-mfeatMor 2-mfeatZer 3-mfeatPix 4-mfeatKar 5-mfeatFou 6-mfeatFac

1 97.69 38.36 49.84 52.10 39.84 50.57
2 96.80 32.34 45.94 46.65 30.16 34.07
3 98.79 23.15 34.46 39.43 35.03 39.12
4 98.76 61.18 47.37 52.09 41.66 53.72
5 97.93 13.31 42.37 46.97 20.34 56.26
6 99.58 81.82 60.47 65.07 69.41 77.24
7 98.85 42.33 22.75 26.86 41.98 51.96
8 98.81 25.05 30.37 34.73 20.25 23.20
9 96.50 00.00 45.99 50.50 18.19 68.99

10 03.77 91.28 55.00 53.25 42.25 97.11

gives the dissimilarity matrices that characterize the cluster k. For example, the
dissimilarity matrix “mfeatMor” is characteristic of the clusters 1 to 9, while the
matrices “mfeatZer” and “mfeatFac” are characteristic of the cluster 10 (digit ’9’).

4.2 Document Data Base Categorization

As a second application of our algorithm, we use it to categorize a document data
base. The document data base is a collection of scientific activity reports produced
by each INRIA (The French National Institute for Research in Computer Science
and Control) research team in 2007. Theses deliverables are send to the French
parliament for public funding assessing and are also made available to its industrial
and research partners.

Research teams are grouped into scientific themes that do not correspond to an
organizational structure (such as departments or divisions), but act as a virtual struc-
ture for the purpose of presentation, communication and evaluation. Figure 2 gives a
view of this categorization. The choice of the themes and the allocation of the teams
are mostly related to strategic objectives and scientific closeness between existing
teams, however some geographical constraints, such as the desire for a theme to be
representative of most INRIA centers are taken into account. Our aim is to compare
the a priori categorization given by INRIA of the reports with that induced by the
clustering algorithm here proposed.
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Fig. 2 INRIA research categorization

Each report (RA) is written in English and using LaTeX, it is automatically trans-
lated into XML, then to HTML and published on the Web. In the rest of the paper
we implicitly refer to the XML version of the Activity Report. The logical structure
of the RA is defined by an XML DTD with a few mandatory sections and some
optional parts.

In this application we consider activity reports from 164 INRIA research teams
in 2007. The XML version of these documents contains 173 files, a total of 613 000
lines, more than 40 Mbytes of data. Figure 3 gives an example of an activity report
summary.

Fig. 3 Example of an activity report summary
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In these activity reports, four sections have been selected to describe a research
team: overall objectives, scientific foundations, dissemination and new results.
The overall objectives part defines the research objectives, scientific foundations
provides the scientific background followed by potential applications of the research
domain, Dissemination includes any teaching activity, involvement with the re-
search community (program committees, editorial boards, conference and workshop
organization) and seminars, while the new results includes the principal results ob-
tained during that year.

In a first step all the texts are preprocessed. Stop-words are removed, and the
texts are annotated with part-of-speech and lemma information using treetagger.

Four feature data tables are build, each with 164 objects (the research teams)
described by the frequent words (categories) present in one of the four sections. The
numbers of frequent words in the sections overall objectives, scientific foundations,
dissemination, and new results are respectively 220, 210, 404, and 547. Each cell on
a data table gives the frequency of a word for the considered activity report section
and research team.

Then, four relational data tables have been obtained from the 4 feature data ta-
bles through a dissimilarity measure derived from the affinity coefficient [Bacelar-
Nicolau, 2000]. We assume that each individual is described by one set-valued
variable (“presentation”, etc.) which has m j modalities (or categories) {1, . . . ,m}.
An individual ei is described by xi = (ni1, . . . ,nim) where ni j is the frequency of
modality j. The dissimilarity between a pair of individuals ei and ei′ is given by:

d(xi,x′i) = 1−
m

∑
j=1

√
ni j

ni•
ni′ j
ni′•

where ni• =
m

∑
j=1

ni j.

All these relational data tables were normalized according to their global dis-
persion [Chavent, 2005]: each dissimilarity d(xi,x′i) in a relation data table has

been normalized as d(xi,x′i)
T where T = ∑n

i=1 d(ei,g) is the global dispersion and
g = el ∈ E = {e1, . . . ,en} is the global prototype, which is computed according to
l = argmin1≤h≤n ∑n

i=1 d(ei,eh).

Results

The clustering algorithm has been performed simultaneously on these 4 relational
data tables (“presentation”, “foundation”, “dissemination” and “bibliography”) in
order to obtain a partition in K ∈ {1, . . . ,15}. For a fixed number of clusters K, the
clustering algorithm is run 100 times and the best result according to the adequacy
criterion is selected.

Determining the appropriate number of clusters in a partition is a classical prob-
lem but no good solution exists[Milligan and Cooper, 1985]. To choose the right
number of cluster, our strategy is those of the SPAD software1. It consists in choos-
ing the best couple (inter-classes inertia, number of classes). The decrease of the
number of classes increases the intra-classes inertia, so to get a partition with a

1 http://eng.spad.eu/

http://eng.spad.eu/
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good quality we must identify an important jump of the index. This peak can be
found using the second order differences of the clustering criterion [Da Silva, 2009;
Charrad et al., 2010].

The discrete first derivative of J according to k is D f (x) = ( f (x+ h)− f (x))/h
and the second one is D2 f (x) = ( f (x+h)−2 f (x)+ f (x−h))/h2. When h tends to
0 this is equivalent to the usual derivative.

A partition in 4 clusters is chosen because at this spot the second derivative is
maximal (see Fig. 4). A partition in 11 clusters would also be possible as it is a local
maximum.

Fig. 4 J criteria, second derivative

The 4-clusters partition obtained with the here proposed algorithm was compared
with the a priori 5-class partition of the INRIA in 2008. INRIA a priori catego-
rization is as follows: “Applied Mathematics, Computation and Simulation (M)”,
“Algorithmics, Programming, Software and Architecture (A)”, “Networks, Systems
and Services, Distributed Computing (N) ”, “Perception, Cognition, Interaction (P)”
and “Computational Sciences for Biology, Medicine and the Environment (C)”.

The activity reports refer to year 2007, and the expert classification by INRIA has
been done in 2008. Between these two years some research teams have been closed
and others has evolved. For this reason, only 154 activity reports has been used in
the comparison between our automatic clustering and the expert classification done
by INRIA.

Table 6 shows that the 4-clusters partition obtained with the clustering algorithm
is quite consistent with the a priori 5-class categorization, except for the M and C
class.

Category 5, Computational Sciences for Biology, Medicine and the Environment,
is artificial and is distributed (considering the vocabulary that is used) in two clus-
ters, depending on the fact that the subject is more mathematical or more cognitive.
Thus, the cluster C3 could be labelled “Simulation/control/modelisation”, and the
cluster C4 “Data processing”.

The relevance weight matrix for the for variables (sections) used in the activity
reports is shown in table 7.
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Table 6 Distribution table of 154 reports (2007) in 5 a priori categories (2008) (rows) in the
4 clusters (columns)

C1 C2 C3 C4
M - Applied Mathematics, Computation and Simulation 1 1 20 6
A - Algorithmics, Programming, Software and Architecture 17 3 1 9
N - Networks, Systems and Services, Distributed Computing 1 28 2 2
P - Perception, Cognition, Interaction 5 1 2 35
C - Computational Sciences for Biology, Medicine and the Environment 0 0 11 9

Table 7 Relevance Weight Matrix of the Dissimilarity matrices in the classes

Relevance Weight of Dissimilarity Matrices
Clusters overall objectives scientific foundations new results dissemination

1 0.969026 0.979387 1.000909 1.052727
2 1.019705 0.934093 1.073774 0.977738
3 0.966223 1.068582 1.073115 0.902545
4 0.976156 0.993158 1.026519 1.004837

The values of the CR, F-measure and OERC indexes, obtained from the final
partition computed by our clustering algorithm are respectively 0.360, 0.657 and
27.92%.

5 Conclusion

This paper introduced a new clustering algorithm that is able to partition objects
taking into account simultaneously their relational descriptions given by multiple
dissimilarity matrices. These matrices could have been generated using different
sets of variables and dissimilarity functions.

This algorithm provides a partition and a prototype for each cluster as well as a
relevance weight for each dissimilarity matrix by optimizing an adequacy criterion
that measures the fit between clusters and their representatives. These relevance
weights are automatically computed at each algorithm iteration and are different
from one cluster to another. We also provide tools for the interpretation of the clus-
ters and the partition provided by the algorithm.

Two experiments demonstrate the usefulness of this clustering method.
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Relaxing Time Granularity for Mining Frequent
Sequences

Asma Ben Zakour, Sofian Maabout, Mohamed Mosbah, and Marc Sistiaga

Abstract. In an industrial context application aiming at performing aeronautic
maintenance tasks scheduling, we propose a frequent Interval Time Sequences
(ITS) extraction technique from discrete temporal sequences using a sliding win-
dow approach to relax time constraints. The extracted sequences offer an interesting
overview of the original data by allowing a temporal leeway on the extraction pro-
cess. We formalize the ITS extraction under classical time and support constraints
and conduct some experiments on synthetic data to validate our proposal.

1 Introduction

Sequential patterns mining is an important data mining task. It handles several
kind of sequential information like network intrusion detection [Srinivasulu et al.,
2010], identification of behavior trends [Rabatel et al., 2009] and tandem repeat
DNA sequences [Ceci et al., 2011]. According to the target application, differ-
ent forms of sequences may be extracted e.g., timestamped (see [Yi-Cheng et al.,
2010] and [Fournier-Viger et al., 2008]), summarized [Pham et al., 2009], compos-
ite (see [Ceci et al., 2011]) and multidimensional sequences (see [Rabatel et al.,
2009] and [Plantevit et al., 2007]). Considering timestamped patterns, time rep-
resentation and time granularity are both more or less relevant regarding the ap-
plication domain. We introduce through the work presented in this paper a new
form of timestamped sequences and propose ITS-PS: an algorithm enabling their
extraction. The sequences we want to extract aim to characterize aeronautic us-
age behaviors with respect to their impact on maintenance tasks application. They
are intended to be used to predict maintenance application in order to perform its
scheduling process. For example, for aircraft lives data, let Vi refer to the flight i,
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Mj refer to a maintenance task j and S = {S1,S2} be a set of historic sequences
where S1 = 〈(0,V1)(2,V2)(3,V3)(5,M1)〉 and S2 = 〈(0,V1)(2,V3)(3,V2)(6,M1)〉. Let
the minimal support constraint be equal to 2. Our method returns the sequence:
〈([0,0]V1)([2,3]V2 V3)([5,6]M1)〉. Its meaning is as follows: “If flight V1 occurs, fol-
lowed by both flights V2 and V3 in any order but in a time interval [2,3] after V1

then, maintenance task M1 is performed in a time lying in the interval [5,6] after
V1”. Such a pattern allows to group V2 and V3 in the same relevant behavior.

For this propose, extracted patterns must convey three criteria: (1) the frequency
of events chronology in order to describe frequent usage behaviors, (2) timestamped
sequences to ensure relevance and precision of maintenance prediction and (3) re-
laxation of local order of events, i.e., if two events occur in a close time interval,
then the chronology of their respective occurrences could be considered as irrele-
vant, then they may be considered as co-occurring.

To fulfill those three criteria we propose to merge temporally close and consec-
utive events (associated to a discrete timestamp) into an unique set of simultaneous
events associated with an interval timestamp. This interval reflects an uncertainty
on the occurrence time of events. The “closeness” of events is managed via a user
defined maximal sliding window size. In the previous example, events V2 and V3

have been merged and timestamped with [2,3] following the application of a slid-
ing window size equal to 1. Note that V1 cannot be merged with them because
its two occurrences are “far” from those of V2 and V3. Related methods (some of
them are presented in section 2) do not allow extracting such information. For in-
stance, the GSP algorithm proposed in [Agrawal and Srikant, 1996] applied on the
sequences of the previous example with the same minimal support constraint and
window size, extracts the sequence: 〈(V1)(V2 V3)(M1)〉. Even if it contains the same
events chronology as ours, it does not provide any temporal information. Hence,
the only information it carries is: “flight V1 is followed by flights V2 and V3, in any
order, and they are themselves followed by the application of the maintenance task
M1”. This frequent sequence cannot be efficiently used by an aeronautic expert who
needs to reduce maintenance costs and aircraft interruptions by forecasting the most
precise maintenance task application moment since the sequence does not provide
any temporal information.

Paper Organization

The following section presents a concise overview of related work, especially the
difference between our method and other approaches extracting interval times-
tamped sequences. Then, we formally define the semantics of sequences with un-
certainty time intervals. Section 4 details the extraction process. We conclude our
work by comparing our approach with an existing method, the GSPM algorithm
proposed in [Hirate and Yamana, 2006]). Finally, we present some avenues for
future work.
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2 Related Work

Several works found in the literature deal with grouping events and frequent in-
terval sequences extraction. The approach proposed in [Pham et al., 2009] merges
some sequences events by using a sliding window. Grouping is performed during
a pre-processing step, and then an extraction algorithm is applied. The resulting
grouped events are however timestamped with a discrete time reference which is
an arbitrary choice motivated by treatment simplicity. This represents an informa-
tion loss w.r.t events occurring times. Moreover, applying the sliding window during
a pre-processing phase increases the size of initial sequences since several group-
ing possibilities for the same sequence. Hence this introduces an ambiguity on the
support counting.

Other approaches consider the initial data as timestamped with intervals. These
intervals represent duration times not uncertainty about the exact discrete occur-
rence time. [Giannotti et al., 2006] extracts frequent sequences by using an Apri-
ori like algorithm [Agrawal and Srikant, 1996]. It first identifies frequent patterns
apart from timestamps. Then, for an extracted frequent pattern, it intersects intervals
events occurrences in order to provide a succession of intervals associated with the
frequent sequence.

In [Guyet and Quiniou, 2011], a timestamped sequence is represented by a hy-
percube whose axes are the sequence events. The similarity between sequences is
expressed by hypercubes intersection volume. Sequences are grouped using this
similarity. If there are enough grouped sequences, then a representative one is ex-
tracted and considered as a interesting pattern.

Extraction algorithms presented in [Wu and Chen, 2007], [Yi-Cheng et al., 2010]
use Allen’s interval relationships [Allen, 1983]. A PrefixSpan-like [Pei et al., 2001]
algorithm is applied on interval timestamped sequences. Both algorithms results
presented in [Wu and Chen, 2007] and in [Yi-Cheng et al., 2010] consist in rela-
tionships sequences between events and not on timestamped sequences. To the best
of our knowledge, the closest work to ours is the one of [Hirate and Yamana, 2006].
Authors extract frequent sequences with interval timestamps from discrete times-
tamped sequences. They use a level function which is actually a non sliding window.
Intuitively, events belonging to the same time interval are merged. But since close
events may belong to consecutive but different intervals, they cannot be merged.
This is due to the fact that the window is fixed.

Concerning the extraction technique itself, we find two main procedures in the
literature: the first one is level wise, or breadth first, like A priori technique [Agrawal
et al., 1994; Agrawal and Srikant, 1995]. This method has been used in many works,
for instance, in [Rabatel et al., 2009] and [Agrawal and Srikant, 1996] it was ap-
plied to discrete temporal sequences and in [Giannotti et al., 2006] was applied to
interval temporal sequences. The principal limitations of the Apriori extraction ap-
proach are (1) the number of generated candidates and (2) the number of the whole
database scanning which is equal to the number of the levels used during the ex-
traction process. Its principal advantage is its relatively low memory consumption
since it maintains only one copy of the database in the main memory. The breadth
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first method uses a divide and conquer strategy by progressively reducing the search
space and selecting at each step 1-patterns (candidates of size 1). Each such selected
1-pattern P is actually a witness of an i+1-pattern Q.P where Q is previously evalu-
ated. Evaluating P, e.g its support, is equivalent to that of Q.P because the former is
performed in a projected data set, i.e., the part that we already know that it contains
Q. Hence, intuitively, during the computation advancement, the underlying data is
progressively reduced while the patterns keep their size equal to 1 making the eval-
uation as simple as possible. This second strategy has been used in e.g., [Hirate and
Yamana, 2006; Pei et al., 2001; Yi-Cheng et al., 2010; Fournier-Viger et al., 2008;
Wu and Chen, 2007; Guyet and Quiniou, 2008].

[Li et al., 2012] used it in order to approximate the set of close patterns extracted
from a long sequence by introducing the gap constraint.The main limitation of this
approach is its relative great memory consumption since at each pattern extension
a physical projection of the database is created. Its advantages are (1) the fewer
number of candidates generated at each step and (2) the increasingly reduced data to
be scanned during the extraction process. We adopt this second method for applying
our algorithm which is inspired by PrefixSpan proposed in [Pei et al., 2001].

3 Preliminaries

We first recall some of the standard definitions regarding simple temporal sequences
as formulated in previous works, e.g., [Hirate and Yamana, 2006], [Pei et al., 2001]
and [Fournier-Viger et al., 2008]. Let ω = {e1,e2, . . . ,ek} be a set of events. A trans-
action is defined a set of events supposed as occurring simultaneously. A temporal
sequence is a succession of chronologically ordered transactions. Each transaction
in a temporal sequence is associated with a discrete timestamp, it is denoted by
S = 〈(t1, I1),(t2, I2) . . . (tn, In)〉, n ∈ IN where ∀1≤ i≤ n, Ii is a transaction and ti its
timestamp. A timed sequences database is a set of temporal sequences where each
of them is identified by a unique identifier denoted by id_sequence.

Definition 1. Subsumption Let S′=(t ′1, I
′
1),(t

′
2, I

′
2) . . . (t

′
m, I

′
m)〉 and S=(t1, I1),(t2, I2)

. . . (tn, In)〉 be two temporal sequences. S subsumes S′ iff there exist 1 ≤ i1 ≤ ·· · ≤
im ≤ n with I′1 ⊂ Ii1 . . . I

′
m ⊂ Iim and t ′1 = ti1 , . . . , t

′
m = tim .

If S subsumes S′ we also say that S is a super-sequence of S′. The support of a
sequence S in a database sequences D is the percentage of sequences from D which
are super-sequences of S. It is denoted by supportD(S). S is said frequent if its
support is greater than a fixed minimum threshold minsupp.

Now, we define uncertainty interval temporal sequences. We recall that sequences
with interval timestamps consider the transaction’s interval as an uncertainty during
which the transactions events do occur. If we consider for example the 1-sequence
S = 〈([tb, te],e)〉, intuitively S means that: “the event e occurs punctually between
times td and te”.

Definition 2 (uncertainty Interval Temporal Sequences (ITS)). An n length in-
terval temporal sequence S (ITS) is denoted by:
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S = 〈([m1,M1], I1),([m2,M2], I2) . . . ([mn,Mn], In)〉

where ([mi,Mi], Ii) is a transaction with interval timestamp such that:

• mi ≤ occurrence_time(e j)≤Mi. for all e j ∈ Ii;
• An interval temporal sequence is consistent if, mi ≤ mi+1 and Mi ≤Mi+1;
• m1 = 0, i.e., timestamps in S are relative to m1.

Example 1. Let S1 = 〈([0,1],A)([2,2],BC)〉. It means: “A occurs between time
points 0 and 1, B and C occur simultaneously between 1 and 2 temporal units after
A”. The lower bound of the interval associated to A is the time reference of S1. Each
of B and C, occur at most 2 (2−0) time units after A and at least 1 (2−1) time unit
after A.

S2= 〈([0,3],A)([1,2],B)([2,5],C)〉 is not consistent since the upper bound of the
second interval is lower than the upper bound of the first interval(2 < 3).

One may note that Interval Temporal Sequences are special cases of classical
temporal sequences. Indeed, S = 〈(t1, I1) . . . (tn, In)〉 is equivalent to:

ITS(S) = 〈([t1, t1], I1), . . . ,([tn, tn], In)〉

In order to fit temporal parameters on extracted sequences and patterns formu-
lation needs, we consider temporal constraints. They aim to: (i) set a maximum
threshold of uncertainty, (ii) control minimum and maximum temporal delays bet-
ween successive transactions and (iii) control the minimum and maximum temporal
whole pattern length.

• Gap controls the earlier delay between two successive transactions and fix two
thresholds: (1) the mingap represents the minimum delay below which the suc-
cessive transactions are considered as too close to represent significant dissoci-
ated events and (2) the maxgap is the maximum delay between two transactions
above which they are considered as too far to be directly correlated (strictly con-
secutive). Let SI be an n length ITS. SI satisfies the temporal constraints: mingap,
maxgap if and only if ∀ 2≤ i≤ n:

mingap≤ (mi−Mi−1)≤ maxgap

• Whole_interval controls the whole length time of a sequence by fixing two
thresholds: (1) the min_whole_interval fixing the minimum temporal extent of
the sequence below which the behavior conveyed by the sequence is not consid-
ered as complete and (2) the max_whole_interval fixing the maximal temporal
extent of the sequence above which the behavior conveyed by the sequence is
considered as more than a single one. The Whole_interval regulates the time
length of a sequence such that for SI an n length ITS, SI satisfies the temporal
constraints: min_whole_interval, max_whole_interval iff:

min_whole_interval ≤ |m1−Mn| ≤max_whole_interval
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• Sliding Window enables grouping successive transactions into a single one times-
tamped with an interval. The size of the sliding window fixes a maximum group
spreading and so the maximum interval width. The window size regulates a max-
imum uncertainty threshold. Let SI be an n length ITS. Then SI satisfies the win-
dow size ws iff ∀ 1≤ i≤ n

|Mi−mi| ≤ ws

Example 2. Consider the ITS S = 〈([0,1],A)([2,3],BC)([6,10],D)〉 and the time
constraints mingap and maxgap respectively equal to 2 and 3. SI does not sat-
isfy mingap because m2 −M1 = 2− 1 = 1 ≤ 2. On the other hand, S satisfies
maxgap since for all its successive transactions the maxgap constraint is satisfied
(m2−M1 = 2−1≤ 3 ;m3−M2 = 6−3≤ 3). For a sliding window size equal to 3,
S is not valid since M3−m3 = 10− 6 > 3. For a sliding window constraint fixed to
4, S satisfies it by all its timestamps.

The temporal constraints allow us to manage the temporal parameter into an ITS;
they control minimum (respectively maximum) temporal leeway between two suc-
cessive transactions since the correlation between both of them can be meaningful.
Actually, minimum (respectively maximum) gap avoids considering too close (re-
spectively too far) transactions as successive. These constraints are used in several
algorithms, e.g., [Agrawal and Srikant, 1996; Fournier-Viger et al., 2008; Rabatel
et al., 2009; Li et al., 2012]. In the same way, the whole_interval constraint fixes
a minimum (respectively maximum) threshold for the whole sequence duration in
order to guarantee a meaningful correlation between the transactions belonging to
the same sequence[Hirate and Yamana, 2006; Fournier-Viger et al., 2008]. On the
other hand, the sliding window manages a balance between the events grouping and
uncertainty of their occurrences [Agrawal and Srikant, 1996; Rabatel et al., 2009].

In order to combine these temporal constraints in a consistent manner, we fix the
following relationships between them:

ws < mingap; mingap≤ maxgap

Temporal constraints enumerated above are fixed by the user in order to extract
relevant ITS. In the rest of this section we focus our work on the application of the
ws constraint.

3.1 Merging Sequences

In this section, we define a♦ operator that merges successive transactions belonging
to the same sequence. For an ITS, ♦ starts from a position j and merges spreading
transactions covered by a window size until the last transaction of the ITS. Hence,
♦ has three parameters: a sequence S, a position j in S and a window size ws. More
formally:
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Definition 3. Let S = 〈([m1,M1], I1)([m2,M2], I2) . . . ([mn,Mn], In)〉 be an ITS, j < n
an integer and a window size ws. Then the ♦ws operator is defined by:

♦ws(S, j) = S′ = 〈([m′1,M′
1], I

′
1)([m

′
2,M

′
2], I

′
2) . . . ([m

′
n,M

′
n], I

′
k)〉

• where ∀1≤ i < j : ([m′i,M′
i ], I

′
i ) = ([mi,Mi], Ii) ;

• ∃ j ≤ l j ≤ l j+1, . . . li · · · ≤ lk−1 ≤ n such that:

– I′j = ∪
l j
p= jIp; . . . I′i = ∪li

p=li−1+1Ip; . . . I′k = ∪ln
p=lk−1+1Ip,

– m′j = m j, M′
j = Mlj , . . . , m′i = mli−1+1, M′

i = Mli , . . .m
′
k = mlk−1+1, M′

k = Mn

– |m j−Mlj | ≤ ws; . . . |mli−1+1−Mli | ≤ ws; . . . |mlk−1+1−Mn| ≤ ws.

Example 3. Consider SI = 〈([0,2],A)([1,2],B)([3,5],C)([4,6],D)〉 and a window
size ws = 3. Then ♦3(SI,1) = 〈([0,2],AB)([3,6],CD)〉, it applies the grouping op-
erator ♦ w.r.t ws =3 from the first transaction of SI to the last one. Events from
the first (respectively last) couple of transactions are grouped and their intervals
merged. Since both transactions are spread into the window size and (2− 0) ≤ 3
(respectively (6− 3) ≤ 3)). We note that ♦3(SI,2) = SI it applies the grouping
operator ♦ w.r.t ws =3 from the second transaction of SI to the last one. Actu-
ally, for the start grouping position 2, the second and third transactions cannot be
merged since their unified interval is too large regarding the window size. Finally,
♦3(SI,3) = 〈([0,2],A)([1,2],B)([3,6],CD)〉 and ♦3(SI,4) = SI.

Remark 1. The resulting sequencing of the application of ♦ws operator may merge
transactions containing the same item. Indeed, it may happen that an item appears in
two successive transactions of the initial sequence. If these transactions are merged,
then the item will appear only once (transactions are sets). However, because of the
window size condition, we know that both occurrences of the same item take place
in a time interval at most equal to ws. Hence, the time interval associated to the item
in the new sequence does include both initial timestamps. Moreover, the fact that
it appears only once does not affect its support in the database since the support is
the number of sequences of the database that support an item. Therefore, replacing
two occurrences by one it the same sequence does not incur any loss of information
regarding the support measure.

Now we define the
︷︸︸︷
♦ operator which for an n length ITS and a sliding window

of size ws, provides a set of ITS’s. It is the set of results of all applications of the
♦ operator on a n length sequence (applied by successively starting the merge from

the first transaction to the last one , j ∈ [1,n−1]). Intuitively
︷︸︸︷
♦ merges successive

transactions by sliding the window size along the input sequence. It provides the set
of all summarized sequences that represent the input one.

Definition 4. Let S= 〈([m1,M1], I1) . . . ([mn,Mn], In)〉, ws be a window size and S j =
♦ws(S, j)∀1≤ j < n. Then:

︷︸︸︷
♦
ws

(S) = {S1,S2, . . . ,Sn−1}



60 A. Ben Zakour et al.

Example 4. Let S = 〈([0,2],A)([1,2],B)([3,4],C)([4,6],D)〉 and ws = 3.
︷︸︸︷
♦3 (S) =

{〈([0,2],AB)([3,6],CD)〉, 〈([0,2],A)([1,4],BC)([4,6]D)〉, 〈([0,2],A) ([1,2],B)
([3,6]CD)〉}.

3.2 Support

Now we define the supporting relationship between ITSs. Intuitively, S supports S′
also said S′ is a sub-sequence of S iff events of each transaction of S′ are contained
in one (or successive) transaction(s) of S and transactions interval of S′ imply (a
combination of) S transaction(s) interval(s). Note that the transactions chronology
order must be preserved. More precisely,

Definition 5. Let S and S′ be two ITS. Let S = 〈([m1,M1], I1), . . . ,([mn,Mn], In)〉 and
S′ = 〈([m′1,M′

1], I
′
1) . . . ([m

′
k,M

′
k], I

′
k)〉. S is a super-sequence of S′ denoted by S� S′

(equiv. S′ is a sub-sequence of S denoted S′ � S) if and only if: ∀([m′j,M′
j]I
′
j) ∈ S′

and e ∈ I′j there exists ([mk,Mk]Ik)⊂ S such that:

• e ∈ Ik

• [mk,Mk]⊆ [m′j,M
′
j] (we say that [mk,Mk] implies [m′j,M

′
j])

Example 5. Let SI1 = 〈([0,2]A)([3,4],B)([5,6]C)〉, SI2 = 〈([0,4]AB)〉 and SI3 =
〈([0,2]A)([3,6]BC)〉. SI1 � SI2 since [0,4] implies [0,2] and [3,4] and SI1 � SI3.
However, SI1 �� SI4 = 〈([0,3]A)([2,6]BC)〉 since [0,2] does not imply [0,3].

The support of an ITS w.r.t. a sequence database is the number of sequences in
the collection that support the interval sequence.

Definition 6. The support of a ITS SI in a collection D is defined by:

suppD(SI) = |{S ∈D |S� SI}|

Recall that temporal sequences are a special case of interval sequences. Thus, S� SI.

4 ITS Extraction

This section describes the extraction process of ITS patterns from discrete temporal
sequences by considering a frequency threshold minsupp, and the time constraints:
ws, mingap, maxgap, min_whole_interval and max_whole_interval. We detail the
ITS-PS (uncertainty interval temporal sequences-PrefixSpan) algorithm. It gradually
groups frequent close events into a single transaction by applying a sliding window.

The algorithm applies a pattern growth approach [Pei et al., 2001] by perform-
ing a depth first extraction based on database projections. First, ITS-PS identifies
the set of 1-patterns (frequent events) from the initial database SDB denoted by
L1 = {S;S= 〈([m = 0,M = 0],e)〉;support(e)≥minsupp}. Then, recursively i+1-
patterns are identified by extending an i-pattern. Each recursive step i applies two
tasks:
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• The first task identifies L1 the set of frequent 1-ITS from the search space. A 1-
ITS is considered frequent if: (1) the event of its transaction appears in a sufficient
number of sequences of the search space, and (2) the maximum delay between
its occurrences timestamps is at most equal to ws. Each 1-ITS is concatenated to
the pattern extracted at the i− 1 iteration to provide a frequent i-pattern. Then, a
new iteration is executed. This step is detailed in the section 4.1

• The second task computes a new projection of the current data on each frequent
1-ITS computed at iteration i. Each new search space is a summary of the initial
one such that it resumes each sequence that is a super-sequence of the i + 1-
pattern by selecting only sub-sequences considered as continuity of the i+ 1-
pattern. The i+ 1-pattern is the concatenation of the i-pattern with the 1-ITS.
This procedure is detailed in the section 4.2.

The recursive process continues until one of the two following conditions is sat-
isfied: (1) No frequent 1-ITS is identified or (2) the projection procedure provides
an empty search space.

Table 1 Example of sequences database SDB

SDB
S1 〈(0,A)(1,B)(2,CD)〉
S2 〈(0,A)(2,D)(3,B)(4,F)〉

Table 2 SDBA: the projection of SDB over 〈([0,0]A)〉

SDBA

S1 〈(1,B)(2,CD)〉
S2 〈(2,D)(3,B)(4,F)〉

Example 6. Let SDB be the data described in Table 1, minsupp = 2 and ws = 2.
First, ITS-PS identifies frequent events and associates to each one the null interval.
In the sample data, it identifies L1 = {〈([0,0]A)〉,〈([0,0]B),〈([0,0]D)〉}. It is the set
of first transactions of all other extended frequent ITS.

Let us consider the frequent 1-ITS 〈([0,0]A)〉 the projection step summarizes
SDB by retaining only the continuations of A, i.e. sub-sequences with A as a prefix.
Table 2 shows the resulting projection. The extraction process continues and iden-
tifies in the new search space the frequent 1-ITS in order to extract longer patterns.
Then, SDBA is projected over each 1-pattern found frequent in it. When all exten-
sions of 〈([0,0]A)〉 are identified those extending 〈([0,0]B)〉 will be explored and
finally those extending 〈([0,0]D)〉.
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4.1 Selecting Frequent 1-Sequences

Concerning the 1-ITS identification, the application of the sliding window allows us
to associate shifted occurrences of the same event occurring in different sequences.
This association is made under the condition that the delay between their two far-
thest occurrences is less or equal to the window size.

Example 7. Let’s consider SDBA from the previous example. B appears twice. These
2 occurrences are counted in the support because the maximal delay between them
is less or equal to ws (3− 1 = 2 ≤ 2). Thus, the 1-ITS 〈([1,3]B)〉 is frequent. In
the same manner 〈([2,2]D)〉 is frequent because D appears in the two sequences of
SDBA and the time delay between the timestamps of its occurrences is less than ws
(2− 2 = 0≤ ws).

We now introduce the ⊕ operator for the concatenation of an ITS and a 1-ITS.
Intuitively, when an i-ITS is extended by an 1-ITS, there exist two possibilities of
concatenating the second at the end of the first: a T-extension and a S-extension. We
describe them as follows:

• The T-extension merges the 1-ITS with the last transaction of the i-ITS. The
timestamp of the resulting transaction is the union of both initial intervals. Con-
sidering ws, this kind of concatenation is possible when one of the intervals im-
plies the other. It is denoted by ⊕T

• The S-extension adds the 1-ITS as the (i+ 1) transaction of the i-pattern. This
extension is possible if the gap constraints and the coherence of the sequence are
satisfied. It is denoted by ⊕S

Finally, ⊕ defines the concatenation operator through ⊕T and ⊕S. Both kinds
of concatenation depend on the combination of upper bounds and lower bounds of
the concerned intervals. Fig. 1 illustrates intervals relationship with respect to the
concatenation type.

Definition 7. Let given ws, S= 〈([m1,M1]I1) . . . ([mn,Mn]In)〉 and S′=([tb, te]I) both
satisfying ws. The extension of S by S′ is defined as follows:

S⊕ S′ =

⎧
⎪⎪⎨

⎪⎪⎩

S⊕T S′ if [tb, te] implies [mn,Mn]
or[mn,Mn] implies [tb, te]

S⊕S S′ if mn ≤ tb and Mn ≤ te
S otherwise

Example 8. Let S = 〈([0,1]A)([2,3]B)〉 and S′ = 〈([4,5]C)〉. S⊕ S′ = S⊕S S′ =
〈([0,1]A)([2,3]B)([4,5]C)〉. If we consider ws= 3 and S′′= 〈([1,3]D)〉 then S⊕S′′=
S⊕T S′′ = 〈([0,1]A)([1,3]BD)〉.

4.2 Projection

Concerning search space projection, we extend the classical process by using a re-
stricted (to the window size) backward projection. Such projection allows to take



Relaxing Time Granularity for Mining Frequent Sequences 63

Fig. 1 Illustration of the intervals relationship w.r.t. the extensions types

into account the slide of the window and to consider locally (with regard to the win-
dow size) disordered events. This backward exploration permits the selection as an
extension of a pattern events occurring frequently around (before or after) its last
transaction. Intuitively the new projection holds both of the T-extensions and the S-
extensions of the pattern to extend. T-extensions represent close events w.r.t the last
transaction of the pattern and to the window size. T-extensions are located in a time
delay at most equal to ws before and after the last event of the pattern. S-extensions
represent events occurring after the pattern in the underlying sequences. The pattern
backward analysis has already been used for patterns extension for instance in [Li
et al., 2012] to prune the set of close extracted patterns.

Table 3 Projection of the sequences database SDBA by 〈([1,3]B)〉

SDBA,B

S1 〈(1,CD)〉
S2 〈(−1,D)(1,F)〉

Example 9. Let us continue the execution of Example 6. Continuations of 〈([0,0]A)
([1,3]B)〉 are identified in the projection of SDBA by 〈([1,3]B)〉 denoted by SDBA,B

(illustrated in Table 3). The first sequence represents only events appearing after B
because there is no event occurring before it (their timestamps w.r.t B are positive).
However, in the second sequence, D appears close to and before B (its timestamp
w.r.t B is negative). So it is considered as one of its T-extensions and is time stamped
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with −1: its time delay w.r.t B. In this new search space, D appears twice and the
time delay between its occurrences is less than ws (1−(−1)= 2≤ 2). Therefore, the
1-ITS 〈([−1,1]D)〉 is frequent. Actually, the backwardness of the projection allows
us to consider this event frequent despite the fact that in the two sequences it appears
on both sides of B. In order to concatenate it to the last extracted pattern, we have
first to adjust the temporal reference of 〈([−1,1]D)〉 w.r.t A. D appears earlier 1
temporal unit after B which turns to appear 3 units after A (3− 1 = 2). It appears
at most 1 unit after B which itself appears 1 (1−−1 = 2) units after A. Hence, D
is referenced by [2,2] w.r.t the occurrences of A. 〈([0,0]A)([1,3]B)〉⊕ 〈([2,2]D)〉=
〈([0,0]A)([1,3]B)〉⊕T 〈([2,2]D)〉= 〈([0,0]A)([1,3]BD)〉.

Let us now consider the extension of 〈([0,0]A)〉 by the 1-ITS 〈([2,2]D)〉 fre-
quent in the sequences presented in table 2. 〈([0,0]A)〉⊕〈([2,2]D)〉= 〈([0,0]A)〉⊕S

〈([2,2]D)〉 = 〈([0,0]A)([2,2]D)〉. The projection of SBDA by 〈([2,2]D)〉 is illustrated
in Table 4. The 1-ITS 〈([−1,1]B)〉 is frequent and extends the last extracted pattern.
We have first to adjust the time reference of the interval associated to B, (-1 +2 =1)
for the lower bound and (1+2=3) for the upper bound, then 〈([0,0]A)([2,2]D)〉⊕
〈([1,3]B)〉= 〈([0,0]A)([2,2]D)〉⊕T 〈([1,3]B)〉= 〈([0,0]A)([1,3]BD)〉

Table 4 Projection of SDBA by 〈([2,2]D)〉

SDBA,D

S1 〈(−1,B)(0,C)〉
S2 〈(1,B)(2,F)〉

Using the simple backward projection provides in some cases the problem of
multiple extractions of the same pattern. This case happens when the proximity
between two events is analyzed several times. Actually, when close events can be
merged on the same transaction, the order by which the events are considered does
not matter because the result is always the same.

Property 1. Let S = 〈([m1,M1]I1) . . . ([mn,Mn]In)〉, ws and α = {([m1,M1]I1), . . . ,
([mp,Mp]Ip)} the set of the T-extensions of S. Let m = min(m1 . . .mp) and M =
max(M1 . . .Mp) such that M−m≤ ws. The ITS provided by successive concatena-
tions of S with all 1-ITS from α in any order are equivalent.

Proof. Let Sp = ([mp,Mp]Ip) and Sk = ([mk,Mk]Ik) two T-extensions of S. Sp and
Sk are close to the last transaction of S and then close also from each other. We pro-
pose to evaluate the patterns S⊕([mp,Mp]Ip)⊕([mk,Mk]Ik) = S⊕T ([mp,Mp]Ip)⊕T

([mk,Mk]Ik) and S⊕T ([mk,Mk]Ik)⊕T ([mp,Mp]Ip)

• Let us first consider the extension of S by Sp = ([mp,Mp]Ip) and then by Sk to
obtain: S⊕ Sp = S⊕T Sp = 〈([m1,M1]I1) . . . ([m′n,M′

n]I
′
n) such that

⎧
⎨

⎩

m′n = min(mn,mp)
M′

n = max(Mn,Mp)
I′n = In∪{Ip}
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Then the second concatenation provides: S⊕Sp⊕Sk = S⊕T Sp⊕T Sk = 〈([m1,M1]
I1) . . . ([m′′n ,M′′

n ]I
′′
n ) such that:
⎧
⎨

⎩

m′′n = min(m′n,mk) = min(mn,mp,mk)
M′′

n = max(M′
n,Mk) = max(Mn,Mp,Mk)

I′′n = I′n∪{ek}= In∪{Ip, Ik}
• Now we consider the concatenation of S first with Sk and then with Sp: S⊕ Sk =

S⊕T Sk = 〈([m1,M1]I1) . . . ([m′′′n ,M
′′′
n ]I′′′n ) such that:

⎧
⎨

⎩

m′′′n = min(mn,mk)
M′′′

n = max(Mn,Mk)
I′′′n = In∪{Ik}

Then the second concatenation provides: S⊕Sk⊕Sp = S⊕T Sk⊕T Sp = 〈([m1,M1]
I1) . . . ([m1

n,M
1
n ]I

1
n) such that
⎧
⎨

⎩

m1
n = min(m′′′n ,mk) = min(mn,mp,mk)

M1
n = max(M′′′

n ,Mk) = max(Mn,Mp,Mk)
I1
n = I′′′n ∪{ep}= In∪{Ip, Ik}

We can then conclude that S⊕T Sp⊕T Sk = S⊕T Sk⊕T Sp.
Let S1 be the result pattern, consider two other T-extension Su = ([mu,Mu]eu)

and Sv([mv,Mv]Iv) such that {Sv,Su} ∈ α . By the same manner, if we extend twice
(1) by concatenating first Su to S1 and then Sv to the obtained sequence and (2) by
concatenating first Sv to S1 and then Su to the obtained sequence. Then, it is clear
that S⊕ Sv⊕ Su = S⊕T Sv⊕T Su.

We can finally conclude that whatever the number of T-extensions is, if we extend
a sequence S with the same set of T-extensions by considering different orders, the
result is always the same. �

In order to avoid multiple extractions of the same ITS k-pattern from an ITS
(i− 1)-pattern, Property 1 is useful. Indeed, we assume that backward exploration
does not take into account events already processed as the last element of a i-pattern
from the same (i− 1)-pattern. To cope with this consideration, we suppose a total
order � between events such that event e1 is lower than e2 w.r.t � (noted e1 � e2). Let
I = {e1, . . . ,en}. For notation convenience, we note e � I iff e � ei for 1 ≤ i ≤ n and
generalize it to sets of events, i.e., I1 � I2 iff ∃e j ∈ I2 such that ∀ei ∈ I1 ei � e j.

Example 10. Let ω = {A,B,C,D,E,F} and A�B�C�D�E �F , then A�EF

Considering �, we define the prefix and suffix of a sequence. Intuitively, the pre-
fix of S w.r.t S′ is the set of sub-sequences of S starting at the beginning of S and
supporting S′. The suffix of S w.r.t S′ is the set of sub-sequences of S containing the
possible continuations of S′.
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Definition 8 (Prefix). Let S = 〈(t1, I1) . . . (tn, In)〉 and S′ = 〈([m,M], I)〉. The sub-
sequence 〈(t1, I1),(t2, I2) . . . (t j, I j)〉 is a Prefix of S w.r.t S′ iff I j ⊇ I and t j ⊆ [m,M].
We denote by Prefix(S,S’) the set of prefixes of S w.r.t S′.

We define the wsu f ix� that represents the possible continuations (T-extensions
and S-extensions) of a sequence S′ on a sequence S by taking into account the win-
dow size backward. We use property 1, and the � order to avoid the extraction of pat-
terns already discovered. In this way, the � order selection is applied on T-extensions
which extend on an area span equal to 2ws and centered on S. Formally,

Definition 9 (wsu f ix�). Let ω = {e1,e2 . . .em}, S = 〈(t1, I1) . . . (tn, In)〉 and S′ =
〈([m,M], I)〉.
• For (1≤ j ≤ n) such that I ∈ I j and t j ∈ [m,M] 〈(t ′k, I′k) . . . (t ′j, I′j \{I}) . . .(t ′n, I′n)〉

is a suffix of S w.r.t S′ iff:

1. ∀i, k ≤ i≤ n, t ′i = ti− t j

2. t ′k � (t ′j−ws) and t ′k−1 > (t j−ws)
3. ∀i, k ≤ i≤ n and t ′i ≤ ws then I′i = Ii \ {eu|eu � I}

• Otherwise, the empty sequence 〈 /0〉 is the suffix of S w.r.t S′.

Fig. 2 illustrates the Prefix and Suffix concepts.

Fig. 2 Illustration of Prefix and Suffix of S w.r.t S′

We denote by wsu f f ix�(S1,S′) the set of suffix of S regards to S′.

We define now the projection considering the new definition of suffix. It resumes
a sequence database w.r.t an ITS by calculating the possible continuations of this
ITS in the data sequences.

Definition 10 (wpro jection�). Let BDS and S′=([m,M]I). We define the projection
wpro jection� of BDS by SI as follows:

wpro jection�(BDS|S′) = {S′′|S′′ = wsu f f ixe�(S,S
′), S ∈ BDS}
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Example 11. Let us reconsider Example 3 by applying the wpro jection�. Let � be
the lexicographic order. In SDBA the following 1-ITS are frequent: 〈([1,3]B)〉 and
〈([2,2]D)〉. Considering �, 〈([0,0]A)〉 is first extended by 〈([1,3]B)〉 and the pattern
〈([0,0]A)〉 ⊕ 〈([1,3]B)〉 = 〈([0,0]A)〉 ⊕S 〈([1,3]B)〉 = 〈([0,0]A)([1,3]B)〉 is identi-
fied. The projection of SDBA by 〈([1,3]B)〉 is then calculated. The result is denoted
by SDBA,B and is represented in table (5) of Fig. 3. In SDBA,B the 1-ITS 〈([−1,1]D)〉
is frequent and allows to identify the extended pattern 〈([0,0]A)([1,3]BD)〉. Then,
SDBA,B is projected by 〈([−1,1]D)〉 and the result is represented in table (8) of
Fig. 3. It does not contain any frequent event. The extraction process extends then
the pattern 〈([0,0]A)〉 by 〈([2,2]D)〉.

Fig. 3 Extraction steps during the processing of ITS-PS over SDB

〈([0,0]A)〉⊕〈([2,2]D)〉= 〈([0,0]A)〉⊕T 〈([2,2]D)〉= 〈([0,0]A)([2,2]D)〉 is iden-
tified and the projection of SDBA by 〈([−1,1]D)〉 is calculated. The result of this last
projection is illustrated on Table (6) of Fig. 3. In this sequences database, B doesn’t
appear because it precedes D wrt the lexicographic order and all its occurrences are
close to D in the sequences of the projected database. So in SDBA,D there is no fre-
quent ITS. At this stage of the extraction process, all patterns extending 〈([0,0]A)〉
are identified. Now the extraction process extends the pattern ([0,0]B). First, the
initial database (table (1) of Fig. 3) is projected by the pattern, the resulting search
space denoted by SDBB is illustrated in table (3). In this search space the item A does
not appear because its close to B w.r.t ws and A�B. In SDBB, the 1-ITS ([−1,1]D)
is frequent and is used to extend ([0,0]B). It identifies the pattern ([0,2]BD) by
adjusting the time reference of both patterns to the smallest timestamp. The extrac-
tion projects SDBB by ([−1,1]D), the resulting search space SDBB,D is illustrated in
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the table(7) of Fig. 3. SDBB,D does not contain any frequent 1-ITS. The extraction
process extends the [0,0]D) pattern. SDB is projected by ([0,0]D) to obtain SDBD

illustrated in table(4) Fig. 3. It does not contain any frequent 1-ITS to extend the
pattern. Here the extraction process is done.

This section presented our algorithm ITS-PS. It extracts (i+ 1)-sequences from
an i-sequence by progressive reductions of the search database following a pattern
growth procedure. The temporal intervals are built by using the sliding window on
two levels of the extraction process: the identification of frequent events and the
search space projection.

5 Experiments

In this section we evaluate the performances of the ITS-PS algorithm. In a first
paragraph we analyze its computation time and memory consumption. They are
compared with those of other FP-growth algorithms: PrefixSpan, SPMF and SPAM.
PrefixSpan [Pei et al., 2001] is the pathfinder algorithm of the FP-growth extrac-
tion approach which perform a divide and conquer extraction. The SPMF algo-
rithm [Fournier-Viger et al., 2008] is an Fp-growth algorithm that applies a time
grouping constraint and SPAM algorithm [Ayres et al., 2002] enforce bitmap repre-
sentation for sequences database. In a second paragraph we study the relevance of
the ITS extracted patterns and compare them with patterns extracted by the GSPM
algorithm.

From a theoretical point of view, there is no hope to come up with an extraction
algorithm having a worst case complexity less than exponential w.r.t. the number
of events appearing in the mined data since the number of returned sequences may
itself be in exponential size. Therefore, our algorithm has an exponential worst case
complexity.

In order to work over the performance evaluation of the ITS-PS algorithm,
we analyze in the following its computation time and memory consumption. For
this proposal, we compare both criterion to those of other FP-growth algorithms
(PrefixSpan, SPMF and SPAM) by varying the support threshold and the sequences
database size. We use randomly generated data.

Fig. 4 shows the maximum memory consumption of ITS-PS compared to those of
the algorithms SPMF [Fournier-Viger et al., 2008], PrefixSpan [Pei et al., 2001] and
SPAM [Ayres et al., 2002]. Considering the support threshold variation (Fig. 4a), the
memory consumed by ITS-PS is similar to that of SPMF and PrefixSpan unless for
a 0.6 support value since data events are especially close and frequent. Considering
the database size variation (Fig. 4b), the memory consumption behavior of ITS-PS
algorithm is similar to memory consumed by the other studied algorithms, except
that for larger database the memory consumption of SPAM is especially important
because of the high cost of database bitmap transformation. So, Fig. 4a and Fig. 4b
show that despite the extended projection of ITS-PS, the memory consumption of
our algorithm has the same trend that the other “classical” FP-growth algorithms
(except SPAM algorithm that use bitmap representation).
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(a) Maximum memory consumption vs support variation

(b) Maximum memory consumption vs database size

Fig. 4 Maximum memory consumption

Fig. 5 displays computation time behaviors of ITS-PS compared to those of the al-
gorithms SPMF, PrefixSpan and SPAM with regards to support threshold variation
(Fig. 5a) and database size variation (Fig. 5b). Considering the support variation,
Fig. 5a shows that time consumption of ITS-PS outperforms those of “classical”
FP-growth algorithms. However, it is higher than the time consumption of SPAM al-
gorithm, since bitmap representation reduces considerably time consumption. Con-
sidering the database variation, Fig. 5b shows that for larger databases ITS-PS needs
big execution time since larger projection computation is costly. We can say that the
time consumption of the ITS-PS algorithm is regular regards to SPMF and PrefixS-
pan ones. We can conclude that execution performances of ITS-PS algorithms are
regular with respect to the performance of classical FP-growth algorithms. Since
the extension of projections space results does not affect the cost of the algorithm.
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(a) computation time vs support variation

(b) computation time vs database size

Fig. 5 Computation time

In the rest of this section, we evaluate the relevance of the extracted patterns. In
the following, we compare patterns extracted by our method with those extracted
by GSPM presented in [Hirate and Yamana, 2006]. Both algorithms are based on
the PrefixSpan method. They are different because of the application of distinc-
tive grouping methods: GSPM is based on the application of an increment func-
tion unlike ITS-PS which uses a sliding window. For a meaningful comparison,
when the sliding window is fixed to a ws value, the GSPM step function is set to
f (t) = �1/ws�. The following example explains the GSPM process. More details
can be found in the original paper.

Both GSPM and ITS-PS look for frequent 1-pattern associated with time inter-
vals on the projected databases. However, while time intervals identified by GSPM
are defined by a step wise function, those looked by ITS-PS are defined by merg-
ing close occurrences of a frequent item. Thus, for GSPM an occurrence of an
event e at a timestamp t denoted by (t,e) can be associated with a single 1-pattern.
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This timestamp is equal to f (t). However, for ITS-PS, a such event may be asso-
ciated with as many intervals as possible in the margin [t −ws, t +ws] as item e
is fairly frequent in this period. A 1-patterns selection such that of ITS-PS allows
us to broaden the number of continuation possibilities of a pattern by associating a
frequent item to a full pallet of intervals.

Example 12. Consider the database {S1 = 〈(0,A)(1,B) (2,C)(3,F)(4,B) (6,G)〉,
S2 = 〈(0,A)(1,C)(2,B)(3,D)(4,F)(5,G)〉}, a threshold support minsupp = 2, a
sliding window ws = 2 and a step function f (t) = �t/2�. Timestamps interval
provided by GSPM are in the form [2× f (t),2× ( f (t) + 1)[. The extraction al-
gorithm first identifies the frequent 1-sequences A, B, C, F and G (They are times-
tamped with null intervals). If we consider the frequent B, the projection provides:
{S′1 = 〈(1,C)(2,F)(3,B)(5,G)〉, S′′1 = 〈(2,G)〉, S′2 = 〈(2,F)(3,G)〉}. In this search
space, the pattern ([2,4[,F) is identified as frequent since (1) F appears twice: in S′1
and in S′2 and (2) for the both occurrences, f (t) = �t/2�= 1. Then, in order to iden-
tify the interval timestamps to be associated with F , we apply [2. f (t),2.( f (t)+ 1)[
which provides [2,4[. In the same projection, G appears in 3 sequences. In S′′1 and S′2
with f (t) = 1, while in S′1 its function step value corresponds to f (t) = 2. So, only
the 1-sequence ([2,4[,G) is extracted and ([4,6[,G) is not considered so.

Both algorithms are implemented in JAVA using a PrefixSpan version1 proposed
in [Fournier-Viger et al., 2008]. The implementation is done on a Windows 7(64)
machine, Intel(R) Core(TM) 3 CPU 2.40 GHz with 3 GB RAM.

We compare both extraction results using synthetic data. Data sequences have
7 different events, the average deviation between strictly successive transactions is
equal to 3 time units and a sequence average length is equal to 15 transactions.
During extraction executions the time constraints mingap (respectively maxgap,
min_whole_interval and max_whole_interval) are fixed to 0 (resp. 1, 0 and 15).
Synthetic sequences database contains 12 sequences since we focus our experimen-
tation on the nature and the number of results that is why we choose a small se-
quences database. In the following, our goal is focused on validating our algorithm
by checking the relevance of its extracted frequent patterns regards to our interested
application domain. Considering the time constraints relaxation employed by our
approach, we expect that the ITS-PS algorithms provide more information because
of two point: (1) first, we use the extended projection which is larger than the projec-
tion used on GSPM and than offer a larger range of continuities by considering the
backward projection. (2)Second, the ws relaxation allows to group a larger palette of
timestamps to identify the 1-ITS. A such frequent selection provides more options
of time intervals and more patterns and the extraction process is deeper.

Fig. 6, Fig. 7, Fig. 8 and Fig. 9 show the number of returned patterns by both al-
gorithms regards to support variation for different values of merging parameters (ws
and f (t)). for each parameter configuration, we measure the number of returned pat-
terns by each algorithm and compute the maximal ones. Fig. 6 (respectively Fig. 7,
Fig. 8 and Fig. 9) show that the amount of ITS− PS results is greater than the

1 http://www.philippe-fournier-viger.com/spmf/index.php

http://www.philippe-fournier-viger.com/spmf/index.php


72 A. Ben Zakour et al.

Fig. 6 Number of extracted sequences by varying minsupp, ws and the step function (WS=1,
f (t) = �t/1�)

Fig. 7 Number of extracted sequences by varying minsupp, ws and the step function (WS=3,
f (t) = �t/3�)

amount of GSPM result. Actually, the application of the sliding window gradually
groups successive transactions and considers all possible merging combinations. It
also allows longer sequences extraction since more events combination are consid-
ered frequent from the data sequences and the extraction process stop ‘later’. On the
other hand, the backward projection employed by ITS-PS takes into account more
continuation possibilities and so some events see their support growing up.

Considering an aeronautics’s historical sequences where each transaction relates
flight parameters by indicating (1) the hauled distance done which can be high.haul,
med.haul and low.haul.(2) the filling degree of the plane: P f ull. f ill, Pmed. f ill, and
Plow. f ill indicate how full is the plane (3) the third flight parameter is the crossed
environment which can be: salt, sand. If this last parameter is normal no information
are mentioned. Table 5 presents patterns extracted from such sequences database by
both algorithms GSPM and ITS-PS. The outstanding difference between patterns
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Fig. 8 Number of extracted sequences by varying minsupp, ws and the step function (WS=5,
f(t)= �t/5�)

Fig. 9 Number of extracted sequences by varying minsupp, ws and the step function (WS=7,
f(t)= �t/7�)

extracted by both algorithms is the timestamp representation. Actually, patterns ex-
tracted by GSPM are timestamped with discrete values that represent predefined
intervals (by the step wise function). However, Patterns extracted by ITS-PS convey
more flexible temporal interval information where intervals may be narrower than
ws and cover sliding span. This last point helps us to perform the accuracy of events
prediction and provides more precise time laps occurrence.

In Table 5, transactions of the ITS-Ps patterns have overlapped intervals, such a
representation is made since the mingap constraint is aborted. Also, we choose to
not apply merging for ⊕T when intervals are not equal in order to preserve time
precision and reduce uncertainty.
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The ITS patterns convey more realistic time information as regards to data be-
havior. This information can be handled in order to regulate time precision and un-
certainty.

Table 5 Example of patterns extracted from an aeronautical data sequence

GSPM patterns 〈(0,sand)(1,veri f ication.mot)〉
〈(0,Plow. f ill med.haut)(1,sand)〉

ITS-PS patterns 〈([0,0],Plow. f ill)([1,4], long.haul)([4,4],sand)([4,7],veri f ication.mot)〉
〈([0,3],Plow. f ill)([2,2],med.haut)([5,5],veri f ication.mot)〉
〈([0,1],Plow. f ill)([3,6],med.haut)([5,7],veri f ication.mot)〉

Table 6 Number of extracted i-sequences (Li) by varying the window size, the step function
depth and fixing minsupp to 0.4

maximal GSPM pat-
terns

ITS-PS maximal ITS-PS patterns

ws L1 L2 L3 L1 L2 L3 L4 L5 L6 L2 L3 L4 L5 L6
1 13 21 1 17 39 14 0 0 0 21 0 14 0 0
2 11 16 5 7 47 44 3 0 0 3 19 3 0 0
3 9 12 5 7 53 96 26 3 0 0 30 26 3 0
4 8 12 6 7 53 108 62 9 1 0 23 34 8 1
5 9 13 2 7 55 133 75 9 1 0 26 42 13 1
6 9 14 4 7 52 98 88 38 7 0 26 20 27 7
7 9 19 3 7 51 115 88 21 4 0 24 29 12 4

Table 6 details the number of k-patterns extracted by ITS-PS and GSPM for a
fixed minsupp value (equal to 0.4) and different grouping values. We notice that
when both methods provide the same patterns length results (correspondence bet-
ween Fig.6 and Table 6), maximal sequences extracted by our approach are fewer
than maximal patterns obtained by GSPM. Such situation is illustrated in Exam-
ple 13. However, when the sequences returned by ITS-PS are longer than those
provided by GSPM, ITS-PS maximal sequences are more than GSPM’s ones and
majority represent longer patterns then those from maximal GSPM result. Finally,
notice that the number of maximal sequences extracted by our approach is still sim-
ilar to those extracted by GSPM.

Example 13. If we consider Example 12 then the longest maximal sequences ex-
tracted by GSPM are: 〈([0,0[,B)([2,4[,F)〉, 〈([0,0[,G)〉, 〈([0,0[,A)〉, 〈([0,0[,C)〉.
The only one extracted by ITS-PS is 〈([0,2],ABC)([3,4],F)([5,6],G)〉. The se-
quence 〈([0,0[,B)([2,4[,F)〉 extracted by GSPM means that “F appears randomly
in [2,4[ after B”. However, the sequence 〈([0,2],ABC)([3,4],F)([5,6],G)〉 provided
by ITS_PS means, among others, that F appears in the interval [3−2= 1,4−0= 4]
after B. Given that [1,4] contains [2,4[, we can say that the maximal sequence



Relaxing Time Granularity for Mining Frequent Sequences 75

provided by our approach includes all maximal sequences extracted by GSPM by
tolerating more uncertainty.

6 Conclusion

This paper presents ITS-PS, a sequences extraction algorithm based on the sliding
window principle allowing time constraints relaxation. The sliding window gradu-
ally merges close transactions (co-occurring events) by considering several merging
combinations. The algorithm extracts interval temporal sequences from a collection
of discrete temporal ones. The interval timestamps express an uncertainty of the
exact moment when transaction events occur. The uncertainty magnitude is man-
aged by the size of the sliding window fixed by the user. The implementation of
our algorithm is inspired by that of [Pei et al., 2001]. We compared qualitatively the
results of our method to those provided by the GSPM algorithm proposed in [Hirate
and Yamana, 2006]. It turns that our algorithm provides more and longer sequences
than GSPM since result patterns convey more information from input data. Actu-
ally, when “local” events appear (in the data sequences) with an alternate order are
met in the data sequences, GSPM ( and other extraction algorithms) stops extension
of the pattern. However, the ITS-PS algorithm extract the same kind of information
as frequent and continues its extension. This makes this latter comparing to GSPM
providing such additional patterns.

Future works will concern the optimization of maximal patterns extraction
process. Indeed, due to our relaxation of the chronological sequence of event oc-
currences, we extract more sequences than other approaches. However, when we
restrict our result to the maximal sequences, not only the amount of result is lower
than that of the other approaches but it encompasses it. From a practical viewpoint,
it is not relevant to first extract all patterns and then select the maximal ones. In
order to cope with the huge data manipulated by our targeted industrial application
(aeronautic maintenance tasks prediction), we are currently optimizing the present
proof-of-concept implementation.
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Semantic Event Extraction from Biological Texts
Using a Kernel-Based Method

Rim Faiz, Maha Amami, and Aymen Elkhlifi

Abstract. As research into protein and gene interactions continues to produce vast
amount of data, concerning to biological event, there is an increasing need to capture
these results in structured formats allowing for computational analysis. Although
many efforts have been focused to create databases that store this information in
computer readable form, populating these sources largely requires a manual pro-
cess of interpreting and extracting biological event templates from the biological
research literature. Being able to efficiently and systematically automate the extrac-
tion of biological events from unstructured text, would improve the content of these
databases, and provide methods to collect, maintain, interpret, curate, and discover
knowledge needed for research or education. Hence, it is important to have an au-
tomated extraction system to extract events from biological texts. In this paper, we
present an automated information extraction approach, to identify biological events
in text. Our approach is based on, identifying event triggers and extracting event
participants by using a kernel learner that operates on dependency and semantic
information to calculate similarity between feature vectors.
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1 Introduction

The biological information is growing explosively. The experimental and com-
putational results are appearing daily in scientific publications. The MEDLINE1

database contained in 2013 over 22 million articles, and this database is currently
growing; about 500 000 new papers are added each year [Mitchell et al., 2003].

However, extraction of useful information from these online sources is dif-
ficult due to the lack of formal structure in the natural language in biological
texts [Mukherjea et al., 2004].

For instance, using keyword queries that retrieve a large set of relevant papers,
scientists can navigate through hyperlinks between genome database and referenced
papers. To extract the requisite knowledge from the retrieved papers, they must iden-
tify the relevant information. Such manual processing is time consuming and repet-
itive, because of the bibliography size, and the database continuous updating. From
the MEDLINE database, the query “Bacillus subtilis and transcription” which re-
turned 2209 abstracts in 2002, retrieves 3942 of them today.

As a result, there has been an increased interest in the application of information
extraction techniques to support database building and to intelligently find knowl-
edge in documents.

The biological information extraction is a set of techniques that extract the essen-
tial biological information through analysis of scientific texts and represent them as
a template whose slots are filled on the basis of what is found from the text.

In the past decade, most of the efforts on biological information extraction have
been focused on the task of recognizing entity names in text such as genes or
proteins names and on the extraction of relations of these entities. Thus, several in-
formation extraction systems have been developed for detecting interaction informa-
tion from texts. Most previous efforts have focused on protein-protein interactions.
For instance, the GENIES system [Friedman et al., 2001] extracts bio-molecular in-
teractions relevant to signal transduction and biochemical pathways. The extracted
relationships between proteins are encapsulated in interactions with common type-
value frames. The RelEx system [Fundel et al., 2006] looks for relations using parse
trees and a set of rules from one million MEDLINE abstracts.

Recently, the focus of research has been moving to higher levels of information
extraction such as co-reference resolution and event extraction [Faiz, 2006]. We are
interested in event extraction task particularly biological event extraction task which
involves the filling of event templates from biological texts (e.g. phosphorylation of
TRAF2; Type:Phosphorylation, Theme:TRAF2).

The paper is organized as follows: Section 2 presents methods to extract events
from texts. Section 3 describes our event extraction approach. Section 4 reports the
implementation of our event extraction system and experiments.

1 http://www.ncbi.nlm.nih.gov/pubmed/

http://www.ncbi.nlm.nih.gov/pubmed/


Semantic Event Extraction from Biological Texts Using a Kernel-Based Method 79

2 Methods for Extracting Events from Biological Texts

The task of extracting biological events refers to the task of detection of event tem-
plates using basic tools from biological texts.

A biological event template is specified by a trigger and arguments. The semantic
roles are assigned to these arguments [Kim et al., 2009].

For instance, in the sentence “5-LOX is expressed in leukocytes.”, the event is
characterized by a verb “expressed”, and the argument is “5-LOX” which is tagged
by the semantic role “Theme”.

Table 1 shows examples of event types. For each primary (obligatory) event argu-
ment, the role of the argument (Theme, Cause) is shown, with the possible argument
filler type shown in parentheses (P, protein; Ev, event). Binding events can take an
arbitrary number (+) of proteins as primary arguments, which form protein com-
plexes.

Table 1 Examples of event types

Event type Examples Arguments

Gene expression 5-LOX is expressed in leukocytes T(P)
Transcription promoter associated with IL-4 gene transcription T(P)
Localization nuclear translocation of STAT6 T(P)

Protein catabolism I kappa B-alpha proteolysis by phosphorylation T(P)
Phosphorylation BCL-2 was phosphorylated at the G(2)/M phase T(P)

Binding Theme (Protein)
Regulation c-Met expression is regulated by Mitf T(P/Ev), C(P/Ev)

Positive regulation IL-12 induced STAT4 binding T(P/Ev), C(P/Ev)
Negative regulation DN-Rac suppressed NFAT activation T(P/Ev), C(P/Ev)

Several techniques to extract events from biological texts are currently being used
extensively: full parsing, pattern marching, machine learning and ontology-driven
approaches.

Yakushiji et al. [Yakushiji et al., 2001] introduce an information extraction sys-
tem based on full parsing and a set of rules. Given a list of target verbs, an argument
structure extractor applies full parsing to input texts and extracts argument struc-
tures. The argument structures are then transformed to frame representations using
domain-specific mapping rules.

The work of Vlachos et al. [Vlachos et al., 2009] belongs to this family, using
a domain independent parser to get sets of head-dependent grammatical relations
that connect an event trigger with an appropriate argument like VERB-TRIGGER-
subject-ARG, NOUN-TRIGGER-iobj-PREP-dobj-ARG.

Full parsing implies reference to a theory of syntax. For instance, [Hakenberg
et al., 2009] apply Link Grammar theory [Sleator and Temperley, 1993] to the ex-
traction of biological event. The Link Grammar (LG) parser is a deep syntactic
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parser based on the link grammar theory, which consists of a set of words and link-
ing requirements between words. The work [Hakenberg et al., 2009] is based on the
the BioLG parser described in [Pyysalo et al., 2004], which modifies the original
parser (LG parser) by extending its dictionary and by adding more rules for guess-
ing structures when facing unknown words. A parse tree database stores the output
of the parser on arbitrary texts. Parse trees are accessed by a query language, called
PTQL. The PTQL query describes the hierarchical structure of a parse tree and the
linkage of the dependencies between words.

The pattern-based approaches try to use context information for finding biologi-
cal events. They usually look for certain words occurring near entity names or use
part-of-speech (POS) and/or syntax information and semantic information. Hence,
patterns can be written using dictionaries, preposition based parsing and so forth.

An example of dictionary-based approach is provided by [Buyko et al., 2009]
who build a dictionary of event trigger verbs and their associated event classes
ranked according to their frequency in the training data. The final set of candidate
event triggers is selected based on the importance degree of an event trigger for an
event class. Another technique of pattern matching is the preposition parsing which
is presented by Leroy et al. [Leroy and Chen, 2002]. The event extraction templates
are filled with parsed material surrounding prepositions such as “by” and “of” which
are often cue strings of Theme or Cause roles.

For example, the sentence “apoptosis induced by the p53 tumor suppressor” con-
tains preposition “by” which mentions using parse trees and hand-coded templates,
“p53 tumor suppressor” as Cause argument, “apoptosis” as Theme argument and
“induced” as an event trigger verb.

The work by Björne et al. [Björne et al., 2009] applies SVM to detect biological
events using a set of features and semantic networks derived from full dependency
analysis. Thus, they represent each sentence in term of graph where the nodes cor-
respond to protein and event triggers and edges correspond to event arguments.

The event nodes are formed by the prediction of individual tokens, and event
edges are identified by predicting for each trigger-trigger or trigger-named entity
pair whether it corresponds to an appropriate event argument. The features used in
the SVM model include the morphological properties of the token to be classified,
such as character bigrams and trigrams, and tokens that depend on it, the number
of named entities and the bag of word of token counts in the sentence. For a given
class, the SVM model calculates the confidence score of a token belonging to the
class. After event trigger detection, all potential edges, which connect an event node
to another or to a named entity node, are classified using SVM classifier as a Theme,
Cause or negative class. The set of edge features is built by combining the attributes
of tokens, the n-grams which define the variation of dependency directions, the node
features which combine the token features of the two terminal event or entity node
of the potential edge, individual component features which combine a token or an
edge attribute with the token or edge position at either the interior or the end of
the path.

Neves et al. [Neves et al., 2009] use the case-based reasoning (CBR) approach
to extract events. For extracting triggers, first, documents of the training set are
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tokenized and the resulting tokens are saved in a base of cases. In the training step,
tokens are mapped to cases of features: the token itself, the stem of the token, the
part-of-speech tag, the chunk tag, the biomedical entity tag, the term type and the
event type. During the testing step, the unknown feature (the event type) is inferred.
For each token from the test set (a case problem), the method proceeds by retrieving
the most similar cases with the higher number of features that have exactly the same
values of the case problem respective features. The best case solution will be the
one with the higher frequency. The argument detection consists of post-processing
rules for each type of argument to map case solutions (event trigger) to its respective
arguments. The method starts from the event trigger to search in both directions for
extracted arguments. For example, the Theme detection starts from the event trigger
in both directions until a Theme argument is found in the sentence or reaching 20
tokens in each direction.

The ontology-driven approaches include those that attempt active use of the on-
tology in processing to strongly guide and constrain analysis. A good example of an
ontology-driven system, which primarily targets events is presented by [Cohen et al.,
2009]. They apply the OpenDMAP semantic parser with manually written-patterns.
OpenDMAP is an ontology-driven integrated concept analysis system that supports
information extraction through the use of patterns presented in a form of “seman-
tic grammar”. The patterns characterize the linguistic expression of that event and
identify the arguments of the events according to occurrence in relevant linguistic
context and satisfaction of appropriate semantic constraints as defined by ontology.
The reference ontology combines elements of several ontologies available in the
biomedical domain - Gene ontology (GO), Cell Type Ontology (CTO), BRENDA
Tissue Ontology (BTO), etc. - and additional concepts to formally define entities,
events, and constraints on slots. Concepts are represented as frames, with slots for
the event trigger words and the various slot fillers which are constrained in the on-
tology to be of type protein from the Sequence Ontology while the type of the other
event arguments varied. For instance, the binding argument of a binding event is
constrained to be one of binding site, DNA, domain or chromosome. The method
obtains a recall rate of about 13.45% and a precision rate of about 71.81% for the
BioNLP’09 Shared Task on Event Extraction, which is the best among all reported
results.

Many of the above mentioned approaches do not exploit any forms of semantic
understanding, treating texts as dependency trees. For instance, the work of Björne
et al. [Kim et al., 2009] represents the sentence structure as a syntactic graph.

While a type of an event is a property of an individual token, we should note
that the trigger detection requires looking at the context in which token is used. The
context indicators surrounding the candidate trigger hold semantic information in a
sentence. However, the choice of a particular indicator is a dependent task.

In event extraction task the most commonly used features are string based fea-
tures. One approach of using such string features in SVM classifier is to use the
binary feature vectors [Kim et al., 2009], where a particular feature is converted
into several binary values. For example, the feature “POS” is converted into N bi-
nary features where N is the total number of unique POS in the lexicon. However,
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the kernel function applicable on binary features is not able to capture the specific
similarity between the features.

3 Event Extraction Approach

We aim at developing a new and effective method for detecting biological events
from the literature. Our proposal is to generate automatically a wide number of
features, and use SVM classifier with a suitable kernel function able to capture the
specific similarity between these features.

The whole process is described in Figure 1.

Fig. 1 The whole process

3.1 Pre-processing

For extracting events from text, we employ many Natural Language Processing
(NLP) techniques. We apply state-of-the-art systems trained on biological corpora
for splitting, tokenization and part-of-speech tagging. Then, we use parsers to ana-
lyze the syntactic relations among the entities in the sentence. Finally, the syntactic
analysis is complemented by a semantic processing, a step which assigns semantic
classes (e.g., gene, protein, cell type, etc.) using semantic resources.
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3.1.1 Splitting

First, we proceed by splitting documents of the training and development data set.
The most common way to identify sentence boundaries is with manually defined
patterns that rely on the fact that, i.e., a period is followed by an uppercase letter.
In contrast, there are more sophisticated approaches based on the structure of the
sentence and the punctuation presented in [Elkhlifi and Faiz, 2010].

In biological domain, compared to the targets of traditional information ex-
traction such as newspaper articles, the structure of a sentence tends to be more
complicated: sentence boundaries are much more ambiguous because they often ap-
pear within biological entities, as well as within formulae, bibliographic references,
etc. Hence, we use the state-of-the-art splitter optimized for the biological corpora,
namely the GENIA sentence splitter GENIASS2.

GENIASS [Rune et al., 2007] is based on a supervised leaning method using
maximum entropy modeling including a set of features: delimiters of the candidate
boundary, previous/next word, presence of capitals in the previous word, presence
of comma, brackets, quotations, numbers in previous or next word. First, it detects
candidate positions for splitting using selected delimiters: periods, commas, single
or double quotation marks, right parentheses, etc. Then, it classifies whether each
candidate is a sentence boundary or not.

3.1.2 Tokenization

It is the process of breaking the sentence up into linguistic units, known as tokens
(e.g., words, acronyms, abbreviations, numbers, punctuation symbols, and so forth).
There exist many algorithms to identify tokens. They can vary from simple algo-
rithms, separating tokens by white spaces and punctuation, to slightly more so-
phisticated techniques, such as using finite-state regular expression matching and
lexicon-based approaches, to address the problem of abbreviations, apostrophes and
hyphenation.

In the biological domain, there are some remaining challenges in tokeniza-
tion, due to domain-specific terminology, nonstandard punctuation and orthographic
patterns (e.g., an alpha-galactosyl-1,4-beta-galactosyl-specific adhesin or the free
cortisol fractions were 4.53 / 0.15% and 8.16 / 0.23%).

3.1.3 POS Tagging

We proceed with the assignment of a part-of-speech class (e.g., noun, verb, adjec-
tive, preposition, number, and proper noun) to terms in a document. Several ap-
proaches exist to POS tagging. For example, given an annotated POS corpus and
a small set of lexical and contextual patterns, Brill’s tagger [Brill, 1995] proceeds
by iteratively proposing patterns, comparing the results of this pattern application to
the annotated corpus, updating patterns to avoid mistakes.

2 http://www-tsujii.is.s.u-tokyo.ac.jp/y-matsu/geniass/

http://www-tsujii.is.s.u-tokyo.ac.jp/y-matsu/geniass/
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3.1.4 Parsing

It is the process of determining the syntactic structure of a sentence. The full pars-
ing establishes relations between the organizing verb and its dependent arguments
[Ananiadou et al., 2010]. This is why it is commonly used to parse biological texts
[McDonald et al., 1995; Yakushiji et al., 2001]. In our work, we use the McClosky
Charniak domain adapted parser [McClosky and Charniak, 2008a] which is among
the best performing parsers trained on the GENIA Treebank corpus. The output
of the parser is transformed to the “collapsed” form of the Stanford dependency
scheme [Marneffe and Manning, 2008] using the Stanford parser tools.

3.1.5 Named Entity Recognition

We identify biological terms in the scientific literature and annotate terms with
their semantic classes (or concepts) by doing a lookup on various publicly avail-
able biomedical dictionaries, such as Unified Medical Language System (UMLS)
Metathesaurus. As an example from semantic interpretation, we may annotate “to
inhibit [something] and transcribe [something]” with “to inhibit [Biological process]
and transcribe [Nucleic acid]”.

Table 2 shows our example sentence with POS tags to each token. The named
entity recognizers classify a given token with a semantic type of real-word entities
(e.g., gene, protein, etc.).

Table 2 Pre-processing output

Token POS tag Type

apoptosis NN programmed cell death
induced VBN natural process
by IN -
the DT -
p53 NN protein
tumor NN protein
suppressor NN protein

3.2 Trigger Detection

The event trigger detection is the task of identifying individual words in the sentence
that acts as an event trigger word and assigning the correct event class to each of the
determined triggers. We proceed with extracting a set of features for each candidate
trigger based on both the context in sentence and the dependency parse. Then, we
attempt to classify candidate triggers into event classes, including a negative event
class.
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3.2.1 Filtering Out Candidate Triggers

Because the set of tokens includes too many negative classes, we perform filtering
step before trigger detection. We filter out tokens, that are: a named entity and whose
POS tag is not a singular noun (NN), a plural noun (NNS), a verb in base form
(VB), a verb in past tense (VBD), a verb in gerund or present participle (VBG), a
verb in past participle (VBN), an adjective (JJ) and a comparative adjective (JJR)
and sentences that do not have any proteins.

3.2.2 Trigger-Based Features Extraction

We use the output of the preprocessing step to construct feature vectors for the
machine learning algorithm. They are considered as distinguishing token attributes.
Our features are similar to those used in [Vlachos et al., 2009] and we create new
ones (cf. Table 3).

Table 3 Features for trigger detection

Type Feature

Token features Token word
Stem from the Porter stemmer [Humphreys
et al., 2000]
Lemma from the Natural Language Toolkit
(http://www.nltk.org/Home)
Token POS
Capitalization
Presence of symbol
N-gram (n = 2, 3) characters
Indicator whether the token is a stop word
Presence of an adjacent verb or noun
Presence in the trigger gazetteer
Semantic type

Frequency features Number of named entities in the sentence
Number of stop words in the sentence
Bag of word counts of token words in the sen-
tence
TF-IDF score of token word in the training set

Dependency features Set of dependency chain features up to depth of
three

Shortest path features Dependency label path to the nearest protein
N-grams of dependencies (n = 2, 3, 4)
N-grams of words (n = 2, 3, 4)
Length of the shortest path
Presence of some token along the shortest path
in the trigger gazetteer

http://www.nltk.org/Home
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Note that we prepare a gazetteer of trigger stems derived from the training set.
Then, we extended it with corresponding WordNet synsets and using the pattern
induction method described below. Thus, we add as features the presence of the
token in the trigger gazetteer and the presence of some token along the shortest
path.

The largest number of features comes from the dependency parse. For this rea-
son, we add a number of features that aim to capture the full semantic context of
candidate trigger. We construct entity context patterns and we extend the gazetteer
of trigger stems as presented in [Talukdar et al., 2006]. The process is detailed in
the following:

1. Extracting context. We find occurrences of seed list entities in the corpus. For
each such occurrence, we extract a number W (context window size) of immedi-
ate neighbors on both the left and the right hand sides. Then we replace all entity
tokens by the single token “-ENT-”. Examples of extracted contexts are shown
below:

increased -ENT- of CAD in vad mice
the -ENT- of insulin-like growth factor 2 mrna was greater
-ENT- of the he nitric oxide synthase gene in mouse

2. Trigger word selection. The trigger words mark the beginning of a context pat-
tern. The selected trigger word should be frequent in the extracted context and
specific to event trigger of interest. Hence, we use the TF-IDF weight to rank can-
didate trigger words. The TF-IDF weight fw for a word w occurring in a corpus
is defined by,

fw = log

(
N
nw

)

(1)

where,

• N: number of documents in the corpus,
• nw: number of documents containing w.

Then for each context segment, we select the dominating word dc, which have a
high TF-IDF.

3. Automata induction. We summarize contexts sharing the same trigger word into
a pattern automaton with transitions that match the trigger word and also the
wildcard -ENT-.

3.2.3 Training and Testing Trigger Detection

We perform the event trigger detection using a machine learning classifier. Each
token vector is assigned to an event class or a negative class if it does not belong
to an event trigger. However, traditional machine learning classification techniques
perform poorly when working directly because of the high dimensionality of the
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data. Thus, we use the kernel-based method SVM which scales relatively well to
high dimensional data.

However, one of the major challenges in kernel-based method is the choosing of
a suitable kernel function for the given classification problem [Kim et al., 2009].
In fact, there are standard choices such as a gaussian or polynomial kernel that are
the default options, but they prove ineffective to train the classifier with large data
sets. In the work presented by Björne et al. [Vlachos et al., 2009], the linear kernel
function is used in trigger detection with large training sets. It computes the dot
product between instances defined as follows:

K(X ,Y ) = φ(X) ·φ(Y )
= XT ·Y (2)

where 〈xi,yi〉= 1 if xi and yi are the same and 0 otherwise.
However, when we are dealing with string features, such dot product based sim-

ilarity computation is not able to capture the specific similarity between features.
In this study, we use different kernel functions to compute the similarity between

each group of features. Specifically, we adopt popular kernel functions, i.e., n-gram
kernel, dependency kernel, edit distance similarity and linear kernel.

We now discuss how the sub-kernels are computed for the feature groups, i.e.,
n-gram, contextual path and dependency path.

First, we give the definition of a similarity matrix in the input X . S is a n× n
similarity matrix with two entries for every pair of vectors in X , S(ik, jk) = si j for i,
j ∈ {1,2 . . . ,n} the indices of instances in X .

S =

⎛

⎜
⎝

s11 s12 . . . . . . s1n
...

...
. . . si j

...
sn1 sn2 . . . . . . snn

⎞

⎟
⎠

Note that the large values for the entries indicate a high degree of similarity
between the corresponding data points and small values indicate a low degree of
similarity between the corresponding data points.

Then, we define the global similarity matrix based inner product 〈.|.〉MAT : Xl×
Xl �→ R as,

〈
xi|x j

〉
MAT = ∑S(ik, jk) (3)

where,

• (xi,x j)MAT is the kernel matrix
• i and j are instances in the input X
• k is a group of features,

k = {n− gram,dependencypath,contextualpath,string,binary}.
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For example, for the calculation of the similarity measure between n-grams char-
acters, we use the k-spectrum (n-gram) kernel function. Given a string x, an alphabet
A(|A|= l), we define a feature map from X to R by,

φk(x) = (φa(x))a∈Ak (4)

where φa(x) is the number of occurrences of a in x. Then, the k-spectrum kernel
function is defined as,

Kk(x,y) = 〈φk(x),φk(y)〉 (5)

For the dependency path features, we use the dependency kernel of Kim et
al. [Lodhi et al., 2002] walk kernel, which is tested with a SVM classifier on the
LLL 05 challenge task to extract genic interactions and achieved a promising result.
We define our dependency graph kernel to capture the isomorphism between two
graph structures. For this purpose, we sum up the number of common walks fea-
tures between two dependency graphs G(V,E) and G′(V ′,E ′). Note that the graph
means the directed dependency chain paths at depth of n (n = 1,2,3).

In our work, we consider the walk of length 1 called a v-walk. In addition,
we present an e-walk that begins and ends with an edge e. We generate lexical
walk features, which consist of lexical words Lw; and syntactic walk features Sw,
which consist of POS and dependency relations. The set of lexical and syntactic
walk features is noted by Fw of an edge e. Hence, our dependency graph kernel is
expressed by,

K(G,G′) = ∑
e∈E

∑
e′∈E ′

Kwalk(e,e
′) (6)

where,

Kwalk(e,e
′) =

{
1 if fw = f ′w
0 Otherwise.

We calculate the edit distance kernel [Erkan et al., 2007] for the semantic label
paths. Suppose pi and p j are the semantic paths extracted from a pattern in sentence
si and sentence s j . The edit distance between pi and p j is the minimum of number
of operations (deletion, insertion, substitution at dependency path level) that have to
transform the first path to the second.

The distance measure is converted into a similarity measure as follows:

edit_sim(pi, p j) = e(−λ edit_dist(pi, p j) (7)

where λ > 0.

3.3 Argument Detection

First, we generate features for all shortest dependency paths between predicted trig-
ger and named entity. Then, we define a kernel based similarity computation which
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is able to capture the argument detection task specific similarity between shortest
path features. Each shortest path example is classified as belonging to one of the
argument type classes (Theme or Cause) or as negative.

3.3.1 Argument-Based Features Extraction

Many of the features used are inspired by those used in [Vlachos et al., 2009]. Given
the shortest dependency path between event trigger and named entity, we extract rich
features to represent candidate arguments. The feature set is showed in Table 4.

Table 4 Features for argument detection

Type Feature

Frequency features Length of the shortest path between two entities
Number of named entities and event triggers per
type in the sentence

N-grams features N-grams of dependencies (n = 2, 3, 4)
N-grams of consecutive words

Element features Trigger / Argument word
Trigger / Argument stem
Trigger / Argument type
Trigger / Argument POS
Confidences of trigger tokens obtained by trig-
ger detection

Dependency path features Directions of dependency edges relative to the
shortest path
Types of dependency edges relative to the short-
est path

Semantic features Annotation label of the shortest path
Combination of the specific type of the terminus
token of the shortest path and their categories

3.3.2 Training and Testing Argument Detection

Like the trigger detection, we define a kernel function that present the shortest path
features. The kernel matrix of the argument detection is presented as the following:

〈
xi|x j

〉
MAT = ∑

k

S(ik, jk) (8)

where k = {dependency n-gram, dependency path, semantic path, frequency, string}.

• Dependency n-gram: we use the k-spectrum kernel between the n-grams of the
two shortest paths.
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• Dependency path: we use the dependency kernel described above in the trigger
detection to calculate the similarity between the dependency edges relative to the
two shortest paths.

• Frequency: we calculate the similarity between two frequency feature vectors
using the cosine similarity measure.

• Semantic path: we use the Edit distance kernel [Lodhi et al., 2002] which calcu-
lates the similarity between the annotation labels of the two shortest paths.

3.4 Argument Grouping

The target output of the argument detection is in the form of a primary frame con-
sisting of an event class, semantic roles and participants (protein or event). For ar-
gument grouping, we need to find the best combinations of event frames that are
detected by the argument detector to represent complex events (i.e., binding and
regulation).

We construct classification models for the complex event detection. First, we
create negative and positive examples from the combinations of detected arguments
(complex event candidate). We design features of a complex event candidate for
complex event detection that constrain the event argument types and combinations
defined in the event ontology.

The features contain three relations, relations between arguments, relations bet-
ween triggers and outer proteins, and relations between arguments and outer trig-
gers. Hence, we apply the feature-based argument extractor as mentioned in the
above section for three types of substructures: each shortest path in the complex
event, all pairs among arguments, all shortest paths including event trigger outside
of events, all pairs between argument proteins and their closest proteins in bind-
ing event. The first relations are used to remove candidates that contain non-related
arguments, and the second and third relations are used to remove candidates by find-
ing the shortest paths that should be included in the candidates and more appropriate
combinations of event arguments.

4 Implementation and Experimental Results

we present the implementation of our system BioEv to solve the event extraction
task with the BioNLP’09 Shared Task resources provided by [Kim et al., 2009].

We summarize the different corpora and tools used in this implementation and
we present our experimental results.

4.1 Experimental Data

The experimental data set are prepared based on the GENIA corpus in the context of
the BioNLP’09 Shared Task. They consist of PubMed documents (title and abstract
only). The Table 5 shows the GENIA corpus statistics.
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Table 5 Experimental data sets [Kim et al., 2009]

Train Development Test

Abstract 800 150 260
Sentence 7499 1450 2447
Token 176146 33937 57367
Event 8597 1809 3182

4.2 Tools

The event extraction pipeline consists of four major parts, a pre-processor, a trigger
detector, an argument detector and a complex event detector. Data pre-processing is
performed using a pipeline of NLP tools. First, we use the GENIA sentence splitter
and the GENIA tagger provided by U-Compare [Elkhlifi and Faiz, 2010] for split-
ting and tokenizing the documents of the training and test data sets. Then, we use
the McClosky-Charniak domain-adapted parser [McClosky and Charniak, 2008b].
The output of the parser is provided in the standard Penn Treebank (PTB) format.
The output of the parser is converted with the Stanford tools to the collapsed form
of the Stanford dependency scheme.

Finally, we annotate the semantic class for each term using WordNet and the
UMLS Metathesaurus. Gene, protein, RNA, cell line and cell type names are
identified by ABNER.

After document of the training set has passed through a pre-processor, we filter
out the tokens in the texts by part-of-speech. For trigger-based features extraction,
we implement methods to extract feature vectors, which are restricted to depen-
dency values and semantic values. We use a number of tools to extract features. We
create the shortest path using the NetworkX, which is in Python. For stemmatization
and lemmatization, we use the Porter Stemmer [Brill, 1995] and WordNet natural
language toolkit3, respectively. We implement JAVA methods to extract features for
event detection sub tasks, i.e., trigger detection, argument detection and argument
grouping. For SVM classification, we use the LIBSVM software4.

4.3 Results

We present three state of the art systems. These are the UTurku system scored on
first rank in the BioNLP’09 Shared Task of Björne et al. [Vlachos et al., 2009] and
the CCP-BTMG system achieved the highest precision of [Buyko et al., 2009].

The overall performance scores of our system are 50.57% recall, 64.88%
precision and 56.83% f-score in Table 6.

3 http://www.nltk.org/
4 http://www.csie.ntu.edu.tw/cjlin/libsvm/

http://www.nltk.org/
http://www.csie.ntu.edu.tw/cjlin/libsvm/
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Table 6 Experimental results for event extraction (Recall / Precision / F-score)

Precision Recall F-score

UTURKU system 46.73 58.48 51.95
CCP-BTMG system 13.45 71.81 22.66
Our system 50.57 64.88 56.83

5 Conclusion

In the previous decade of work on automatic information extraction from biological
texts, efforts have focused in particular on the basic task of recognizing entity names
and on the extraction of simple relations of these entities and, more recently, on the
biological event extraction.

In our work, we propose an event extraction approach using support vector ma-
chines and composite kernel function. We start processing texts by analyzing natu-
ral language documents using lexical and syntactic resources to obtain sentences,
tokens and POS tags. Then, tokens are organized into groups after a syntactic and
semantic analysis has assigned meaning to these tokens or groups of tokens. In the
trigger and argument detection phase, we extract feature vectors for training and
testing using a SVM modeling. We combine multiple layers of syntactic and se-
mantic information by applying distinct kernels on features. The combination of
distinct kernels is achieved through summing the values of each kernel for each
type of feature.

In order to evaluate our approach, we implement our event extraction system. We
obtain a recall around 50.57%, a precision around 64.88% and an f1-score around
56.83%, for a set of GENIA abstracts.

Our first future work consists of evaluating the performance of our approach on
the GENIA full text articles, different corpora such as BioInfer corpus and compar-
ing our composite kernels to benchmarks of various kernels.

Another line of research will be to exploit the event extraction output in text min-
ing tasks such as event network analysis, hypothesis generation, pathway extraction
and others.
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Supervised Pre-processing of Numerical
Variables for Multi-Relational Data Mining

Dhafer Lahbib, Marc Boullé, and Dominique Laurent

Abstract. In Multi-Relational Data Mining (MRDM), data are represented in a rela-
tional form where the individuals of the target table are potentially related to several
records in secondary tables in one-to-many relationship. Variable pre-processing
(including discretization and feature selection) within this multiple table setting
differs from the attribute-value case. Besides the target variable information, one
should take into account the relational structure of the database. In this paper, we
focus on numerical variables located in a non target table. We propose a criterion
that evaluates a given discretization of such variables. The idea is to summarize for
each individual the information contained in the secondary variable by a feature
tuple (one feature per interval of the considered discretization). Each feature repre-
sents the number of values of the secondary variable ranging in the corresponding
interval. These count features are jointly partitioned by means of data grid models
in order to obtain the best separation of the class values. We describe a simple op-
timization algorithm to find the best equal frequency discretization with respect to
the proposed criterion. Experiments on a real and artificial data sets reveal that the
discretization approach helps one to discover relevant secondary variables.

1 Introduction

Most of existing data mining algorithms are based on an attribute-value representa-
tion. In this flat format, each record represents an individual and the columns rep-
resent variables describing these individuals. In real life applications, data usually
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present an intrinsic structure which is hard to express in a tabular format. This struc-
ture may be naturally described using the relational formalism where each object
(target table record) refers to one or more records in other tables (secondary tables)
through a foreign key.

Example 1. In the context of the Customer Relationship Management (CRM) prob-
lem, Figure 1 shows an extract of a virtual CRM relational database schema. In
this schema, the table Customer is the target table, whereas Order and Service are
secondary tables related to Customer through the foreign key CID. In this context,
the problem may be, for instance, to identify the customers likely to be interested
in a certain product or service. This problem turns into a classification problem for
which the target variable is the Status attribute, which denotes whether the customer
has already ordered a particular product.

Learning from relational data has recently received increasing attention in the lit-
erature. The term Multi-Relational Data Mining (MRDM) was initially introduced
by [Knobbe et al., 1999] to address novel knowledge discovery techniques from
multiple relational tables. The common point between these techniques is that they
need to transform the relational representation. In Inductive Logic Programming
ILP [Džeroski, 1996], data is recoded as logic formulas. This causes scalability
problems especially with large-scale data. Other methods called by Propositionali-
sation [Kramer et al., 2001] try to flatten the relational data by creating new vari-
ables. These variables aggregate the information contained in non target tables in
order to obtain a classical attribute-value format. Consequently, not only the natu-
rally compact initial representation is lost but there is a risk of introducing statistical
bias because of potential dependencies between the newly added variables.

Although variable pre-processing is at the core of the majority of propositional
(single table) Data Mining systems, it has received much less attention in MRDM.
Pre-processing, including variable selection and discretization of numerical values,
is of great importance particularly in Multi-Relational context. This step is justified
not only to improve the accuracy but also to reduce the very large hypothesis spaces
in MRDM. The difficulty when dealing with multiple table data arises from the
presence of one-to-many associations. In the attribute-value mono table case, each
individual has a single value per variable. While in multiple table setting, for a
non target table variable, an individual may have a value list (eventually empty)
of varying size.

Example 2. Referring back to Example 1, predicting whether the customer would
be interested in a given product does not only depend on the information of that
customer. Indeed, the other products ordered by this customer might be relavant,
because, for instance, variables such as the product Weight or Price may present
correlations with the target variable. Assessing the relevance of these variables is
not straightforward, since each customer may have made many orders. The same
difficulty arises when trying to discretize accurately these numerical variables, es-
pecially when taking the class label into account.
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ORDER

CID

DELIVERY_MODE

PAY_MODE

PRICE

WEIGHT

DATE

...

CUSTOMER

CID

AGE
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STATUS

SERVICE

CID

TYPE

DATE

PRICE

PAY_MODE

...

Target Table

Fig. 1 Relational schema of a CRM database

To the best of our knowledge, only few studies in the literature have treated the
numeric variable discretization in multi-relational data. Discretizing numerical at-
tributes in multiple tables is different from handling attributes from a single table,
due the presence of one-to-many associations. Under the multi-relational setting, the
state of the art discretization approaches of a secondary numerical attribute differ
along 2 axes: (i) whether they make use of the class label and (ii) whether they con-
sider one-to-many relationships when computing cut points. The simplest methods
that can be applied are the equal-width and equal-frequency interval binning. Both,
are unsupervised and they compute boundaries regardless of any multi-relational
structure. Whereas, the former divides the range of observed values into k equal
sized bins, the latter discretizes the variable in such a way that each bin will have
approximately the same number of values. To take into account the one-to-many as-
sociation problem, [Knobbe and Ho, 2005] proposed an Equal-weight discretization
method which involves an idea proposed by [an LaerVAN LAER et al., 1997]: in-
dividuals with large number of related records in the non target table have a bigger
influence on the choice of boundaries since they have more contributing numeric
values. In order to compensate this impact, numeric values are weighted with the
inverse of the size of the bags of records they belong to. Instead of producing ranges
of equal size like in the equal frequency method, cut points are computed so that
bins of equal weight can be obtained. All the above methods are class-blind since
they do not use class labels. In order to take into account both the target variable
information and the one-to-many association between records stored in the target
and non-target tables, [Alfred, 2009] proposes a modification of the entropy-based
multi-interval discretization method introduced by Fayyad and Irani [Fayyad and
Irani, 1993]. Besides the class information entropy, another measure that uses in-
dividual information entropy is added to select multi-interval boundaries for the
numerical secondary variable. The drawback of this approach is that it is relatively
expensive and may lead to statistical skews since the entropy measures are com-
puted by propagating the class labels to the non target tables. When performing
such transformations, variables in the secondary table are not independent and iden-
tically distributed (i.i.d.). In fact, individuals with a large number of related records
in a secondary table will be overestimated thereby causing overfitting.
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In this paper, we are interested in pre-processing a variable located in a secondary
table having a one-to-many relation with the target one1. We propose to discretize
the set of related values of a variable A and use an optimization criterion to find the
best partitioning of the set such that the class Y is maximally differentiated. The idea
is to use multi-variate data grids to estimate the conditional probability P(Y | A).
This univariate pre-processing extended to the relational context is of a great interest
for filter feature selection [Guyon and Elisseeff, 2003] or as pre-processing step for
classifiers such as Naive Bayes or Decision Tree.

The remainder of this paper is organized as follows. Section 2 describes our ap-
proach in the case of a secondary numerical variable. In Section 3 we evaluate the
approach on artificial and real data sets. Finally, Section 4 gives a summary and
discusses future work.

2 Secondary Variables Pre-processing

In this section, we describe how a numerical variable belonging to a non-target table
can be discretized in a class-dependent way.

2.1 Illustration of the Approach

Let us take the simplest case: a binary variable with two values v1 and v2. In this
case, each individual is described by a bag of values among v1 and v2

2. Given an
individual, all that we need to know about the secondary variable are the number of
v1 and the number of v2 in the bag of records related to that individual (we denote
them respectively n1 and n2). Thus, the whole information about the initial variable
can be captured by considering jointly the pair (n1,n2). With such a representation,
the conditional probability P(Y | A) is then equivalent to P(Y | n1,n2).

This approach can be generalized to a numerical secondary variable. In that case,
the variable needs to be discretized into K intervals. The idea is to create in the
target table K new variables nk (1 ≤ k ≤ K). For each individual, nk stands for the
number of related records in the secondary table which have a value of A located
in the kth interval. As in the bivariate case, P(Y | A) is approximated by evaluating
P(Y | (n1,n2, · · · ,nK)).

Multivariate data grid models have been shown to be good estimators for the
probability of a class, given a set of input variables [Boullé, 2011]. The idea is to
jointly discretize in an optimal way the numeric variables nk into intervals. This joint
partitioning defines a distribution of the instances in a K-dimensional input data grid
whose cells are defined by interval tuples. Therefore, our goal is to find the optimal

1 The one-to-one relationship is equivalent to the single table case. For simplification rea-
sons, we limit the relationship to the first level: tables directly related to the target one.

2 This is different from the attribute-value setting, where for a given variable, an individual
can only have a single value.



Supervised Pre-processing of Numerical Variables 99

Fig. 2 Illustration of the Approach

multivariate discretization which maximizes the class distribution. In other words,
we look for the optimal grid with homogeneous cells according to the class values.

Example 3. In the context of Example 1, consider, for instance, the secondary vari-
able “PRICE” in the database of figure 1. Assume that we discretize this variable
into two intervals: ]in f ;20] and ]20;sup[. Then PRICE is equivalent to the pair of
variables

(
n]in f ;20],n]20;sup[

)
where n]in f ;20] (respectively n]20;sup[) stands for the num-

ber of orders whose prices are less than 20 (respectively greater than 20). If we as-
sume that the price is correlated with the target variable and that the discretization
in two intervals is relevant, the target classes can be separated easily, using a grid
similar to that of Figure 2.

The correlation between the cells of the data grid and the target values allows to
quantify the joint classificatory information. The conditional probability distribution
P(Y | A) is evaluated locally in each cell. Consequently, classifiers like Naive Bayes
or Decision Trees can easily be used. Moreover, it is important to note that the data
grid provides an interpretable representation, since it shows the distribution of the
individuals while jointly varying the count variables nk. Each cell can be interpreted
as a classification rule in the multi-relational context.

For example, the top-left cell of the data grid of Figure 2 is interpreted by: if “the
number of orders with a price less than 20 is less than 5” and “the number of orders
with a price greater than 20 is more than 2” then the class is C1.

Given that we use an equivalent representation, with the suitable discretization,
we expect that the optimal related data grid will be able to detect the pattern con-
tained in the secondary variable. Thus the problem is twofold: how to find the best
discretization and how to optimize the related data grid. We address these two prob-
lems simultaneously by applying a model selection approach. To do so, we follow
the MODL (Minimum Optimized Description Length) approach [Boullé, 2006].
The best model is chosen according to a Maximum A Posteriori (MAP) approach by
maximizing the probability p(Model|Data) of the model given the data. By applying
the Bayes rule, this is equivalent to maximizing P(Model)p(Data|Model) since the
probability P(Data) is constant under varying the model. The considered models
include the discretization of the secondary variable A and the joint partitioning of
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the generated count variables nk. In the remainder of this section, we describe the
criterion used to evaluate these models and we propose optimization algorithms.

2.2 Evaluation Criterion

A model is completely defined by the discretization of the secondary variable (num-
ber and bounds of the intervals), the partitioning of the count variables nk and the
target distribution in each cell of the resulting data grid. To describe such a model,
we use the following notation.

Notation 1. • N: number of individuals (number of target table records)
• J: number of target values
• Ns: number of records in the non target table
• K: number of discretization intervals for the secondary variable A
• nk: number of non target table records having a value of the secondary variable

A in the kth interval (1≤ k ≤ K)
• Ik: number of discretization intervals for the count variable nk (1≤ k≤ K)
• Nik : number of individuals in the interval ik for variable nk (1≤ k ≤ K)
• Ni1i2...iK : number of individuals in the cell (i1, i2, . . . , iK)
• Ni1i2...iK j: number of individuals in the cell (i1, i2, . . . , iK) for the target value j

Using the notation above, a model is completely defined by the parameters
{K,{nk},{Ik} ,

{
Nik

}
,
{

Ni1i2...iK j
}}. In order to compute the criterion, we introduce

in Definition 1 a prior distribution p(Model) on this model space. This prior makes
explicitly the independence assumptions and exploits the hierarchy of the parame-
ters. The number of discretization intervals of the secondary variable A is first cho-
sen, then their bounds. After computing the count variables nk, a K-dimensional data
grid is built by choosing for each nk the number of intervals, their bounds and finally
the frequencies of the target values in each cell. At each stage of this hierarchy the
choice is assumed to be uniform.

Definition 1. The hierarchical prior of the parameters of discretization models is
defined as follows:

• the numbers of intervals for the secondary variable discretization are indepen-
dent from each other, and uniformly distributed between 1 and Ns,

• for a given number of intervals, every discretization of the secondary variable
into intervals is equiprobable,

• for the discretization of the count variable nk, the numbers of intervals are inde-
pendent from each other, and uniformly distributed between 1 and N,

• for each count variable nk and for a given number of intervals, every partition
into intervals is equiprobable,

• for each cell of the data grid, all the parameters of the multinomial distribution
of the target classes are equiprobable,

• the parameters of the multinomial distributions of the target classes in each cell
are independent from each other.
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The first hypothesis of the above prior is that, for the secondary variable being
discretized, the number of intervals is uniformly distributed between 1 and Ns. Thus
we get

p(K) =
1
Ns

(1)

The second hypothesis is that all discretizations of the secondary variable into K
intervals are equiprobable for a given K. If Ns is the number of the secondary table

records, there is

(
Ns +K− 1

K− 1

)

ways to discretize Ns values into K intervals. Thus

we obtain

p({nk} | K) = 1(
Ns +K− 1

K− 1

)

(2)

For each count variable nk, the number of discretization intervals is uniformly
distributed between 1 and N. Thus, we get

p(Ik | nk,K) =
1
N

(3)

For each count variable nk, all the divisions of N instances into Ik intervals are
equiprobable.

p
({

Nik

} | Ik,nk,K
)
=

1
(

N + Ik− 1
Ik− 1

) (4)

Given K univariate discretizations of the count variables nk, the frequency
Ni1i2...iK j of each cell (i1, i2, . . . , iK) of the data grid can be derived from the in-
put data sample. According to the fifth hypothesis of the prior distribution, in each
cell (i1, i2, . . . , iK), all the parameters of the multinomial distributions of the Ni1i2...iK .
instances of the cell on the J target classes are equiprobable. Calculating the prob-
ability of a such set of multinomial parameters is a combinatorial problem, which
turns into computing the number of ways of decomposing a natural number Ni1i2...iK
as a sum of J terms. Since each set of multinomial parameters is equiprobable, we
obtain

p
({

Ni1i2...iK j
} | {Nik

}
,{Ik} ,nk,K

)
=

1
(

Ni1i2...iK + J− 1
J− 1

) (5)

For the likelihood term p(Data|Model), we assume further that the multinomial
distributions of the target values in each cell are independent from each other. This
term is evaluated locally in each cell by considering the probability of observing
the target values (classes) of the cell given the parameters of the multinomial distri-
bution in this cell. The number of ways of observing Ni1i2...iK instances distributed
according to a multinomial distribution is given by the multinomial coefficient:
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Ni1i2...iK !
J

∏
j=1

Ni1i2...iK j!

.

The conditional likelihood per cell is thus

1
Ni1 i2...iK !

J

∏
j=1

Ni1 i2...iK j!

(6)

Taking the negative log of P(Model)p(Data|Model), the generalized optimiza-
tion criterion is given below.

logNs + log

(
Ns +K− 1

K− 1

)

+
K

∑
k=1

logN +
K

∑
k=1

log

(
N + Ik− 1

Ik− 1

)

+
I1

∑
i1=1

I2

∑
i2=1

· · ·
IK

∑
iK=1

log

(
Ni1i2...iK + J− 1

J− 1

)

+
I1

∑
i1=1

I2

∑
i2=1

· · ·
IK

∑
iK=1

(

logNi1i2...iK !−
J

∑
j=1

logNi1i2...iK j!

)

(7)

In formula 7, the first line stands for the choice of the discretization of the secondary
variable: The first and second terms represent respectively the choices of the num-
ber of intervals, and the bounds of the intervals. The second and the third lines stand
for the choice of the discretization of each variable nk and the multinomial distribu-
tion parameters for the target values in each grid cell. The last term represents the
conditional likelihood of the data given the model.

The criterion given in the above formula is related to the probability that the final
data grid (obtained after the discretization of the secondary variable, as described be-
fore) explains the target variable given the secondary one. It can also be interpreted
as the ability of a data grid to encode the target classes given the secondary variable,
since negative log of probabilities is none other than a description length [Shannon,
1948].

Based on this cost, we can define a normalized compression gain g(M) by con-
sidering the null model, denoted by M/0, where the secondary variable is discretized
into one interval.

g(M) = 1− cost (M)

cost (M/0)
(8)

This relevance level can be used as a filter criterion for ranking secondary vari-
ables [Guyon and Elisseeff, 2003].
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Algorithm 2: Optimization Algorithm
input : K : initial number of quantiles,

: Kmax: max number of evaluated ranges
output : D∗: best secondary variable discretization,

: G∗ best Data Grid
require: Kmax �K

1 Compute secondary variable quantiles bounds (K -way equal frequency discretization)
;

2 Compute initial count variables (νk)1≤k≤K ;
/* Init solution (c∗: best cost) */

3 c∗ ← ∞, D∗ ← One interval, G∗ ← One cell;
4 for K ← 2 to Kmax do
5 D← discretize into K intervals;

6 Estimate count variables (nk)1≤k≤K nk =
[K k

K ]

∑
i=1+[K k−1

K ]

νi;

7 Initialize GK (data grid with nk as input variables);
/* Optimize the data grid GK */

8 G
′
K ← OptimizeDataGrid(GK);

9 if cost(G
′
K)< c∗ then // if improved cost

/* save improved solution */

10 c∗ ← cost(G
′
K), G∗ ← G

′
K , D∗ ← D;

11 end if
12 end for

2.3 Optimization Algorithm

The choice of the secondary variable discretization is determined by the minimiza-
tion of the criterion seen in Section 2.2, which is a combinatorial problem with
2Ns possible discretizations for the secondary variable. Then, for each discretization
into K intervals, there are

(
2N

)K possible data grids, which represent the number of
the multivariate partitioning of the count variables n1, . . . ,nK . An exhaustive search
through the whole space of models is unrealistic.

Algorithm 2 provides a simple procedure to optimize the discretization of the
secondary variable. The method starts by making a fine K -way equal frequency
discretization of the secondary variable, which produces K initial count variables
ν1, . . . ,νK . Then we iterate merging these initial ranges in order to simulate dif-
ferent equal frequency binnings. Each candidate discretization Dk is evaluated by
optimizing the corresponding data grid GK . This is done using the multivariate data
grid optimization heuristics detailed in [Boullé, 2011], which have practical scal-
ing properties, with O(N) space complexity and O(N

√
N logN) time complexity.

At the end of Algorithm 2, we select the secondary discretization with the minimum
evaluation cost (see criterion 7).
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Table 1 Description of the used data sets

# tables
# Numerical

Sec. var.
# non target

records
#

Individuals
# target
values

Mutagenesis-atoms3 2 2 1618 188 2
Mutagenesis-bonds3 2 4 3995 188 2
Mutagenesis-chains3 2 6 5349 188 2
Diterpenses4 2 1 30060 1503 23
Miml5 2 15 18000 2000 2
Stulong6 2 29 10572 1417 2
Xor 2D 2 1 987762 10000 2
Xor 3D 2 1 1843282 10000 2

Although this simple algorithm clearly partially exploits the richness of the con-
sidered models, it is a good validation of the overall approach. As a priority for
future work, we plan to extend this optimization procedure in order to better explore
the search space and discover more complex discretization patterns.

3 Experiments

Our approach has been evaluated through its impact as a pre-processing step to
a Naive Bayes (NB) classifier. In this multi-relational NB, for a given one-to-many
numerical variable Xi, the optimal data grid gives an estimation of the corresponding
univariate conditional density P(Xi | Y ), which is computed by considering the class
frequencies in each cell. To show the contribution of our pre-processing approach
over aggregation based methods, for each secondary attribute, the average value has
been computed and a usual NB has been applied on the resulting flat table. Other
aggregates were tested, namely Max, Min and the Number of records in secondary
table. Results similar to those described below were obtained, and are omitted due
to lack of space.

In our experiments, we have considered different classification tasks based on
synthetic and real world data sets, whose characteristics are shown in Table 1.

3 http://sourceforge.net/projects/proper/files/datasets/0.1.0/
4 http://cui.unige.ch/~woznica/rel_weka/
5 http://lamda.nju.edu.cn/data_MIMLimage.ashx
6 The study (STULONG) was realized at the 2nd Department of Medicine, 1st Faculty of

Medicine of Charles University and Charles University Hospital, U nemocnice 2, Prague
2 (head. Prof. M. Aschermann, MD, SDr, FESC), under the supervision of Prof. F. Boudík,
MD, ScD, with collaboration of M. Tomečková, MD, PhD and Ass. Prof. J. Bultas,
MD, PhD. The data were transferred to the electronic form by the European Centre of
Medical Informatics, Statistics and Epidemiology of Charles University and Academy of
Sciences (head. Prof. RNDr. J. Zvárová, DrSc). The data resource is on the web pages
http://euromise.vse.cz/challenge2004. At present time the data analysis is
supported by the grant of the Ministry of Education CR Nr LN 00B 107.
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Fig. 3 Scatter plots of synthetic data sets. Colors (black and gray) refer to the class labels.
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Fig. 4 Experimental results obtained on synthetic data sets

Regarding synthetic data sets, the ideal binning pattern is known in advance,
and the target label is generated according to an Xor function between the count
variables ni. Figure 3 depicts the scatter plots of the 2D and 3D Xor datasets. For
instance, in the 3D Xor pattern (Figure 3b), the secondary variable is supposed to
be discretized into three intervals: [0;0.33[, [0.33;0.66[ and [0.66;1[. In this rather
complex pattern, data points located, for example, at the corner near the origin (in
gray) refer to individuals which have less than 50 values in the non target table,
respectively, in the intervals [0;0.63[, [0.33;0.66[ and [0.66;1[.

To compare results, we recorded the Area Under the ROC Curve (AUC) using
ten-fold cross-validation. The AUC criterion (see [Fawcett, 2003]) evaluates the
ranking of the class conditional probabilities. In a two-class problem, the AUC is
equivalent to the probability that the classifier will rank a randomly chosen positive
instance higher than a randomly chosen negative instance. In our experiments, we
use the approach of [Provost and Domingos, 2001] to calculate the multi-class AUC,
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Fig. 5 Results of empirical data experiments obtained on artificial and real world data sets

by computing each one-against-the-others two-classes AUC and weighting them by
the class prior probabilities P(Yj).

In all experiment, only secondary numerical variables have been considered in
the data sets and we have chosen K = 100 and Kmax = 10 as parameter for the opti-
mization algorithm (cf. Algorithm 2). Obviously, it is not enough that only 10 equal
frequency discretization are evaluated among o

(
2Ns

)
candidate discretization of the

secondary variable. The objective of these experimentations is mainly to evaluate
the potential of the approach, and investigate whether working on more sophisti-
cated optimization algorithms is worth it.

Figure 5 shows the generalization performance (test AUC) obtained with a NB
using our discretization approach (denoted MT) compared to the same classifier
based on aggregated variables (denoted Avg). A two-tailed Student test at the 5%
confidence level is performed in order to evaluate the significant wins or losses of
our method versus the AVG method.

On synthetic data sets (Xor 2D and Xor 3D) our method widely outperforms the
NB approach using the average value. Not surprisingly, this is explained by the fact
that aggregation implies loss of information. On the other hand, our approach is able
to recognize the pattern in the secondary variable and thus to discretize it correctly.
This is confirmed by Figure 4, which summarizes the classification results obtained
by varying the number of individuals in the artificial data sets. It can be seen that,
with enough individuals, our approach reaches the theoretical performance. On the
other hand, other experiments on a totally random pattern show that our method is
robust, in the sense that it can detect the absence of predictive information in the
secondary variable (which is materialized by a single interval discretization and an
AUC near 50%).

On real world data sets, neither of the two methods dominates the other. Indeed,
Figure 5 shows that: (i) our approach might perform better than the aggregation
approach (Mutagenesis (atoms, bonds, chains) and Diterpenses), (ii) the two ap-
proaches might perform equivalently (Miml), and (iii) on Stulong data set, the ag-
gregation approach might perform better than ours. This can be explained by the fact
that our criterion needs a large number of individuals to recognize existing patterns
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(this has been shown in [Boullé, 2011], for a similar criterion in the case of a sin-
gle table), whereas, as shown in Table 1, the used real world data sets are relatively
small. Furthermore, we recall that Algorithm 2 is fairly simple and does not exploit
the whole potential of the discretization criterion. Indeed, Algorithm 2 simulates an
equal frequency discretization, meaning that many improvements can be brought
to it. These results reported above are confirmed by the student’s test in terms of
significant wins, draws and loses of our method compared to the AVG method. The
test showed 4 significant wins of our method on the Mutagenesis data set (atoms,
bonds and chains) and Diterpenses, 4 draws on the Miml dataset (desert, mountains,
sunset and trees) and six loses on Stulong (CHOLRISK, HTRISK, KOURRISK,
OBEZRISK and RARISK) as well as Miml (sea).

We would like to emphasize that, although our approach does not always perform
better than the average approach, this could be explained by insufficient exploration
of the model space. Moreover, the approach is able to detect complex patterns (cf.
Figure 3) that any aggregate approach can not discover. The obtained discretization
yields rules that can be of interest to the user. On the other hand, it should be clear
that aggregate methods can not produce such rules.

To see an example of how we can interpret the resulting discretization of a sec-
ondary variable, let us consider the Stulong data set (consisting of a target table
Patient in a one-to-many relationship with a table Exam), along with the secondary
numerical variable CHLSTMG that describes for each exam the cholesterol level
(mg). It turns out that this variable is relevant to predict the value of the target
variable CHOLRISK, which indicates whether the patient has high cholesterol risk
according to the two target values: Normal and Risky. Applying Algorithm 2 in this
case leads to a discretization of CHLSTMG into two intervals, namely ]in f ,228.5[

Fig. 6 Contingency table corresponding to the discretization of variable CHLSTMG
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and [228.5,sup[, and Figure 6 depicts the optimal data grid corresponding to this
binning (histograms show the distribution of the target values in each cell). This
table can be interpreted as a set of four classification rules, one for each cell.

For example the top-left cell is equivalent to the rule: If there are at least 3 ex-
aminations with a cholesterol level less than 228.5 mg and there is no examination
with a cholesterol level higher than 228.5 mg then the class is Normal (meaning no
cholesterol risk).

4 Conclusion

In this paper, we have presented a novel approach to discretize numerical variables
in a multi-relational setting. Specifically, we propose to project numerical data in
secondary tables on the target one by means of binning, and then for each indi-
vidual, to count records in each interval. Additionally, we have seen how candi-
date discretizations can be evaluated in a class-dependent way. A criterion has been
proposed to evaluate to what extent a given discretization of a secondary numeri-
cal variable preserves the correlation with the target variable. Finally, an optimiza-
tion algorithm has been provided for computing the optimal discretization. We have
shown that the criterion is robust and is able to evaluate a given discretization in a
reliable way.

An algorithm has been given for computing an estimation of equal-frequency
interval binning. This procedure, however, does not take full advantage from the
potential of the criterion. We are currently investigating how to extend our algo-
rithm in order to better explore the search space, so as to discover more accurate
discretization patterns.

This study has shown, through experiments on artificial data sets, that the cri-
terion and the discretization procedure may help in discovering relevant secondary
variables and achieving high accuracy. However, in the case of real world data sets,
we need to look for larger data sets, in order to better assess our approach and to
compare it to other multi-relational data mining techniques.
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Combination of Single Feature Classifiers for
Fast Feature Selection

Hassan Chouaib, Florence Cloppet, and Nicole Vincent

Abstract. Feature selection happens to be an important step in many classifica-
tion tasks. Its aim is to reduce the number of features and at the same time to try
to maintain or even improve the performance of the used classifier. The selection
methods described in the literature present some limitations at different levels. For
instance, some are too complex to be operated in reasonable time or too dependent
on the classifier used for evaluation. Others overlook interactions between features.
In this paper, in order to limit these drawbacks, we propose a fast feature selec-
tion method. Each feature is closely associated with a single feature classifier. The
weak classifiers we considered have several degrees of freedom and are optimized
on the training dataset. Within the genetic algorithm, the individuals who are clas-
sifier subsets are evaluated by a fitness function based on a combination of single
feature classifiers. Several combination operators are compared. The whole method
is implemented and extensive trials are performed on four databases built from the
MNIST handwritten digits database using four different descriptors. Results show
how robust is our approach and how efficient is the method. On average, the number
of selected features is about 70% smaller than the initial set while keeping the level
of recognition rate.

1 Introduction

In many domains such as computer vision or pattern recognition, solving a prob-
lem is based on processing data extracted from a set of real world data acquired
by means of sensors or resulting from some data processing. Data are structured
as vectors. The quality of processing systems highly depends on the choice of the
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vector contents. However, in many cases the vectors’ high dimensionality makes
it almost impossible to use them to solve the problem because of the data nature
and of the learning set size. The high dimension of the representation space makes
any learning set too sparse for using the common methods [Bins and Draper, 2001].
Hence it is usually recommended, and sometimes required, for example in bioin-
formatic studies or text analysis, to reduce the vector size in order to make data
more usable. There is benefit even if the reduction might lead to loss of information.
Sometimes, solving complex problems with large descriptors can also be accom-
plished using a small set of features selected from the initial data set. This can be
done if the selected features are relevant enough with respect to the problem being
considered [Zhou and Dillion, 1991]. According to the feature nature, feature selec-
tion can either improve the quality of the system if the eliminated features are the
too noisy ones, or improve computation time when redundant or irrelevant features
are present in the feature set.

Reducing vector dimensionality is often considered as a pre-processing step ded-
icated to noise and redundant information elimination. Among dimensionality re-
duction methods, feature extraction (the most representative is Principal Component
Analysis) and feature selection can be considered. Here, we focus on feature selec-
tion. It consists of selecting the most relevant features from an initial set. Among the
applications needing feature selection methods we can distinguish between cluste-
ring [Bouguila and Ziou, 2012] and classification. In this paper, only the classifica-
tion problem is considered.

Existing feature selection methods reveal limitations on many levels such as
complexity, interaction between the features, dependency on the evaluation clas-
sifier, and so on. In order to overcome these limitations, we introduce a new method
for feature selection. It is based on selecting the best classifier combination from a
set of simple classifiers. Each of these classifiers is built using a single feature and
the selection is accomplished using a genetic algorithm. Moreover, the intermediate
use of classifiers enable to handle a set of mixed numerical and symbolical features.

The paper is organized as follows. In Section 2, we motivate our choice for fea-
ture selection method by showing the limitations of existing methods. In Section 3,
we introduce our Fast Feature Selection Method (FFSM). In Section 4, different
elements of the method are discussed and in Section 5, an extensive experimental
study is carried out. Finally, conclusions are drawn and perspectives are given in
Section 6.

2 Feature Selection

Feature selection is generally defined as a search process that finds a relevant feature
subset from an initial feature set. The relevance of a feature subset always depends
on the objectives and criteria of the problem to be solved.

A selection method [Liu and Yu, 2005] generally incorporates several phases (see
Figure 1).
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Fig. 1 Overview of a feature selection method

The two first steps initialize a search starting point and apply a search procedure.
Once the subsets are generated, an evaluation is computed in the third step. Steps
2 and 3 are repeated until a stop criterion is satisfied. A search procedure consists
of generating feature subsets which will be evaluated to select the best subset. In
general, search strategies can be classified into three categories: exhaustive, heuristic
and random. The evaluation function computes the suitability of the selected subset
and compares it with the previous best candidate, replacing it if the current subset is
estimated as being better.

Besides, feature selection algorithms may be classified into two categories de-
pending on their evaluation procedure filter or wrapper. Feature statistical proper-
ties are taken into account in filter approach while wrapper methods are based on
a classifier the efficiency of which is optimized by learning on a training data set
while selecting the features. Pros and cons of both approaches are considered in the
following sub-sections.

2.1 Filter Approach

The filter model (see Figure 2) was the first one used in feature selection. The used
criterion for feature relevance evaluation is based on measures that rely on training
data properties. Different measures [Guyon and Elisseeff, 2003] may be used such
as correlation criterion [Hall, 2000], Fischer criterion [Furey et al., 2000], mutual
information [Ben-Bassat, 1983], consistency [Dash and Liu, 2003] and signal to
noise ratio. This type of method is usually considered as a pre-processing step (fil-
tering) done before the training phase. In other words, evaluation is generally done
independently of any classifier [John et al., 1994]. Methods that are based on this
feature evaluation model often use a heuristic approach as search strategy [Chapelle
and Vapnik, 2000].

The main advantage of filtering methods is their computational efficiency and
robustness against over-fitting. Unfortunately, these methods do not take into ac-
count interactions between features and tend to select features that are redundant
rather than complementary. Furthermore, these methods do not absolutely take into
account the performance of classification methods subsequent to selection [Kohavi
and John, 1997].
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Fig. 2 General overview of a filter selection method

2.2 Wrapper Approach

As seen in the previous section, the main drawback of filter approaches is that they
ignore the potential influence of the selected features on the performance of the
classifiers to be used later. To solve this problem Kohavi and John introduced the
concept of wrapper for feature selection [Kohavi and John, 1997]. The wrapper
methods (see Figure 3) evaluate feature subsets on the basis of their classification
performances using a learning algorithm.

Fig. 3 General overview of a wrapper selection method

This evaluation is done using a classifier that enables to estimate the relevance of
a given feature subset. The feature subset selected is always well adapted to the used
classification algorithm but it is not necessarily valid if the classifier is changed. The
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complexity of the learning algorithm makes the wrapper methods rather expensive
regarding time complexity. It was shown that these methods generally give better
results than filter methods, as they take into account both feature interactions and
interactions between the classifier and the data set [Kohavi and John, 1997; Li and
Guo, 2008; Huang et al., 2008].

However, they are time consuming because the learning step is performed with
each feature subset. This main drawback makes it impossible to use an exhaustive
search strategy (NP-complete problem), heuristics or random search strategies are
then often preferred. Though, even in this case, the search becomes more and more
unconceivable as the initial feature set size increases. An other drawback is the
dependence of the relevant selected features on the used classifier. The feature eval-
uation is done using a chosen classifier during the selection phase. Each classifier
has its own specificities and assumptions. But, if a change of classifier is required in
order to better fit evolving data, the all selection process has to be restarted.

Genetic Algorithms seem to be a well suited search strategy used to take into
account the dependency between features and to come as near as possible to the
optimum. They are more global than forward or backward strategies.

2.3 Genetic Algorithms and Feature Selection

Genetic algorithms (GA) are one of the latest techniques in the field of feature se-
lection [Kitoogo and Baryamureeba, 2007; Kim et al., 2000b; Oliveira et al., 2002;
Yang and Honavar, 1998; Leardi, 1994]. Unlike classical feature selection strate-
gies where one solution is optimized, a population of solutions can be modified at
the same time. This can result in several optimal feature subsets as output. To apply
a GA to solve a given problem, one should encode its potential solutions by finite
strings of bits forming chromosomes. The main opened questions are the defini-
tion of an evaluation function, the fitness function, that allows good chromosome
discrimination as well as the definition of genetic operators that will be used. The
fitness function can be used either in filter or wrapper models.

The fitness evaluation of all chromosomes (coding each feature subset) in all gen-
erations can be very costly. This is particularly a problem for wrapper approaches
where each chromosome is associated with a classifier that has to be trained and
evaluated. To limit this problem we propose and describe in next section a new fast
feature selection method (FFSM) that takes advantage of both filter and wrapper
approaches

• As in filter methods, quality is associated with each feature.
• As in wrapper methods, the efficiency of a classifier is optimized. It is built on a

feature subset, and do not need a new learning phase for each feature subset.
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3 Proposed FFSM Method

On one side, filtering methods for feature selection have limitations with regard to
the consideration of potential interactions between features. On the other side, wrap-
per methods present a very high time complexity and dependence on the classifier
evaluation. Filtering methods derive their rapidity from taking into account features
in an individual manner. We retain this idea by building a set of classifiers, each as-
sociated with one feature. They will be defined in Section 3.2. The overall vision of
the wrapper method is preserved while considering a selection criterion that takes
into account all the used features. This is implemented in a GA whose fitness func-
tion will be detailed in Section 3.3. Thus, we consider interactions between features.
Finally, the features associated with the subset of classifiers selected at the last iter-
ation represent the final feature subset. But first, in Section 3.1, an overall vision of
FFSM method citeChouaib12 is given.

3.1 Selection Process

Let set F = { f1, f2, . . . , fN} be composed of N features and Bapp = {X1,X2, . . . ,XM}
be a training dataset consisting of M samples where each Xi = ( fi1, fi2, . . . , fiN) rep-
resents the ith sample. A sample of dimension N is represented by a vector whose
components are the values of features ( fi), where N is the total number of features.
Let Y = {y1,y2, . . . ,yM} be the sample labels. For a bi-class classification problem
we have yi ∈ {−1,1}. In order to minimize overfitting possibilities, the training set
was divided into two parts: a training dataset A which contains MA samples used
to build the classifier set, a validation dataset V which contains other MV samples
used by the GA algorithm. Figure 4 represents the two-step process of our feature
selection method:

• The construction of N simple classifiers Hi through a learning based on the
dataset A. For each Hi, only the ith feature fi is taken into account.

• A selection among classifiers (Hi) by mean of a GA using the V dataset.

The first selection step consists in building a set of classifiers that represent the
initial features which will be given as inputs to the GA. Each classifier is a simple
model trained on a single feature. Once this classifier set is built, in the second step,
we apply a genetic algorithm to select, after several generations, a good subset of
classifiers. The features associated with the final selected models represent the final
feature subset.

3.2 Classifier Set

In this step, a set of classifiers is built so that each classifier input is based on only
one feature that can be either ordinal, with one or several dimensions, or symbolic.
A classifier learnt on a single feature is a simple model defined using a learning
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algorithm based on the content of the A training dataset. Such a classifier must be
simple and as efficient as possible on a single feature.

It is among these classifiers that a subset, optimizing the defined criterion, will
be extracted. This optimization will be carried out by a GA. It is then necessary
to encode the subsets. The most classical way consists in encoding each possible
solution by a binary string of size equal to the total number of classifiers, N. A gene
of index i has the value 1 if the initial set ith classifier is present in the current subset
and 0 otherwise. We denote by C = (c1,c2, . . . ,cN) a chromosome where each ci

belongs to {0,1} and Sc is the set {i/ci = 1}.
This type of coding prevents selecting more than once the same classifier for an

individual. The control of the selected classifier number is left to the GA, which can
be a major drawback in some applications.

The selection criterion, expressed in the GA’s fitness function, is specified in the
following section.

3.3 Selection Criterion

The problem is to find a subset having a reduced number of highly efficient classi-
fiers. In wrapper methods, the fitness function is related to the building of a new
classifier based on features that are involved in the individual (feature subset). To
overcome the heaviness of this approach, we made a compromise. We build a new
classifier that does not need a training phase but involves all the features present
in the individual. Thus each selected classifier participates in the decision making.
Therefore, we introduce, without any new learning phase, a classifier built as a com-
bination of classifiers:

Hc = Combi∈Sc(Hi) (1)

Fig. 4 General flow chart of the FFSM method
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where Combi∈Sc(Hi) is the combination of the classifiers present in an individual
and Sc is the set {i/ci = 1}. Thus, for the GA fitness function, we compute the error
given by this new classifier, related to the V sample set. It can be written as:

f itness = error(Hc) (2)

Let see below an example showing how to compute the f itness of an individual:
Given a set of classifiers H = {H1,H2, . . . ,H12} which contain twelve classifiers.
Suppose we want to combine classifiers whose answers are between -1 and +1 (-1
being associated with an element of the first class labeled -1 and +1 characterizing an
element of the second class labeled +1). Let I = ”100110010110” be an individual
for which six out of twelve classifiers are present. If we use the mean as a method for
combining the classifiers then Combi∈Sc(Hi) =

1
6 (H1 +H4 +H5 +H8 +H10 +H11)

the fitness function on I will be calculated as follows:

f itness(I) = error(sign(Combi∈Sc(Hi)))

The Comb operator can take many forms, such as voting methods or mean ap-
proaches. Some of them will be discussed in Section 4.5.

4 Experiments

In this section we present the experiments carried out to illustrate the FFSM method.
We first describe the used databases. In different studies the experiments are per-
formed on different databases that have different properties. Then the comparisons
are very difficult to draw. So we have decided to use a single application and several
kinds of descriptors are applied to this single problem. Thus, this approach enables
to define several databases with different dimensions as input of the system. The dif-
ficulty of the problem is exactly the same in the different cases but the descriptors
have different properties (projection on base with loss of information, or raw data,
. . . ). Before presenting the results and comparisons with other selection methods,
we describe the problem and the experimental protocol. The different descriptors
that are used are presented, they enable to build four different databases on which
our trials are based. Then, we present the choice of implementation of our method
at different levels, the classifiers, the combination method and the GA.

4.1 Problem and Material

For our experiments we used the MNIST database. It is a database of isolated hand-
written digits (from 0 to 9) built in 1998 [Lecun et al., 1998]. Each digit is associated
with an image of size 28× 28 in 256 grey levels (example in Figure 5). The MNIST
database is divided into two subsets, a training set of 60 000 examples and a test set
of 10 000 examples.

We process a priori two-class problems, in the more general case of n classes it
is necessary to build subsets within the labelled sample set to allow the use of a one
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Fig. 5 Samples of images extracted from the MNIST database

versus all approach. Each subset is associated with a class. Let A = {Ai}, V = {Vi}
and T = {Ti}, which represents respectively training, validation and test datasets.
Ai, Vi and Ti are constructed for the use of a one versus all method. On the one hand,
each of the Ai datasets and Ti contain 2 ∗Np samples: Np samples of class i and Np

samples of all the other classes. On the other hand Vi only contains Np elements: Np
2

samples of class i and Np
2 samples of all the other classes. For the MNIST dataset we

have i ∈ {0,1,2, ..,9} and N = 1000.

4.2 Descriptors – Databases

We have used four descriptors for the representation of these data:

• Generic Fourier descriptor (GFD)[Zhang and Lu, 2002] is a descriptor based on
the Fourier transform. The radial (R) and angular resolutions (T) represent two
of its parameters.

• R-signature [Tabbone and Wendling, 2003] uses a Radon transform to represent
an image.

• Zernike descriptor [Kim et al., 2000a] is a descriptor based on Zernike moments.
• Luminance of the 28×28 pixels.

Table 1 resumes the size of the feature vectors of each of these four data represen-
tations, constituting four experimental databases.

Table 1 Vector dimension (number of features) for each database

Name of database Dimension

GFD
R=8,T=12 96

R=10,T=15 150
R-signature 180

Zernike 66
Pixels 784

4.3 Classifier Sets

As we deal with numerical features, we propose to take advantage of the two fol-
lowing approaches to build a classifier set. One is to compute a single classification
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threshold, the other, in order to improve the classifier efficiency, is to combine differ-
ent weak classifiers in a strong classifier in order to obtain classifiers with multiple
classification thresholds. This makes our approach original.

Case of Single Classification Threshold

In [Alamdari, 2006], a simple binary classifier is proposed in order to evaluate fea-
tures individually. It was used as a selection criterion in a feature filtering method.
The threshold that was used is the midpoint of a segment whose endpoints are the
barycentre of data feature values in each class. In the following, we use the name
Classif_Alamdari for this classifier. This classifier, for the ith feature is defined by:
Let Xi = { f1i, f2i, .., fMi} be a feature value set where each element is the value
of the ith feature of one of the training samples. Let Xi,1 = { fki|yk = 1} and
Xi,−1 = { fki|yk =−1}.

y = sign(( fi− μ1
i + μ−1

i

2
)(μ1

i − μ−1
i )) (3)

Where μ1
i and μ−1

i represent means of data for the ith feature of class ”1” and class
”− 1” respectively.

Another classifier of this type is the decision stump. It is a decision tree with
only one internal node (the root) which is immediately connected to the terminal
nodes [Iba and Langley, 1992]. It defines the best threshold that minimizes the clas-
sification error on a single feature.

Case of Multiple Classification Thresholds

To improve the efficiency of so simple classifiers presented in the previous para-
graph, we propose to introduce multiple classification thresholds in the classi-
fier building. To do that, we associate a threshold with the nodes of a decision
tree [Breiman et al., 1984], or we use an AdaBoost [Freund and Schapire, 1995] al-
gorithm from weak classifiers of type decision stump computed on different sample
sets. Then, an H classifier is associated with feature f. This is illustrated in figure 6.

4.4 Genetic Algorithm

A genetic algorithm is composed of several parts. First a population has to be ini-
tialised, then the population evolves along iterations through genetic operators. The
individuals are evaluated by the fitness function value and are introduced in the next
generation by means of an elitist process. The evolution is stopped when some cri-
terion is reached. The fitness function has been described in Section 3.3. As the
Genetic Algorithm is not the purpose of the paper we just present here the choices
that have been made and the parameter values that have been experimentaly fixed.

The initial population is composed of 200 chromosomes, a higher number of
individual does not improve the results while increasing processing time. The
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Fig. 6 Modeling of a Classifier H using multiple thresholds (a)Decision Tree (b)Adaboost

individuals have been randomly initialised with genes value being 0 or 1 according
to a Bernouilli probability law with parameter p. This p parameter enables to handle
the decrease of the number of selected features. The p value is here experimentaly
fixed to 0.5. The genetic operators used are quite common. The crossover operator
is a one-point crossover. And the mutation operator concernes the switching of one
gene form 1 to 0 or from 0 to 1 according to the initial value with a probability fixed
to 0.005. The members of a generation are becoming parents of next generation in-
dividuals using a tornament process where the best individual among 3 randomized
individuals is selected. The stopping criterion is the maximal number of generations,
it is set to 50 as we have experimented the evolution of the best individual quality is
not more significant when this value is increased.

4.5 Classifier Combination

For combining classifiers, we used several conventional combining methods such
as majority voting, weighted majority voting, mean, weighted mean and median.
Another method that we used, is called AWFO (Aggregation Weight-Functional
Operators) [Dujet and Vincent, 1998]. In AWFO method, the assigned weights to
each of the values given by the classifiers are adaptive. They do not only depend on
each value but also on the general distribution of data. For the AWFO method we
propose a modification to make it better adapted to our case. In the original version,
it is assumed that the set of values to aggregate belongs to an interval on which the
quality of values with respect to a goal is monotone (see Figure 7a). In our case of
a two-class classification, the two classes both have an equivalent status, making it
impossible to define a distinguished value with a significant value with respect to
the problem (see Figure 7b).

In our case we want to combine classifiers whose answers are between -1 and +1.
We can say the more a positive value is near +1, the more the element has a chance
to belong to class labeled +1, and the more a negative value is near -1, the more the
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Fig. 7 Mono(a) and bi-objective (b) contexts of AWFO aggregation method

element has a chance to belong to class labeled -1. Therefore, we have chosen to
aggregate separately the positive and the negative values. Refering to the original
method, we have two optimal values. Thus, we have two distinguished values, -1
for negative values and +1 for positive values. The AWFO method does not only
consider the classifier’s answer but also the distribution of all answers to achieve
aggregation.

Let us give an example to better understand the principle of the method. If we
have the answers of ten classifiers (xi for i ∈ {1,2, ..,10}) with five positive answers
and five negative answers, we propose to compute a weight for each positive answer
while taking into account the other positive answers (respectively a weight for each
negative answer while taking into account only the other negative answers). The
weight of each answer (W (xi)) is calculated using equation 4:

W (xi) =
dcum(xi)

∑
sign(x j)=sign(xi)

d(x j)
(4)

where
⎧
⎪⎨

⎪⎩

dcum(xi) = ∑
j∈Ei

d(x j) with Ei = { j/(d(x j)≥ d(xi)) & (sign(x j) = sign(xi))}
and

d(x) = 1−|x|

In this formula, d(x) is the distance between x and the associated distinguished value
+1 or -1 according to the sign of x. Table 2 shows the details of this example.
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Table 2 Combination example with the AWFO method

Initial answers -0.2 0.4 -0.5 -0.7 0.8 0.1 -0.9 0.6 0.5 -0.3

Sorted answers (xi) -0.9 -0.7 -0.5 -0.3 -0.2 0.1 0.4 0.5 0.6 0.8
Distance (d) 0.1 0.3 0.5 0.7 0.8 0.9 0.6 0.5 0.4 0.2

Cumulative distance (dcum) 2.4 2.3 2 1.5 0.8 0.9 1.5 2 2.4 2.6
Final weight (W (xi)) 1 0.95 0.83 0.62 0.33 0.34 0.57 0.77 0.92 1

Finally, in the case of negative answer very close to -1 and if we have a lot of
negative answers, the cumulative sum of distances increases and its weight will be
high. Similarly for an answer very close to +1.

5 Results

In this section, we show the contribution of combining methods used in our approach
and we compare the results with those obtained by other feature selection methods.
Indeed, the aim of the method is to select the lowest number of features, while
keeping the efficiency of the recognizer system or even improving it. The quality
of a recognition method is linked to the quality of the features, our purpose is not
to solve the problem of figure recognition but to prove the efficiency of the FFSM
method according to the feature nature.

5.1 Evaluation

In this section, we show the results obtained on the databases defined in Section 4.2
using different types of classifiers. The construction of the initial set of simple clas-
sifiers is made using one of the classifiers described in Section 4.3. The first consid-
ered classifier is an AdaBoost classifier. On the one hand, it finds several thresholds
adapted to the learning examples, this is an advantage compared to classifiers based
on a single threshold. On the other hand, the answer of this classifier is numeric:
the sign indicates the class and the module gives a kind of confidence degree bet-
ween 0 and 1. This output format allows the implementation of different combining
methods.

After simple classifiers set building using the AdaBoost algorithm, and after best
classifier subset selection for the different databases, an experimental study was
carried out to evaluate the combining method’s influence on the selected subset
quality. Table 3 shows the average number of selected features for each descriptor
on the ten classes of our experimental databases. We notice that the final subsets are
on average 69.9% smaller than the initial set. We can also notice the regular aspect
of the dimension reduction ratio as the normalized standard deviation values are low
and similar.

To evaluate the quality of the subsets found by the FFSM method, we did not
used the classifier involved in the GA selection process but we chose a classifier the
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Table 3 Number of selected features in each experimental databse used for digit recognition

Zernike GFD_8×12 GFD_10×15 R-signature Pixels Mean
Initial 66 96 150 180 784 -
Mean 25 30 46 42 245 -

Standard Deviation (SD) 3.72 4.57 5.36 10.91 17.43 -
Normalized SD 0.15 0.15 0.12 0.26 0.07 0.15

% reduction 66.12 68.75 69.33 76.66 68.75 69.92

efficiency of which is generaly admitted, a SVM classifier learnt on training datasets
Ai and tested on datasets Ti. Table 4 shows the classification average rate for each
experimental database before and after selection.

Table 4 Results of a SVM classifier with and without selection for each experimental database
used for digit recognition

Without selection With selection % variation
Zernike 92.47±3.99 92.42±4.19 -0.04

GFD_8×12 92.38±3.48 92.55±3.35 +0.17
GFD_10×15 91.97±4.10 92.10±3.66 +0.13
R-signature 75.95±7.67 79.55±6.97 +3.60

Pixels 97.73±1.03 97.60±1.05 -0.13

We can notice that the rates before and after selection are relatively close regard-
less of the descriptor. In all the cases we managed to select feature subsets 69.9%
smaller than the originals sets but with similar recognition rate. We notice the im-
provment of recognition rate occurs when the initial recognition rate is the lowest.
The nature of the features can explain this fact. Besides, the rates depend on the
digit recognized.

Finally we compared the selection results using different combining methods.
Table 5 shows the comparison results averaged on the ten classes. In this table, we
note that the results may be gathered in two groups. Within the two groups, the
results are not significantly different. The three combining methods AWFO, mean
and weighted mean are close for different databases and are more efficient than the
majority voting, weighted majority voting and median combining methods.

We have also tested different types of classifiers using the previous combining
methods. As the results are not significantly different we present in table 6 the
best ones using the three different classifiers Decision stump, Classif_Alamdari and
Decision trees.

We can notice from such results that AdaBoost classifiers give the best selec-
tion result. The obtained results from decision tree classifiers are close to those of
AdaBoost.

Then the FFMS method as a whole, combining multiple views of the database, is
not too sensible to the different choices that may be made in the various steps. We
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Table 5 Comparison of the different combining methods

Zernike GFD_8×12 GFD_10×15 R-signature Pixels Mean
AWFO 92.25 92.55 92.08 79.19 97.60 90.74
Mean 92.42 91.90 91.95 79.04 97.40 90.54

Weighted mean 92.28 92.34 92.10 79.55 97.55 90.76
Majority voting 91.71 90.55 91.65 77.38 96.80 89.61
Weighted voting 91.95 91.95 90.98 79.05 97.20 90.22

Median 92.14 91.06 92.05 78.25 97.5 90.20

Without selection 92.47 92.38 91.97 75.95 97.73 90.10

Table 6 Comparison of results drawn from several classifiers

Zernike GFD_8×12GFD_10×15 R-signature Pixels
AdaBoost 92.42 92.55 92.1 79.55 97.6

Classif_Alamdari 91.50 90.15 90.85 74.15 93.85
Decison_stump 92.05 92.05 91.95 79.25 97.45
Decision trees 91.95 92.17 91.85 79.35 97.50

have here made the classifiers and the combining vary. In any application the user
of the FFMS method may incorporate the elements he is the most familiar with or
adapt some to its specific problem.

Using genetic algorithm the results may depend on the various runs of the pro-
cess. Then we have run the process several times and we present in table 7 the best,
the average and the standard deviation while applying 5 times the process using the
same environment and choices for the different elements. The classifiers are Ad-
aboost classifiers, the combination is an AWFO operator. We can notice the results
are stable as the standard deviation is low.

Table 7 Stability of selection on the recognition rates

Zernike GFD_8×12GFD_10×15 R-signature Pixels
best 92.25 92.34 92.08 79.19 97.6

mean 92.08 92.21 91.98 78.89 97.45
standard-deviation 0.14 0.11 0.11 0.19 0.09

without selection 92.47 92.38 91.97 75.95 97.73

5.2 Comparison with Other Selection Methods

We compared our selection method with three other existing methods. These meth-
ods are based on filter and wrapper evaluation approaches. We considered three
methods: Relief [Kira and Rendell, 1992], SAC [Kachouri et al., 2010] and the
third one is a classic wrapper method based on random search and using the same
GA as our method, with the same parameters but with a different fitness function
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defined by the classification error of a SVM classifier. Table 8 shows the comparison
of results between our method and other selection methods. Results are computed
on the mean of ten digit classes using the same databases as in Section 4.2 taken
from the MNIST dataset.

Table 8 Comparison with other methods for each experimental database

Relief Wrapper_SVM SAC FFSM method
Zernike 89.85 92.61 91.11 92.42

GFD_8×12 90.05 92.55 91.15 92.55
GFD_10×15 90.15 92.01 91.45 92.10
R-signature 73.55 80.05 75.88 79.55

Pixels 95.85 97.68 96.35 97.60

We can notice that our method is significantly better than Relief and SAC meth-
ods. These results are very close to the Wrapper_SVM method for all experimental
databases (Table 8), but the computation time of our method is significantly lower
than the one of the Wrapper_SVM method. Table 9 shows on the one hand, that our
method, in worst case is 125 times faster and 250 times faster in the best case (for
the database Pixels) and on the other hand, that the size of feature subsets selected
by our method is 6% smaller in worst case and 15% smaller in the best case. The

Table 9 Comparison of computation relative time for feature selection and number of selected
features with FFSM method and the Wrapper_SVM method

Zernike GFD_8×12 GFD_10×15 R-signature Pixels
FFSM Nb of features 25 30 46 42 245
method Time 0.001 0.0015 0.0022 0.0026 0.004

Wrapper Time 0.13 0.22 0.28 0.36 1
_SVM Nb of features 36 52 65 79 299

reference time concerns the case of 784 features on a bi-class problem, processed
by a matlab (c) software on a 2GHz processor computer. With the classic wrap-
per method, the duration is equal to 489 minutes, where as with our FFSM method
duration is less than 2 minutes.

6 Conclusion

In this paper, a combination of single feature classifiers and a genetic algorithm are
used to define a new fast feature selection method. The used fitness function is based
on a combination of single feature classifier. Many classifiers and combining meth-
ods are possible and we have illustrated some of them, showing their efficiency. It
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is obvious the user of the FFMS process may introduce its own choices either for
the classifiers or the combination process. Our experiments on the four databases
issued from the digit recognition problem using the MNIST dataset show that simi-
lar results can be obtained using about 69.9% less features for different descriptors
whatever their properties are. Moreover, the proposed method is faster, in the worst
case, 125 times than a classical wrapper method. The method can be adapted in any
context as the simple classifier construction is free, the only constrain is to have
a numerical output comprised between -1 and +1. The features may mix numeri-
cal and symbolical data. The selection is here presented as a selection method but
may be applied at another level for descriptor selection. The method can be ap-
plied several times and then enables to define some hierarchical subset among the
features. The experiment we have conducted on these four databases as well as on
other databases, more precisely on databases studied in bioinformatics showed the
stochastic aspect of our method was not leading to results with a too heterogeneous
quality.

In most applications, the real problem is to find the best representation space, in
which the problem is solved in the easiest way, that is to say where the error rate
or evaluation indexes are optimum. To do so, a feature selection process enables to
consider only relevant and robust features. These common features are mathematical
functions with generic properties. The nature of the data is not taken into account in
the learning phase of a classifier for example.

In our work, we have changed the features’ definitions to replace them by new
features that are given by the classifier functions. When the feature values are very
intricate, the classifier function is a modification of the feature according to the data.
This makes our method robust and not too much dependant on the general classifier
used in the chosen representation space.

Indeed some improvements can be added. We here indicate some hints. Whereas
only one criterion is used in the optimization phase, an error rate, some other prop-
erties of the features might be considered such as the classifier’s diversity that could
minimize redundancy between the selected features. Thus, a multi-objective ap-
proach can be used to integrate this new objective.
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Classification of EEG Signals by an
Evolutionary Algorithm

Laurent Vézard, Pierrick Legrand, Marie Chavent, Frédérique Faïta-Aïnseba,
Julien Clauzel, and Leonardo Trujillo

Abstract. The goal of this work is to predict the state of alertness of an individual by
analyzing the brain activity through electroencephalographic data (EEG) captured
with 58 electrodes. Alertness is characterized here as a binary variable that can be
in a “normal" or “relaxed" state. We collected data from 44 subjects before and after
a relaxation practice, giving a total of 88 records. After a pre-processing step and
data validation, we analyzed each record and discriminate the alertness states using
our proposed “slope criterion". Afterwards, several common methods for supervised
classification (k nearest neighbors, decision trees (CART), random forests, PLS and
discriminant sparse PLS) were applied as predictors for the state of alertness of
each subject. The proposed “slope criterion" was further refined using a genetic
algorithm to select the most important EEG electrodes in terms of classification
accuracy. Results show that the proposed strategy derives accurate predictive models
of alertness.

1 Introduction

The electrical activity of the brain is divided into different oscillatory rhythms
characterized by their frequency bands. The main rhythms in ascending order of
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frequency are delta (1-3.5 Hz), theta (4-8 Hz), alpha (8-12 Hz) and beta (12-30 Hz).
Alpha waves are characteristic of a diffuse awake state for healthy subjects and can
be used to discern the normal awake and relaxed states, which is the topic of this ex-
perimental study. The oscillatory alpha rhythm appears as visually observable puffs
on the electroencephalogram (EEG), especially over the occipital brain areas at the
back of the skull, but also under certain conditions in more frontal recordings sites.
The distribution of cortical electrical activity is taken into account in the characteri-
zation of an oscillatory rhythm. This distribution can be compared between studies
reported in the literature through the use of a conventional electrode placement, the
international system defined in [Jasper, 1958] and shown in Figure 1.

In this paper, a number is given to each electrode to simplify the interpretation of
the figures. The number is incremented horizontally from the occipital electrodes to
the frontal electrodes, left to right and top to bottom, as shown in Figure 2.

The brain electrical activity is non-linear and non-stationary, as specified in [Sub-
asi et al., 2005]; i.e., EEG signals are time varying. EEG signals are almost always
pre-treated before any further analysis is performed. Some authors [Ben Khalifa
et al., 2005; Cecotti and Graeser, 2008] use the Fourier transform, others [Sub-
asi et al., 2005; Hazarika et al., 1997] prefer to use a discrete wavelet decomposi-
tion. [Shaker, 2005] suggests to first use a wavelet decomposition and then to apply
a Fourier transform to the result.

To predict the state of alertness, the most common method is neural networks
(see for example [Subasi et al., 2005] or [Vuckovic et al., 2002]). However, the
disadvantage of this approach is that it requires having a large set of test subjects
relative to the number of predictive variables. To avoid this problem, [Subasi et al.,

Fig. 1 Representation of the distribution of electrodes in the international system 10/10
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Fig. 2 Representation of the distribution of electrodes in the international system

2005] and [Vuckovic et al., 2002] split their signal into several segments of a few
seconds, called “epochs”. Other approaches use different statistical methods.

For example, [Yeo et al., 2009] use Support Vector Machine, [Anderson and
Sijercic, 1996] use autoregressive models (AR) and [Obermaier et al., 2001] use
hidden Markov chains.

In the present paper, wavelet decomposition is used as a pre-processing step and
a new criterion for state discrimination is proposed. Then, several standard methods
for supervised classification (binary decision tree, random forests and others) are
used to predict the state of alertness of the participants. The criterion is then refined
using a genetic algorithm to improve the quality of the prediction.

2 Data Acquisition

An experiment was conducted to obtain data for our study. This section will describe
the participants, the experiment and will explain the data validation step.

2.1 Participants

This work uses 44 participants, of whom 26 are women, with ages between 18 and
35 and all are right-handed, to avoid variations in the characteristics of the EEG due
to age or handedness linked to a functional interhemispheric asymmetry.
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2.2 Procedure

The experiment was conducted individually in a soundproof room, where the partic-
ipant was comfortably seated in front of the computer screen. It takes approximately
two hours and a half to place the EEG cap and to perform a final explanatory inter-
view with the participant. Data collection was controlled by the acquisition system
Coherence 3NT (Deltamed, http://www.natus.com/ ). The data acquisition procedure
is composed by five steps:

1. First EEG: the participant has to look at a cross (fixation point) at the center
of the screen to reduce eye movements. This first recording corresponds to the
reference state, considered as the normal vigilance state of the participant.

2. Attentional task devoted to collect contingent negative variation (CNV) (see sec-
tion 2.3): The participant was instructed to press as quickly as possible on the
spacebar of the keyboard in front of him at each appearance of a square which
replaces the cross on the screen. For each appearance of this square, a warning
sound (beep) presented 2,5 seconds before allowed the participant to prepare his
response. The experimental session included 50 pairs of stimuli (S1: beep, S2:
square), with a random amount of time elapsing between each pairs. The purpose
of this task is specified in the next paragraph.

3. Relaxation session: The participant was fully guided by a soundtrack broadcast
through loudspeakers placed in the room. The soundtrack suggested the partici-
pant to perform three successive exercises of self-relaxation, based on muscular
relaxation and mental visualization. The purpose of this session is to try to bring
the participant to a lower level of vigilance, qualified as the “relaxed” state.

4. Second EEG recording: 3 minutes of EEG were recorded with the same protocol
as in the step 1. This second recording should reflect the relaxed state of the
participant’s brain if it was reached in the prior step.

5. Second CNV task: CNV is collected using exactly the same protocol as in step 2.

2.3 Contingent Negative Variation Extraction

CNV extraction has been performed by applying the Event-Related Potentials
(ERPs) method [Rosenblith, 1959]. It consists, in the present experimental de-
sign, on averaging the electrical activity recorded in synchrony with all warning
signals (S1: beep) until the response stimulus (S2: square). Such average allows
event-related brain activity components, reflecting stimulus processing, to emerge
from the overall cortical electrical activity, unrelated to the task performed. Thus
in our paradigm, a negative deflection of the averaged waveform, called CNV,
is obtained [Walter et al., 1964]. This attentional component has the property of
decreasing in amplitude when the participant is less alert, either because he is
distracted [Tecce, 1979], is deprived of sleep [Naitoh et al., 1971] or is falling
asleep [Timsit-Berthier et al., 1981]. This fundamental result is shown in Figure 3.
In this figure, the CNV is plotted as a dotted line for an alert participant and as a solid
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Fig. 3 Representation of the amplitude variation of the CNV with respect to the alertness of
a participant

line for a participant which is less alert. The amplitude of the CNV is proportional
to the alertness of the subject.

That is why, although the instruction given to the participant during CNV acqui-
sition was to press the space bar as quickly as possible after the square appearance,
the reaction time is not investigated in this study. However, the way the participant
prepares to perform the task is observed.

The comparison of the amplitude of the CNV between tasks performed in steps 2
and 5 is used to determine if the alertness of a participant has changed. It allows us
to know if he is actually relaxed. Only the positive cases, for which the amplitude of
the CNV has significantly declined, were selected for comparative analysis of their
raw EEG’s (stages 1 and 4). Their EEG were then tagged respectively as “normal”
or “relaxed” state. An example of a participant kept after studying his CNV is shown
in Figure 4 and an example of a rejected participant is given in Figure 5.

In these figures, the solid curve represents the CNV recorded during step 2 and
the dotted curve represents the CNV recorded in step 5. The solid vertical lines
correspond to warning signals (S1: beep, S2: square). The area between the curve
and the x-axis is calculated between T1 and T2 (section framed by the dotted vertical
lines). A participant is kept if the area calculated with the CNV recorded in step 5 is
lower than the area calculated with the CNV recorded in step 2. The study of CNV
was performed on the 44 participants of the study and 13 participants were kept for
further analysis.

Thus, an important number of participants are rejected. The stress due to the
experiment and the duration of the installation of the cap may be factors that de-
teriorate the efficiency of the relaxation session. Moreover, to limit the duration of
the cap wearing, the relaxation session is relatively short. Thus, it is possible that
the duration of the relaxation session (20 minutes) is too short to achieve fully relax
these subjects. The participants selected are those that succeed to relax in a rela-
tively short period of time and in conditions that can be stressful. Those points can
explain the high proportion of rejected participants in our study.
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Fig. 4 Representation of CNV recorded on participant 4 during steps 2 (solid curve) and 5
(dotted curve). The solid vertical lines correspond to warning signals (S1: beep, S2: square).
This participant is kept because the solid curve is mainly below the dotted curve between T1
and T2 (framed by the dotted vertical lines).
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Fig. 5 Representation of CNV recorded on participant 9 during steps 2 (solid curve) and 5
(dotted curve). The solid vertical lines correspond to warning signals (S1: beep, S2: square).
This participant is rejected because the solid curve is mainly above the dotted curve between
T1 and T2 (framed by the dotted vertical lines).

2.4 Data

Finally, the data consist of 26 records of 3 minutes of raw EEG signals from 13
selected participants (one “normal” EEG and one “relaxed” EEG for each partici-
pant). Each record contains variations of electric potential obtained with a sampling
frequency of 256 Hz (Deltamed acquisition system) with 58 active electrodes placed
on a cap (ElectroCap). Using this sampling frequency, each signal recorded by an
electrode for a given subject in a given alertness state contains 46000 data points. A
representation of the data matrix is given in Figure 6.
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Fig. 6 Representation of the data matrix. There are three dimensions: one for the participants,
one for the time (46000 points corresponding to the number of points in each 3 minutes EEG
signals recorded using a sampling frequency of 256 Hz) and one for the electrodes.

3 Data Pre-processing

The data is specified in 3 dimensions (time, electrodes and participants). The pro-
posed approach is to extract a feature in 2 dimensions to implement common classi-
fication tools. To do this, the signal energy, obtained by the wavelet decomposition,
is considered.

3.1 Wavelet Decomposition

Wavelet decomposition [Daubechies, 1992; Mallat, 2008] is a method widely used
in signal processing. Its main advantage is that it can be used to analyze the evolution
of the frequency content of a signal in time. It is therefore more suitable than the
Fourier transform for analyzing non-stationary signals.

A wavelet is a function ψ ∈ L2(R) such that
∫
R

ψ(t)dt = 0. The continuous
wavelet transform of a signal X can be written as

X(a,b) =
1√
a

∫ ∞

−∞
X(t)ψ

(
t− b

a

)

dt,

where a is called the scale factor that represents the inverse of the signal frequency,
b is a time-translation term and function ψ is called the mother wavelet. The mother
wavelet is usually a continuous and differentiable function with compact support.
Several families of wavelet mother exist such as Daubechies wavelets or Coiflets.

It is also possible to define the discrete wavelet transform, starting from the pre-
vious formula and discretizing parameters a and b. Then, let a = a j

0, where a0 is the
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resolution parameter such as a0 > 1 and j ∈ N and let b = kb0a j
0, where k ∈ N and

b0 > 0. It is very common to consider the “dyadic” wavelet transform which corre-
sponds to the case where a0 = 2 and b0 = 1. In this case, j = 1,2, . . . ,n, where n is the
base-2 logarithm of the number of points forming the signal and k = 1,2, . . . ,2 j−1.
Then, the dyadic discrete wavelet transform is:

x j,k = 2−
j
2

∫ ∞

−∞
X(t)ψ(2− jt− k)dt,

where j is the decomposition level (or scale) and k the time lag. The maximal num-
ber of decomposition levels, n, is the log2 of the number of points forming the signal.
The discrete wavelet transform is faster than the continuous version and also allows
for an exact reconstruction of the original signal by inverse transformation. The
dyadic grid provides a spatial frequency representation of discrete dyadic wavelet
transform (see Figure 7). In this figure, the x-axis corresponds to time, the y-axis
represents the frequencies and the circles correspond to the wavelet coefficients x j,k.
The signal points are represented below the last level of decomposition. At each ad-
ditional level, the frequency is doubled.

Time

Frequency

Signal
points

Fig. 7 Representation of the dyadic grid with 4 levels of decomposition

3.2 Signal Energy

Wavelet decomposition can also be used to calculate the energy of a signal for
each level of decomposition. Thus, the energy e2

j of the signal X in the scale j is
given by:

e2
j =

2 j−1

∑
k=1

x2
j,k,∀ j ∈ {1, . . . ,2 j−1}.

In other words, from the dyadic grid, the energy associated with the scale j (de-
composition level j) is equal to the sum of the squares of the coefficients of the line
j. The use of signal leads to a loss of the temporality information. It is also possible
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to obtain this result using a Fourier transform, however, the discrete wavelet decom-
position provides more opportunities for further work. For example, the wavelet
decomposition could be useful if the temporal evolution of the frequency content of
signals is investigated in a future work.

3.3 Slope Criterion

For a given participant i (i = 1, . . . ,13) in a given state (normal or relaxed), each
electrode m (m = 1, . . . ,58) provides a signal Xm. A discrete dyadic wavelet decom-
position is performed on this signal by considering 15 scales (15 = �log2(46000�),
where 46000 is the number of points in each 3 minutes EEG signals and where �.�
is the integer part). From the coefficients obtained, the energy of the signal is calcu-
lated for each scale. Figure 8 presents these energies as a function of frequency.
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Fig. 8 Representation of the energy of signal Xm obtained using a discrete dyadic wavelet
decomposition as a function of frequency. To calculate the slope criterion, a simple regression
is performed (dotted line) on the energies calculated for 4, 8 and 16 Hz (circles).

The Alpha waves are between 8 and 12 Hz. Thus, according to the literature, only
the energies calculated for 4, 8 and 16 Hz are used (black circles in Figure 8). Then,
a simple regression is performed (dotted line in Figure 8) and the slope is retained.
It seems more robust to use the slope (based on three points) than only one of these
three points (minimum of the three points, maximum, etc.).

The slope coefficient is representative of the evolution of signal energy in the
frequency considered. By repeating this process for each electrode, a feature of 58
coefficients (one per electrode) is obtained for an individual in a given state. Thus,
a matrix of size 26× 58 is obtained, representing the slope criterion. Some usual
classification tools (classification and regression trees or k nearest neighbors for
example) will be applied on this matrix in 2 dimensions.
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4 Preliminary Results

The relevance of the slope criterion is illustrated in Figures 9 and 10. Figure 9 pro-
vides for each participant, in his state of “normal” alertness and his state of “re-
laxed” alertness, the sum of the slope criterions on all electrodes. It appears that for
a given individual, the slope criterion is almost always lower when the individual is
in the normal state than when he is in the relaxed state. Thus, by comparing, for a
given individual, the values of the slope criterion for the normal and relaxed states
it is possible to effectively distinguish the two states. However, for a new individ-
ual, a single record is known and the problem remains unsolved. Figure 10 shows
for each electrode the sum of the slopes of the participants in a “normal” alertness
state and participants in a “relaxed” state. The previous observation is also true at
the electrode level. In fact, for a given electrode, the slope criterion is higher when
considering the record obtained by this electrode after the relaxation.

By using the slope criterion, the signal given by one electrode is reduced to one
real value. This approach implies a loss of information. Moreover, we are not inter-
ested here in the quality of the linear fit. However, despite this loss and the fact that
the three points could be not aligned, Figures 9 and 10 show that the slope criterion
allows discriminating the two alertness states (individual by individual). However,
a strong inter-individual variability can be observed in Figure 9. Because of this
strong individual variability, we cannot plot a line on Figure 9 which separates the
two alertness states (represented by cross and circles). Then, for a given subject with
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Fig. 9 Slope criterion summed over all electrodes for each of 13 participants
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Fig. 10 Slope criterion summed over all participants for each of 58 electrodes

two EEG records, the slope criterion allows determining which record corresponds
to the record done in the relaxed state. However, when only one record is known
(new subject), we cannot classify it effectively.

At the beginning of this study, other approaches to obtain a summarized data ma-
trix in two dimensions have been tested on similar signals [Vézard, 2010]. The goal
was to obtain an approach which allows separating the two alertness states and re-
ducing the inter individual variability observed. One of these approaches was based
on the use of the Hölder regularity of the signal. The Hölder exponent [Jaffard and
Meyer, 1996; Levy Vehel and Seuret, 2004] is a tool to measure the regularity of a
signal at a given point. The smaller the Hölder exponent (respectively large) is, the
more irregular (respectively smooth) is the signal. The Hölder exponent was esti-
mated as defined in [Legrand, 2004]. The aim was to summarize the signal recorded
by an electrode in its global regularity. An average of Hölder exponents for each
point of the signal provided by an electrode was calculated.

Another approach was to analyze the alpha wave content in signals. Alpha rhythm
is the classical EEG correlate for a state of relaxed wakefulness. When the person
is relaxed, the neurons are synchronized and operate at a particular and identical
rhythm. This rhythm appears to be responsible for the more pronounced appearance
of Alpha waves [Niedermeyer and Lopes da Silva, 2005]. When the person is forced
to perform a task that can break the relaxed state, the functioning of neurons vary
widely. They seem to act by groups which do not work at a similar rhythm. Alpha
waves are then masked by the more pronounced appearance of other waves (like
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Beta waves). Thus, the idea was to measure the proportion of alpha waves in the
signal (alpha waves divided by the sum of all waves: alpha, beta, teta and delta).

These two approaches gave a data matrix in two dimensions like that obtained
with the slope criterion. However, they did not seem to work as well as the ma-
trix of slopes to discriminate the two states of vigilance. In fact, graphs similar to
Figures 9 and 10 can be obtained for these approaches. However, unlike the slopes
criterion, no trend would appear from these graphs [Vézard, 2010]. Therefore, the
slope criterion is investigated in this paper.

Common classification methods were initially used on the slope matrix to predict
the alertness state of the participants. Predictive performance of k nearest neigh-
bors (presented in [Hastie et al., 2009]), binary decision tree [Breiman et al., 1984]
(CART), random forests [Breiman, 2001], discriminant PLS (by direct extension of
the regression PLS method described in [Tenenhaus, 1998] recoding the variable to
explain using dummy variables) and discriminant sparse PLS [Lé Cao et al., 2008]
were studied. R packages “class”, “rpart”, “randomForest”, “pls” and “SPLS” were
respectively used to test these methods. Random forests have been applied by set-
ting the number of trees at 15000 and leaving the other settings by default. Other
methods were tuned by applying a 10 folds cross-validation on the training sam-
ple (number of neighbors for k nearest neighbors, complexity of the tree for CART,
number of components for the discriminant PLS, number of components and value
of the thresholding parameter for discriminant sparse PLS). The PLS method has
been adapted for classification by recoding the variable to predict (alertness) using a
matrix formed by an indicator of the modality (“normal” or “relaxed”). To compare
the results, these methods were evaluated on the same samples (learning and test).
A 5 fold cross-validation was used to calculate a classification rate. This operation
was repeated 100 times to study the stability of classification methods with respect
to the data partitioning.
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Fig. 11 Correct classification rate for the classification methods on the slope criterion
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Table 1 Means and standard deviations of correct classification rate for the classification
methods on the slope criterion

. K nearest Binary Random Discriminant Sparse discriminant

. neighbors decision tree forests PLS PLS
Mean 37.28 33.98 32.03 40.63 36.25

Standard deviation 10.47 5.15 6.46 8.55 7.96

The results are given by the boxplots in Figure 11. It appears that the median
correct classification rate is very disappointing. It does not exceed 40% for most
methods. Table 1 summarizes the means and standard deviations obtained using
classification methods on the slope criterion. Large standard deviations reflect the
influence of the data partitioning on the results. In the case of a binary prediction,
these results cannot be satisfactory. It is likely that the inter-individual variability
observed in Figure 9 has affected the performance of the classification methods. This
inter-individual variability is very difficult to include in the classification methods
with the available data for this study. Therefore, the pre-processing has been refined
to obtain improved classification rates. Specifically, a genetic algorithm has been
used as a feature selection process, to determine the electrode and the frequencies
that provide the best discrimination for the slope criterion.

5 Feature Selection with a Genetic Algorithm

In this section, a genetic algorithm is used to improve the slope criterion. So far,
previous work in the field, which suggested to focus on the alpha waves, was used.
For this reason, the regression was done using frequencies between 4 and 16 Hz.
Given the results, this approach will be refined. The algorithm searches for the best
range of frequencies (not necessarily adjacent) to perform the regression. Similarly,
so far all electrodes were kept. However, one objective of this work is to remove
some electrodes to reduce the time required for the installation of the cap. Thus,
the best combination electrode/frequencies based on the quality of the prediction is
searched for. In this work, 58 electrodes and 15 decomposition levels are available.
Thus, 58∗ 215 = 1900544 ways exist to choose an electrode and a frequency range.
To avoid an exhaustive search, the proposed approach is to use a genetic algorithm
to perform a feature selection ([Broadhursta et al., 1997; Cavill et al., 2009]).

5.1 General Principle of a Genetic Algorithm

These optimization algorithms [De Jong, 1975; Holland, 1975] are based on a sim-
plified abstraction of Darwinian evolution theory. The general idea is that a popula-
tion of potential solutions will improve its characteristics over time, through a series
of basic genetic operations called selection, mutation and genetic recombination or
crossing. From an algorithmic point of view, the general principle is depicted in
Figure 12.
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Fig. 12 Evolutionary loop of a basic Genetic Algorithm

The purpose of these algorithms is to optimize a function (fitness) within a given
search space of candidate solutions. Solutions (called individuals) correspond to
points within the search space, a random set of which are generated, this seeds the
algorithm with an initial Population (set of individuals). They are represented by the
genomes (binary codes or real numbers, with a fixed or variable size). All individuals
are evaluated using a problem specific objective function called fitness. Individuals
are selected based on their fitness (using a series of tournaments), these selected
individuals are called Parents. These parents are used to generate new individuals
using two basic genetic (search) operations, recombination (random recombination
of two or more individuals) and mutation (random modification of a single indi-
vidual). These newly generated individuals are called Offspring, since they share
(genetic) similarities with the Parents used to generate them. Finally, the best indi-
viduals (amongst Parents and Offspring) are selected and replace the initial popu-
lation. The algorithm is iterated until a stop criterion is reached; for instance, when
all individuals are identical (convergence of the algorithm) or after a pre-specified
number of iterations.

5.2 Algorithmic Choices

In this work, the genome is composed of 16 variables: the first, an integer ranging
from 1 to 58, characterizes the number of the electrode selected, the 15 others are
binary and correspond to the inclusion (or not) of each frequency to compute the
slope criterion. An example of a genome is given in Figure 13. Each genome defines
the electrode and the frequencies on which to perform the regression.

15
︷ ︸︸ ︷
0 0 0 0 1 1 0 1 1 0 1 0 1 1 1

Electrode number Binary part

Fig. 13 Example of a genome in the genetic algorithm
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5.2.1 Genetic Operators

The main search operators are mutation and crossover (recombination). To create
a child, 2 parents are randomly selected. A tournament is performed to keep only
the best individual (the one with the highest rating based on fitness). The selection
pressure is not high (the best of 2) to maintain a high diversity in the population. The
selection and the tournament is repeated twice in order to select two parents (tour-
nament “winners”). Both parents are crossed and create a child. The child inherits
the electrode which is located halfway between the electrodes of both parents. For
the frequency crossover, it is a logical “AND” slightly modified in order to balance
the production of 1 and 0. In fact, in this modified “and”, when 1 and 0 are crossed
(in this order), a 1 is obtained. Once the child is established, a mutation is applied.
Each component of the genome of the child mutate with probability 1/8. Thus,
each child is, on average, affected by two mutations. When a mutation reaches the
electrode number, a random number (drawn between 1 and 58) replaces the child
electrode number. For the binary part, a mutation is the change of the binary variable
(the 0 becomes 1 and vice versa).

5.2.2 Evaluation Functions

The genetic algorithm searches for the best combination of electrode / frequency
range which achieves the highest prediction accuracy. Thus, it seems natural to rely
on the correct classification rate (CCR). Then, the fitness function corresponds to the
CCR obtained for each genome. These are then ranked in descending order of CCR.
To compare each genome, the same samples are used to calculate the CCR using a
5 fold cross-validation. The evaluation step is done for each child at each iteration.
Thus, it is necessary to use a fast classification method as evaluation function. In this
work, two methods have been tested. The first is the single variable classification
(SVC) [Guyon and Elisseeff, 2003], a method to predict from a single variable. The
average for each modality (normal or relaxed) is calculated on the individuals in the
training set for the variable (feature). Individuals of the test sample are then assigned
to the class corresponding to the nearest average. The prediction is compared to
ground truth which gives a CCR. The second method is the binary decision tree
(CART) [Breiman et al., 1984]. Here, the algorithm is used with a single variable
which guarantees fast calculation. Then, the fitness function for each genome X is
written as:

f (x) =
# well classified participants of the test set

# participants in the test set
.

The genetic algorithm searches for the genome which maximizes f .

5.2.3 Stop Criterion

The algorithm stops if one of the following three conditions is satisfied:

• The number of iterations exceeds 1000.
• Parents are the same for 10 generations.
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• The number of differences among the parents is less than 3.

To calculate the number of differences for a given population, denoted D, the
genomes of the population at iteration i are stored in a matrix, denoted by Pi. Let Pi

j

be the column j of the matrix Pi (where j = 1, . . . ,16). Then D = Db +Delec where:

• Db is the number of differences for the binary part of Pi
j (columns 2 to 16). The

number of differences for column Pi
j (where j = 2, . . . ,16) is min (number of 0 in

Pi
j, number of 1 in Pi

j).
• Delec is the number of differences in Pi

1 (column corresponding to the electrode
component). Then, Delec is the number of individuals who have a electrode which
is different from the electrode most selected in the population.

5.3 Results

The algorithm, programmed using Matlab, is run 100 times for each evaluation
method with 300 parents and 150 children. The training and test sets are differ-
ent for two different runs. Figure 14 gives CCR values for each run of the genetic
algorithm with CART (stars) and SVC (circles).
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Fig. 14 Correct classification rates calculated with CART (stars) and SVC (circles) for each
run of the genetic algorithm with 300 parents and 150 children

For each run, the algorithm is launched two times (one time with CART and the
other time with SVC). During a run, CART and SVC use the same training and test
sets in order to obtain comparable results. The correct classification rate obtained
by CART (mean of 86.68% and standard deviation of 1.87%) exceed significantly
(Mann-Whitney paired test with a p-value = 5.57 ∗ 10−14) those obtained by SVC
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(mean of 83.49% and standard deviation of 2.37%), as mentioned in Table 2. At the
end of the algorithm, some of the best genomes have the same evaluation (due to
the low number of individuals and the evaluation method). It is therefore necessary
to choose a genome (BEST) among those who have the same score. Thus, the best
genomes at the end of each run of the algorithm are stored. The genome that appears
most often is considered as the BEST for the evaluation method considered. The
two BEST (for CART and SVC) get a correct classification rate equal to 89.33%.
For CART, the BEST is obtained by performing regression between 1/8, 1/4, 2,
4 and 64 Hz on electrode F4 (right frontal area on Figure 1). For SVC, the BEST
is obtained from electrode F2 (right frontal area) and the regression between 1/32,
1/16, 2, 4, 8, 64 and 128 Hz (see Table 3). Frequencies chosen for these genomes
are more extensive than those used in the preliminary study.
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Fig. 15 Occurrence of the electrodes in the best genomes for each electrodes during the 100
runs of the genetic algorithm with 300 parents, 150 children and CART (dash-dotted curve)
or SVC (solid curve)

Figure 15 gives the occurrence of the electrodes in the best genome over the 100
runs. When some genomes have the same CCR at the end of the run, we select the
electrode chosen most often among the genomes with equal CCR. The algorithm
running with CART selects the electrodes around the number 10 (FZ in Figure 1
and 2), 17 (FC1) or 30 (T4). With the SVC method, the electrodes around the 2
(FPZ), the 11 (F2) or the 48 (T6) are mostly chosen. Finally, on average, the pop-
ulation of the evolutionary algorithm converges in less than 50 iterations for both
methods. Figure 16 gives the number of differences among parents for one run of
the algorithm.
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Fig. 16 Number of differences among parents for a run of the genetic algorithm with 300
parents, 150 children and SVC

Table 2 CCR for the two evaluation methods

Evaluation CCR
methods mean standard deviation
CART 86.68 1.87
SVC 83.49 2.37

Table 3 Summary table of results for best genomes

Evaluation BEST genome
methods electrode frequency CCR

selected selected (Hz)
CART F4 1/8, 1/4, 2, 4 et 64 89,33%
SVC F2 1/32, 1/16, 2, 4, 8, 64 et 128 89,33%

It shows that the number of differences among parents decreases very rapidly and
falls below the threshold of 3 differences in less than 40 iterations. Then, one of the
three stop conditions is satisfied and the algorithm stops.

Tables 2 and 3 summarize the CCR obtained by the genetic algorithm, which are
better than those obtained (see Figure 11) with the criterion of the slopes calculated
for frequencies between 4 and 16 Hz (alpha waves). Moreover, Table 4 shows that
the genetic algorithm allows for a dimension reduction. SVC classifier can not be
used with more than one variable. Then, Table 4 only shows a comparison between
the results obtained in section 4 and those obtained with the genetic algorithm for
the CART classifier.
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Table 4 Comparison between CCR obtained in the preliminary study (1st row) and CCR
obtained with the genetic algorithm (2nd row)

Evaluation Number of electrodes CCR
methods in the predictive model mean standard deviation
CART 58 33.98 5.15
CART 1 86.68 1.87

It also appears that it is more appropriate to use a regression on frequencies of
1/8, 1/4, 2, 4 and 64 Hz for the signal of electrode F4 and the CART classifier.
Then, our work allows us to accurately predict the state of alertness of a new indi-
vidual. In fact, this electrode and this range of frequencies will be used to calculate
the slope criterion for this individual. The CART decision tree, built on the sample
formed by the 26 signals (13 study participants in both states of alertness) will be
used as a classifier to predict his state of alertness.

6 Conclusion

In this paper, a method to predict the state of alertness of humans using their brain
activity was studied. Initially, we proposed a criterion to obtain a summarized data
matrix in two dimensions. Given the disappointing results obtained by classifying
all of the available data, a genetic algorithm was used as a feature selection step to
refine it. This allowed obtaining a reliable model (average of correct classification
rate equal to 86.68% with a standard deviation of 1.87%). The algorithm also selects
only a single electrode from the 58 that were initially available.

An exchange with neurobiologists now seems necessary to link the results ob-
tained by the genetic algorithm to human physiology. We are performing a new
campaign to collect EEG data and increase the number of participants included in
the study. We believe that it will improve the precision of the estimate of CCR and
so reduce the number of solutions which have the same score at the end of the ge-
netic algorithm. In addition, an increase of the number of participants will allow
using an external validation for the CCR at the end of the genetic algorithm.

It is possible to improve the genetic algorithm proposed in this paper. In fact, the
improvement of the crossing and the introduction of new assessment methods are
all paths that remain to be explored. A final interesting point concerns the trans-
formation of the prediction obtained (“normal” state of alertness or “relaxed”) to a
probability. Using linear discriminant analysis or logistic regression as evaluation
function should provide this probability directly.
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Large Scale Image Classification: Fast Feature
Extraction, Multi-codebook Approach and
Multi-core SVM Training

Thanh-Nghi Doan and François Poulet

Abstract. The usual frameworks for image classification involve three steps:
extracting features, building codebook and encoding features, and training the clas-
sifier with a standard classification algorithm (e.g. SVMs). However, the task com-
plexity becomes very large when applying these frameworks on a large scale dataset
like ImageNet containing more than 14 million images and 21,000 classes. The com-
plexity is both about the time needed to perform each task and the memory and disk
usage (e.g. 11TB are needed to store SIFT descriptors computed on the full dataset).
We have developed a parallel version of LIBSVM to deal with very large datasets
in reasonable time. Furthermore, a lot of information is lost when performing the
quantization step and the obtained bag-of-words (or bag-of-visual-words) are often
not enough discriminative for large scale image classification. We present a novel
approach using several local descriptors simultaneously to try to improve the classi-
fication accuracy on large scale image datasets. We show our first results on a dataset
made of the ten largest classes (24,807 images) from ImageNet.

1 Introduction

Image classification is one of the important research topics in the areas of computer
vision, object recognition, and machine learning. Low-level local image features
and the bag-of-words model (BoW) are the core of state-of-the-art image classifi-
cation systems. The usual frameworks for image classification involve three steps:
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1) extracting features, 2) building codebook and encoding features, and 3) training
classifiers. Step 1 is to extract low-level local invariant features from images: the
usual choices are SIFT [Lowe, 2004], SURF [Bay et al., 2008], and dense SIFT
(DSIFT) [Bosch et al., 2007]. Step 2 is to build codebook and encode features: k-
means clustering algorithm is the usual choice for building codebook, BoW model
is the state-of-the-art of feature encoding. The image representation is obtained by
applying the clustering algorithm and then constructing the histogram of each image
SIFT distribution in the previously obtained set of clusters. Step 3 is to train clas-
sifiers: many systems choose either linear or non-linear kernel SVM classifiers. All
these frameworks are evaluated on small datasets, e.g. Caltech 101 [Li et al., 2007],
Caltech 256 [Griffin et al., 2007], and PASCAL VOC [Everingham et al., 2010] that
can fit into desktop memory. However, the emergence of ImageNet [Deng et al.,
2009] with more than 14 million images and 21,000 classes makes the complexity
of image classification very large and difficult to deal with. This challenge motivates
us to study an efficient framework in both computation time and classification ac-
curacy. In this paper, we show how to address the challenge and achieve promising
results over the state-of-the-art classification algorithms on ImageNet. We propose a
fast and efficient framework for large scale image classification, as shown in Fig. 1.
Our key contributions include:

1. A parallel version of LIBSVM to deal with a large scale dataset in reasonable
time.

2. A novel approach using several different local robust descriptors and how to
combine them efficiently by using multi-feature and multi-codebook approach.

The remainder of this paper is organized as follows. Section 2 briefly reviews the
related work on large scale classification and image representation. The benchmark
datasets in computer vision are introduced in section 3. In section 4, we present the
efficient low-level local image features for many vision tasks. Our multi-feature and
multi-codebook approach and parallel LIBSVM are described in section 5. Section
6 presents numerical test before the conclusion and future work.

2 Related Work

Large Scale Classification: Many previous works on image classification have
relied on BoW models [Csurka et al., 2004], local feature quantization, and sup-
port vector machines. These models can be enhanced by multi-scale spatial pyra-
mids (SPM) [Lazebnik et al., 2006] on BoW or histogram of oriented gradient
(HoG) [Dalal and Triggs, 2005] features. Fergus et al. [Fergus et al., 2009] study
semi-supervised learning on 126 hand labeled Tiny Images categories, Wang et
al. [Wang et al., 2009] show classification on a maximum of 315 categories. Li
et al. [Li et al., 2009] do research with landmark classification on a collection of
500 landmarks and 2 million images. On a small subset of 10 classes, they could
improve BoW classification by increasing the visual vocabulary up to 80K visual
words. To make large scale learning more practical, many researchers are begin-
ning to study strategies where the original data in low-dimensional space is often
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Fig. 1 The overview of our framework for large scale image classification

transformed to high- dimensional space by a nonlinear mapping induced by a
particular kernel and then efficient linear classifiers are trained on the resulting
space [Deng et al., 2010], [Perronnin et al., 2010]. Some recent works consider
exploiting the hierarchical structure of dataset for image recognition and achieve
impressive improvements in accuracy and efficiency, but has not evaluated clas-
sification minimizing hierarchical cost. Related to classification is the problem of
detection, often treated as repeated 1-vs-all classification in sliding windows. In
many cases, such localization of objects might be useful to improve classification,
but even the most efficient of state-of-the-art techniques [Vedaldi et al., 2009; Ev-
eringham et al., 2010] take a lot of computation time and thus it is very difficult
to deal with large scale datasets. The difference between our work and previous
studies is to take into account parallel algorithms to speedup two processes: extract-
ing features and training classifiers. Our experiments show first promising results
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improving both classification time and accuracy and confirm that parallel algorithms
are very essential for large scale image classification in terms of time efficiency.

Image Representation: Local image features and BoW model are the core of
state-of-the-art image classification systems. Representing an image based on BoW
model includes the three following steps: 1) feature detection, 2) feature description,
and 3) codebook generation. Recent works have studied these steps and achieved
impressive improvements. However, in each processing step there exists a signifi-
cant amount of lost information, and the resulting visual-words are often not dis-
criminative enough for large scale image classification applications. Many different
approaches have been proposed to improve the discriminative power during these
steps. At the feature detection step, multiple local features are grouped to obtain
a more global and discriminative feature. At the feature description step, high-
dimensional descriptors or descriptors enhanced by other information have been
studied to get more image information [Winder and Brown, 2007]. At the code-
book generation step, many previous works have proposed efficient quantizers or
codebooks that reduce quantization errors and preserve more information of fea-
ture descriptors [Moosmann et al., 2006], [Philbin et al., 2008]. We have a more
general view for all these three steps and propose a novel approach that combines
both multi-feature and multi-codebook approach to construct the final image repre-
sentation. Our approach aims to increase the discriminative power of image repre-
sentation by embedding more useful information from the original image features.
In multi-feature and multi-codebook approach, first BoW histograms of images for
each feature channel is constructed based on their corresponding codebook. The re-
sult is a bag-of-BoW for all different feature types extracted in step 1 and we call
it a bag-of-visual packets or a bag-of-packets (BoP). Finally, all BoW histograms
in BoP are concatenated to form the final image representation, as shown in Fig. 3.
In our novel approach the final image representation is constructed by using par-
allel multi-feature and multi-codebook computation, improving the discriminative
power of image representation for large scale image classification. These are the
major differences between our approach and previous studies.

3 Datasets

There are quite a few benchmark datasets for image classification, such as MNIST
(http://yann.lecun.com/exdb/mnist), Caltech 101, Caltech 256, PAS-
CAL VOC, etc. However, there are very few multi-class image datasets with many
images for more than 300 categories. In recent years, there is an agreement that it is
necessary to build a large scale dataset for studying object retrieval and recognition
systems. One is Tiny Images [Torralba et al., 2008], 32×32 pixel versions of image
collected by performing web queries for nouns in the WordNet hierarchy [Fellbaum,
1998], without verifying the content. The other one is ImageNet, a large-scale on-
tology of images built upon the backbone of the WordNet structure. The images are
also collected from web searches for the nouns in WordNet, but the content of im-
ages are verified by human labelers. ImageNet is much larger in scale and diversity

http://yann.lecun.com/exdb/mnist
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Fig. 2 A comparison of ImageNet with other benchmark datasets

and much more accurate than the current image datasets. The current released Im-
ageNet has grown a big step in terms of the number of images and the number of
classes, as shown in Fig. 2 - it has 21,841 classes with more than 1000 images for
each class on average. Positively, it is necessary to have many images in the same
class to cover visual variance, such as illumination, view point changes, and differ-
ent appearance, even if in the dataset, some classes have only one or less than 10
images so machine learning algorithm cannot learn anything.

4 Low-Level Local Image Features

As shown in Fig. 1, given a set of input images, our system first extracts SIFT, SURF,
and DSIFT features. These features have been proven to be efficient in various vision
tasks such as object recognition, texture analysis, scene classification, etc.

4.1 SIFT

SIFT (Scale-invariant feature transform) is an algorithm proposed by [Lowe, 2004]
to detect and describe local features in images. Extracting SIFTs consists of four key
stages: scale-space extrema detection, keypoint localization, orientation assignment
and keypoint descriptor. The first stage uses Difference-of-Gaussian function (DoG)
to identify candidate interest points that are invariant to scale and orientation. DoG
is used instead of Gaussian to speedup the computation.

In the keypoint localization stage, they reject the candidate points that have low
contrast or are poorly localized along an edge. Hessian matrix is used to compute
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the principal curvatures and eliminate the keypoints that have a ratio between the
principal curvatures greater than the threshold. An orientation histogram is formed
from the gradient orientations of sample points within a region around the keypoint
in order to get an orientation assignment. According to the paper’s experiments, the
best results are achieved with a 4 × 4 array of histograms with 8 orientation bins in
each. So the SIFT descriptor used is 4 × 4 × 8 = 128 dimensions.

4.2 SURF

SURF (Speeded Up Robust Feature) is a robust image detector and descriptor pre-
sented by [Bay et al., 2008]. The standard version of SURF is several times faster
than SIFT and claimed by its authors to be more robust against different image trans-
formations than SIFT. SURF is based on sums of 2D Haar wavelet responses and
makes an efficient use of integral images.

SURF is partly inspired by the SIFT descriptor and has slightly different ways of
detecting features. It uses an integer approximation to the determinant of Hessian
blob detector, which can be computed extremely quickly with an integral image. For
features, it uses the sum of the Haar wavelet response around the point of interest.
Again, these can be computed with the aid of the integral image.

4.3 DSIFT

DSIFT is a variant of SIFT descriptors that is extracted at multiple scales. It is
roughly equivalent to running SIFT on a dense grid of locations at a fixed scale and
orientation. This type of feature descriptors is often used for object categorization.

• Bin size vs. keypoint scale. DSIFT specifies the descriptor size by a single
parameter, size, which controls the size of a SIFT spatial bin in pixels. In the stan-
dard SIFT descriptor, the bin size is related to the SIFT keypoint scale by a multi-
plier, denoted magnif, which defaults to 3. As a consequence, a DSIFT descriptor
with bin size equal to 5 corresponds to a SIFT keypoint of scale 5/3 = 1.66.

• Smoothing. The SIFT descriptor smoothes the image according to the scale of
the keypoints (Gaussian scale space). By default, the smoothing is equivalent to
a convolution by a Gaussian of variance s2 where s is the scale of the keypoint
and 0.25 is a nominal adjustment that accounts for the smoothing induced by the
camera CCD.

5 Classifiers

In various applications, kernel machines such as Support Vector Machines (SVM)
have been used with impressive success often delivering state-of-the-art results.
Using the kernel trick, they are applied in several domains and even enable het-
erogeneous data fusion by concatenating feature spaces or multiple kernel learning.
Before performing image classification, we apply multi-feature and multi-codebook
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approach to construct the final image representation for all images in dataset. To
stick to the efficient linear classifier, we use the explicit feature mapping approach
from [Vedaldi and Zisserman, 2012] to improve the accuracy performance of image
classification.

5.1 Multi-feature and Multi-codebook

As mentioned in section 3, the images in the same class of ImageNet usually have
high intraclass variability. This variability poses more challenges for image classifi-
cation systems. Many previous works want to design a robust image feature which is
invariant to image transformation, illumination and scale change [Lowe, 2004; Bay
et al., 2008; Bosch et al., 2007; Tola et al., 2010]. There are some improvements
when using these robust features for image classification, but it is easy to realize that
none of the feature descriptors have the same discriminative power for all classes.
For instance, the features based on texture analysis and shape might be useful when
classifying the photos with the same geometric direction. However, it will not be
sufficient when the images are rotated or the objects are taken a shot in different
camera angles. In this case, the appropriate choice should be the features based on
interesting keypoints (e.g. SIFT). Obviously, instead of using a single feature type
for all classes we can combine many different feature types to get higher improve-
ment in classification accuracy. In this section, we present a novel multi-feature and
multi-codebook approach and demonstrate how to combine these features.

Let a set of all different feature descriptor types extracted from an image i be
F = { f j

i }, where f j
i are the descriptors of feature type j extracted from image i,

M is the number of feature types, and j = 1, ..,M. Our approach is that BoW his-
tograms of each feature type are constructed based on their corresponding code-
book, as shown in Fig. 3. Instead of using a single codebook for constructing the
final image presentation, we use multiple codebooks {C1,C2, . . . ,CM} that are built
from different feature types. More specifically, the codebook C j is used to construct
BoW histogram h j

i for feature descriptors f j
i ∈ F . Then all BoW histograms h j

i are
concatenated to form the final image representation Hi. As a result, for each image
i, we obtain Hi with M elements Hi = {h1

i ,h
2
i , . . . ,h

M
i }. For simplicity, we call Hi a

¨bag- of- packets¨ (BoP) that is the final image representation constructed based on
different codebooks of the original image i. A BoP is more discriminative than an
usual BoW because two BoPs Hi and Hj are considered identical if and only if their
corresponding BoWs are identical. Formally, it takes the intersection of the BoWs
elements from multiple features:

(Hi = Hj)≡ (h1
i = h1

j)∧ (h2
i = h2

j)∧ . . .∧ (hM
i = hM

j ) (1)

Obviously, this approach improves the discriminative power of the final image
representation more than the classical approach with a single codebook.
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Fig. 3 Constructing bag-of-packets based on multi-feature and multi-codebook approach

5.2 Parallel LIBSVM (pLIBSVM)

LIBSVM is an integrated software for support vector classification, (C-SVC, nu-
SVC), regression (epsilon-SVR, nu-SVR) and distribution estimation (one-class
SVM). It supports multi-class classification. Since version 2.8, it implements an
SMO-type algorithm [Chang and Lin, 2001]. LIBSVM provides a simple interface
where users can easily link it with their own programs. Main features of LIBSVM
include: different SVM formulations, efficient multi-class classification, cross vali-
dation for model selection.

Keerthi el al. [Keerthi and Lin, 2003] present the theoretical proof that SVMs
with RBF kernel and suitable parameters give at least as good accuracy as linear
kernel. Yuan et al. [Yuan et al., 2012] show empirically that LIBSVM (RBF kernel)
often offers better and more stable results than LIBLINEAR [Fan et al., 2008] on
many benchmark datasets. However, the training cost of LIBSVM is too high in
terms of computation time. It would take many days when performing on large
scale datasets like ImageNet. Therefore, speedup the training process of LIBSVM
become a very essential task in the context of large scale image classification.

In the multi-core era, computers with multi-cores or multiprocessors bring to us
many advantages. Advanced technologies designed for the systems where several
processing cores have access to a single memory space are becoming popular choice
for high performance computing systems. OpenMP Application Program Interface
(API) is a multi-platform shared-memory parallel programming model working on
these systems [OpenMP Architecture Review Board, 2008]. It has been proven to
work effectively on shared memory systems by the Board of OpenMP Architecture
Review Board, 2008. Therefore, it motivates us to investigate parallel algorithms
and demonstrate how LIBSVM can benefit from these modern platforms. In the
original implementation of LIBSVM, computing kernel values in the matrices of
various formulations is a very time-consuming step, especially when performing
on datasets with a very large number of instances. Fortunately, the values in these
matrices can be computed independently allowing to apply parallel algorithms. In
this paper, we use OpenMP to parallelize this computation on a multi-core computer.
With this modification, we significantly reduce the training time of LIBSVM.
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To evaluate the performance of pLIBSVM, we compare it with LIBLINEAR and
OCAS [Franc and Sonnenburg, 2008]. Franc et al. [Franc and Sonnenburg, 2008]
have shown in their experiments that OCAS even in the early optimization steps
shows often faster convergence than the so far in this domain prevailing approx-
imative methods. So we chose OCAS to compare with our pLIBSVM instead of
Pegasos (Primal Estimated sub-GrAdient SOlver for SVM) or SGD SVM (Stochas-
tic Gradient Descent SVM).

6 Experiments and Results

6.1 Datasets

The full size of ImageNet dataset is 1TB. In the experiments, we evaluated our
framework on 10 largest classes that contains 24,807 images with data size 2.4GB.
The specific names of these classes are n00483313, n01882714, n02086240, n0208-
7394, n02094433, n02100583, n02100735, n02138441, n02279972, n09428293.
There are more than 2000 diversified images per class. In each class, we sample
90% of images for training and 10% of images for testing.

6.2 Parallel Feature Extraction

We perform our experiments on an Intel(R) Xeon(R) CPU E5345, 2.33GHz com-
puter. Depending on parameters setting, the computation time of extracting feature
(e.g. SIFT) of an image ranges from 0.46 to 1 second (single thread is used in com-
putation). To process the 10 largest classes, it would take from 3 to 7 hours. There-
fore, it is very difficult to scaleup to full ImageNet because if it takes 1 second per
image for feature extraction then we need 14M × 1 second  162 days. To deal
with this challenge, we apply parallel solutions to reduce the computation time.

SIFT/DSIFT: VLFeat, a free version for extracting SIFTs, can be downloaded
from the author’s homepage (www.vlfeat.org). It has been developed by Andrea
Vedaldi from the Vision Lab of the University of California. The original imple-
mentation of SIFT descriptors are integer vectors in 128 dimensions. There is no
interdependence in feature extraction tasks, so we can extract features in parallel
way. In this experiments, we use 8 CPU cores on our computer to extract features.
As shown in Table 1, we need 56 minutes to extract more than 639M DSIFTs from
the 10 largest classes. That means it takes 0.14 second to extract DSIFTs from an
image on average. Therefore, with full ImageNet dataset, extracting DSIFTs would
take 0.14s × 14M 22 days.

Parallel SURF: Parallel SURF is a fast parallel version of SURF maintained by
David Gossow [Gossow et al., 2010]. The local image descriptors extracted from
original implementation of Parallel SURF are floating vectors in 64 dimensions.
In this experiment, we also use 8 CPU cores for extracting feature. As shown in
Table 1, we need 54 minutes to extract more than 47M SURFs from the 10 largest
classes. That means it takes 0.13 second to extract SURFs from an image on average.
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So, with full dataset, extracting SURFs will take 0.13s× 14M 21 days. Obviously,
we can speedup the process of extracting features by using more resources (CPU
cores, computer, etc.).

Table 1 Extract features from the 10 largest classes ImageNet using 8 CPU cores

Features Time # keypoints Size

SIFT 17m46s 18,923,756 6GB
SURF 54m 47,308,685 24.4GB
DSIFT 56m 639,904,650 201.3GB

6.3 Fast Codebook Building

In BoW model, one of the steps that takes a long time is to build codebook. With a
large scale dataset we need to get a large amount of datapoints to build a discrimi-
native codebook, so this task becomes very large in terms of time complexity. One
of the popular choices to build codebook is the k-means clustering algorithm. How-
ever, the original implementation of k-means takes many days to converge when
performing on a large scale dataset like ImageNet. So reducing the execution time
for this task is becoming an essential task when we study an efficient framework
for large scale image classification. In this experiment, we have used the parallel
version of k-means from Wei Dong [Dong, ]. This program is a re-implementation
of the k-means clustering algorithm. It has the following features:

1. An out-of-core k-means that allows clustering data larger than main memory,
2. Support parallel reading from multiple input files,
3. Accelerate L2 distance calculation with BLAS or KD-tree.
To perform the k-means algorithm, we use 8 CPU cores on the same computer

as in section 6.2. We sample all visual descriptors of the images in training dataset
to build codebooks with 5,000 codewords. We set the maximum iteration of the k-
means to 40 and the convergence threshold to 0.001. By using parallel k-means, we
build codebooks from very large datasets in reasonable time, as shown in Table 2.

Table 2 Parallel k-means on the 10 largest classes ImageNet using 8 CPU cores

Features # datapoints Dimension Size Time

SIFT 17,032,522 128 5.4GB 5h21m
SURF 42,610,816 64 22GB 4h03m
DSIFT 575,790,745 128 181.2GB 8 days
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6.4 Parallel Bag-of-Packets Constructing

To speedup the construction of BoW histograms of images, we take into account
the implementation of randomized kd-tree forests from VLFeat toolbox. It not only
improves the effectiveness of the representation in high dimensions, but enables
fast medium and large scale nearest neighbor queries among high dimensional data
points. Once k-means is performed, we build a hierarchical structure for codebooks
by using vl_kdtreebuild. By this way, we can use vl_kdtreequery to speedup the pro-
cess of mapping visual descriptors to visual words (or codewords). The computation
time for applying each codebook is similar to classical approach (single codebook).
When we use n codebooks for constructing BoP of images, it means we need n
more times to finish this process. To achieve the same computation time as single
codebook approach, we perform the process of constructing BoP in a parallel way.
Consequently, the whole computation time of this process is the same as the largest
individual standard approach. As shown in Table 3 and 4, we can reduce the com-
putation time for constructing BoP of DSIFT+SURF+SIFT with multi-codebooks
to the same amount of time that the one of DSIFT with a single codebook.

Table 3 Parallelize bag-of-packets construction using 8 CPU cores. The image representation
is normalized by L2-Norm.

Features Dimension Time Size

SIFT 5,000 3m18s 179MB
SURF 5,000 7m48s 320MB
DSIFT 5,000 1h01s 934MB
DSIFT+SURF 10,000 1h02s 1.2GB
DSIFT+SURF+SIFT 15,000 1h05s 1.5GB

Table 4 Parallelize bag-of-packets construction using 8 CPU cores. The image representation
is converted to high-dimensional space by using homogeneous kernel map.

Features Dimension Time Size

SIFT 15,000 3m06s 560MB
SURF 15,000 7m02s 1GB
DSIFT 15,000 58m03s 2.9GB
DSIFT+SURF 30,000 59m01s 4GB
DSIFT+SURF+SIFT 45,000 1h05s 4.5GB
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6.5 Classification Accuracy

The linear kernel on the classical histogram based feature gives very poor accuracy
on image classification. Therefore, once BoW histogram is constructed, some recent
image classification systems use feature map to convert BoW histogram from linear
space to non-linear space. This step is useful when one want to stick to the efficient
linear classifiers [Chatfield et al., 2011]. The result is the image representation in
high-dimensional space, that ensures linear separability of the classes. Notice that
before training classifiers, we should normalize BoW histograms, so that the image
size does not influence histogram counts. The popular normalization methods used
in recent image classification systems are L1-Norm and L2-Norm:

L1− norm : f (x) =
x
||x||1 =

x
N
∑

i=1
|xi|

(2)

L2−Norm : f (x) =
x
||x||2 =

x
√

N
∑

i=1
|xi|2

(3)

In the experiments, we want to evaluate our approach in two different cases. In the
first case, we use L2-Norm to normalize BoW histograms of all images in dataset,
as shown in Table 5 and 6. In the second one, we use L1-Norm to normalize BoW
histograms and then the final image representation is converted to high-dimensional
space by using homogeneous kernel map from Vedaldi, as shown in Table 7 and 8.
By using this feature map, we obtain a significant improvement in image classifica-
tion accuracy (from +6.24% to +16.93% with different feature types).

Multi-feature and multi-codebook. To evaluate the performance of multi-
feature and multi-codebook approach on the ten largest classes from ImageNet,
we perform the experiments for each single feature SIFT, SURF and DSIFT.
Then we perform classification by using simultaneously different feature types
DSIFT+SURF and DSIFT+SURF+SIFT. As shown in Fig. 4, in the case of train-
ing LIBSVM (RBF kernel) on the combination of three different feature types, we
significantly improve the performance of overall classification accuracy up to 1.82
times, compared to single feature SIFT (Table 5). The picture of the improvements
is the same when we use homogeneous kernel map (Table 7 and 8).

Parallel LIBSVM. To evaluate the performance of our pLIBSVM, we compare
it with LIBLINEAR, OCAS, and the original implementation of LIBSVM (a non-
parallel version) in terms of both classification accuracy and training time. In the
experiments, we use 8 CPU cores on the same computer as in section 6.2. We also
evaluate our implementation with different SVM (linear kernel and RBF kernel). In
the case of training pLIBSVM with RBF kernel, we use cross validation on training
data to find the best parameters C and gamma of SVM classifiers.

As aforementioned, the major challenge of large scale image classification is on
training classifiers. This paper proposed a parallel version of LIBSVM that was ef-
ficient on the ten largest classes of ImageNet. As shown in Fig. 5, in the case of
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Table 5 Overall classification accuracy and training time. The image representation is nor-
malized by L2-Norm. Training LIBSVM with linear kernel.

Features LIBLINEAR OCAS LIBSVM pLIBSVM

SIFT 34.91% 38.94% 46.31% 46.31%
(3m05s) (28m39s) (45m55s) (8m57s)

SURF 35.79% 44.7% 50.83% 50.83%
(3m34s) (43m40s) (1h13m) (13m36s)

DSIFT 52.64% 59.09% 64.57% 64.57%
(11m52s) (1h23m) (1h50m) (17m20s)

DSIFT+SURF 60.42% 64.05% 67.63% 67.63%
(15m06s) (1h52m) (3h26m) (31m46s)

DSIFT+SURF+SIFT 63.80% 65.70% 70.09% 70.09%
(23m03s) (4h45m) (4h58m) (43m27s)

Table 6 Overall classification accuracy and training time. The image representation is nor-
malized by L2-Norm. Training LIBSVM with RBF kernel.

Features LIBSVM pLIBSVM Accuracy

SIFT 1h01m 7m33s 50.42%

SURF 2h00m 15m31s 56.47%

DSIFT 3h01m 19m02s 68.36%

DSIFT+SURF 5h48m 37m10s 70.25%

DSIFT+SURF+SIFT 6h03m 47m44s 71.46%

Table 7 Overall classification accuracy and training time. The image representation is con-
verted to high-dimensional space by using homogeneous kernel map. Training LIBSVM with
linear kernel.

Features LIBLINEAR OCAS LIBSVM pLIBSVM

SIFT 41.15% 43.62% 47.52% 47.52%
(3m58s) (55m31s) (1h21m) (16m41s)

SURF 47.84% 50.63% 55.62% 55.62%
(6m30s) (1h23m) (2h17m) (25m19s)

DSIFT 69.57% 72.07% 74.32% 74.32%
(15m05s) (3h07m) (3h42m) (43m44s)

DSIFT+SURF 71.22% 72.72% 75.17% 75.17%
(49m59s) (6h53m) (5h15m) (1h08m)

DSIFT+SURF+SIFT 72.95% 73.97% 75.98% 75.98%
(1h30m) (20h39m) (5h50m) (1h17m)



168 T.-N. Doan and F. Poulet

Fig. 4 Overall accuracy of SVM classifiers with different feature types

Fig. 5 Overall accuracy and training time of SVM classifiers

the combination of three different feature types (DSIFT+SURF+SIFT), the accu-
racy performance of pLIBSVM and LIBSVM are higher than the other classifiers
from +4.39% to +6.29% (Table 5). Table 6 to 8 also show a high performance of
pLIBSVM and LIBSVM on all different feature types. Furthermore, in the case of
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training SVM classifiers with RBF kernel, pLIBSVM achieves better results than
those of linear kernel classifiers, as shown in Table 6 and 8.

About the training time, all the results presented in Table 5 to 8 are user time. We
have chosen this instead of cpu time because cpu time is the sum of all threads cpu
time when we use multi-threading, so we could not show the improvement of our
approach this way. We know the drawback of user time: we cannot be sure we are
the only user during the whole execution process. As shown in Fig. 5, we can see we
significantly speedup the training time of classifiers with our approach. Particularly,
our pLIBSVM use 43 minutes with 8 CPU cores to train classifiers, compared to
4 hours 58 minutes of LIBSVM and 4 hours 45 minutes of OCAS (Table 5). The
accuracy of all the linear kernel classifiers is increased when we transform the data
in a high-dimensional space by using homogeneous kernel map (Table 7), but the
training time is increased too, due to the higher dimension of the input space. Finally
the best result is obtained by using the same transformation and RBF kernel with
LIBSVM/pLIBSVM as shown in Table 8. The time reported here is with only 8
CPU cores and the 10 largest classes from ImageNet, of course the training time
can easily be reduced by using more resources (CPUs, cores, computers). This is
what we plan to do for the 1000 largest classes of the same dataset.

Table 8 Overall classification accuracy and training time. The image representation is con-
verted to high-dimensional space by using homogeneous kernel map. Training LIBSVM with
RBF kernel.

Features LIBSVM pLIBSVM Accuracy

SIFT 3h17m 19m22s 51.47%

SURF 4h54m 29m51s 58.57%

DSIFT 7h31m 53m11s 76.86%

DSIFT+SURF 8h51m 1h19m 77.03%

DSIFT+SURF+SIFT 9h50m 1h33m 78.15%

Among the different GPU-based approaches, the only one that could be used for
very large datasets is the incremental SVM with CUDA [Poulet and Pham, 2010].
This method is 3 to 4 orders of magnitude faster than usual classification algorithms
like libSVM, but it is only a linear kernel so we know the accuracy will be less
than the one with RBF kernel. To the best of our knowledge, the other GPU-based
SVMs with non linear kernel require to load the whole dataset into main memory.
Most of the GPU architectures today have up to 6 GB memory size. Here with
only 5k vocabulary size and the 10 largest classes from ImageNet, we already need
4.5GB for the data and the 1000 largest classes from the same dataset require 25GB
memory so no GPU-based SVM can be used in this context.



170 T.-N. Doan and F. Poulet

7 Conclusion and Future Work

We have proposed a fast and efficient framework for large scale image classification
and show how to address this challenge by using ImageNet dataset as an example. In
this framework, we have developed a parallel version of LIBSVM to efficiently deal
with very large datasets in reasonable time. To speedup the process of extracting
features, we have presented how to use a multi-core computer to reduce the com-
putation time of feature extraction. We have also presented a novel approach using
several different local features simultaneously to improve the classification accuracy
on a large scale image dataset (the relative increase is up to 82%). In the near future,
we plan to study how to combine effectively the global features (e.g. contour, tex-
ture, shape, etc.) with the local features to get more discriminative power of image
representation. About the computation time our approach allows us to get the classi-
fication results with a RBF kernel in almost the same time as with usual algorithms
and linear kernel by using only 8 cores. The next step is the classification of the
1000 largest classes of ImageNet (more than 1.4 million images). Furthermore, the
current version of libOCAS only offer parallel version of the binary solver, so we
intend to parallelize it for multi-class problem. That will be a promising research
for large scale image classification. Encoding spatial information of the interesting
keypoints of image will be also studied.
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