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Preface

Chinese citizens have been required to register their fingerprints when applying
for ID cards since January 2013. It is expected that biometric technology will
be widely deployed in China for both public and personal security concerns.
China is the country with the largest population in the world, which means that
China is also the largest potential market of biometrics with a rapid national
economy growth. However, it is also a great challenge to develop a user-friendly,
accurate, efficient, robust and secure biometric system to identify 1.3 billion
Chinese subjects. Current biometric systems are limited in performance and
cannot meet the requirements of the rapidly increasing security applications.
Therefore, great efforts are still needed to solve the core problems in biometric
sensors, algorithms, and systems.

Biometric recognition has attracted a large number of researchers in China,
and Chinese researchers have played an important role in the international bio-
metrics community. Therefore, it is necessary to organize an annual conference
to bring together leading biometrics researchers and system designers in China
to promote the research and development of reliable and practical solutions
for biometric authentication. The Chinese Conference on Biometric Recognition
(CCBR) has been successfully held in Beijing, Hangzhou, Xi’an, and Guangzhou
for seven times since 2000. The 8th Chinese Conference on Biometric Recognition
(CCBR 2013) was held in Jinan, during November 16-17, 2013. This volume of
conference proceedings contains 57 papers selected from among 100 submissions;
all papers were carefully reviewed by three reviewers on average. The papers ad-
dress the problems in face, fingerprint and palmprint, vein, iris and ocular, and
behavior biometrics as well as other related topics. The novel ideas on biometric
sensor algorithms presented in these papers are expected to promote R&D in
biometric systems and new research directions.

We would like to express our gratitude to all the contributors, reviewers,
and Program Committee and Organizing Committee members, who made this
conference successful. We also wish to acknowledge the support of the Chinese
Association for Artificial Intelligence, Springer-Verlag, the Chinese Academy of
Sciences’ Institute of Automation, and Shandong University for sponsoring this
conference. Special thanks are due to Qing Zhang, Xiaoming Xi, Zhen Yu, Xi-
anjing Meng, Lu Yang, Rongyang Xiao, and Xiaowei Yan for their hard work in
organizing the conference.

November 2013 Zhenan Sun
Shiguang Shan
Gongping Yang

Jie Zhou
Yunhong Wang

Yilong Yin
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Normalization for Unconstrained Pose-Invariant  
3D Face Recognition 

Xun Gong1,2, Jun Luo3, and Zehua Fu1 

1 School of Information Science and Technology, 
South West Jiaotong University, 

Chengdu 600031, P.R. China 
2 ChongqingKey Laboratory of Computational Intelligence, 

Chongqing 400065, P.R. China 
xgong@home.swjtu.edu.cn 

3 Sichuan Academy of Medical Sciences &Sichuan Provincial People’s Hospital, 
Chengdu 600072, P.R. China 

Abstract. This paper presents a framework for 3D face representation, 
including pose and depth image normalization. Different than a 2D image, a 3D 
face itself contains sufficient discriminant information. We propose to map the 
original 3D coordinates to a depth image using a specific resolution, hence, we 
can remain the original information in 3D space. 1) Posture correction, we 
propose 2 simple but effective methods to standardize a face model that is 
appropriate to handle in following steps; 2) create depth image which remain 
original measurement information. Tests on a large 3D face dataset containing 
2700 3D faces from 450 subjects show that, the proposed normalization 
provides higher recognition accuracies over other representations. 

Keywords: 3D face recognition, depth image, pose correction, normalization. 

1 Introduction 

Boston Marathon bombing events, in 2013, has drawn a lot of public attention to 
automatic face recognition problem again. A.K. Jain et al. [1] have conducted a case 
study on automated face recognition under unconstrained condition using the two 
Boston Marathon bombing suspects. Results indicate that there is still a room for 
processing images under unconstrained scenes. 

With the rapid development and dropping cost of 3D data acquisition devices, 3D 
face data, which represents faces as 3D point sets or range data, can be captured more 
quickly and accurately. The use of 3D information in face recognition has attracted 
great attention and various techniques have been presented in recent years [2-4]. Since 
3D face data contain explicit 3D geometry, more clues can be used to handle the 
variations of face pose and expression. 

Even though 3D data potentially benefit to face recognition (FR), many 3D face 
recognition algorithms in the literature still suffer from the intrinsic complexity in 
representing and processing 3D facial data. 3D data bring challenges for data 
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preprocessing, like spike removing, hole filling, pose correction and feature 
representation. The motivation of this paper is to propose a practical 3D face pose 
normalization method. And what’s more, we argue that 3D face itself contains 
abundant discriminant information. The question is that how to find a good 3D data 
representation manner. The main contributions are: (1) we propose 2 effective pose 
correction methods for an arbitrary 3D face obtained by a 3D data acquisition device; 
(2) create a depth image which can keep original measurement information. 

2 3D Face Posture Normalization 

For any practical 3D face recognition systems, posture normalization is always an 
indispensable step, which can also be called as pose correction. In this paper, we 
propose 2 pose normalization methods, self-dependent pose correction, shorted as SD, 
and generalized iterative closest point pose correction (GICP). 

2.1 Self-dependent Pose Correction 

The key step of the proposed correction method SD is carried out by finding a 
synthesized plane that is parallel to the face plane (as shown in Fig. 1(a)). Then, rectify 
the plane to make it perpendicular to the direction of Z-axis. In that way, the angle of 
yaw (around Y-axis) and pitch (around X-axis) can be correctly compensated. At last 
the roll angle (around Z-axis) can be easily corrected by the connecting line between 
two pupils or the center line of the mouth, see Fig. 1 for more details. 

 

 

Fig. 1. Main idea of SD pose correction. Cyan grid in (c) and (d) illustrates the virtual face 
plane, normal direction of which is denoted by the arrow n . And the connecting lines between 
two eyes and mouth denote the auxiliary line used for roll angle correction. 

Current commercial 3D scanners can generate a 3D point cloud and a registered 2D 
texture image simultaneously, just as published by some 3D databases like Texas 
3DFR[5] and BU_3DFE[6]. Since the texture channel and the 3D points correspond 
well, 2D information can assist to find the face regions and key features. Chang et al. 
[7] applied a skin detection method on the texture channel to help 3D facial region 
extraction. Wang et al. [8] preform 3D facial region cropping with the help of the 
texture channel. For feature extraction, we also apply the method ASM work on the 
texture image, as shown in Fig. 1(b). The steps of SD are described as follows: 
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1) 3D Facial landmarks detection. At first, the face and its characteristic points 
(“landmarks”) on 2D texture image are located through the approach presented 
in [9], namely, the extended Active Shape Model (STASM) algorithm which is 
widely used in academic area [10, 11]. The algorithm locates 76 interest points. 
The precision of the location procedure depends on the amount of face 
distortion. However, as aforementioned, those key feature points are only used 
for fitting the face plane, so our system has tolerance of inaccuracy in extend. 
Once obtain the 2D landmarks on the texture, 3D landmarks 76V  on 3D face can 

be obtained according to their corresponding relationship. 
2) Face plane fΣ  fitting. Points on eyes and mouth can be generally seen as placed 

on the same virtual plane. So we choose the landmarks on two eyes and mouth, 
32 points in total (see Fig. 1(b)), to synthesize the facial plane. Those 32 points 
denote as fV . Excluding landmarks around the facial contour because those 

points are always more inaccurate than fV . A plane can be defined as  

0ax by cz d+ + + =                                  (1) 

With fV , parameters [ , , , ]a b c d  in (1) can be approximated by using least 

square method, thus fΣ  is determined. 

3) Pose correction. With fΣ and its normal n , the pitch and yaw angles can be 

easily obtained by compute the angle between n  and Y-axis and Z-axis, 
respectively. By calculating the angel 1α  between X-axis and connecting line of 

two pupils, the angel 2α  between X-axis and connecting line of two mouth 

corners, then, the roll angle is straightforward by average 1α  and 2α . 

Correction example is shown in Fig. 1(d). 

2.2 Generalized Iterative Closest Point Pose Rectification 

Iterative Closest Point (ICP) [12] is an effective tool for 3D model registration. But its 
defects are also well known, like time consuming. For ICP, how to find the matching 
point pairs is always the key problem, which influent the final result significantly. 
Another common technique, named as Generalized Procrustes Analysis (GPA) [13], 
is frequently used for aligning a group of 2D shapes. However, in the problem of 3D 
model registration, scale in GPA is not needed. 

Inspired by GPA, we propose a novel generalized ICP, denoted as GICP, for pose 
correction problem, which is summarized in Algorithms 1. 

Algorithm 1. Generalized ICP 
Input: A set of n 3D faces { }1,..., nF f f=  

Procedure: 
1) Similar to the SD, 76 landmarks are extracted by STASM, and then the 3D 

landmarks are obtained for each 3D face in F . All of the 3D landmarks are 
concatenated as a vector is , which represents the shape of each face if : 
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( )1 1 1 76 76 76, , ,... , , ,... , ,i j j jx y z x y z x y z=s , 1 76j≤ ≤ ,               (2) 

where, ( ), ,j j j jx y z=v  is the j-th landmark. 

2) Removing the translational component for each shape by subtracting the mean of 

all landmarks (i.e., 
76

1
(1 / 76)j j jj=

← − ∑v v v ). 

3) Choose the 1st shape 1s  as the reference, i.e., 1r s←s . 

4) As relationship between rs  and is  (1 i n≤ ≤ ) is known, compute translational 

and rotational matrix iR , iT  of is by ICP. Update each i i i i= ⋅ +s R s T .  

5) Update the reference shape by 
1

(1 / )
n

r ii
n

=
= ∑s s . 

6) Compute the difference e  between previous reference shape rs  and updated 
'
rs , if 

2r re = −s s  larger than a given threshold ε  then repeat step 4 and 5, or 

goto step 7. 

7) Compute the final average shape s
1

(1 / )
n

ii
n

=
= ∑ s . 

8) Using ICP once again to compute the final translational matrix iR  and 

rotational matrix iT  for each shape is , which are used to adjust each face if . 

Output: The corrected 3D faces { }' '
1' ,..., nF f f=  and average shape s . 

It’s worth to mention that, with the average shape s , a new input 3D face can be 
quickly corrected by the simple ICP with one step after landmarks annotated. For a 
novel input, GICP can be run as quickly as SD method dose without any iteration. 

3 Depth Image Normalization 

For a 3D face, a fast and effective way to use 3D information is to create a depth 
image [2]. And in our experiments, depth image is effective enough for FR if created 
correctly. If not, the depth image will introduce errors in matching. From examples 
shown in the second column of Fig. 2(b), we can see that the top face is apparently 
smaller than the bottom one, which will cause miss matching, due to normalization. 
The main concern of this section is to find a right way to align depth images. 

A common approach alignment in 2D uses the centers of the two eyes. The face is 
geometrically normalized using the eye locations to (i) scale the face so the inter-
pupillary distance (IPD) between eyes is l pixels, and (ii) crop the face to m*n pixels.  

We argue that IPD based alignment method is ill-suited for depth image. There are 
two apparent defects to normalize the depth image by IPD: 

(1) Different persons have different IPDs, normalize the depth image by IPD will 
inevitably cause loss of the original metrics contained in 3D data. 
(2) In terms of current technology, the same to 2D face recognition, pupil detection is 
sensitive to illumination or other factors. 

We propose to map the original coordinates (X, Y directions) to a 2D space with 
fixed resolutions, e.g., 0.5mm per pixel. Since the original measurement data is 
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remained, we denote this image as measurement depth image (MDI). As shown in 
Fig. 2, IPD based depth image (shorted as IDI) and MDI have different appearances. 
As for IDI, the results are sensitive to the accuracy of pupils’ location, which is 
always effected by illumination, see Fig. 2(b), e.g., reflection of glass may cause pupil 
detection fail. For MDI, however, we just put the nose tip to the center of the image, 
and the final image need not to scale to a specified resolution. In this way, MDI 
remain the real dimension of one subject. Then we crop it to a predetermined size.  

In general, the position of nose tip is easy to obtain by finding the vertex with the 
largest Z value. Note that this method sometimes may fail to find the actual nose tip 
due to the burrs, which can be easily wiped off by a filter. So it is still the most 
significant geometrical feature in 3D space that is widely used in 3D FR area. Even 
we can develop more sophisticated method to find nose tip, but this is not the main 
concern of this paper. One can refer more detail from the references [4, 8]. 

 

Fig. 2. Depth image normalized by two different manners. The yellow points in (b) denotes the 
pupils detected automatically. The red points in (c) are the nose tips. 

4 Experiments and Discussion 

4.1 3D Face Database 

This section carries out experiments to validate our normalization method. At first, we 
create a 3D face database that consists of 450 persons with 6 models per subject.  
 

 

Fig. 3. Capture system and one captured 3D face model with different views 
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The capture system setup is shown in Fig. 3 (a) and, the 3D face example obtained is 
shown in Fig. 3 (b). Our database consists of 450 persons due that some faces are not 
correctly segmented in the post-processing. Each person in the database has 6 models, 
including 5 different poses (frontal, up, down, left and right) and one model with 
random expression & lighting condition. 

4.2 Evaluation of Posture Correction 

This paper has proposed 2 kinds of posture correction methods in section 2, i.e., SD 
and GICP. As we known, without a special system to measure the actual pose of the 
face obtained, it’s hard to assess the accuracy of correction results. We propose here 
to consider the pose evaluation as a texture matching problem. Local correlation 
matching (LCM) [10] is used as the similarity measurement. Matching function value 
closer to 1 once the two images are similar enough. After pose correction, 3D face 
model is mapped to a 64*64 depth image at first, and then we use LCM to measure 
the similarity between each pair of depth images of one person. Both SD and GICP 
methods are tested for all persons in the database, the result is illustrated in Fig. 4, 
where (a) is the average similarity of every person measured by LCM and (b) is its 
variance. It’s clear that these two approaches are performing basically very similar. 
What’s more important, the average similarity, for both methods, is larger than 0.98 
and variance is less than 10-3, which is summarized in Table 1. On conclusion can be 
drawn that both SD and GICP are appropriate for posture normalization. 

 

Fig. 4. Comparison the similarity and variance of depth image by 3D models after corrected by SD 
and GICP, respectively. Only 300 persons are shown in order to see the details more clearly. 

Table 1. Average similarity and variance of data in Fig. 4 

Methods Average similarity Average variance 

SD 0.9835 1.5704e-004 
GICP 0.9863 2.4624e-004 

4.3 Evaluation of Two Depth Image in FR 

In this part, we will illustrate the advantage of measurement depth image (MDI) over IPD 
based depth image (IDI). In our tests, Local Binary Patterns (LBP), Linear Discriminant 
Analysis (LDA), and Support Vector Machines (SVM) and their combinations are used: 
LBP+LDA(LL), LBP+SVM(LS), and LBP+LDA+SVM(LLS). 
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At first, we compare 3 different methods to normalize the depth image: (1) IPD 
based depth image (IDI) with automatic pupil detection [14], denoted as IDI-A; (2) 
IPD based depth image (IDI) with manually selected pupil positions, denoted as IDI-
M; (3) measurement depth image (MDI). Since the 2nd type of depth image need 
tedious manually annotation works, we just choose 100 persons in the test. Even in 
this case, we have to annotate 600 (100*6) images manually in total. Rank-1 
recognition accuracy by LS and LLS are compared in Table 2 and Table 3. As we can 
see that MDI performs significantly better than the other two depth image.  

Table 2. Recognition results of 3 different normalized depth images. FR method: LS 

Depth image
Number of images per subject in training set 

1 2 3 4 5 
IDI-A 73.20% 90.50% 93.33% 91.00% 84.00% 
IDI-M 72.80% 93.00% 97.67% 98.00% 97.00% 
MDI 81.60% 96.75% 99.00% 99.50% 99.00% 

Table 3. Recognition results of 3 different normalized depth images. FR method: LLS 

Depth image
Number of images per subject in training set 

1 2 3 4 5 

IDI-A 93.00% 92.50% 94.67% 91.50% 84.00% 
IDI-M 95.40% 96.75% 97.67% 98.00% 95.00% 
MDI 98.80% 99.25% 99.00% 98.50% 99.00% 

   
Performance of different FR methods is compared in Fig. 5, as we can see that LLS 

outperforms the other two methods. Bu LS achieves nearly the same accuracy when 
more than 1 images for training. Based on SVM theory, it can be easily understood 
that SVM could not get a valid hyper-plane for classification with a single training 
sample for each class. As the training number grows, LL performs as well as LLS. 

 

Fig. 5. Comparison of 3 FR method using MDI 

5 Conclusions 

This work is motivated by fact that 3D data capture system is capable to capture 
actual space coordinate. A 3D face itself contains sufficient discriminant information. 
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The main objective of this work is to demonstrate the potential of take full advantage 
of 3D data in face recognition. Without any feature alignment, FR accuracies using 
our depth images really exceed the accuracy using other normalized depth image. 

In conclusion, this paper proves that even depth image could represent the 3D face 
information well if it is created in a right way. 
 
Acknowledgments. The authors wish to thank Jiawei Sun for his constructive 
comments. This work is partially supported by the National Natural Science 
Foundation of China(61202191), the Fundamental Research Funds for the Central 
Universities(SWJTU12CX095), and Chongqing Key Laboratory of Computational 
Intelligence(CQ-LCI-2013-06). 

References 

1. Klontz, J.C., Jain, A.K.: A Case Study on Unconstrained Facial Recognition Using the 
Boston Marathon Bombings Suspects 2013, pp. 1–8 (2013) 

2. Wang, Y., Liu, J., Tang, X.: Robust 3D Face Recognition by Local Shape Difference 
Boosting. IEEE T Pattern Anal, 32, 1858-1870 (2010) 

3. Guo, Z., Zhang, Y., Xia, Y., Lin, Z., Fan, Y., Feng, D.D.: Multi-pose 3D face recognition 
based on 2D sparse representation. J. Vis. Commun. Image R 24, 117–126 (2012) 

4. Mohammadzade, H., Hatzinakos, D.: Iterative Closest Normal Point for 3D Face Recognition. 
IEEE Transactions on Pattern Analysis and Machine Intelligence 35(2), 381–397 (2013) 

5. Gupta, S., Castleman, K.R., Markey, M.K., Bovik, A.C.: Texas 3D Face Recognition 
Database. In: Proc. 2010 IEEE Southwest Symposium on Image Analysis Interpretation 
(SSIAI), TX 2010, Austin, pp. 97–100 (2010) 

6. Yin, L., Wei, X., Sun, Y., Wang, J., Rosato, M.J.: A 3D Facial Expression Database For 
Facial Behavior Research, pp. 211–216 (2006) 

7. Chang, K., Bowyer, K.W., Flynn, P.: Multiple Nose Region Matching for 3D Face 
Recognition under Varying Facial Expression. IEEE Trans. Pattern Analysis and Machine 
Intelligence 28(10), 1695–1700 (2006) 

8. Wang, Y., Liu, J., Tang, X.: Robust 3D Face Recognition by Local Shape Difference 
Boosting. IEEE T Pattern Anal. 32, 1858–1870 (2010) 

9. Milborrow, S., Nicolls, F.: Locating Facial Features with an Extended Active Shape 
Model. In: Forsyth, D., Torr, P., Zisserman, A. (eds.) ECCV 2008, Part IV. LNCS, 
vol. 5305, pp. 504–513. Springer, Heidelberg (2008) 

10. De Marsico, M., Nappi, M., Riccio, D., Wechsler, H.: Robust Face Recognition for 
Uncontrolled Pose and Illumination Changes. IEEE Transactions on Systems, Man, and 
Cybernetics: Systems 43(1), 149–163 (2013) 

11. Bonnen, K., Klare, B.F., Jain, A.K.: Component-Based Representation in Automated Face 
Recognition. IEEE Transactions on Information Forensics and Security 8(1), 239–253 
(2013) 

12. Besl, P.J., McKay, N.D.: A Method for Registration of 3-D Shapes. IEEE Trans. Pattern 
Anal. Mach. Intell. 14, 239–256 (1992) 

13. Gower, J.C.: Generalized procrustes analysis. Psychometrika 40(1), 33–51 (1975) 
14. Valenti, R., Gevers, T.: Accurate Eye Center Location through Invariant Isocentric 

Patterns. IEEE T Pattern Anal. 34, 1785–1798 (2012) 



 

Z. Sun et al. (Eds.): CCBR 2013, LNCS 8232, pp. 9–15, 2013. 
© Springer International Publishing Switzerland 2013 

An Improved Adaptive Weighted LTP Algorithm  
for Face Recognition Based on Single Training Sample 

Rong Huang1, Lian Zhu1, Wankou Yang1, Baochang Zhang2, and Changyin Sun1  

1School of Automation, Southeast University, Nanjing 210096, China 
2 School of Automation Science and Electrical Engineering,  

Beihang University, Beijing 100191, China 
{hranny,zhulianseu}@163.com, wankou.yang@yahoo.com, 

bczhang@buaa.edu.cn, cysun@seu.edu.cn  

Abstract. For the single training sample per person (SSPP) problem, this paper 
proposes an adaptive weighted LTP algorithm with a novel weighted method 
involving the standard deviation of the sub-images’ feature histogram. First, LTP 
operator is used to extract texture feature and then feature images are split into 
sub images. Then, standard deviation is used to compute the adaptive weighted 
fusion of features. Finally, the nearest classifier is adopted for recognition. The 
experiments on the ORL and Yale face databases demonstrate the effectiveness 
of the proposed method.  

Keywords: face recognition, Adaptive weighted LTP, single training sample. 

1 Introduction 

Extracting effective features is a key problem in face recognition, and the feature 
quality determines the recognition rate. Brunelli and Poggio[1] think that the main face 
recognition technology and methods can be classified into two broad categories: 
methods based on geometric features and methods based on template matching.Some 
representative algorithms such as Principal Component Analysis (PCA) [2], Linear 
Discriminant Analysis (LDA) [3], Local Feature Analysia (LFA) [4] et al. Many face 
recognition algorithms/systems have been developed in the last decade and excellent 
performances have also been reported when there is a sufficient number of 
representative training samples .In many real-life applications such as passport 
identification, only one well-controlled frontal sample image is available for training. 
Under this situation, the performance of existing algorithms will degrade dramatically 
or may not even be implemented [5]. Faced with SSPP problem, the recognition rate of 
the available face recognition algorithms will suffer a dramatic decline. 

In this paper, to improve the SSPP recognition rate, we apply the adaptive weight 
to Local Ternary Patterns (LTP) [6] which is derived from Local Binary Patterns 
(LBP) [7]. The paper is organized as follows: In Section 2, the LTP representation is 
introduced. Section 3 presents the concept and the main idea of our proposed approach. 
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In Section 4, we apply the new method in face recognition to ORL and Yale databases 
and compare the recognition rate with LBP (weight=1.0) and LTP (weight=1.0). 
Finally, we summarize this paper in Section 5. 

2 Local Ternary Pattern   

LBP was originally used in texture classification [7]. In 2004, it was applied to face 
recognition and Uniform Patterns [6] was defined. However, as the threshold is the 
central value of 3 3- neighborhood, the LBP descriptor tends to be sensitive to noise, 
especially in uniform image regions. It is necessary to improve the robustness of the 
existing descriptors in these areas. Then the generalization of LBP, Local Ternary 
Pattern (LTP), is proposed to improve the robustness to noise. In LTP, graylevels in a 
zone of width ±t around  are quantized to zero, ones above this are quantized to 
+1and ones below it to −1, the indicator ( ) is replaced by a 3-valued function: 

p( ,    , )   10      | |1 .  

(1) 

Here t is a user-specified. The encoding process of LTP is shown in Fig. 1(set t=5). 
Then, we separate the LTP code into two code patterns, we call them positive 

pattern and negative pattern as is illustrated in Fig.2. We can treat the LTP operator as 
two LBP operators and separately compute their histograms and similarity metrics, 
combining them only at the end of the computation. 
 

 

Fig. 1. The basic LTP operator 

 

Fig. 2. Splitting a LTP code into positive pattern and negative patterns 
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3 Face Feature Extraction Based on Adaptive-Weighted LTP 

3.1 Face Description with LTP 

In this paper, first, we use the LTP operator to extract the texture feature of the face 
image (a) shown in Fig.3, and we will get one positive eigenface (a1) and one negative 
eigenface (b1). Second, dividing the eigenface into m m sub blocks, for each sub 
block we get its positive histogram and negative histogram, and then concatenate the 
positive and negative histogram of the sub blocks, at last all histograms of the sub 
blocks are concatenated into a global histogram that represents both the statistics of the 
facial micro-patterns and their spatial locations, This procedure can be described as 
follows (here m=3):   
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Fig. 3. (a) is an original image from ORL face database. (a1) and (b1) are respectively the LTP 
positive and negative engenface. (a2) and (b2) are the partition processes. (a3) and (b3) are the 
kth sub image, the histograms (a4)and(b4) of the two sub images are concatenated to be one 
regional histogram(c), and the regional histograms are concatenated to the final spatially 
enhanced histogram. 

3.2 Adaptive Weighted Fusion 

T. Ahonen et al. introduced an LBP based method for face recognition [7] that divides 
the face into a regular grid of cells and histograms the uniform LBP’s within each cell, 
finally using nearest neighbor classification in the χ2 histogram distance for 
recognition:  χ2(S, M) (S M )S M . (3) 

Here S,M are two image descriptors (histogram vectors). When face images are divided 
into regions, some regions contains more information, so it’s better to set a weight for 
each region based on the importance of the information it contains. The weighted χ2 
statistic becomes: 
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χ2(S, M) ( )
,  

 
(4) 

Where  indicates the weight of the regions. The earlier researches on LBP or 
LTP face recognition are almost based on self-define weight .Some define the default 
weight=1.0, others set different weights to different blocks manually[7], but it is 
sometimes a little complex to manually change the weight as the number of the blocks 
change .   

In this paper, we proposed a novel adaptive weighted LTP. It is a generalization of 
the adaptive weighted LBP. Zhao et al. [8] proposed that in the statistic, variance is a 
typical statistics used to estimate the divergent degree of a random variable. Here, we 
use the standard deviation (SD) to estimate the classification quality of the sub 
images, it is also the optimal choice of the weight. 

For every sub image, SD is defined as follows:   

δ ∑ ( ( , )) . 
(5) 

Where, N represents the total sample number, d S , s  denotes the measure 
distance of the kth sub image of two images, s  is the kth sub images of all 
samples’average sub image, k=1, 2, 3…m m. The χ2 histogram distance of two 
histograms is described as: 2( , ) ∑ . 

(6) 

In this condition, the SD formula (5) should be  

δ
1 ( ( , ))  (7) 

Where, h  represents the kth sub image’s histogram vector of the image S , h  is 
the histogram vector of  the kth sub image that belongs to the average image of all 
sample images. We set the SD calculated by formula (7) as the weight of each sub 
image. In theory, the weighted method can effectively improve the recognition rate.  

4 Experiments and Results 

To verify the effectiveness of the adaptive weighted algorithm, we operate the 
experiment on the ORL and Yale face database respectively. 
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In face recognition, shadow, shade, dark light, highlight caused by illumination 
changes can make recognition rate dropped substantially, therefore we need to adopt 
the method of preprocess to adjust the face image. In this paper, we use the Gamma 
Correction to preprocess the image. Process the images by a nonlinear transform: 

I→ log (I)’ γ ∈ [0, 1 ] (8) 

In ORL, there are 40 persons, everyone have ten different images. There are 
variations in facial expression (open/closed eyes, smiling/non-smiling.), facial details 
(glasses/no glasses) and scale (variation of up to about 10 %).  

In the experiment, each training sample set is composed of a single sample per 
person. Each person selects the kth (k=1,2,…,10) image for training, the rest for 
testing. We choose ten group training sample sets for experiments, and have the 
average recognition rate as the recognition rate. The recognition result on ORL 
database is shown in the following Table 1 and Table2.  

From Table 1 and Table 2, we can conclude that the method based on 
Adaptive-weighted LTP do better than other methods, especially the original face 
recognition based on LBP. 

Additionally, to gain knowledge about the robustness of our method against slight 
variation of facial expression, illumination condition and occlusions, we tested our 
approach on the Yale database. Table 3 shows the average recognition rate of the 
experiment on different training sample set with different partition. 

Table 1. The recognition rate of LBP, LTP, LTP(Adaptive-weighted), m=3 

3*3 LBP(weight=1.0) LTP(weight=1.0) LTP(Adaptive-weighted) 

K=1 0.766667 0.802778 0.827778 

K=2 0.719444 0.800000 0.808333 

K=3 0.702778 0.802778 0.822222 

K=4 0.763889 0.808333 0.827778 

K=5 0.719444 0.744444 0.761111 

K=6 0.705556 0.758333 0.766667 

K=7 0.691667 0.788889 0.798889 

K=8 0.722222 0.800000 0.811111 

K=9 0.705556 0.750000 0.777778 

K=10 0.758333 0.786111 0.796111 

average 0.725556 0.784167 0.807778 
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Table 2. The recognition rate of LBP, LTP, LTP(Adaptive-weighted), m=4 

4*4 LBP(weight=1.0) LTP(weight=1.0) LTP(Adaptive-weighted) 

K=1 0.766667 0.797222 0.800000 

K=2 0.744444 0.772222 0.775000 

K=3 0.716667 0.763889 0.769444 

K=4 0.736111 0.775000 0.777778 

K=5 0.744444 0.738889 0.744444 

K=6 0.688889 0.736111 0.738889 

K=7 0.713889 0.725000 0.752778 

K=8 0.722222 0.758333 0.772222 

K=9 0.747222 0.777778 0.802778 

K=10 0.769444 0.758333 0.777778 

average 0.735000 0.760278 0.770278 

Table 3. The average recognition rate of LBP(weight=1.0), LTP(weight=1.0), LTP(Adaptive 
weighted), where ,m=3,4 

 LBP(weight=1.0) LTP(weight=1.0) LTP(Adaptive-weighted) 

3*3(average) 0.673333 0.692121 0.705051 

4*4(average) 0.716970 0.802424 0.826263 

The recognition rates in Yale face database show that face recognition based on 
Adaptive weighted LTP really works better than that based on LBP (weight=1.0), 
LTP(weight=1.0). The experiment in different face databases suggests that this method 
has a better robustness. 

5 Conclusion 

For the SSPP problem in the field of face recognition, we have proposed a novel face 
recognition method based on adaptive weighted LTP, we make use of the standard 
deviation to complete the adaptive weighted fusion of the features. This method not 
only takes advantage of the local texture feature, but also efficiently fuses the feature of 
each region. It covers the deficit of the existing weighted method and increases the 
recognition rate in some degree. But the recognition rate of SSPP is still not so ideal, we 
should do more research in this field. 

 



 An Improved Adaptive Weighted LTP Algorithm for Face Recognition 15 

 

Acknowledgments. This work is supported in part by NSF of China (61005008, 
61375001, 60903065, 61039003 and 61272052), in part by the Ph.D. Programs 
Foundation of Ministry of Education of China, under Grant 20091102120001, in part 
by the Fundamental Research Funds for the Central Universities, and by the Program 
for New Century Excellent Talents in University of Ministry of Education of China. 

References 

1. Brunelli, R., Poggio, T.: Face recognition: face versus templates. IEEE Trans. on Pattern 
Analysis and Machine Intelligence 15(10), 1042–1052 (1993) 

2. Turk, M., Pentland, A.: Eigenfaces for recognition. Journal of Cognitive Neuroscience 3, 
71–86 (1991) 

3. Etemad, K., Chellappa, R.: Discriminant analysis for recognition of human face images. 
Journal of the Optical Society of America 14, 1724–1733 (1997) 

4. Penev, P.S., Atiek, J.J.: Local Feature Analysis: A General Statistical Theory for Object 
Representation. Network: Computation in Neural Systems 7(3), 477–500 (1996) 

5. Huang, J., Yuen, P.C., Chen, W.S., Lai, J.H.: Component-based Subspace LDA Method for 
Face Recognition with One Training Sample. Optical Engineering 44(5), 057002 (2005) 

6. Tan, X., Triggs, B.: Enhanced local texture feature sets for face recognition under difficult 
lighting conditions. In: Zhou, S.K., Zhao, W., Tang, X., Gong, S. (eds.) AMFG 2007. 
LNCS, vol. 4778, pp. 168–182. Springer, Heidelberg (2007) 

7. Ahonen, T., Hadid, A., Pietikainen, M.: Face recognition with local binary patterns. In: 
Pajdla, T., Matas, J(G.) (eds.) ECCV 2004. LNCS, vol. 3021, pp. 469–481. Springer, 
Heidelberg (2004) 

8. Zhao, R., Fang, B., Wen, J.: Face recognition with single training sample per person based 
on adaptive weighted LBP. Computer Engineering and Application (31) (2012) 



Robust Face Recognition

Based on Spatially-Weighted Sparse Coding

Peipei Zhang, Huicheng Zheng, and Chun Yang

School of Information Science and Technology, Sun Yat-sen University
135 West Xingang Road, 510275 Guangzhou, China

zhenghch@mail.sysu.edu.cn

Abstract. Recently sparse representation has been widely used in face
recognition. It has been shown that under maximum likelihood estima-
tion of the sparse coding problem, robustness of face representation and
recognition can be improved. In this paper, we propose to weight spatial
locations based on their discriminabilities in sparse coding for robust face
recognition. More specifically, we estimate the weights at image locations
based on a class-specific discriminative scheme, so as to highlight loca-
tions in face images that are important for classification. Furthermore,
since neighboring locations in face images are often strongly correlated,
spatial weights are smoothed to enforce similar values at adjacent loca-
tions. Extensive experiments on benchmark face databases demonstrate
that our method is very effective in dealing with face occlusion, corrup-
tion, lighting and expression changes, etc.

Keywords: Face recognition, sparse coding, spatial weighting.

1 Introduction

Face recognition has been a long-lasting and challenging research topic in com-
puter vision and biometrics [1,2,3]. Many methods have been exploited for face
recognition in the past decades, such as eigenfaces [4], Fisherfaces [5], locality
preserving projection (LPP) [7], neighborhood preserving embedding (NPE) [10],
marginal Fisher analysis (MFA) [15], local discriminant embedding (LDE) [16]
and support vector machine (SVM) [6]. Recently, Wright et al. [21] employed
sparse representation for robust face recognition and achieved impressive per-
formance. Many new methods [8,9,11,18] have been proposed by following this
track.

When sufficient training samples are available in each class, a test sample
is expected to be best represented as a sparse linear combination of training
samples from the same class. The sparse coding problem is often formulated as

min
ααα

‖y −Dααα‖22 s.t. ‖ααα‖1 ≤ ε, (1)

whereD is a dictionary of coding atoms often corresponding to training samples,
y is the test sample to be represented by using D , ααα is a vector containing coding

Z. Sun et al. (Eds.): CCBR 2013, LNCS 8232, pp. 16–25, 2013.
c© Springer International Publishing Switzerland 2013
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coefficients of y over D , and ε > 0 is a user-defined constant to enforce sparsity
of the coding vector ααα. Therefore, Eq. (1) represents a sparsity-constrained least
square estimation problem [17], where minααα ‖y − Dααα‖22 is an l2-norm fidelity
term and ‖ααα‖1 ≤ ε is an l1-norm sparsity constraint.

It is known that the coding residual e = y − Dααα is assumed to follow a
Gaussian distribution when the l2-norm is adopted in the fidelity term [18]. On
the other hand, when the l1-norm is used in the fidelity term instead, the coding
residual is assumed to follow a Laplacian distribution, which is believed to be
more robust to outliers. Wright et al. propose to use training face images as
the dictionary, and a test image is represented as a linear combination of sparse
items in the dictionary via l1-norm minimization [13]. However, both the Gaus-
sian and Laplacian assumptions of the distribution of the residual e may not
be appropriate when the face images are subject to complex variations, such as
occlusions, corruptions, or expression variations. Yang et al. [18] proposed the
robust sparse coding (RSC) to improve the robustness and effectiveness of sparse
coding for face recognition. In RSC, elements of the coding residual are assumed
to be independent with some probability density function not necessarily Gaus-
sian or Laplacian. The maximum likelihood estimation principle is utilized to
robustly represent the given signal with sparse regression coefficients. To the
end, they transformed the optimization problem into an iteratively-reweighted
sparse coding problem. The sparse coding model in Eq. (1) is replaced by

min
ααα

‖M 1
2 (y−Dααα)‖22 s.t. ‖ααα‖1 ≤ ε, (2)

whereM is a diagonal matrix of weights assigned to pixels of the query image y .
For pixels corresponding to outliers (such as occlusion, corruption) and therefore
with large residuals, the related elements in M will be adaptively suppressed to
reduce their impacts on the regression estimation and improve the robustness to
outliers.

However, the RSC ignores the fact that different spatial locations in a face
image may have distinct discriminabilities. Motivated by the above observation,
we propose to incorporate the discriminability of pixel locations into the sparse
coding procedure. Locations (such as mouth, eyes) which may have important
contributions to face recognition are expected to be assigned high weight val-
ues, and less important areas are given lower weight values. Such weight val-
ues are determined through class-specific supervised training. In addition, since
adjacent locations in face images are often strongly correlated, we introduce
spatially-smoothing constraints to ensure that adjacent image locations exhibit
similar weight values. The experimental results show that the proposed method
can significantly improve the robustness and effectiveness of sparsity-based face
representation and recognition with respect to complex variations including oc-
clusions, corruptions, and expressions.

The rest of this paper is organized as follows. The model of spatially-weighted
sparse coding is presented in Section 2. Section 3 presents the overall structure of
our algorithm. Experimental results are presented in Section 4. Finally, Section
5 concludes our paper.
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2 Spatially-Weighted Sparse Coding

2.1 The Spatial Weighting Strategy

From Eq. (2), we can see that in the RSC approach, the sparse coding is actu-
ally weighted pixel-wise. Elements at the diagonal of M correspond to weights
resulting from outlier detection, which tend to have small values for pixels cor-
responding to outliers. However, different locations in a face image may have
distinct discriminabilities. Therefore, we propose to incorporate the spatial im-
portance distribution into the sparse coding scheme. More specifically, the train-
ing samples D and a specific testing sample y are spatially weighted as follows,

ΩΩΩ = WD , (3)

ΓΓΓ = Wy , (4)

where W is a diagonal matrix to be learned discriminatively. The i-th diago-
nal coefficient in W encodes the contribution of the i-th image location. This
weighting matrix will be used in sparse coding to incorporate discriminabilities
of different pixel locations.

We propose to generate the spatial importance weighting matrix W by fol-
lowing a class-specific discriminative strategy. A practical choice is the linear
discriminant analysis (LDA) [12], which is used to find an optimal direction
(represented as a weight vector) in terms of discrimination. More specifically,
the weighting matrix W is determined by maximizing the between-class scatter
while minimizing the within-class scatter of the training samples, namely

w∗ = argmax
w

wTSBw

wTSWw
(5)

where w is a projection vector and W = diag(w∗), which is a diagonal matrix
whose elements correspond to components in w . SB and SW are, respectively,
the between-class scatter matrix and the within-class scatter matrix of training
samples defined as follows,

SB =
C∑

k=1

nk(mk −m)(mk −m)T (6)

SW =

C∑
k=1

∑
x∈Xk

(x −mk)(x −mk)
T (7)

where C is the number of classes, Xk is the set of samples in class k, mk is the
mean image of class Xk, nk is the number of samples in class Xk, m is the mean
image of all training samples.

2.2 Spatial Correlation of Weight Coefficients

The spatial correlation between nearby pixel locations in face images suggests
the real degree of freedom in the weighting vector w should be less. In this
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paper, we adopt the approach in [22] and introduce a simple constraint that
enforces similar values for components of w corresponding to neighboring image
locations. More specifically, we implement a cost function [22]∑

i,j

(wi − wj)
2sij , (8)

where wi and wj are the i-th and j-th components of w , respectively. sij are
elements of a similarity matrix S and given by

sij = exp(−‖l i − l j‖22
2σ2

), (9)

where l i and l j are the spatial coordinates of the i-th and j-th pixel locations,
respectively. σ controls the strength of smoothing and is fixed as 0.5 in our
experiments. Minimizing Eq. (8) imposes heavy costs for neighboring elements
of w with large gap. In fact,∑

i,j

(wi − wj)
2sij = 2wTLw (10)

where L is a Laplacian matrix defined as L = C − S, with C being a diagonal
matrix whose diagonal entries are sums of columns (or rows) of the matrix S,
i.e. C ii =

∑
j

sij .

We would like to solve the maximization problem in Eq. (5) while minimizing
Eq. (10). Therefore, these two objective functions are combined as follows,

w∗ = argmax
w

wTSBw

wTSWw + γwTLw
(11)

= argmax
w

wTSBw

wT S̃Ww
(12)

where S̃W = SW + γL, γ is a regularization parameter in [0, 1]. The solution
w∗ is the eigenvector corresponding to the largest eigenvalue of the generalized
eigen-problem:

SBw = λS̃Ww . (13)

In the RSC, coding residuals at various locations are assumed to be uncorre-
lated. However, this assumption is often invalid in practice, as analyzed previ-
ously. Therefore, we also propose to enforce smoothness of M . More specifically,
denoting by v the weight vector formed by diagonal elements of the matrix M
in Eq. (2), i.e. M = diag(v), we propose to smooth v by using the Gaussian
kernel matrix S as follows,

φφφ = Sv . (14)

Therefore, adjacent elements of φφφ tend to have similar values, i.e. neighboring
locations in the image tend to have similar weight values corresponding to the
outlier detections.
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3 The Algorithm of Spatially-Weighted Sparse Coding

As discussed in Section 2, compared to the RSC, we consider the spatial im-
portance distribution of face images and correlation of nearby spatial locations
in sparse coding. The proposed spatially-weighted sparse coding algorithm is a
modification of the RSC [18] and can be summarized as follows.

Input
y : l2-normalized input test image
D : Dictionary with l2-normalized columns
Output
ααα: Sparse code
Procedure

1. Solve the spatial weight vector w∗ based on Eq. (13). Then W = diag(w∗).
2. The dictionary D and test sample y are spatially weighted as:

ΩΩΩ = WD ,

ΓΓΓ = Wy .

3. Start from t = 1, compute the residual e(t) = y − y
(t)
rec, where y

(1)
rec is

initialized as the mean image of all training images.

4. Estimate weights v
(t)
i corresponding to outlier detection by using RSC [18],

i.e.

v
(t)
i =

exp(μ(t)δ(t) − μ(t)(e
(t)
i )2)

1 + exp(μ(t)δ(t) − μ(t)(e
(t)
i )2)

where μ and δ are two positive scalars controlling the decreasing rate and
the location of demarcation point of the function, respectively.

5. Smooth the weights v
(t)
i :

φφφ(t) = Sv (t).

6. Compute the current sparse coding vector:

ααα∗ = argmin
ααα

‖M 1
2 (ΓΓΓ −ΩΩΩααα)‖22 s.t. ‖ααα‖1 ≤ ε

where M is a diagonal matrix with M
(t)
ii = φφφ

(t)
i .

7. Update the sparse coding vector:

ααα(t) = ααα(t−1) + λ(t)(ααα∗ −ααα(t−1)),

where the step size 0 < λ(t) < 1 and ααα(1) = ααα∗.
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8. Compute the reconstructed sample:

y (t+1)
rec = Dααα(t)

and let t = t+ 1.

9. Go back to Step 3 until ‖M (t)−M (t−1)‖2

‖M (t−1)‖2
< ξ (where ξ is a small positive

scalar), or until a certain number of iterations is reached.

4 Experimental Results

This section presents the experimental results of our methods compared to re-
lated state-of-the-art methods in the literature by using benchmark datasets. In
Section 4.1, we test our method for face recognition without occlusion on the
AR [14] database, and in Section 4.2, we show the robustness and effectiveness
of our method in face recognition under complex variations such as corruption
and occlusion etc., on the Extended Yale B [19,20] and AR [14] databases. The
main parameters have been set according to [18].

4.1 Face Recognition without Occlusion

Our method is first evaluated on face images with illumination or expression
variations, but no occlusion, on the AR database [14]. As in [18], we choose face
images of 50 males and 50 females from the AR dataset with only illumination
and expression variations. For each subject, 7 images from Session 1(2) are chosen
for training(testing). All the images were cropped to 42× 30. The comparison of
our method to SRC and RSC is given in Table 1. We can see that the accuracy
of our method is better than the SRC, and comparable to the RSC, which
represents state-of-the-art performance on this dataset.

4.2 Face Recognition with Occlusion

In this subsection, we run extensive tests to verify the robustness and effec-
tiveness of our method to different kinds of occlusions including random pixel
corruption, random block occlusion, and real disguise.

1) Face recognition with pixel corruption: The Extended Yale B database is
used for this purpose. In accordance to the experiments in [18,21], 717 images
with normal-to-moderate lighting conditions from Subset 1 and Subset 2 were
used of for training, and 453 images with more extreme lighting conditions from

Table 1. Face recognition rates on the AR database

Algorithms SRC [21] RSC [18] Ours

Recognition rate 94.10% 96.85% 96.14%
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Subset 3 were used for testing. All the images were resized to 96 × 84. For
each testing image, we used random values within [0,255] to replace a certain
percentage of pixels in the image to simulate pixel corruption. Locations of the
corrupted pixels are random and unknown to the algorithm.

Figure 1 plots the recognition rates of the SRC, the RSC, and our method
under various percentages (0% − 90%) of corrupted pixels. We can see that
all three methods report an almost perfect accuracy when the percentage of
corruption is between 0%−60%. When 80% of pixels are corrupted, our method
can still classify all the test images correctly, while the RSC has a recognition
rate of 98.9%, and the SRC only has a recognition rate of 37.5%. The recognition
rates of the SRC, the RSC and our method are, respectively, 7.1%, 42.1%, 46.3%
when 90% of the pixels are corrupted.
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Fig. 1. The recognition accuracies of our approach, the SRC, and the RSC under
various percentages of random pixel corruption

2) Face recognition with block occlusion: To test the robustness of our method
to artificial block occlusion, we randomly chose a square block in each test image
and replaced it with an irrelevant image. As in [18,21], Subset 1 and Subset 2 of
Extended Yale B were used for training and Subset 3 for testing. All the images
were cropped to 96 × 84. The results of the SRC, the Gabor-SRC (GSRC) [8],
the RSC, and our method are shown in Table 2. Again we can see that when the
block occlusion is 40%, the recognition rate of our method is still 100%. When
half of the image is occluded, our method achieves a recognition rate of 87.1%,
over 3% higher than that of the RSC, comparable to that of the GSRC, while
the SRC only achieves a rate of 65.3%.

3) Face recognition with real face disguise: In the experiment on real face
disguise, we used a subset from the AR database consisting of 2, 599 images
from 50 males and 50 females, which amount to about 26 samples per subject.
As in [18], we carried out two tests. All the images were resized to 42× 30.

In the first test, we chose 799 images of non-occluded frontal views with various
facial expressions (refer to Fig. 2 (a) for some examples) from Sessions 1 and 2



Robust Face Recognition Based on Spatially-Weighted Sparse Coding 23

Table 2. The recognition rates under different levels of block occlusion

Occlusion 0% 10% 20% 30% 40% 50%

SRC [21] 1 1 0.998 0.985 0.903 0.653

GSRC [8] 1 1 1 0.998 0.965 0.874

RSC [18] 1 1 1 0.998 0.969 0.839

Ours 1 1 1 1 1 0.871

Table 3. Recognition rates of the SRC, the GSRC, the RSC, and our method on the
AR database with occlusion of real disguise

Algorithms SRC [21] GSRC [8] RSC [18] Ours

Sunglasses 87.0% 93% 99% 100%

Scarf 59.5% 79% 97% 100%

for training (about 8 samples per subject), while two separate sets of 200 images
with neutral expression for testing (1 sample per subject and per session). In the
first set, face images of the subjects are partly occluded by sunglasses (refer to
Fig.2 (b) for some examples). The second set consists of images of the subjects
wearing scarfs (refer to Fig.2 (c) for some examples). Table 3 lists the results of
the SRC, the GSRC, the RSC, and our method. It can be seen that even with
sunglasses or scarfs, the recognition rate of our method is 100%. Compared to
all the other methods, our method can significantly improve the robustness of
face recognition to real disguise.

(a)

(b) (c)

Fig. 2. A subject in the AR database. (a) Training samples with various facial expres-
sions and illumination changes without occlusion. (b) Testing samples with sunglasses,
the expression is neutral. (c) Testing samples with scarf, the expression is neutral.

In the second test, we chose 400 images of non-occluded frontal views with neu-
tral expression and various illuminations from Session 1 for training (4 samples
per subject), while four separate sets of 300 images with various illuminations for
testing (3 samples per subject with sunglasses or scarf for each of Sessions 1 and
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Table 4. Recognition rates of the RSC, the SRC, and our method on the AR database
with sunglasses (sg-x) or scarf (sc-x) in Session x

Algorithms sg-1 sc-1 sg-2 sc-2

SRC [21] 89.3% 32.3% 57.3% 12.7%

GSRC [8] 87.3% 85% 45% 66%

RSC [18] 94.7% 91.0% 80.3% 72.7%

Ours 98.33% 95.33% 87.67% 82.33%

2). Compared to the first test, the number of training samples is much less. Table
4 shows the results of the SRC, the GSRC, the RSC, and our method. We can
see that our method achieves the best results in all the cases. On faces occluded
by sunglasses/scarf from Session 1, our method achieves a recognition rate of
98.33%/95.33%, at least 4% higher than that of the RSC. On faces occluded
by sunglasses/scarf from Session 2, our method achieves a recognition rate of
87.67%/82.33%, about 7%/10% higher than that of the RSC. Compared to the
SRC or the GSRC, the improvements brought by our method are even more
significant. The results verified that robust face recognition can be obtained by
considering the spatial distribution of discriminabilities and correlation of image
locations in sparse coding.

5 Conclusion

In this paper, we propose to incorporate a discriminatively-trained spatial impor-
tance distribution model into a previous robust sparse coding approach for face
recognition. This idea is motivated by the observation that different locations
in a face image may have different levels of contributions to face recognition.
More specifically, the importance distribution at pixel locations are regarded as
a weight vector and trained discriminatively based on face image of all classes.
Furthermore, we propose to smooth the weights to take spatial correlation of im-
age locations into account. To verify the performance of the proposed method, we
carry out a number of experiments on benchmark datasets for face recognition
under various conditions, including variations of illumination and expression,
as well as random pixel corruption or block occlusion, and real disguise. The
extensive experimental results verified that our method is very robust against
occlusion, corruption, and real disguise for face recognition.
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Abstract. This paper attempts to utilize the basis images of block non-
negative matrix factorization (BNMF) to serve as the sparse learning
dictionary, which is more suitable for non-negative sparse representation
(NSR) because they have non-negative compatibility. Based on BNMF-
basis-image dictionary, the NSR features of query facial images can be
learnt directly by solving l1-regularized least square problems. The NSR-
feature based algorithm is then developed and successfully applied to face
recognition. Subsequently, to further enhance the discriminant power of
NSR method, this paper also proposes a feature fusion approach via
combining NSR-feature with BNMF-feature. The proposed algorithms
are tested on ORL and FERET face databases. Experimental results
show that the proposed NSR+BNMF method greatly outperforms two
single-feature based methods, namely NSR method and BNMF method.

Keywords: Face Recognition, Non-negative Sparse Representation,
Block Non-negative Matrix Factorization.

1 Introduction

Non-negative matrix factorization (NMF) [1][2] is a popular machine learning
algorithm for part-based feature extraction and plays an important role in face
recognition. NMF aims to conduct non-negative matrix decomposition on the
training image matrix V such that V ≈ WH , where W (≥ 0) and H(≥ 0) are
called the basis image matrix and the coefficient matrix respectively. The lo-
cal non-negative image features are modeled and contained in W as column
vectors. All facial images can be represented by the NMF basis images with
dense non-negative coefficients. To obtain sparse representation and improve
the performance of traditional NMF method, we previously proposed a block
non-negative matrix factorization (BNMF) [3] approach for face recognition.
The basic idea of BNMF is firstly to perform NMF algorithm on training image
matrix of each individual and then to combine corresponding non-negative basis
image matrices or coefficient matrices to obtain the whole non-negative matrix
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decomposition. BNMF is actually a supervised method and has low computa-
tional cost. More importantly, BNMF has non-negative sparse coefficient matrix
and the coefficient column vectors between different classes are orthogonal.

Non-negative sparse representation (NSR) is a promising feature representa-
tion method for face recognition. The main task of NSR needs to address an
optimization problem, namely l0 norm regularization and non-negative-least-
squares minimization problem. Unfortunately, the l0 regularized least squares
minimization is an NP-hard problem, where l0-norm denotes the number of
nonzero entries in a vector. Along with recent breakthrough in the sparse signal
theory [4]-[6], non-negative sparse representation based face recognition methods
[7][8] can avoid directly tackling the l0-minimization NP-hard problem, which
can be equivalently replaced by its closest convex function l1-norm minimization
when the solution is sufficiently sparse.

In NSR algorithms, different learning dictionaries can yield different NSR re-
sults. This paper will model the NSR dictionary using BNMF method. In detail,
the supervised basis images of BNMF are chosen as the NSR learning dictionary.
It is quite suitable for non-negative sparse representation because of their non-
negative compatibility. For the training facial images, their NSR features under
BNMF-dictionary can be obtained by dealing with l1-regularized least square
minimization problems using the truncated Newton interior-point method [9].
We firstly develop an NSR-feature based face recognition algorithm and then pro-
pose a feature fusion approach via combining NSR-feature with BNMF-feature.
Two publicly available face databases, namely ORL face database and FERET
database, are selected for evaluations. Compared with two single-feature based
methods, namely NSR method and BNMF method, experimental results show
that the proposed NSR+BNMF feature fusion method has the best performance.

The rest of this paper is organized as follows. Section 2 briefly introduces the
related works. In section 3, our two methods, namely NSR-feature method and
NSR+BNMF method, are proposed. Section 4 reports the experimental results.
Finally, Section 5 draws the conclusions.

2 Review of Related Work

This section will give a brief review of some related works. Details are as follows.

2.1 NMF

NMF aims to seek two non-negative matrices W and H such that:

Vm×n ≈ Wm×rHr×n, (1)

where matrix V is also an non-negative matrix generated by total n training
images. Each column of W is called basis image, and H is the coefficient feature
matrix. The divergence between V and WH is defined as:

F (W,H) =
∑
ij

(
Vij log

Vij

(WH)ij
− Vij + (WH)ij

)
. (2)
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NMF is equivalent to the following optimization problem:

min
W,H

F (W,H), subject to W ≥ 0, H ≥ 0,
∑
i

Wi,k = 1, ∀k. (3)

Above problem (3) can be solved using the following iterative formulae, which
converge to a local minimum:

Wij ← Wij

∑
k

Vik

(WH)ik
Hjk, Wij ← Wij∑

k

Wkj
, Hij ← Hij

∑
k

Wki
Vkj

(WH)kj
.

2.2 BNMF

The basic idea of BNMF is to perform NMF on c small matrices V (i) ∈ Rm×n0

(i = 1, 2, · · · , c), namely

(V (i))m×n0

NMF≈ (W (i))m×r0(H
(i))r0×n0 , (4)

where V (i) consists of n0 training images from the ith class, and c is the number
of classes. The total number of training images is n = cn0. Therefore, we can
obtain the following block non-negative matrix factorization from (4):

Vm×n
BNMF≈ Wm×rHr×n, (5)

where r = cr0, n = cn0, Vm×n = [V (1)V (2) · · ·V (c)], Wm×n = [W (1)W (2) · · ·
W (c)] and Hr×n = diag(H(1), H(2), · · · , H(c)).

Here the basis image matrix W will be used in this paper as NSR dictionary.

2.3 Non-negative Sparse Representation

For a testing facial image vector y ∈ Rm, we seek its sparsest non-negative
representation s ∈ Rn according to a non-negative dictionary W ∈ Rm×n. This
leads to solving an optimization problem of the form

min
s

‖y −Ws‖22 + λ‖s‖0, s ≥ 0, λ ≥ 0. (6)

Here notation ‖ · ‖0 signifies the number of non-zero elements in a vector and
λ is a regularization parameter. However, above l0-norm least squares problem
(6) is very hard to tackle since it is an NP-hard problem[4]-[6]. Fortunately, if
the solution s is sufficiently sparse, then the regularization term ‖s‖0 can be
equivalently replaced by ‖s‖1 such that the problem (6) becomes convex. So,
we can solve the following l1-regularized least squares problem to obtain an
non-negative sparse solution:

min
s

‖y −Ws‖22 + λ‖s‖1, s ≥ 0, λ ≥ 0. (7)
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3 The Proposed Method

This section will give our two BNMF based NSR face recognition approaches.
The details are as follows.

3.1 The Proposed NSR Algorithm

Assume c is the number of class and V (i) is a matrix formed by the training
images from class i (i = 1, 2, · · · , c). Non-negative matrix V is generated by all
training samples, namely V = [V (1), V (2), · · · , V (c)]. By (4) and (5), we can ob-
tain the BNMF of V and choose basis image matrix W = [W (1),W (2), · · · ,W (c)]
as the non-negative learning dictionary. For a query vector y, we can get its
non-negative sparse solution s by solving the l1-regularized least squares prob-
lem (7). It yields that y ≈ Ws =

∑c
i=1 Wisi, where s = [sT1 , s

T
2 , · · · , sTc ]T and

si is the sparse coding coefficient associated with Wi. We will assign the testing
sample y to the lth class if ‖sl‖ is maximal.

Hence, our NSR algorithm is designed as follows.

Step 1: Given the initial values of parameters r0 and λ. Perform NMF on V (i), i =
1, 2, · · · , c. we have

(V (i))m×n0

NMF≈ (W (i))m×r0(H
(i))r0×n0 .

Step 2: Generate the sparse learning dictionary W as W = [W (1),W (2), · · · ,W (c)].
Step 3: For every testing image y, solving the following l1-minimization problem and

obtain its non-negative sparse feature vector s:

min
s

‖y −Ws‖22 + λ‖s‖1, s ≥ 0, λ ≥ 0.

Step 4: Rewrite s as s = [sT1 , s
T
2 , · · · , sTc ]T , where si is the sparse coding coefficient

vector associated with Wi.
Step 5: If l = argmaxi{‖si‖1}, then the query image y is assigned to the lth class.

3.2 The Proposed NSR Plus BNMF Method

This subsection will present a feature fusion face recognition algorithm called
NSR+BNMF method. Details of NSR+BNMF algorithm is designed below.

Step 1: Given the initial values of parameters r0, t and λ. Perform NMF on
V (i), i = 1, 2, · · · , c. we have

(V (i))m×n0

NMF≈ (W (i))m×r0(H
(i))r0×n0 .

Step 2: Get the sparse learning dictionary W as W = [W (1),W (2), · · · ,W (c)]
and calculate its Moore-Penrose pseudo inverse of W+.
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Step 3: Compute the class center vectors mi from V (i), i = 1, 2, · · · , c.
Step 4: For every testing image y, solving the following l1-minimization prob-

lem and obtain its non-negative sparse feature vector s from (7). Rewrite
s as s = [sT1 , s

T
2 , · · · , sTc ]T , where si is the sparse coding coefficient vector

associated with Wi.
Step 5: Calculate di = (1− t) ∗ ‖W+(y −mi)‖2 − t ∗ ‖si‖1, where 0 < t < 1.
Step 6: Identity(y)=argmini{di}.

4 Experimental Results

This section will evaluate the performance of the proposed methods for face
recognition. In all experiments, the values of parameters are given as r0 = 30,
t = 0.2 and λ = 0.01.

4.1 Face Databases

In our experiments, the ORL database and FERET database are selected for
the evaluations. The ORL database contains 400 images of 40 persons and each
person consists of 10 images with different facial expressions (open or closed
eyes, smiling or not smiling), small variations in scales and orientations. The
resolution of each image is 112x92, and with 256 gray levels per pixel. Image
variations of one person in ORL database are shown in Figure 1.

For FERET database, we select 120 people, 6 images from each person. The
resolution of each facial is also 112x92. The six images are extracted from four
different sets, namely Fa, Fb, Fc and duplicate. Fa and Fb are sets of images
taken with the same cameras on the same day but with different facial expres-
sions. Fc is a set of image taken with different cameras on the same day. Duplicate
is a set of images taken around 6-12 months after the day of taking Fa and Fb
photos. Images from two individuals are shown in Figure 2.

Fig. 1. Images of one person from ORL database
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Fig. 2. Images of two persons from FERET database

4.2 Comparisons on ORL Database

The experimental setting on ORL database is as follows. We randomly selected
n(n = 2, 3, · · · , 9) images from each individual for training and the rest (10− n)
images are for testing. The experiments are repeated 10 times and average ac-
curacies are then calculated. The average accuracies are recorded and tabulated
in Table 1 and plotted in Figure 3 (left). TN in table 1 means the numbers of
training samples.

It can be seen that the recognition accuracy of our NSR+BNMF method
increases from 92.19% with 2 training images to 99.50% with 9 training images.
The accuracies of BNMF and NSR increase from 80.84% and 86.69% with TN=2
to 96.00% and 98.50% with TN=9 respectively. Experimental results show that
our NSR method outperforms BNMF method, while our NSR+BNMF method
have the best performance on ORL database.

Table 1. Recognition rates on ORL database

TN 2 3 4 5 6 7 8 9

BNMF 80.84% 87.64% 92.33% 92.95% 95.06% 95.75% 95.63% 96.00%
NSR 86.69% 92.86% 95.04% 97.15% 98.19% 98.50% 98.13% 98.50%
NSR+BNMF 92.19% 96.11% 97.13% 98.50% 99.25% 99.08% 99.13% 99.50%

4.3 Comparisons on FERET Database

The experimental setting for the FERET database is similar with that of ORL
database. As the number of images for each person is 6, the number of training
images is ranged from 2 to 5. The experiments are repeated 10 times and the
average accuracy is then calculated. The average accuracies are recorded and
tabulated in Table 2 and plotted in Figure 3 (right) respectively. When 2 train-
ing images used for testing, the recognition rate of our NSR+BNMF method
is 83.06%, while the accuracies of BNMF and NSR are 75.60% and 73.44% re-
spectively. The performance for each method is improved when the number of
training images increases. When the number of training images is equal to 5, the
accuracy for our NSR+BNMF method is increased to 94.83%, while the accura-
cies of BNMF and NSR ascend to 90.58% and 88.83% respectively. It can be seen
that the proposed NSR+BNMF method also outperforms other two methods on
FERET database.
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Fig. 3. Recognition rate on ORL face database (left) and FERET face database (right)

Table 2. Recognition rates on FERET database

TN 2 3 4 5

BNMF 75.60% 84.56% 87.17% 90.58%
NSR 73.44% 81.56% 87.54% 88.83%
NSR+BNMF 83.06% 90.50% 93.75% 94.83%

5 Conclusions

In order to get a compatible non-negative sparse learning dictionary, this pa-
per proposed to use BNMF method to generate the suitable dictionary and
then developed a BNMF dictionary based NSR face recognition algorithm. The
non-negative sparse feature of a testing facial image can be obtained by solv-
ing l1-regularized least square problem. Our NSR method achieves good per-
formance and outperforms BNMF method on ORL database. But the proposed
NSR method is not robust to facial illumination variations. To further enhance
the discriminant power of NSR method, we also proposed a feature fusion ap-
proach via combining NSR-feature with BNMF-feature. Experimental results
have shown that the proposed NSR+BNMF method gives superior performance.
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Abstract. Illumination variation is still a challenging issue to address in face 
recognition. Retinex scheme is effective to face images under small illumination 
variation, but its performance drop when illumination variation is large. We 
further analyze the normalized images under large illumination variation and we 
find that the illumination variation has not been removed thoroughly in these 
images. Structural similarity is one of image similarity metrics similar to human 
perception. From SSIM, we extract the structure related component and name it 
as Normalized Structure Descriptor. It is clear that NSD is robust to 
illumination variation. We propose a scheme to combining Normalized 
Structural Descriptor with Single Scale Retinex. In our scheme NSD is 
extracted from the normalized image from SSR. And the face recognition is 
performed by the similarity of NSD. The experimental results on the Yale Face 
Database B and Extended Yale Face Database B show that our approach has 
performance comparable to state-of-the-art approaches.  

Keywords: Face Recognition, illumination Variation, Normalized Structural 
Descriptor (NSD), Single Scale Retinex (SSR). 

1 Introduction 

Existing face recognition (FR) systems have obtained satisfactory performances in 
controlled environment. However, some factors in uncontrolled environment have great 
impacts on the performances of FR systems. Among the factors, illumination variation 
is one of the most challenging issues to address in face recognition. It has been proven 
that in face recognition, differences caused by illumination variations are more 
significant than differences between individuals [1]. Both the face recognition vendor 
test (FRVT) 2002 [2] and FRVT 2006 [3] have revealed that large variations in 
illumination can seriously affect the performance of techniques for face recognition. 

Recently, numerous different approaches have been proposed to deal with 
illumination variation. Basically, these methods can be classified into three main 
categories: (1) illumination normalization, (2) illumination modeling, (3) illumination 
invariant feature extraction. In the first category, face images under illumination 
variation are normalized to face images under normal illumination. The typical 
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algorithms include Histogram Equalization (HE) [4], Logarithmic Transform and 
Gamma Correction. The illumination conditions of the processed image have not been 
considered in these algorithms and it is difficult to obtain the satisfactory results with 
them. The second category uses the assumption of certain surface reflectance properties, 
such as Lambertian surface, to construct images under different illumination conditions. 
Basri and Jacobs in [5] proved that the images of a convex Lambertian object obtained 
under different illumination conditions can be well approximated by a 9D linear 
subspace. Georghiades et al. [6] showed that the illumination cones of human faces can 
be approximated well by low dimensional linear subspaces. Therefore, the set of face 
images in �xed pose but under different illumination conditions can be efficiently 
represented using an illumination cone. Lee et al. [7] showed that the linear subspaces 
could be directly generated using real nine images captured under a particular set of 
illumination conditions. These methods can model the illumination variations quite 
well. However, the main disadvantage of them is that a lot of training samples are 
required, which makes it not practical for real applications.  

The third category tried to find the illumination invariant representation of face 
images under varying illumination conditions. Numerous approaches have been 
proposed to solve illumination problems. Local binary pattern (LBP) [8]. DCT [9] 
More recently, self-quotient image (SQI) [10] has been proposed with impressive 
improvement of performance for illumination problem. SQI employs the weighed 
Gaussian filter in which the convolution region is divided into two sub-regions with 
respect to a threshold, and separate values of weights are applied in each sub-region. 
Logarithmic total variation (LTV) [11] proposed by Chen et al. improved SQI by 
utilizing the edge-preserving capability of the total variation model. Inspired by the 
weber’s law, Wang et al. [12] proposed a novel illumination insensitive representation 
(Weber-face) of face images under varying illuminations via a ratio between local 
intensity variation and the background. Hou et al. [13] use relative gradients (RG) to 
restore an illumination compensated image by solving a Possion equation. Zhang et 
al. [14] proposed Gradient-faces which is more robust to different illumination thanks 
to no need to estimate reflectance R. Gradient-faces extracts illumination insensitive 
measure in certain scale while high frequency details are important to classification, 
so it has also less edge-preserving ability. 

The Retinex theory motivated by Land [15] is proposed to extract the reflectance 
component ),( yxR from the image ),( yxI by the illumination-reflectance model. 

Based on Retinex theory, Jobson [16] proposed Single Scale Retinex (SSR) to remove 
the illumination variation in face image. But it is effective for image under small 
illumination variation. Seok Lai Park [17] proposed an iterative scheme to removing 
the illumination variation more effectively. The iteration causes heavy computational 
complexity and it is time consuming.  

Structural similarity (SSIM) [18] is one of image similarity metrics similar to 
human perception. From SSIM, We extract the structure related component and name 
it as Normalized Structure Descriptor. It is clear that NSD is robust to illumination 
variation.  

Motivated by above, we propose a scheme to combining Normalized Structural 
Descriptor (NSD) with Single Scale Retinex (SSR-NSD) for illumination invariant 
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face recognition. We first get the normalized face images from SSR, which has 
removed most of illumination variation. we further extract NSD from the normalized 
images. NSD is robust to illumination variation. it complement the defect of SSR, 
which can not remove the illumination variation thoroughly if the illumination 
variation is large. Face recognition is implemented by the similarity between NSDs. 
Experimental results on Yale Face Database B [6] and Extended Yale Face Database 
B [6] show that our approach is fast and has the performance comparable to state-of-
the-art approaches. 

2 The Single Scale Retinex  

How robust is the Single Scale Retinex algorithm to illumination variation on face 
images? We test it using Yale Face Database B. The example face images from subset 
1-5, the normalized images and their histogram are shown in Fig.1.  
 

 

Fig. 1. The example face images , the normalized images from SSR and the histograms 

From Fig. 1, the normalized images from subset1~subset3 are good, while those 
from subset 4 and 5 still include the clear shadow. Furthermore, their histograms are 
much different from that of subset 1-3. Therefore, we could say that the Single Scale 
Retinex could reduce most of illumination variation. It leave little illumination 
variation for the face images under large illumination variation. To this problem, we 
need introduce further post-process.  

3 The Proposed Approach 

3.1 The Framework of the Proposed Approach 

We first extract the reflectance component R(x,y) by Retinex scheme [16]. Then 
we reduce the noise by smoothing linear filter. Finally we extract the normalized 
structural descriptor (NSD) and face recognition is implemented by the similarity 
of NSDs.  
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The scheme to SSR-NSD 
Input: an aligned face image I 
Output: SSR-NSDs of I  
  1: Extract the reflectance component R from face image using SSR scheme  
  2: Reduce the noise of R by smoothing, and we get normalized image S.  
  3: The S is divided into sub-images of size 5*5, the Normalized Structural 

Descriptor is extracted from each sub-image. The descriptors for all the sub-images 
are integrated into SSR-NSDs of image I. 

3.2 Extract the Normalized Structural Descriptor (NSD) 

At the beginning of this section, we analyze characteristics of Structural similarity 
(SSIM). SSIM is proposed to measure the similarity between image q and t . The 

measurement from SSIM is much similar to human perception. The traditional SSIM 
is the product of illumination contrast function L, the contrast contrast function C and 
structural contrast function S. the component L is related to the average illumination. 
And the component C is related to the variation of illumination. S is related to the 
structure. Therefore, we could say that the component S is possibly robust to 
illumination variation. We further analyze the component S [18].  

Where qσ and tσ are the variance of image q and t respectively. qtσ is the 

correlation covariance of image q and t , as shown in Equation (2).  

Where N is the total number of pixels in image q and t . iq and it are the i th pixel 

in image q and t respectively. qμ and tμ are the average of the corresponding image. 

where the constant C is included to avoid instability when tqσσ is very close to zero 
Therefore, we could say that C is neglectable in theory. By combining Equation (1) 
and (2), we get Equation (3) 

C

C
s

tq

qt

+
+

=
σσ
σ

 

  

(1) 

∑
=

−−
−

=
N

i
tiqiqt tq

N 1

))((
1

1 μμσ  

  

(2) 



38 L. Wu, P. Zhou, and X. Xu 

 

In Equation (3), S is the summary of product of two similar components, each of 
which is from the corresponding image. We name the component as Normalized 
Structural Descriptor (NSD). In a sub-image, the NSD is represented as follows: 

Where, yxW , is the sub-image of size 5*5. ),( yxf  is the pixel in yxW , , 

fμ and fσ are the average and variance of the pixels in the sub-images yxW ,  

respectively. 

4 Experiments 

4.1 Experiment Setting 

We test our approach on the Yale Face Database B [6] and Extended Yale Face 
Database B [6]. These databases are the most commonly used databases for face 
recognition across illumination variation, so it is best for comparison with state-of-
the-art approaches. We compare our approach with HE [4], LBP[8], DCT [9], SQI 
[10], LTV [11], WF [12], RG [13], GF [14], SSR [16], LRM [19] and NSD. The 
results of these approach except SSR are obtained from the corresponding reference. 
The results of SSR are obtained from our experiment. 

The Yale B database contains 5760 face images of 10 subjects under 64 different 
illumination conditions for 9 poses per subject. The Extended Yale Face Database B 
contains 16128 images of 28 human subjects under 64 different illumination 
conditions for 9 poses per subject. Because we focus on the issue of illumination 
variation, only frontal face images are used in this experiment. All images are cropped 
and resized to 180*180.  

The images are divided into 5 subsets based on the angle between the light 
direction and the camera axis. Subset 1 (0 to 12 degree), subset 2 (13 to 25 degree), 
subset 3 (26 to 50degree), subset 4 (51 to 77 degree), subset 5 (above 78 degree). Fig. 
2 shows some sample images of the first subject in different subsets. 
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Fig. 2. Sample images of the first subject in five subsets 

4.2 Comparison of Single Scale Retinex and SSR-NSD  

We compare the image from SSR and SSR-NSD, as show in Fig. 3. The images from 
SSR-NSD look more similar to each other than that from SSR. Furthermore, the SSR-
NSDs from different subjects are different. Therefore, we could say that the SSR-
NSD further reduces the illumination variation and it preserves the inter-class 
discrimination.  

 

Fig. 3. Comparison of SSR and SSR-NSD (a) the original five face images of two subjects, (b) 
the normalized images from SSR, (c) the histogram of (b), (d) the image from SSR-NSD, (e)the 
histogram of (d) 

4.3 Comparison of Face Recognition Performance 

In the first experiment, the neutral light sources (“A+000E+00”) are chosen as the 
gallery and all the other frontal images in subsets 1-5 are probes. Face recognition is 
performed with the nearest neighbor classifier measured with the NSD. The 
comparison results in Yale face database and Extend Yale face database are shown in 
Table 1 and Table 2 respectively. 
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Table 1. The comparison results on Yale Face Database B (neutral light sources as gallery) 

Methods subset 1 subset 2 subset 3 subset 4 subset 5 average 

HE 100.0 99.2 73.3 42.1 43.2 71.56 

RG 100.0 100.0 94.2 59.3 39.5 78.6 

LTV 100.0 100.0 75.8 72.1 79.8 85.54 

SSR 100.0 100.0 92.86 87.5 91.5 94.372 

NSD 100.0 100.0 91.43 84.17 90.53 93.226 

Ours 100.0 100.0 97.1 92.5 96.8 97.28 

Table 2. The comparison results on Extended Yale Face Database B (neutral light sources as 
gallery)  

Methods subset 1 subset 2 subset 3 subset 4 subset 5 average 

HE 97.81 92.76 36.18 10.90 13.42 50.214 

SQI 88.60 100.0 85.75 87.97 81.20 88.704 

LTV 87.28 99.78 66.67 45.49 44.32 68.708 

WF 79.39 99.78 75.88 77.07 74.38 81.3 

GF 94.74 100.0 83.33 75.94 74.65 85.732 

SSR 91.23 100.0 81.95 78.48 81.16 86.564 

NSD 90.35 100.0 79.89 76.32 79.75 85.262 

Ours 96.0 100.0 84.38 78.90 87.79 89.414 

 
Both Table 1 and Table 2 show that HE and LTV have good performance for face 

image in subset 1 and 2. And RG is good for subset 1-3, our approach gets 100% 
recognition rate for subset 1 and 2, and we get over 90% recognition rate for other 
three subsets. The averaging recognition rate is 97.28%. Our approach is better than 
Single Scale Retinex (SSR) and Normalized Structural Descriptor (NSD) .  

In the second experiment, the face images in subset 1 are chosen as the gallery, and 
all the other frontal images in subsets 2-5 are probes. The comparison results in two 
face databases are shown in Table 3 and 4 respectively. 

Because more face images are included in the gallery, our approach got 100% 
recognition for all the four subsets in Yale face database B and we get near 100% 
recognition rate in Extend Yale face database. It is also better than the compared 
schemes.  

In summary, our approach outperforms LTV, LBP, HE, SQI, DCT and LRM. But 
we get a little better performance than SSR and NSD. 
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Table 3. The comparison results on Yale Face Database B (subset 1 as gallery) 

Methods subset 2 subset 3 subset 4 subset 5 average 

HE 100.0 81.4 47.1 38.6 66.775 

SQI 100.0 96.7 80.7 84.7 90.525 

LTV 100.0 100.0 98.5 100.0 99.625 

GF 100.0 100.0 99.3 100.0 99.825 

SSR 100.0 98.3 98.3 100.0 99.15 

NSD 100.0 100 98.33 99.47 99.45 

Ours 100.0 100.0 100.0 100.0 100 

Table 4. The comparison results on Extended Yale Face Database B (subset 1 as gallery) 

Methods subset 2 subset 3 subset 4 Subset 5 average 

DCT 100.0 89.5 89.2 87.4 91.525 

LTV 100.0 85.9 85.9 85.4 89.3 

LBP 100.0 98.0 77.6 35.6 77.8 

LRM 100.0 88.8 92.4 92.4 93.4 

SSR 100.0 99.81 98.68 98.31 99.2 

NSD 100.0 98.87 96.71 97.23 98.328 

Ours 100.0 100.0 99.8 98.9 99.675 

5 Conclusion 

Face recognition across illumination is a challenging problem. Although there are 
some competitive approaches, practical approaches still are needed. We propose an 
illumination invariant face recognition scheme to combining Normalized Structural 
Descriptor (NSD) with Single Scale Retinex (SSR-NSD). The compared experimental 
results on Yale Face Database B and Extended Yale Face Database B show that our 
approach has performance comparable to the state-of-the-art approaches.  
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Abstract. The traditional active shape model (ASM) and optical flow tracking 
methods are mainly used in the near frontal face or little changes on the face. 
However, they may easily fail to work, when there exists a change of face 
posture, expression or shelter. This paper presents a particle filter facial feature 
point tracking method that based on color and texture features and a shape 
constraint model. As the nostrils feature point area usually has non-rigid 
changes in the whole tracking, we extract the color and texture features of the 
area as the observation model. Then the rest feature points take it as a reference 
and build a geometric shape constraint model for tracking in real-time. If the 
tracking error exceeds the threshold value, we restart ASM searching and 
update the observation model so that each of the feature points can be tracked 
accurately. Experimental results demonstrate the effectiveness and accuracy of 
the proposed method. 

Keywords: Facial Feature Point Tracking, ASM, Particle Filter, Shape 
Constraint Model, Color and Texture Features. 

1 Introduction 

In recent years, real-time and robust facial feature point tracking in computer vision is 
still a challenging task. It is widely used in various fields of human-computer 
interaction. For example, facial expression recognition, facial expression imitation, 
and 3D face modeling. They all need precise tracking results to use for further data 
analysis. So far, the facial feature point tracking faces many challenges, e.g., the 
change of face posture, expression and illumination as well as short occlusion. 

To solve these problems, early researchers often use the principal adaboost 
algorithm to detect the face at first, and then track the facial points by the deformable 
template [1] and active appearance model (AAM) matching method [2]. Although 
these methods can accurately conduct face contour tracking, but the real-time is not 
satisfactory. Huang et al. [3] proposed a combination of random forest and linear 
discriminate analysis (LDA) pose estimation algorithm for tracking the facial feature 
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points, and then used the online appearance model (OAM) [4] and incremental 
principal component analysis (PCA) [5] to update the AAM texture model. This 
method efficiently solves the change of illumination, expression and poses during 
tracking. Cui et al. [6] proposed to use Lucas-Kanade optical flow algorithm [7] to 
align the human face based on the traditional AAM. Although this method is real-
time, but cannot effectively solve the posture change or temporary occlusion, and is 
not robust for real applications. 

Recently, some scholars began to use the particle filter [8] to perform facial feature 
point tracking. Yun et al. [9] proposed a multi-differential evolution particle filter 
Markov model and color of the kernel-based correlation analysis method. But its error 
is large and its time complexity is also high. David et al. [10] proposed a low-
dimensional subspace incremental learning representation method. It effectively 
adapted the online target model changing, which mainly includes two important 
features for the model update: updating sample mean and joining a forgetting factor. 
The method effectively improved the tracking performance. It performed well in 
dealing with the variation of pose, illumination and expression. 

This paper presents a particle filter feature point tracking method that based on 
color and texture features and a shape constraint model. First, we use the ASM to 
locate the facial feature points automatically. According to the nostrils feature point 
area usually has non-rigid changes during tracking, we extract the color and gradient 
texture features of this area as the observation model. The rest feature points take the 
nostrils area as a reference and build a shape constraint model for real-time tracking. 

The rest of this paper is organized as follows. Section 2 describes our facial feature 
point tracking algorithm in detail. In Section 3, experiment results are presented to 
demonstrate the effectiveness and accuracy of the proposed method. In Section 4, the 
conclusion and future work are outlined. 

2 The Proposed Algorithm 

Video usually has so much information. If we use only a single feature as the 
observation model, it is easily fail to track. So we need to use the multiple features 
fusion to represent it. In this paper, we select the color histogram and direction 
gradient texture features to represent the observation model. 

2.1 Color Histogram Feature 

Color features are usually used as the basic feature for target tracking. Because there 
exists a strict correlation among the various components in the RGB color space, we 
transform the RGB color space into the HSV color space. H component represents the 
color hue. After we get the H component, we calculate the H component color 
histogram and normalize it. 

At time t, all particles { , , 1,2, , }i i
t t tX x w i N= =   use the previous position of former 

particles at time t-1 as the center, and calculate their corresponding target models for 
the candidate region. Thus we get N candidate normalized histograms. Then we use 
the Bhattacharyya distance formulation to measure the similarity between each 
candidate region of the normalized cH  and the target color histogram 0H . 
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where i is the number of histogram box, and 0( , )c cD H H  represents the similarity 

between each candidate normalized color histogram and the target color histogram. 

2.2 The Amplitude and Direction Gradient Texture Feature 

The amplitude and direction gradient texture information of each pixel of the nose 
feature point area are calculated by the gradient of the texture with the weighted 
magnitude and direction. For the similarity of the gradient texture feature, we use the 
Euclidean distance to measure it between each candidate area and the model area. 
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where [ ( ), ]T tD p X q represents the gradient texture similarity between each candidate 

area and the model area at tX , i
MODELq is the direction gradient texture feature in the 

model area and m devotes pixel numbers. 

2.3 Dynamic Model 

The state of particle is defined as [ , , , ]X x y dx dy= , where ,x y  specifies the center 

of the target area, and ,dx dy  indicates the offset of the x and y directions. The 

dynamic model usually is represented by a first order autoregressive process model. 

( ) ( ) ( )
1 1

n n n
t t tX X N− −= +  (3) 

where ( )
1

n
tN −  is a noise matrix at time t-1. It can be obtained by the random number 

generator or the empirical distribution and training. 

2.4 Observation Model 

The observation model of each particle is represented by the color histogram and 
direction gradient texture features in this paper. The color likelihood measurement is 
given by 

0( | ) exp( 20 ( , ))i
c t t c cp z x D H H= −  (4) 

where ( | )i
c t tp z x  refers to the probability of color histogram between each candidate 

area and the target area at time t. If the value is large, it means that area is the particles 
most likely concentrated. The texture likelihood measurement is defined as follows: 
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( | ) exp( 10 [ ( ), ])i
T t t T tp z x D p X q= −  (5) 

where ( | )i
T t tp z x  refers to the probability of the normalized direction gradient texture 

between each candidate area and the target area under tX  at time t. If the value is 

large, it means that area is the particles most likely concentrated. Thus, the weighted 
multiple features likelihood measurement can be obtained by combing the color 
histogram and direction gradient texture feature measurements at time t: 

( | ) ( | ) ( | )i i
t t c t t T t tp z x p z x p z xα β= +  (6) 

where 1α β+ = . Let the importance density function be 1 1( | , ) ( | )t t t t tq X X z p X X− −= , 

Then, the update of each particle weighted value is given as follows: 

( ) ( )
1[ ( | ) ( | )]i i i i

t t c t t T t tw w p z x p z xα β−= +  (7) 

According to the dynamic model ( )i
tX  and the observation model ( )i

tw , we can obtain 

the state position of each particle as follows: 

1
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(8) 

2.5 Shape Constraint Model 

Our method focuses on using color histogram and direction gradient texture features 
to track the nostrils feature point area. The rest key feature points take the area as a 
reference and build a geometric shape constraint model for tracking [11]. Our 
geometric shape constraint model is defined as follows (see Fig. 1). 

 

Fig. 1. Shape constraint model 

This paper mainly uses the eyes, eyebrows, nostrils, mouth, and other key feature 
points to build the shape constraint model as shown in Fig. 1. These key feature points 
includes: Eight eyes points: right eye 27, 28, 29, 30 and left eye 32, 33, 34, 35; Four 
eyebrows points: left eyebrow 16, 18 and right eyebrow 22, 24; Nostrils points 46, 47; 
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Four mouth points 48, 51, 54, 57. The shape constraint condition of each feature point 
is defined as follows: 

(1) The shape constraint of the eyes and eyebrows 
2 4

( (29) (27))
3 3

EW Width x x EW× ≤ − ≤ × ;  1
( (29) (27))

3
Height x x EH− ≤ × ; 

2 4
( (24) (22))

3 3
EBW Width x x EBW× ≤ − ≤ × ;  (29) (34) (46) (47) 1

( )
2 2 2

x x x x
Width EMW

+ +− ≤ ; 

(29) (27) 1 (29) (27) 1
( ) ( (30)) ( )

2 4 2 4

x x x x
W EW Width x W EW

+ +− × ≤ ≤ + × ;  

( (24)) ( (28)) ( (30))Height x Height x Height x≤ ≤ ; 
(29) (27) (29) (27)

( ) ( (30)) ( )
2 2

x x x x
Height H eight x Height EH

+ +≤ ≤ + . 

(2) The shape constraint of the mouth 

( (46)) ( (51)) ( (47))Width x Width x Width x≤ ≤ ;  (46) (47) 1
( (51)) ( )

2 2

x x
Height x Height HMN

+≥ + × ; 

(46) (47) 1
( (51)) ( )

2 2
x x

Height x Height HMN
+≥ + × ; ( (46)) ( (57)) ( (47))Width x Width x Width x≤ ≤ ; 

( (57)) ( (51))Height x Height x≥ ;                      ( (57)) ( (51))Height x Height x≥ ; 
1

( (51)) 2 ( (48)) ( (51))
2

Width x MW Width x Width x MW− × ≤ ≤ − × ;  ( (48)) ( (51))Height x Height x≥ ; 

1
( (51)) ( (54)) ( (51)) 2

2
Width x MW Width x Width x MW+ × ≤ ≤ + × ;  ( (54)) ( (51))Height x Height x≥ . 

2.6 Summary of the Tracking Algorithm 

(1) Use the Viola Jones to detect the human face position in the first frame. 
(2) Use ASM algorithm to locate the facial feature points in the first frame 

automatically. 
(3) Initialize the color histogram and direction gradient texture parameters and the 

particle filter numbers. 
(4) Move to next frame. According to the dynamic model (Formula (3)), find the 

nostrils target area, and then calculate the color histogram and direction gradient 
texture features of the area according to Formulae (4) and (5), at last calculate 
the similarity of the whole observation model (Formula(6)). 

(5) Update the weight value according to Formula (7) and normalize it, use Formula 
(8) to decide the particles state position at time t. 

(6) In the particle filter tracking, start the shape constraint model. If the track fails, 
or the distance between rest feature points and nose reference point exceeds the 
threshold value, restart ASM searching and update the observation model. 

(7) Go to step (4) until video ends. 
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2.7 The Flowchart of the Tracking Algorithm 

 

Fig. 2. Flowchart of facial feature tracking system 

3 Experimental Results 

The proposed facial feature tracking algorithm is implemented in Visual Studio 2008 
and OpenCV 2.1 environment on a Windows platform with Intel Core 2 CPU 
2.7GHz. To evaluate the effectiveness of our algorithm, we record a video for 
experiment by ourselves. Its resolution is 320×240 pixels and contains 580 frame 
numbers. The video frame rate is 30 frames per second. This video includes facial 
posture, expression, shelter and other complex changes. In the experiment, the target 
area is based on the center coordinates of feature point 67. The x and y coordinate 
difference of points 42 and 38 are the area’s width and height, respectively. The 
particle number is 100. We compare our Shape Constrained Color and Texture 
Particle Filter Tracking (SCCT-PF) with Optical Flow Tracking (OF), and Color and 
Texture Particle Filter Tracking (CT-PF) [8]. Fig. 3 shows that OF is easy to fail 
tracking. If continue tracking, the feature points will easily drift away. CT-PF [8] used 
the particle filter based on color and texture to track. Though it is not easy to drift, the 
tracking accuracy is not satisfactory for each feature point. But if we use two features 
and shape constraint model to track, every point can be tracked accurately. Fig. 4 
shows some tracking results by using SCCT-PF. 

Finally, we compare the Root Mean Square Error (RMSE) for the three tracking 
methods. The average error rate of OF is 15.4944 and CT-PF method is 12.3697, but 
SCCT-PF is only 4.5677, which shows that the RMSE of our method is the lowest and 
the accuracy of tracking is the best. Fig. 5 shows the varying tendency of the three 
tracking methods. It can be seen, the RMSE of our method is significantly lower than the 
other two methods. Thus, in the particle filter tracking framework, building a geometric 
shape constraint model is also important to extract the color and texture features as the 
tracking information. It can well improve the accuracy of facial feature point tracking. 
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Fig. 3. Feature point tracking results under varying shelter (row 1: OF; row 2: CT-PF; row3: 
SCCT-PF) 

 

Fig. 4. Tracking Results of SCCT-PF (frames 1, 69, 103, 139, 164, 287, 402, 503, from left to 
right and up to down) 
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Fig. 5. RMSE Comparison among three tracking methods 

4 Conclusion 

This paper presented a particle filter facial feature point tracking method that based on 
color and texture features and a shape constraint model. We extracted the color and 
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texture features of the nostrils feature point area as the observation model. The rest 
feature points took it as a reference and built a shape constraint model for real-time 
tracking. This method can well improve the performance when shelter, posture and 
facial expression change during the tracking, and obtain more accurate and 
satisfactory results. Our further work focuses on the selection of the observation 
model and the improvement of the dynamic model with other features. Also, the 
update of the model needs further improvement. 
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Abstract. Nonlinear dimensionality reduction and face classifier selection are two 
key issues of face recognition. In this paper, an efficient face recognition algorithm 
named Robust Marginal Fisher Analysis (RMFA) is proposed, which uses the recent 
advances on rank minimization. Marginal Fisher Analysis (MFA) is a supervised 
manifold learning method who perseveres the local manifold information. However, 
one major shortcoming of MFA is its brittleness with respect to grossly corrupted or 
outlying observations. So the main idea of RMFA is as follows. First, the 
high-dimensional face images are mapped into lower-dimensional discriminating 
feature space by low-rank matrix recovery (LR), which determines a low-rank data 
matrix from corrupted input data. Then try to obtain a set of projection axes that 
maximize the ratio of between-class scatter bS  against within-class scatter wS  
by using MFA. Several experiments are used to illustrate the benefit and robustness 
of RMFA.  

Keywords: Low-rank Decomposition, Marginal Fisher Analysis, Robust, 
Classification. 

1 Introduction 

Face recognition (FR) has attracted the attention of researchers for more than two 
decades due to its widespread applications in many fields. However, in the real world, 
image data often lies in a high-dimensional space, ranging from several hundreds to 
thousands. Thus, it is necessary to transform the data from high-dimensional space to a 
low-dimensional one for alleviating the curse of dimensionality. As a result, numerous 
face recognition algorithms have been proposed. Among them, Principal Components 
Analysis (PCA) and Linear Discriminant Analysis (LDA) are two well-known feature 
extraction and dimensionality reduction methods for face recognition [14]. However, 
they fail to discover the intrinsic structure of face data which is more important than 
the global Euclidean structure[15]. To discover the intrinsic manifold structure of the 
face data, Kernel method and Manifold learning were proposed. 

In 2000, the idea of manifold learning was first been proposed in Science [3], and 
became a hotspot in information science field due to its important significant in theory 
and application. Several nonlinear dimensional reduction algorithms (including 
ISOMAP[2], LLE[3], LE[4] and MFA[1]) were recently developed. Among these 
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algorithms, Marginal Fisher Analysis(MFA) has gained significant popularity due to 
its solid theory foundation and generalization performance[13]. MFA aims to preserve 
the within-class neighborhood relationship and dissociating the sub-manifolds for 
different classes. It is based on the graph embedding framework and explicitly 
considers the internal geometry structure and class label information. Although MFA 
seems to be more efficient than other manifold learning algorithms for face recognition, 
its performance and applicability are limited by a lack of robustness to sparse errors 
with large magnitudes for FisherFaces. 

In many applications like face recognition and computer vision, gross errors are 
ubiquitous, where some measurements may be arbitrarily corrupted (e.g., due to 
occlusion or sensor failure) or simply irrelevant to the structure we tend to identify. The 
performance will be degraded when using such corrupted images for training. Thus, 
several approaches on solving this problem have been explored in the literature 
including robust PCA and low-rank matrix recovery (LR). Among them, low-rank 
matrix recovery can be solved in polynomial time and has been shown to provide 
promising results [5]. 

Motivated by recent progress in low-rank matrix decomposition and MFA, we 
propose a more effective method, called Robust Marginal Fisher Analysis (RMFA) in 
this paper. The main idea of RMFA is that the LR constraint can decompose the 
original corrupted training data matrix X into the low rank matrix A and sparse error 
matrix E. Thus, a noise-free data matrix A has been obtained. By adding the low-rank 
constraint, we use the noise-free data matrix A for training, which can lead RMFA have 
more robustness and discriminating power compared with traditional classification 
algorithms. The extensive experimental results in the paper will demonstrate the 
effectiveness of RMFA. 

2 Related Works 

In this section, we will introduce two related Marginal Fisher Analysis and Low-rank 

matrix decomposition.  

2.1 Marginal Fisher Analysis 

Marginal Fisher Analysis (MFA) is a kind of manifold learning algorithm which is an 
effective tool for nonlinear problem. The main idea of MFA is to construct two graphs 
according to the neighborhood relationship of samples, then formulate the criterion of 
cohesion among intra-class samples and separation among inter-class samples 
according the two graphs. 

MFA mainly contains two graphs (intrinsic graph and penalty graph), shown in 
Fig.1. Owning to taking the labels of training samples into consideration, a criterion 
function has been formulated to find a projection that maximizes the ratio of 
between-class scatter bS  against within-class scatter wS . That is to say MFA tend to 
obtain a set of projection axes to preserve the within-class neighborhood relationship 
while dissociating the sub-manifolds for different classes. The criterion function can be 
defined as: 
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(a) Intrinsic graph                 (b) penalty graph 

Fig. 1. Intrinsic graph and penalty graph. (a) is the intrinsic graph, which is used to connect the k1 
neighborhoods for each samples in the same class and describe the tightness within the class. (b) 
is the penalty graph, which is used to connect the k2 neighborhoods (boundary points) for each 
sample in different classes and describe the separability. 
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2.2 Robust PCA and Low Rank Matrix Recovery 

In many engineering problems, the input matrixes are often corrupted by gross errors or 
outliers, some of the matrix data could even be missing, or only a set of measurements 
of the matrix is accessible rather than its entries directly. Due to this problem,  
 

 

Fig. 2. Decompose the original corrupted by outliers into low-rank matrix and associated sparse 
error. There are nine images for both of the classes with different expression and noise. 
Obviously, there is no distinct boundary in original images between the two classes, after 
decomposition, the two classes gather in their own district. 
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Low-rank matrix recovery (LR) is used to correct corrupted or missing data. Thus, we 
intend seeking to recover the true matrix A from X. Low-rank matrix recovery (LR) is 
a technique to decompose a data matrix X into A + E, where A is a low-rank matrix and 
E is the associated sparse error. In other words, LR is used to remove the outliers or 
corruptions and project only the noise-free images [7]. As shown in Fig.2 

Assume the input data matrix d n×∈X  , LR minimizes the rank of matrix A while 

reducing 
0

E  to derive the low-rank approximation of X. Since the aforementioned 

optimization problem is NP-hard, Candes et al. [6] solve the problem by transforming 

the objective function as following: 

* 1,
min

s.t.

λ+

= +
A E

A E

X A E
                                 (2) 

where 
*
⋅  denotes the nuclear norm of the matrix (i.e., the sum of the singular 

values of the matrix), and 
1
⋅  represents the l1-norm, (i.e. the sum of the absolute 

values of entries in the matrix). 

3 Robust Marginal Fisher Analysis 

3.1 Objective Function 

Let 1 2{ , , , }n=X x x x  be a matrix containing nd-dimensional samples and 

belonging to c classes, possibly corrupted by outliers. , 1, ,d
i R i m∈ =x  , and w 

donates the projection, T ( 1, , )i i i m= =y w x  .Formally, X = A + E, where A is the 

underlying noise-free low-rank component and E contains the outliers. In the 

traditional Marginal Fisher Analysis (MFA), one usually uses the original data directly 

from X as training set. The noise-free component A is unknown, so Fisherfaces 

constructed by X is a biased estimation. Our RMFA solved this problem by 

factorizing X into A plus E (using (2)) and then using the noise-free matrix A to 

construct the Fisherfaces.  

The most common method for solving this convex relaxation version called 

augmented Lagrange multipliers (ALM) [8], which has been applied due to its 

computational efficiency. Thus the objection function can equivalent to: 

2

* 1
( , , , ) ,

2 F
L

μμ λ= + + 〈 − − 〉 + − −A E Γ A E Γ X A E X A E             (3) 
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Using the noise-free samples for training and then construct the Intrinsic Graph and 

Penalty Graph. The Within-class scatter matrix wS  can be defined as: 

1 1

1 1

2T T T T
w

( ) or ( )

2 ( )

1,  ( )  ( )

0, 

k k

i j
i i j j i

k k
ij

when i j j i

otherwise

+ +∈ ∈

+ +⎧ ∈ ∈⎪= ⎨
⎪⎩

∑ ∑
N N

S = w a - w a = w A D W A w

N N
W

or

-

    (4) 

Where 
1
( )k i+N denotes the sample set of k1 neighbor points of xi within the class, D is 

a Diagonal matrix, and ii ij
j

=∑D W . The Between-class scatter can be defined as: 

2 2

2 2

2T T T b b T
b

( , ) ( )  or( , ) ( )

P

2 ( )

1, ( , ) ( )  ( , ) ( )

0, 

k i k j

i j
i i j c i j c

k i k j

ij

when i j c i j c

otherwise

∈ ∈

∈ ∈⎧
= ⎨
⎩

∑ ∑
P P

S = w a - w a = w A D W A w

P P
W

or

-

    

（5） 

Where 
2
( )k icP denotes the sample set of k2 neighbor points of xi between the 

classes, pD  is a Diagonal matrix, and b b
ii ij

j

=∑D W .  

Thus, the criterion function can be defined as: 

T b b T

RMFA T T

( )
( ) arg max

( )
J =

w

w A D - W A w
w

w A D - W A w
                    (6) 

Where 
1
( )k i+N denotes the sample set of k1 neighbor points of xi within the class, D 

is a Diagonal matrix, and ii ij
j

=∑D W . 

The objective function can be solved by Lagrangian method and transform the 

equation to  L L
b wλ=S v S v。In order to avoid L

wS  to be singular.  
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3.2 Algorithm Process 

The detailed algorithmic procedure of robust MFA is stated in Algorithm 1. 

Algorithm 1. ALM algorithm for solving Robust Marginal Fisher Analysis 

1:  input: training data 1 n[ , , ]=X x x , the parameters λ  

2:  Reduce the dimension of original images using PCA. 

5:  Low-Rank decompose: X=A+E 

6:  Construct Intrinsic Graph  and Penalty Graph: 

( ) ( )1

0
w wi K j j K iw

ij

if N or N
W

otherwise

⎧ ∈ ∈⎪= ⎨
⎪⎩

a x a x
, 

( ) ( )1

0
b bi K j j K ib

ij

if P or P
W

otherwise

⎧ ∈ ∈⎪= ⎨
⎪⎩

a a x a
 

7:  Construct Within-class scatter matrix wS  and between-class scatter matrix bS : 

 T
w ( )w wS = A D - W A , T

b ( )b bS = A D - W A  

8:  solving the generalized characteristic equation: L L
b wλ=S v S v  

10: output: v 

4 Experiments 

In this section, the proposed method was applied for pose estimation and face 
recognition and tested on two well-known face image databases (AR and extended 
Yale B). 

We compare our RMFA method against classical methods on pose estimation and 
face recognition. In order to evaluate the robustness of the proposed method, we 
applied it to problems with intrinsic noises and outliers to different extents. The first 
experiment illustrates the ability of RMFA to remove in-subspace outliers in AR and 
Extended Yale B databases. The second experiment reports the comparisons of our 
RLDAMFA against PCA and RPCA, MFA and UDP on the same two databases.  
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(a) Faces in AR database 

             

(b) Faces in Extended Yale B database 

Fig. 3. AR and extended Yale B database for object recognition and action classification. (a) be 
the samples taken from AR database. (b) be the samples taken from extended Yale B database. 

4.1 Experiments on the AR Face Database 

AR database [9] consists of over 4,000 color frontal face images of 126 subjects (70 
men and 56 women). Each subject contains 26 images which are separated in two 
sessions and each session contains 13 images (three images with sunglasses, another 
three with scarves, and the remaining seven simply with illumination and expressions 
variations). We cropped the face portion of each image manually and then resized it to 
50 40 2000× =  pixels (see Fig.3 (a)). We separate the experiment into two parts: (1) 
we choose several images without occlusion for training; (2) we choose both images 
with and without occlusion for training. 

4.2 Images without Occlusion 

In this experiment, we choose the first 7 clean images from the first session for 
training, and the corresponding clean images in session 2 for testing. Thus, the total 
number of training and testing samples is both 840. The result shown in Fig.4. 
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Fig. 4. The performance of different methods while training samples were noise-free 

In this experiment, RMFA is slightly better than other algorithms due to using the 
noise-free training samples. In order to reveal the advantage of our method, we 
experiment the method with corrupted training samples in the next sections. 

4.1.2   Images with Occlusion 
In this experiment, we test the performance on AR database under varying occlusions 
due to sunglasses and scarf. And compare RMFA with PCA, RPCA, MFA and UDP in 
recognition. We selected corrupted images due to the occlusion of expressions which 
occlude about 20%, sunglasses which cover nearly 30% and scarf which cover nearly 
50% of the faces. (1) Seven clean images and three images with sunglasses in session 
1 for training and the remaining images for testing; (2) Seven clean images and three 
images with scarf in session 1 for training and the remaining images for testing; (3) 
Seven clean images and two different occluded images (one images with glasses an 
one images with scarf) in session 1 for training and the remaining images for testing. 
The results shown in Table.1 and Fig.5 

Table 1. The best recognition results under cases with occlusions 

 RMFA PCA RPCA MFA UDP 

Sunglasses 0.7833 0.7167 0.71 0.7233 0.7467 

Scarf 0.7333 0.68 0.68 0.7 0.7 

Sunglasses +Scarf 0.7 0.6423 0.6397 0.6846 0.6333 
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(a) Sunglasses               (b) Scarf           (c) Sunglasses+Scarf 

Fig. 5. The performance of different methods while training samples were disturbed by 
sunglasses and scarves 

When 20%, 30%, 50% of the images are corrupted, MFA and UDP can both 
perform better than traditional discriminate methods. The most important reason is 
that manifold methods preserved the intrinsic structure of images. However, they 
ignore the occlusion included in the images, thus our RMFA has a big advantage in 
separating noise from corrupted images. And we can see RMFA reaches 78.33%, 
73.33% and 70%, which are higher than other similar methods while MFA reaches 
74.6%, 70% and 63.33%. In other words, our method improves the MFA by 3% to 
7%. In next subsection, we will illustrate the ability of RMFA in head pose estimation 
under different lighting conditions. 

4.3 Experiments on the Extended Yale B Database 

extended Yale B database [10] consists of 2,414 frontal face images of 38 subjects 
(around 59-64 images for each person) from Yale Database B and C. The size of 
cropped and normalized face images is 192 168  32256× =  pixels. According to the 
angle the light source direction makes with the camera axis, the images from each 
pose were divided into 4 subsets: subset1 (≤12°), subset2 (≤25°), subset3 (≤50°), 
subset4 (≤77°), shown in Fig.3 (b). 

In order to indicate the effectiveness of our method, we experiment further on 
Extended Yale B database. In this experiment, we choose randomly 20 images for 
training and the remaining images for testing. And we also compare our method 
against PCA, RPCA MFA and UDP for discrimination (results shown in Fig.6). 

In both experiments, our method outperforms all other associated methods for pose 
estimation as shown in Fig.6(a) and face recognition as shown in Fig.6(b). Comparing 
the two methods (in Fig.6(a)) of MFA and RMFA, they both perform well, but MFA 
fails in preserving more personal features, while LRLDA obtains noise-free images 
and keeps main features at the utmost in the same time. In Fig.6(b), MFA performs 
much better than PCA, RPCA and UDP in recognition, and reach 70%. But RMFA 
achieves 80% which due to the noise-free samples for training. In other words, our 
method improves MFA by about 10%. Thus, we confirm the useful of our RMFA 
especially when alleviates the problem of severe illustration variations even such 
noise is presented in both training and testing samples. 
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(a) Eigenfaces obtained by RMFA and MFA        (b) Extended Yale B database 

Fig. 6. The performance of different methods while training samples were disturbed by no 
occlusions 

According to the experiments we demonstrated above, RMFA has been proved to 
be an effective tool for pose estimation, classification and discrimination. Thus, we 
successfully confirm the effectiveness and robustness of our proposed method. 

5 Conclusion 

The paper proposed a Robust Marginal Fisher Analysis (RMFA) that is robust to 
corruptions in the input data. By introducing the low-rank constraint into the 
traditional Marginal Fisher Analysis (MFA), we can get a set of noise-free images and 
obtain a projection subspace for classification. The experiments on AR and Extended 
Yale B databases have demonstrate the effectiveness and robustness of our method in 
discrimination and classification. 
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Abstract. In this paper we propose the adaptive soft histogram local
binary pattern (ASLBP) for face recognition. ASLBP is an extension
of the soft histogram local binary pattern (SLBP). Different from the
local binary pattern (LBP) and its variants, ASLBP is based on adap-
tively learning the soft margin of decision boundaries with the aim to
improve recognition accuracy. Experiments on the CMU-PIE database
show that ASLBP outperforms LBP and SLBP. Although ASLBP is
designed to increase the performance of SLBP, the proposed learning
process can be generalized to other LBP variants.

Keywords: local binary pattern (LBP), soft histogram local binary pat-
tern (SLBP), face recognition.

1 Introduction

As proposed by Pietikäinen et al. [1], the local binary pattern (LBP) has been
widely implemented in computer vision and pattern recognition. The advantage
of LBP lies in a low computational complexity and low sensitivity to changes
in illumination, so that it has been used in several applications such as face
recognition [2], texture classification [3] and medical imaging [4], etc.

The calculation of the LBP descriptors depends on the gray level difference
between a pixel and its local neighborhood placed on a circle of radius R, thus
this calculation is sensitive to local noise that tends to modify gray level values.
Because of this, several variants of LBP have been proposed to deal with the
issue of noise sensitivity.

One variant of LBP is the local triplet pattern [5], in which the gray level differ-
ence between the center pixel and the neighboring pixel is encoded into a triplet
code. Local triplet pattern is less sensitive to noise because small pixel differences
are encoded into a separate state. To reduce the dimensionality of local triplet
pattern, Tan and Triggs [6] proposed the local ternary pattern (LTP), which split
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the local triplet pattern into two binary codes: a positive LBP and a negative
LBP, so that the number of histogram bins decreases from 3P to 2 ∗ 2P (P is the
number of neighborhood pixels around the central pixel). A similar work was
proposed by Nanni et al. [4], where they use a quinary code instead of trinary
code and split it into four binary codes instead of two.

Another variant is to use soft histogram boundaries to replace the hard de-
cision boundary of LBP. Ahonen and Pietikäinen proposed the soft histogram
local binary pattern (SLBP) [2], in which the thresholding function of LBP was
replaced by two fuzzy membership functions which are piecewise linear in a
thresholding range. Another similar work was proposed by Barcelo et al. [7],
where the difference was that they used LTP instead of LBP, thus the number
of fuzzy functions become three rather than two. Ren et al. [8] also proposed a
relaxed local ternary pattern (RLTP) which aims to split LBP into 2N patterns,
where N is the number of fuzzy bits of LBP.

One problem of the above methods is that the descriptors are designed arbi-
trarily, thus their performances are not optimal for specific applications. In this
paper, we propose another LBP variant which is called Adaptive Soft Histogram
Local Binary Pattern (ASLBP) based on training the margin of SLBP with the
aim of improving recognition accuracy. Although this method is an extension
of SLBP, the learning process can be generalized to other LBP variants.

This paper is organized as follows: In Section 2, we review the LBP and SLBP
approaches; Then we clarify the ASLBP method in Section 3; Experimental
results are shown in Section 4 and finally conclusions are drawn in Section 5.

2 Review of LBP and SLBP

The LBP operator selects a local neighborhood around each pixel of an image,
and then thresholds the P neighboring gray values with respect to the center
pixel and concatenates the result into binary bits. Formally, the LBP label as-
sociated with a center pixel (xc, yc) is represented as:

LBPP,R(xc, yc) =
P−1∑
p=0

f1(ip − ic)2
P (1)

Here ic is the gray value of the center pixel (xc, yc), ip is the gray value of its
neighbors, P is the number of neighbors, R is the radius of the neighborhood,
and f1(z) is the thresholding function.

f1(z) =

{
1 z ≥ 0
0 z < 0

(2)

If any neighbor does not fall exactly onto a pixel position, the value of that neigh-
bor is estimated using bilinear interpolation of pixel values around it. Finally
the histogram is represented by accumulation of these labels:

HLBP (i) =
∑
x,y

δ{i, LBPP,R(x, y)}, i = 0 ∼ 2P − 1 (3)
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The original LBP is sensitive to noise because the thresholding function (2)
generates a hard decision boundary. To increase its noise robustness, Ahonen and
Pietikäinen proposed SLBP [2], in which f1(z) is replaced by a soft thresholding
function.

f1(SLBP )(z) =

⎧⎨⎩
0 z < −d
0.5 + 0.5z

d −d ≤ z ≤ d
1 z > d

(4)

In Fig. 1(a), f1(SLBP )(z) is shown together with its dual form f0(SLBP )(z) =
1− f1(SLBP )(z).

1

-d d

1( ) ( )SLBPf z0( ) ( )SLBPf z

(a) SLBP

1

-d d

1( ) ( )ASLBPf z0( ) ( )ASLBPf z

(b) ASLBP

Fig. 1. The soft thresholding functions for (a) SLBP; and (b) ASLBP

In SLBP, the contribution of a single pixel (xc, yc) has been scattered to all
bins by f0(SLBP )(z) and f1(SLBP )(z):

SLBP (x, y, i) =
P−1∏
p=0

[
bp(i)f1(SLBP )(ic − ip) + (1 − bp(i))f0(SLBP )(ic − ip)

]
(5)

where bp(i) ∈ {0, 1} denotes the numerical value of the pth bit of binary repre-
sentation of the ith bin. The complete histogram is computed by summing up
the contributions of all pixels in the image:

HSLBP (i) =
∑
x,y

SLBP (x, y, i), i = 0 ∼ 2P − 1 (6)

3 Adaptive Soft Histogram Local Binary Patterns

Different from previous LBP variants, we propose the ASLBP with the aim
of adaptively learning the thresholding functions to obtain better recognition
accuracy on the training data. Similar to [2], we define soft histogram func-
tion f1(ASLBP )(z), which follows three constraints:

1. f1(ASLBP )(z) = 0 when z ≤ −d;
2. f1(ASLBP )(z) = 1 when z ≥ d;
3. 0 ≤ f1(ASLBP )(z) ≤ 1 when −d < z < d;
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Fig. 1(b) illustrates the soft thresholding function f1(ASLBP )(z) and its dual
form f0(ASLBP )(z) = 1 − f1(ASLBP )(z). Compared with Fig. 1(a), we can see
that f1(ASLBP )(z) can take any shape that satisfies the above constraints.

Then we discretize f1(ASLBP )(z) by only taking its integer values.

f1(ASLBP )(z) =

⎧⎨⎩
1 round(z) ≥ d
p[round(z)] −d+ 1 ≤ round(z) ≤ d− 1
0 round(z) ≤ −d

(7)

where 0 ≤ p[n] ≤ 1 is a discrete function which only has values on n = {−d +
1,−d+ 2, ..., d− 2, d− 1}. We further define the vector P as the combination of
all p[n]’s.

P = [p[−d+ 1], p[−d+ 2], ..., p[d− 2], p[d− 1]]
T

Similar to (5), the histogram of ASLBP is calculated as:

ASLBP (x, y, i) =

P−1∏
p=0

[
bp(i)f1(ASLBP )(ic − ip) + (1 − bp(i))f0(ASLBP )(ic − ip)

]
(8)

HASLBP (i) =
∑
x,y

ASLBP (x, y, i), i = 0 ∼ 2P − 1 (9)

Suppose that a training dataset consists of N images. By (7), (8) and (9), we
can obtain their histograms H1, H2, ..., HN . Following [9], we use the Chi square
distance to measure the similarity of each two histograms:

Dist(Hi, Hj) =

2P−1∑
k=1

(Hi,k −Hj,k)
2

Hi,k +Hj,k
(10)

Face recognition is based on a nearest neighbor classifier. The histogram of a
testing image H is assigned to the class that minimizes the Chi square distance
in Eqn. (10):

i = argmink ∈ {1,2,...,K}Dist(H,Hk) (11)

decide H ∈ ωk, if Hi ∈ ωk

An ideal approach of selecting P is to minimize the empirical classification
error rate on the training dataset, but this would bring two problems: firstly,
Eqn. (11) is not differentiable on P , which would make the minimization prob-
lem intractable; secondly, directly minimizing the classification error rate may
generate overfitting problems on testing data.

Because of this, we alternatively minimize a differentiable energy function
of P . We can see that all distance values calculated by Eqn. (10) can be divided
into two sets: Dsim and Ddiff .

Dsim = {Dist(Hi, Hj) | Hi and Hj are from the same class.} (12)

Ddiff = {Dist(Hi, Hj) | Hi and Hj are from different classes.}
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where Dsim consists of distance values generated from images in the same class,
whileDdiff consists of distance values from images in different classes. The mean
and variance of each set is calculated as:

dsim =
1

#{Dsim}
∑

di∈Dsim

di (13)

σ2
sim =

1

#{Dsim}
∑

di∈Dsim

(di − dsim)2

ddiff =
1

#{Ddiff}
∑

di∈Ddiff

di (14)

σ2
diff =

1

#{Ddiff}
∑

di∈Ddiff

(di − ddiff )
2

where #{Dsim} and #{Ddiff} represent the number of elements in Dsim and
Ddiff . Finally, the energy function to be minimized is given by:

E(P ) =
σ2
sim + σ2

diff

(ddiff − dsim)2
(15)

Our goal is to find suitable P to minimize E(P ). Although quite complicated,
E(P ) is a differentiable function of P because Eqn. (8), (9), (10), (13), (14)
and (15) are all differentiable functions.

The idea of our approach is similar to linear discriminant analysis (LDA),
which minimizes the ratio of within-class variances to between-class variances. In
this paper, we modify the gradient descent method to obtain the local minimum
of E(P ). The optimization process is described in Algorithm 1. The main idea
is to find the gradient descent direction of E(P ) and minimize the function along
this direction. Here α is a parameter to control the convergence speed.

4 Experimental Results

We carry out experiments on the CMU-PIE database, which is a standard
database for face recognition [10]. The database contains over 40, 000 facial im-
ages of 68 subjects, across 13 difference pose, under 43 different illumination
conditions, and with 4 different expressions. We choose the ‘illumination’ set
for our experiments, which contains 1407 face images of 67 subjects (21 images
each). Fig. 2 shows the 21 images of one subject as an example.

We choose three images with neutral lighting to train ASLBP (Image ID:
07, 08, 09), and test the recognition performance for the other 18 images, so
there are 201 images for training and 1, 206 images for testing. All images are
pre-processed by Gamma correction, difference of Gaussian filtering and contrast
equalization. The images are normalized to 147 ∗ 126 pixels, and then divided
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Algorithm 1 Gradient descent minimization of E

Input: objective function E(P ), step size α, iteration number k = −1.
Output: optimal P ∗ which minimizes E(P ).
1: initialize P = P0.
2: compute E(P0).
3: repeat
4: k ← k + 1
5: compute Pk+1 = Pk − α ∇E(Pk)

‖∇E(Pk)‖ ;
6: for n = −d+ 1 : d− 1 do
7: if pk+1[n] < 0 then
8: pk+1[n] = 0;
9: else if pk+1[n] > 1 then
10: pk+1[n] = 1;
11: end if
12: end for
13: compute E(Pk+1).
14: until E(Pk+1) > E(Pk)
15: return P ∗ = Pk

Fig. 2. Face images in the CMU-PIE database

into 7 ∗ 7 = 49 blocks with equal size ( 21 ∗ 18 pixels for each block). LBP8,2,
SLBP8,2 and ASLBP8,2 are computed for each pixel. The whole histogram is
obtained by concatenating histograms of the 49 blocks together.

To test robustness against noise, the images are normalized in the range
of (0, 1), and then applying additive uniform noise in the range of (−σ/2, σ/2).
Figure 3(a) to (c) shows the classification error rates of LBP, SLBP and ASLBP
on the testing dataset when σ = 0 (No noise added), 0.1 and 0.15, respectively.
For ASLBP, the P is initialized by the values of SLBP as shown in Eqn. (4).

It can be observed that in most situations ASLBP outperforms LBP and
SLBP, with the only exception that when σ = 0.15 and d = 1, SLBP generates
classification error rates of 12.5% compared with 14.3% for ASLBP. This is
because when d is small, the number of parameters to be optimized is also
small, it is possible that the optimization process gets stuck at some ‘bad’ local
minimums. However, the lowest classification error rates in Fig. 3(a) to (c) are
obtained by ASLBP with d = 4, 2, 8 respectively, which validates the superiority
of the proposed approach.
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(b) σ = 0.1

1 2 3 4 5 6 7 8 9
11

12

13

14

15

d

C
la

ss
if

ic
at

io
n

 E
rr

o
r 

R
at

e 
(%

) LBP
SLBP
ASLBP

(c) σ = 0.15

Fig. 3. Classification error rates of LBP, SLBP and ASLBP by varying d when (a)
σ = 0; (b) σ = 0.1; (c) σ = 0.15
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Fig. 4. The energy function E(P ) and classification error rate versus number of iter-
ations. (a) Energy function E(P ) when σ = 0, d = 5; (b) E(P ) when σ = 0.1, d = 7;
(c) E(P ) when σ = 0.15, d = 6; (d) Classification error rate when σ = 0, d = 5;
(e) Classification error rate when σ = 0.1, d = 7; (f) Classification error rate
when σ = 0.15, d = 6.

Fig. 4 shows that minimization of E(P ) corresponds to classification error rate
reduction on the testing data. We choose three situations where (σ = 0, d = 5),
(σ = 0.1, d = 7), and (σ = 0.15, d = 6) because the number of iterations takes
big values in these situations. It can be observed that generally minimization of
energy functions corresponds to decrease of classification error rates.

Because only the local minimum of E(P ) is obtained, the performance of
ASLBP is sensitive to the initial value of P . Fig. 5 shows the minimization pro-
cess by two different initializations on P when setting σ = 0.15 and d = 9. In
Fig. 5(a), energy minimization takes place by initializing P as the SLBP values.
More specifically, P = [0, 0.056, 0.112, 0.167, 0.222, 0.278, 0.334, 0.389, 0.444, 0.5,
0.556, 0.611, 0.667, 0.722, 0.778, 0.833, 0.889, 0.944, 1]T .The shapeoff1(ASLBP )(z)
after optimization is shown in Fig. 5(b). The corresponding classification error rate
is 12.35%. In Fig. 5(c), the energy function is obtained when P is initialized as
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Fig. 5. E(P ) and f1(ASLBP )(z) when taking different initializations. (a) E(P ) when
initializing P by the SLBP values; (b) f1(ASLBP )(z) corresponding to (a); (c) E(P ) by
initializing P as another value; (d) f1(ASLBP )(z) corresponding to (c).

[0, 0.1, 0.1, 0.1, 0.1, 0.1, 0.1, 0.1, 0.1, 0.5, 0.9, 0.9, 0.9, 0.9, 0.9, 0.9, 0.9, 0.9, 1]T. The
shape of f1(ASLBP )(z) in this situation is shown in Fig. 5(d). The corresponding
classification error rate in this situation is 14.34%.

These two initializations have brought to very different shapes of f1(ASLBP )(z)
and 2% error rate difference, which indicates the importance of selecting initial-
ization values. We suggest to initialize P with the SLBP values because from
our experiments, this initialization can generate good results in most situations.
One of our future directions is to research on how to find the global minimum
or sub-optimal local minimums of the energy function E(P ).

Our experiments are carried out on Matlab with Intel(R) core(TM) i3-2100
CPU@3.10Ghz and 2.00G RAM. The running time of LBP and SLBP are 118
and 356 seconds respectively, which includes the feature extraction and recog-
nition processes on testing images. The testing time of ASLBP is the same
as SLBP because both share the same testing procedure, except that the vec-
tor P is trained for ASLBP while it is predefined for SLBP. However, the training
process of ASLBP is more time-consuming. Based on Algorithm 1, the training
time Ttraining can be modeled by the following equation:

Ttraining = 2NT0d (16)

where N is the number of iterations, d is the parameter as shown in (4) and T0

is the time to calculate gradients for all training images (T0 = 50 seconds for
these 201 training images).
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5 Conclusions

In this paper, we have proposed the ASLBP approach for face recognition, which
is based on adaptively learning the soft margin of decision boundaries with the
aim to improve recognition accuracy. Experiments on the CMU-PIE database
show that ASLBP outperforms LBP and SLBP in most situations.
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Abstract. Some pose invariant face recognition approaches require 
preprocessing such as face alignment or landmark fitting, which is another 
unresolved problem. SIFT based face recognition schemes could resolve the 
problem of constrained pose variation without such preprocessing. we find that 
the sift descriptors are robust to off-plane rotation within 25 degree and in-plane 
rotation. Furthermore, we propose complete pose binary SIFT (CPBS) to 
address the issue of arbitrary pose variation. First, five face images with poses 
of frontal view, rotation left/right 45 and 90 degree respectively are selected as 
gallery images of a subject. Then the binary descriptors of these images are 
pooled together as CPBS of the subject. Face recognition is finished by 
hamming distance between the probe face image and the CPBS. Experimental 
results on the CMU-PIE and FERET face databases show that our approach has 
performance comparable to state-of-the-art approaches, while not requiring face 
alignment or landmark fitting. 

Keywords: Face Recognition, Pose Variation，Complete Pose Binary SIFT. 

1 Introduction 

Face recognition has been one of the most active research topics in computer vision 
and pattern recognition for almost four decades. The applications of face recognition 
can be found in telecommunication, law enforcement, biometrics and surveillance. 
Although there have been some early successes in automatic face recognition. High 
accuracy can be achieved under a controlled imaging condition, which means frontal 
faces with indoor lightings and normal expressions. In fact, the performance of most 
existing face recognition systems drops significantly when there are variations in 
pose, illumination and expression, thus the problem of face recognition is still far 
from being completely solved, especially in uncontrolled environments.  

Pose variation is one of the bottlenecks in automatic face recognition. The major 
difficulty of the pose problem is that the variations in facial appearance induced by a 
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pose are even larger than that caused by different identity. It leads to a special 
phenomenon that the distance between two faces of different persons under a similar 
viewpoint is smaller than that of the same person under different view points [1].  

The approaches dealing with pose variation can be generally divided into two 
categories. The first one is to generate the face image of a new pose similar to the 
probe (or gallery) face image from gallery (or probe) face images [1-9], so that the 
face images of same pose could be compared. The problem of these approaches is that 
the usable information is limited, therefore, the face model is generally utilized 
[2,3,5]. Prince et al. [4] proposed a linear statistical model, tied factor analysis model, 
to describe pose variations, Their underlying assumption is that all face images of a 
single person in different poses can be generated from the same vector in identity 
space by performing identity-independent (but pose-dependent) linear 
transformations. Blanz and Vetter [7] proposed 3D morphable model which was built 
using PCA on 3D facial shapes and textures that are obtained from a set of 3D face 
scans and the 3D face is reconstructed by fitting the model to the input 2D image. The 
3D pose normalization algorithm proposed by Asthana et al. [5] uses the pose-
dependent correspondences between 2D landmark points and 3D model vertices in 
order to synthesize the frontal view. Li [1] proposed a bias-variance balanced 
regressor based face recognition method. They used Ridge regression to estimate 
coefficients of a linear combination of a subject's face image in terms of training 
subject's images in the same pose and comparing the coefficients using normalized 
correlation. The drawback of these methods is the dependence on the fitting of 
landmarks. Huang et al.[8] train view-specific neural networks using eigenfaces to 
handle any view in a certain viewing angle range (out of plane rotation of left 30 
degrees through right 30 degrees). Abhishek Sharma et al [9]. proposed discriminant 
multiple coupled latent subspace framework to implement pose-invariant face 
recognition, but they need four fiducial points for alignment. 

The second type of approaches is to extract pose invariant features (usually local 
features) from face image. The commonly used features are ASM[10], AAM 
parameters [11], Elastic Bunch Graph Matching [12], local binary patterns (LBP) [13] 
and so on. However these approaches require locating the local regions accurately, 
which are usually the semantic regions such as eyes, nose, mouths. But it is difficult 
to locate the semantic regions accurately because there is a gap between the semantic 
features and low-level features. The other problem is that how robust these local 
features are to pose variation. Zhang [14] found that LBP can tolerate small pose 
variations and achieve perfect recognition rates when the rotations are less than 15 
degree. Rama Chellappa et al. [15] extracted a pose-invariant feature using the 
spherical harmonic representation of the face texture-mapped onto a 2D sphere for 
video-based face recognition in camera networks. They measured the similarity 
between feature sets from different videos in a Reduced Kernel Hilbert Space. 

In comparison, locating the key points based on low-level features is easier and 
more reliable. Scale-invariant feature transform (SIFT) [16] is detected by the local 
extreme point and SIFT descriptor consists of statistics of gradient histogram. 
Therefore, we could say that there is a stable connection between the SIFT descriptor 
and the pixel value. Furthermore, the gradient histogram is aligned to the dominant 
orientation, it makes SIFT descriptor invariant to rotation. The blurring of each scale 
images is consistent with a target from near to far imaging on retina, and therefore the 
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SIFT descriptor is scale invariant. Furthermore, Yu and Morel [17] proposed the 
improved ASIFT algorithm by using a new parameter(transition tilt) to measure the 
large affine distortion. The ASIFT descriptor is affine invariant. Facial pose variation 
is related to rotation or affine transformation. Many researchers applied SIFT to face 
recognition with occlusion or pose variation [18-25]. Some researchers presented the 
SIFT points as a graph, and the face recognition problem is modeled as a graph 
matching process [18,19]. Other researchers implemented face recognition by 
computing the similarity of SIFT descriptors [20-22]. Luo et al.[23] proposed to 
ensemble a K-means clustering scheme to construct the sub-regions automatically 
based on the locations of SIFT features in training samples. Wu et al.[24] proposed a 
novel face authentication approach based ASIFT and SSIM. The ASIFT descriptor 
was used to match the gallery and probe face images, and a mean SSIM (MSSIM) at 
all pairs of matched points was computed for authentication. Liao [25] proposed to 
construct a large gallery dictionary of multi key-point descriptors (MKD) by pooling 
all the SIFT descriptors. For a probe face image, the SIFT descriptors were extracted. 
Its identity was determined by the multi-task sparse representation based 
classification algorithm. The gallery face images are randomly selected in [25]. 

Facial pose variation includes in-plane rotation and off-plane rotation. We analyze 
how robust SIFT is to pose variation by experiments. We find that the SIFT descriptor 
is robust to in-plane variation. We further compare the matched pairs for the face 
images with horizontal rotation from -90 to +90 degree on the CMU-PIE database. 
We find that there are more matched pairs in the face images with neighboring poses, 
while the number of matched pairs drops significantly with the pose variation 
increases. Generally we find that the SIFT descriptor is robust to off-plane rotation 
within 25 degree.   

To address the issue of arbitrary pose variation, we propose the complete pose 
binary SIFT (CPBS) for face recognition across poses. We first extract the SIFT 
points in five face images with pose of front view, rotation left/right 45 degree, and 
rotation left/right 90 degree. In order to reduce the data we utilize the binary SIFT 
descriptors instead of the original SIFT descriptors. Then we pool all the binary SIFT 
descriptors of the same subject as the complete pose binary SIFT (CPBS). For a probe 
face image, we can determine its identity by the similarity between it and the CPBSs. 
Experimental results on CMU-PIE and FERET face databases show that our approach 
has good performance for face images with pose variation.  

2 Robustness of SIFT Descriptors to Pose Variation 

How robust is the SIFT descriptor to pose variation? Facial pose variation includes in-
plane rotation and off-plane rotation. From the property of SIFT descriptors, we infer 
that it should be robust to in-plane rotation, which is shown in Fig. 1. In Fig. 1, there are 
many matched pairs between the face images with in-plane rotation of over 45 degree. 

We further analyze the robustness of SIFT descriptors to off-plane rotation by 
experiments . We  count  the matching pairs between the face images with off-plane 
rotations of -90 degree through +90 degree with space of almost 25 degree . The number 
of matching pairs between two face images of different poses is shown in Fig.2. 
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Fig. 1. The matched SIFT points in face images with in-plane rotation 

 

Fig. 2. The number of matching pairs between the face images with horizontal rotation from -
90 degree to 90 degree 

From Fig. 2 we can see that there are more matched pairs between the face images 
with neighboring pose than those whose poses are not neighboring to each other. 
Furthermore, the number of matching pairs drops significantly with the pose 
difference increases. The poses difference between neighboring poses are smaller than 
or equal to 25 degree. In other words, if the pose difference is smaller than or equal to 
25 degree of horizontal rotation, the number of matching pairs is big enough. 
However, the number of matching pairs drops significantly with pose difference 
increases. The false matching pairs are very little because the RANSAC algorithm 
[26] is utilized at the final step.  

We further analyze how the Euclidean distance varies with pose variation for the 
samples as in Fig. 3. We compute the Euclidean distance between two SIFT 
descriptors, which are from the same points (such as eye corners, mouth corners and 
so on) of different face images of the same subject. Fig. 3 shows how the average 
Euclidean distance varies as pose difference increases. It is clear that the Euclidean 
distance increases quickly as the pose difference increases. It means that the same 
points have more different appearance with the pose difference increases. 

To summarize the above, the SIFT descriptors from face images are not robust to 
arbitrary pose variation, however, they are robust to face images with in-plane 
rotation or off-plane rotation of 25 degree. Therefore, if we select the face images 
whose horizontal rotation angle difference is about 50 degrees (such as front view, 
rotation left/right 45 degrees, and rotation left/right 90 degrees) as gallery face 
images, these face images can cover the pose variation with rotation left/right 90 
degrees and up/down 25 degrees. 
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Fig. 3. Variation of the Distance between two SIFT points as pose difference 

3 The Proposed Approach 

3.1 The Framework of the Proposed Approach 

For each subject, we extract the SIFT descriptors of the face images with five poses. 
The number of SIFT points in a face image is about 3000, and the total number of 
SIFT points in five face images is about 15000. Each SIFT descriptor can be 
represented as a 128 dimensional vector. Under the assumption of one byte per vector 
component, the total data for a subject is about 8,000,000 bytes. It is very large. 
Therefore, it is necessary to reduce the data of SIFT descriptors. Binary SIFT is 
proposed by Zhou [27], they showed that the binary SIFT descriptor preserves the 
quality of vector comparison on the original SIFT descriptor. Inspired by Zhou [27], 
we further extract the binary SIFT descriptors instead of the original SIFT descriptors 
in this paper, so that the data is reduced while the performance is preserved.  

For each subject, we get their face images of five poses as shown in Fig. 4. The 
SIFT descriptors are extracted firstly from the five face images. Then the binary SIFT 
descriptors are obtained. Next, the final complete pose binary SIFT (CPBS) 
descriptors of the subject are obtained by pooling all of the binary SIFT descriptors 
together. 

 

 

Fig. 4. Gallery face images of five poses 

For a probe face image, the similarity between it and the CPBS of each subject is 
measured. Face recognition is implemented by the similarity. 

3.2 The Complete Pose Binary SIFT (CPBS) 

To allow for arbitrary pose face recognition, we construct the complete pose binary 
SIFT. In each face image, the SIFT points are extracted using the Affine SIFT 
extractors [17], so that more SIFT points can be obtained. For each subject s in the 

gallery, we get sK SIFT points, which are denoted as
sSKSS DDD ,,, 21  , from five 

images corresponding to five poses (front view, rotation left/right 45 degree and 
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rotation left/right 90 degree). Then we generate the binary SIFT descriptor from the 
original SIFT descriptor. 

Given the ith SIFT descriptor 128
12821 ),,,( RfffD T

iiisi ∈=  , we convert it to 

the binary vector T
iiisi bbbB ),,,( 128,2,1, = by Equation (1):  
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By now, each subject is represented as a complete pose binary SIFT(CPBS), which 
is a set of binary vectors. The face recognition can be achieved by measuring the 
similarity between a probe face image and the CPBS of each subject. 

3.3 The Similarity Based on Hamming Distance 

Assume that k binary descriptors can be extracted from a probe face image. The 

probe face is represented as k binary descriptors. 

},,,{ k21 yyy BBBY =    (3) 

We can measure the similarity between the probe face image and the CPBS of a 
subject as follows:    
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Both x and y are binary vectors and ),( yxdisH  is the Hamming distance 

between x and y . T is the threshold, in this paper, T=28 is determined by experiments.   

Then we determine the identity of the probe face image by the maximum similarity. 
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=    (7) 

4 Experiments 

We test our approach on the FERET [28] and CMU-PIE [29] face databases. These 
databases are the most commonly used databases for face recognition across pose 
variation, so it is best for comparison with previous approaches. The face images of 
size 80*80 are cropped without face alignment or landmark fitting, as shown in Fig. 5 
and Fig. 7.   

The FERET face database includes 200 individuals. Each individual has face 
images with 9 pose variations. Fig. 5 shows the face images of the same individual. 

 

 

Fig. 5. Example face images from FERET 

Face images of three poses bc(-40 degree), ba(0 degree) and bh(+40 degree)  are 
selected as gallery face images. The complete pose binary sift (CPBS) of the subject 
is obtained from these three face images. Each of the remaining images is used as a 
probe face image. We compare our approach with Blanz and Vetter’s approach [7] 
and Li’s approach with holistic or local features [1]. The results are shown in Fig.6. 

From Fig. 6, our approach get over 90% recognition rate for all of the face poses, 
which is much higher than Li’s approach with holistic features. Furthermore, our 
approach get over 95% recognition rate when the pose variation under ±25 degree 
which is a little lower than Li’s approach [1]. But our approach get good performance 
than Li’s approach with pose of rotation left/right 60 degree. The performance of our 
approach is a little lower than that of Blanz’s [7] in almost all the poses except 
rotation +60 degree. We get 100% recognition rate with pose of rotation left/right 40 
degree because they are selected as gallery data. On average, our approach get 94.3% 
recognition rate without gallery face images. It is a little lower than the average 
recognition rate (94.5 %) of Li’s approach, And it is lower by 1.5% than that of 
Blanz’s approach. However, both Blanz’s and Li’s approaches require fitting of 
landmarks and Li’s approach assumes that the pose of the probe face images is 
known.  
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Fig. 6. Performance comparison with Li’s approaches on the FERET database 

The CMU-PIE face database includes 68 individuals. Each individual has face 
images with 13 pose variations. Fig. 7 shows the face images of the same individual. 
Similarly, Face images of five poses (C22 (-90 degree), C37(-45 degree), C27(0 
degree), C11(+45 degree) and C34(+90 degree)) are selected as gallery face images. 
Each of the remaining images is used as a probe face image. 

 

 

Fig. 7. Example face images from CMU-PIE 

We compare our approach with some state-of-the-art approaches on the CMU-PIE 
database. the experimental results are shown in Table 1. It is clear that our approach is 
better than Shahdi's approach [30]. Our approach has almost the same performance as 
Asthana's [5] and Ho's [6] approaches within 25 degree, but their approach can't handle 
large pose variation. Wang's and Li's approaches are a little better than ours for face 
images with small rotation angles, but the recognition rate of our approach is much 
higher than their approach with large pose variation. Furthermore, Li’s approach 
requires fitting of landmarks and estimating the face pose. While Wang’s approach 
requires training pose classifier and the varieties of LDA projection matrices. 

Table 1. Recognition Rates Of Different Approaches On The CMU-PIE Database  

 C25 C02 C05 C07 C09 C29 C14 C31 Average 

Asthana[5] - - 100% 98.5% 100% 100% - - - 

Ho[6] - - 100% 98.5% 100% 100% - - - 

Wang[4] - 68% 100% 100% 100% 100% 76% - - 

Shahdi[30] 76% 94% 97% 97% 97% 88% 82% 82% 89.125% 

Li[1] ≈90% 100% 100% 100% 100% 100% ≈82% ≈70% 92.75% 

Ours 98.5% 98.5% 98.5% 100% 100% 100% 80.6% 91.0% 95.89% 
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5 Conclusion 

Face recognition across poses is a challenging problem. Although there are some 
competitive approaches, practical approaches are still needed. We propose complete 
pose binary sift for face recognition across poses. By analyzing the robustness of sift 
descriptors to face pose, we estimate that SIFT descriptors are robust to in-plane 
rotation and off-plane rotation within 25 degree. To deal with pose variation of large 
range, we extract the complete pose binary sift (CPBS) for each subject Face 
recognition is done by measuring the similarity between the probe face image and the 
CPBS. The experimental results on CMU-PIE and FERET face databases show that 
our approach is comparable to the state-of-the-art approaches. Furthermore, our 
approach does not require any preprocessing such as face alignment or fitting of 
landmarks, and therefore it is more practical.   

The proposed scheme is robust to pose variation. But the gallery data is large 
because We just combine the binary sift descriptors together from all the gallery face 
images of the same subject. Our further research will focus on reducing the gallery 
data by sparsity or other effective algorithms. And in the future, we should also make 
sure if there is local minimum problem in the proposed scheme. 
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Abstract. In this paper, we propose a novel approach called coupled kernel 
fisher discriminative analysis (CKFDA) based on simultaneous discriminant 
analysis (SDA) for LR face recognition. Firstly, the high-resolution (HR) and 
low-resolution (LR) training samples are respectively mapped into two different 
high-dimensional feature spaces by using kernel functions. Then CKFDA learns 
two mappings from the kernel images to a common subspace where 
discrimination property is maximized. Finally, similarity measure is used for 
classification. Experiments are conducted on publicly available databases to 
demonstrate the efficacy of our algorithm. 

Keywords: face recognition, kernel, linear discriminative analysis. 

1 Introduction 

Face recognition has attracted considerable attention, and the results on FRVT 2006 
and ICE 2006 Large-Scale [1] indicate the fact that current face recognition systems 
almost perform perfectly on high-resolution frontal images. However, in realistic 
situation, face recognition systems are confronted with many great challenges, 
especially the low resolution problem. It is also shown in [1] that such low resolution 
can seriously degrade the performance of most face recognition systems. This is 
because the LR face images contain very limited information and many discriminative 
details have been lost.  

Many approaches have been proposed to deal with the low-resolution problem. 
Most of these methods [2], [3] are based on some applications of super-resolution 
(SR) algorithms to reconstruct a high resolution version of the low resolution face 
image. Actually, these methods utilize a SR preprocessing as the first step. And the 
recovered high-resolution face images are used for the second step for classification. 
Baker and Kanade [4] propose face hallucination to infer the HR face image from an 
input LR one based on face priors. Chang et al. [5] propose a method based on 
locality linear embedding [6] which has fairly good performance. However, one of the 
major drawbacks of SR algorithms is time-consuming and not suitable for real-time 
applications.  
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Fig. 1. Mapping non-linearly distributed data to linearly distributed data in the feature space via 
using the kernel function  

Recently, some works without explicit SR have been proposed in the face 
recognition community. Li et al. [8] propose coupled mappings method for LR face 
recognition, which projects the images with different resolutions into a common 
lower dimensional space which favors the task of classification, however, the 
performance are seriously dependent to the locality affinities. Zhou et al. [9] propose 
simultaneous discriminant analysis (SDA) which learns a couple of mappings from 
LR and HR face images respectively to a common subspace, where the mappings 
function is designed on the idea of the classical discriminative analysis [10].  

In this paper, we propose a novel face recognition approach CKFDA based on 
SDA to overcome the limitation. We learn a coupled kernel fisher discriminative 
analysis method to map the LR and HR face images onto a common subspace and 
implement the classification step in the new space. Our method can achieve better 
effectiveness and accuracy, which will be demonstrated in the experiments. 

The rest of this paper is organized as follows. Section 2 presents our CKFDA for 
classification. Section 3 demonstrates experiment results on the public available 
databases. In section 4, we conclude the paper. 

2 Coupled Kernel Fisher Discriminative Analysis 

2.1 CKFDA and Kernel Methods 

Actually, the key of CKFDA is the application of kernel methods. As we all know, 
kernel methods are effective algorithms for pattern analysis, and they can be used to 
solve nonlinear problems by mapping the complex distributed data from the original 
space into a high-dimensional feature space [11] where the data is linearly separable, 
which can be described in Fig.1. 

In this paper, we propose to map respectively the HR and LR data onto two 
different high-dimensional feature spaces V and W via using kernel functions. Then 
the samples become more linearly separable, which is useful for classification.  

2.2 The Proposed Algorithm 

In this work, CKFDA is introduced in detail for LR face recognition. The training set 
in the original HR and LR feature spaces is expressed as  and 

, respectively. 
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First of all, the HR and LR data are mapped respectively onto two different high-
dimensional feature spaces V and W  by using kernel functions  and . 

                              (1) 

                              (2) 

where  means the original  HR input data space, and  means the original  
LR input data space. Then the two kernel matrices  and  are constructed as: 

  

Therefore, the two kernel matrices  and  correspond to the original HR 
and LR face images, respectively. The aim of CKFDA is to project the data  
and  into a unified feature space  including  and  by using  and 

, and then carry out classification. Let 

  

  

Denote the mean of the  class samples in the common space by 

            (3) 

where  denotes the number of samples in the  class of LR or HR face subsets, 

and  respectively denote the  sample of the  class of  and , and 

 and  are the means of the  class of  and , respectively.  The 

total mean matrix of all samples in the unified space is expressed as 

              (4) 

among which, and  represent respectively the mean of  and . 
The within-class scatter is defined as 

                      (5) 

where . The sub-matrices of matrix  are 
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   (6) 

Let , by using dual representation, the projections in  can 

be expressed as linear combinations of the feature , i.e., . Therefore, The 
within-class scatter  in  (5)  becomes 

                              (7) 

Then we can obtain the total within-class scatter matrix in the way: 

          

(8) 

where  is the number of classes in samples,  is the 

counterpart of within-class scatter matrix in discriminant analysis[10]. 
In the similar way, the between-class scatter matrix is given by 

     (9) 

  is block matrix, i.e., , where 
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Thus  can be regarded as the counterpart of the between-class scatter 
matrix by comparing with LDA [10]. 

Finally, we can get the optional projection  of our CKFDA by maximizing 

                     (10) 

where the solution to the optimization function with respect to  could be given by 
the first  largest generalized eigenvectors  of . In addition, since  
is not always invertible, we need perform a regularization operation, i.e., .   
is a small positive value which is smaller than the smallest nonzero eigenvalue. 

Naturally, the optional projection is used for recognition. 

 is assumed as a enrolled gallery set, and transform  into the 
common feature space . For a test sample 

, transform it into the common space  by . So 
that we can infer the class label of  by the nearest neighbor classifier in the common 
feature space. 

3 Experimental Results 

3.1 Databases Description 

To evaluate the classification performance of our CKFDA method, we compare it 
with SDA, HR-PCA/LDA (using the HR query images), CLPM, CM [8] methods on 
the FERET database [12] and PIE database [13]. 

The FERET database is a well-known facial images set, where the images bear 
with many differences in lighting, expression and facial details. And the PIE database 
contains images of 68 subjects. The images are taken in different illumination 
conditions, pose, and expression. 

For the FERET database, the training set has 1002 frontal face images from 429 
persons. The standard gallery (1196 images) and the probe set “fafb”(1195 images) 
are used in test stage.  The HR face images with size of 72×72 pixels are aligned with 
the positions of two eyes. The LR images with 12×12 pixels are acquired by 
smoothing and down-sampling their corresponding HR ones. 

In the PIE database, we randomly select 10 images of each subject for training, and 
the rest 10 images of each subject are used for testing. All the selected images are in 
the same pose which is approximately frontal. The HR face images(64×64)and the LR 
images (12×12) are preprocessed in the similar way. 

3.2 Results and Analysis 

The recognition rate curves on FERET database with different feature dimensions of 
different algorithms are plotted in Fig.2(a). From the figure, CKFDA with 96 features 
achieves the highest recognition rate, e.g. 94.6%. However, the highest recognition 
rates achieved respectively by the compared approaches are: SDA 92.3% with 67 
features, HR-PCA 67% with 140 features, HR-LDA 90.6% with 100 features, CLPM  
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90.2% with 79 features, CM 77.4% with 140 features. The CLPM, HR-LDA and 
CKFDA methods achieve relatively high and stable recognition rates, whereas  
the performance of CKFDA is consistently better than all the compared algorithms. 
The results also indicate that the proposed algorithm provides more discriminative 
information than SDA. Note that the cubic kernel function is adopted for our CKFDA 
algorithm. 
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(a)                                            (b) 

Fig. 2. Experimental results on FERET database. (a) Recognition results of different 
dimensions. (b) Cumulative recognition results.                

According to the optional dimension, the cumulative recognition results on FERET 
database of the different methods are plotted in Fig. 2(b). From the figure, the rank k 
means that a test image is regarded as correctly recognized if at least one of the k 
neighbors from the gallery shares the same class with the test image.  As is shown by 
Fig.2(b), our algorithm still stays superior to all the compared algorithms. 

 The experimental results on PIE database are shown in Fig.3.  As we can see, our 
algorithm is more excellent than other algorithms except HR-LDA (using the HR 
query images). The highest recognition rate of the CKFDA is 95.6%, which shows the 
effectiveness of the proposed method. 
 

 
 
 
 
 
 
 
 
 
 

                        (a)                                               (b) 

Fig. 3. Experimental results on PIE database. (a) Recognition results of different dimensions. 
(b) Cumulative recognition results. 
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Due to exploiting the kernel method, the running speed of CKFDA is faster than 
the SDA method. Thus it is suitable for real-time applications, which is illustrated in 
Table 1. 

Table 1. Comparison CPU time for each method 

Method CLPM HR‐PCA HR‐LDA CM CKFDA SDA 
Time(sec) 29.198 22.149 16.102 36.687 46.363 1372.9 

4 Conclusion 

In this paper, we proposed a coupled kernel fisher discriminative analysis method for 
LR face recognition without any SR preprocessing. CKFDA aims to map the original 
HR and LR data into two high-dimensional feature spaces and learn two mappings 
from the kernel images into the common feature space. By using the nonlinear 
mapping function, CKFDA provides more discriminative information; meanwhile, it 
enhances greatly the computational efficiency for the non-linearly distributed data. 
The experiments using nonlinear kernel functions on the standard databases 
demonstrate the effective improvement in recognition accuracy. 
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Abstract. Facial feature detection is a well-studied field. Efficient facial feature 
detection is significant in face analysis based applications, especially on mobile 
devices. Balance between accuracy and time efficiency is a practical problem in 
real time applications. This paper aims at proposing a real-time and accurate 
algorithm for facial feature detection. It is based on the assumption that 
classifiers may improve performance by limiting searching region. We propose a 
simplified Active Shape Model (ASM) to speed up such searching process. To 
ensure accuracy, several facial feature detectors are compared, such as the 
Adaboost classifiers with the Haar-feature, and the random forest classifiers. 
Since the simplified ASM provides a good constraint to different facial features, 
the detected results are promoted as well. We also design multiple experiments to 
verify our hypothesis by varying searching region. Experiments on MBGC 
databases prove the effect of the proposed simplified ASM model (sASM). 

Keywords: Facial Feature Detection, Adaboost, ASM, Random Forest. 

1 Introduction 

Applications and researches pay more and more attention to facial feature detection. 
Such as face recognition, control devices for disabled people, face retrieval, and 
human-computer interaction. Facial feature detection tends to be the fundamental task 
in facial applications. Automatic face recognition technology is increasingly 
demanded. As a necessary step in automatic face recognition [1], face registration 
works in real-time is significant. And accuracy of face registration significantly 
influences accuracy of face recognition. Face registration needs the information of 
detected facial features. Even more extraordinary, facial features detection can directly 
be used for recognition tasks [2] to obtain better performance. 

It has been a long time that facial features detection became a main step in facial 
expression analysis [3]. Until recent years, facial features are still the keys for facial 
expression recognition [4], [5], [6], [7]. On the other side, expressions and poses can be 
used for facial features detection. Sangineto proposed such a creative way [8]. And 
from 3D images, facial features occupy an important position for facial expression 
analysis [9] and face transformation [10]. 
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As Dibeklioglu mentioned [11], facial features detection usually goes after face 
detection. With face detected, local models built for facial feature points obtain better 
effect. Based on this, facial feature detection algorithms are often classified with 
different principles. Hamouz believed that there are three kinds of algorithms for face 
detection [12]. The first one is image-based method. From this type, target is globally 
presented with high-dimensional features. While detecting, sliding window is often 
utilized to search in different scales [19]. Another example is using random forest for 
facial features detection [17], [18]. The second one is called feature-based method. 
From these methods, target consists of components, which are decided with prior 
knowledge or saliency of facial features. The last one is warping method, such as ASM 
[15]. The strategy is based on global feature or local feature. 

Based on how many features to be used, Valenti also classified the algorithms into 
three types while detecting eyes [13], i.e. model-based methods, feature-based and 
hybrid methods. Most model-based methods adopt global features, which perform 
accurate and robust. Feature-based methods utilize local features. Locality makes 
feature-based methods not as stable as model-based methods, and often sensitive to 
noise. Hybrid methods combine advantages of the former two kinds of algorithms. 

In this paper, we propose a hybrid strategy to detect facial features fast based on our 
previous work [14], [19]. The classifier-based methods, model-based methods and 
prior-knowledge are combined to find a better balance between accuracy and speed. 
These three strategies can be distinguished by statistical sufficiency. Normally 
classifier-based methods perform more robust, they rely on sufficient features and 
obtain sufficient statistic information. In this paper, we train two most famous 
classifiers such as RF and Adaboost. Model-based methods are faster with less features, 
but they are less accurate. In this paper, we propose a simplified ASM model which 
serves to control both precision and speed. Prior-knowledge based methods are fastest 
but less stable than the other two methods. They incline to be invalid when target 
changes such as pose variation of face. However, when combined with the other two 
methods, a real-time and accurate facial feature detection algorithm can be realized. 
Experiments on MBGC database prove the above assumption.  

2 Facial Feature Detection with Simplified ASM 

The proposed facial feature detection algorithm is illustrated in Fig. 1. It combines a 
simplified ASM with facial feature classifiers and takes advantages of both ASM and 
facial feature detector (Detector-sASM). Average shape model is used to detect an 
initial shape. Initial shape leads to a coarse detection. And facial feature detector further 
provides detail adjustment. What’s more, we restrain the result from detectors with 
average shape model. 

2.1 Learning Average Shape Model 

The shape model consists of facial feature points. Training average shape model is 
aligning training shapes and averaging aligned shapes. Just as the shape model of ASM, 
we also learn a simplified average shape model as in [14].  
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We construct a shape for each face image. Each shape is a sort of ordered facial 
feature points. Basically, points in shape are divided into two classes. The first class is 
stable points. Relatively, the second one is unstable points. Stable points vary less than 
unstable points as expression, pose and illumination changes, such as eyes’ center and 
nose’s center. On the contrary, mouth’s center is an unstable point. Stable points’ 
detection are usually more accurate. 

Shapes aligned with stable points are more reliable than the ones aligned with 
unstable points. While training, we normalize shapes with stable points. Shape 
normalization is realized through rotation, scaling and translation until input shape 

iS  

is as close as possible to average shape S , denoted as 
iS S ε− < . And 

iS  is added to 

the shape group to recalculate average shape S . 
 

 

Fig. 1. Procedure of Detector-sASM 

2.2 Speed up Facial Feature Detection 

The algorithm of facial feature detection with the simplified ASM contains three steps. 
Firstly, detect an initial shape with average shape model. Secondly, detect with 
detectors under limited space. At last, constrain the result with average shape model. 

The faster initial shape locates, the better. We locate initial shape as [14]. The eyes 
are more salient. And eye detection is more accurate. So we detect two eyes first. Shape 
alignment requires two points at least. We align average shape with detected eyes. 
Eyes’ centers are stable points. So the aligned shape is relatively reliable. We map 
average shape model to the detected eyes and get an initial shape. 

 
False-alarm 
Input: points 

1  Generate all possible shapes with detected points. 
2  Align shapes to average shape model with stable points. 
3  Calculate the best shape with arg min iS S� . 

Output: iS  
 

Fig. 2. Procedure to deal with false-alarm situation 

Training samples

Shapes Average shape model 

Test samples

Initial shape

Sub-images Facial Feature Detectors

Target shape
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After coarse detection, every facial feature gets an initial position. For higher 
accuracy, we generate a searching region for each facial feature. We detect the facial 
feature with a facial feature detector. Within the limited searching region, we detect 
assigned facial feature with corresponding detector. With initial shape, the searching 
regions become much smaller. Sliding window is used on different scales. 

In consideration to false-alarm and invalidation, we make a further restriction with 
average shape model. The procedures are summarized in Fig. 2 and Fig. 3. Repeat the 
adjustment step and restriction step until the result is stable. 

Invalidation  
Input: points 

1  If the number stable points is less than two, the detected eyes in 
initial shape are treated as stable points. 

2  Align shapes to average shape model with stable points. And get the 
shape S . 

3  Replace the invalidated points with corresponding points in S . 
Output: S  

 

Fig. 3. Procedure to deal with invalidation situation 

3 Facial Features Detectors 

To validate proposed speeding-up model, we apply it on both RF [14], [16], [17], [18] 
and Adaboost [19], [20]. Adaboost and RF are benchmarks for facial features detection 
because of their high accuracy. With them, our algorithms can obtain high accuracy. 

Adaboost for facial feature detection is a benchmark algorithm [20]. It is still very 
popular in face recognition systems. Adaboost classifier boosts weak classifiers. And 
the weak classifiers come from Haar features. It finds the optimal cut-off points and 
connects them as the optimal dividing line. But Adaboost detects with sliding window. 
So it is time consuming. We also train Adaboost for major facial feature such as eyes 
and mouth [19]. Since facial feature detection are performed after face detection, the 
negative samples are also obtained from facial regions outside of the detected facial 
feature. Irrelevant negative samples are ignored due to such context restraints. This 
makes classifiers more correlative. With boosted weak classifiers, we obtain a strong 
classifier for each facial feature. The strong classifiers can ensure the accuracy. We 
define Adaboost-sASM as combination Adaboost with simplified ASM. 

RF is famous for its accuracy. For facial feature detection, there are several kinds of 
RFs, such as [17], [18]. We use RF as Ding [17] proposed. The feature used in RF [14] 
is kind of similar with Haar feature. The former one is difference between gray values 
of two points, and Haar feature is difference between gray values of two areas. 
Point-feature is more sensitive to noise than area-feature. The positive samples are the 
same as those in Adaboost. But the negative ones are image patches near corresponding 
facial feature point. Every feature is a weak classifier. And a classifier constructs a 
node. We construct a binary tree with nodes. And a forest consists of trees. With this 
procedure, weak classifiers construct a strong classifier.  
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Detectors like RF and Adaboost searches with sliding window. Searching region 
influences time efficiency directly. With initial shape from ASM we generate a limited 
searching region for every facial feature. The size of searching region is decided with 
experience experiments in Section 4. Reducing searching region is not only valuable 
for speeding up the search, but also benefit to accuracy. For detectors like Adaboost, 
false-alarm and invalidation may happen, constraints with average shape model can 
lead to more precise detection. 

4 Experiments 

We test our method on Collection B of MBGC database [21]. Collection B of MBGC 
contains 33,247 images with pose, expression and illumination variations. The former 
22,164 images are used as training samples. The left ones are test samples. The images 
are normalized that distances between eyes are 60 pixels. Both time efficiency and 
accuracy are calculated. We compare time efficiency and accuracy with benchmark 
algorithms such an RF, Adaboost, ASM, RF-ASM and Adaboost-sASM.  

Relative error e /s cP P d= −  is used to measure accuracy of the algorithm, where 

sP  stands for the detected point, 
cP  is the ground truth and d  means the distance 

between two eyes. Normally, it is acceptable when 25%e ≤ . We test the algorithms 
under four different relative errors. Results on time efficiency and results on accuracy 
are performed as Fig. 4. 
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(a)                                   (b) 

Fig. 4. (a) Time cost on facial features detection for each image with different algorithms. From 
left to right, the algorithms are RF, Adaboost, RF-ASM, Adaboost-sASM and ASM. (b) Result 
of accuracy on Collection B of MBGC. Relative error varies from 10% to 25%. 

Adaboost-sASM and RF-ASM are almost as fast as ASM. On average, Adaboost-sASM 
costs 0.210 second per image. Adaboost costs 1.759 seconds per image. Adaboost-sASM is 
much faster than Adaboost. The same as RF-ASM (0.386 seconds per image) to RF (1.759 
seconds per image). The fastest is ASM (0.156 seconds per image). 

Adaboost-sASM obtains an accuracy of 84.3% under relative error 10%, and 93.1% 
under relative error 15%. Within acceptable relative error, its accuracy reaches 97.7%. 
Under a sound relative error, its accuracy is higher than that of others, even more 
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accurate than Adaboost. And RF-ASM obtains higher accuracy than RF and ASM. 
What’s more, it is more accurate than RF-ASM. This owes to Adaboost classifier. 
Adaboost is more stable than RF. High accuracy from Adaboost makes 
Adaboost-sASM higher on accuracy.  

To further explore the contributions of searching region, we specially design tests 
under different searching region with typical points. We test the relatively stable points 
and unstable points. We select eye centers as stable points, and mouth center as 
unstable point. Results with the Adaboost detector are shown in Fig. 6 and Fig. 7. 
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Fig. 5. (a) Accuracy of Mouth center under different width of searching region. In this Fig, the 
height of searching region is 55 pixels. The width varies from 10 to 90 pixels with a step of 1. (b) 
Accuracy of mouth’s center under different height of searching region. In this Fig, the width 
searching region is 50 pixels. The height varies from 10 to 50 pixels with a step of 1. 
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Fig. 6. (a) Accuracy of eye center under different with of searching region. In this Fig, the height 
of searching region is 50. The width varies from 10 to 50 with a step of 1. (b) Accuracy of eye 
center under different height of searching region. In this Fig, the width of searching region is 30. 
The height varies from 10 to 50 with a step of 1.  

From Fig. 6 and Fig.7, accuracy keeps stable when searching region is smaller than 
fixed size. Accuracy reduces when searching is larger than fixed space. Between the 
two fixed points, accuracy varies as searching region varies. Its average accuracy is 
higher. And it reaches the maximum value around a certain point. 
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There are two critical points for the searching region. The first one is the boundary 
between ASM and Adaboost-sASM. If the searching region is smaller than the critical 
point, Adaboost-sASM performs more close to ASM. The second one is the boundary 
between Adaboost-sASM and Adaboost. If the searching region is larger than the 
second critical point, it performs more close to Adaboost. With searching region 
limited between the two critical points, it takes both advantages of ASM and Adaboost. 
Under this condition, it obtains good accuracy and high time efficiency. 

Although, stable points perform not so obviously. They still perform this kind of 
tendency. For stable point, accuracy is hardly influenced by varying searching region. 
For unstable point, accuracy goes bottom while searching region get widest. This 
means when searching region is large enough, facial feature classifiers such as 
Adaboost has nearly no contribution. And while the searching region is small, the 
accuracy is decided by ASM. So it is stable in front portion of the curve. 

Comparison experiments between stable points and unstable points indicates that 
unstable points are more sensitive to varying searching region. Stable point varies little. 
So varying searching region influences stable point little. Unstable point varies easily. 
Limiting space is good for its accuracy. For this reason, we can set different searching 
region for different point. 

5 Conclusions 

In this paper, we propose and prove an assumption that detectors can obtain better time 
efficiency and accuracy. Based on the assumption, we propose a kind of accurate and 
efficient algorithms. We combine fast search strategy with accurate facial feature 
detectors. We build average shape model as the fast search strategy. Average shape 
model lessens searching region. It makes detectors efficient. Average shape model 
provides a further shape constraint. The constraint makes detectors more accurate. 
Experiments with varying searching regions prove our assumption. Experiments on 
Collection B of MBGC show the proposed methods are precise and fast. The effect 
varies as the size of searching region changes. We can obtain the optimal effect within 
an interval. Comparisons between stable points and unstable points demonstrate that 
stable points and unstable points should be treated separately. Searching region should 
be different while stability of facial feature points are different. 
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Abstract. We present a fast and robust algorithm for face alignment. There are 
three key contributions. The first is the introduction of a new shape indexed fea-
ture called multi-resolution wrapped features (MRWF), which is robust to scale 
and poses variation, and can be calculated very efficiently. The second is a new 
gradient boosting method based on a mixture re-sampling strategy, which al-
lows the model to resistant to imbalance of training samples. The third contribu-
tion is a method for localizing facial feature points of an unknown image in a 
new iterative manner, which makes the algorithm robust to initial location. Ex-
tensive experiments over images with obvious pose, expression and illumina-
tion changes have shown the accuracy and efficiency of our method. 

Keywords: face alignment, multi-resolution wrapped features, shape indexed 
feature, gradient boosting. 

1 Introduction 

Face alignment plays an important role in many face related applications such as head 
pose estimation, facial expression analysis and face recognition. These requirements 
are still challenging when face images are taken under extreme poses, illuminations, 
expressions, and partial occlusions. Generally, there are 3 steps to fulfill face align-
ment: modeling texture, modeling shape and localizing in a new image. 

Modeling texture is to build a texture model compact and robust to extreme envi-
ronment. Such methods can be generally divided into two categories: local texture 
model [1-6] and global texture model [7-12]. For the first category, a model is built 
for each landmark and the decision is made based on local regions. The best approach 
to build the model is to learn from the training set. For example in [1] a covariance 
matrix is trained by the difference of pixels normal to the boundary. It is suitable for 
the points placed on the strongest edge in the locality. When the points represent a 
weaker edge or some other image structure, some complex models is used, such as 
gentle boosting and Haar features [3], random forest and point pair features [2], ran-
dom forest and Gabor [5], Supervised Descent Method and SIFT [6]. Their advantage 
over competitors is robust to global changes, such as illumination and poses variation. 

                                                           
* Corresponding author. 
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However, when applying local model to face alignment, a main problem arises: local 
feature’s discrimination is not enough, so some unwished regions similar to the facial 
point might be found. In global texture model, [7-10] wrapped all pixels into a mean 
texture model to reduce the poses and expressions influences. In [11], the texture 
information over the entire face is utilized by a deep convolutional network to locate 
each landmark. In [12], the shape indexed features are extracted according to land-
marks’ location. Compared with local texture model, global texture model is more 
discriminative, but easier to be affected by some global changes, such as poses and 
expressions. 

Modeling shape is a kind of method to describe the shape’s variation. Earlier works 
can be classified into two categories: parametric model and nonparametric model. For 
parametric method, the model’s flexibility is often heuristically determined and sub-
optimal because of using a fixed shape model. Principal component analysis is often 
used in face alignment [1-4, 7-10]. Some other nonlinear models are also used such as 
mixture of Gaussians [13] and kernel principal component analysis [14]. In recent 
years, there has been a shift towards methods based on nonparametric, such as [6, 12, 
15] which is a linear combination of all training shapes and generalize better to un-
trained situations.  

Localizing in a new image needs some strategies to improve the models’ accuracy 
during localizing. In many situations, high accuracy cannot be reached by only one 
time localizing. Some methods are used to improve the accuracy, such as iterative 
methods [1,7, 13] and multiple initializations [12]. For iterative methods, a single 
model is run several times in a sequence until convergence, and in multiple initializa-
tions methods, the method is initialized on several locations and the distribution of 
multiple results indicates the confidence of estimation. 

In this paper, firstly a new global texture model is built by multi-resolution 
wrapped features (MRWF) and re-sampling gradient boosting. MRWF is a new shape 
indexed feature, which is robust to the variation of poses and scales, and can be calcu-
lated more efficiently than shape indexed feature proposed in [12]. Re-sampling gra-
dient boosting is a new gradient boosting, which is robust to imbalance of training 
samples. Then, a nonparametric model is used to describe the variations of shape. At 
last, a new iterative method is used to improve the accuracy. 

The rest of this paper is organized as follows. Section 2 describes the framework of 
our algorithm. Section 3 presents some experiments compared with previous works. 
Section 4 is devoted to discussions and conclusions. 

2 Framework of the Proposed Method 

In this section, we introduce our face alignment algorithm. Firstly, MRFW is introduced. 
Then, a new gradient boosting method based on re-sampling is proposed to improve the 
accuracy for unknown images. Lastly, our localizing strategy is described. 

2.1 Multi-resolution Wrapped Features 

Indexed feature is first proposed in [17]. [12] proposes a shape indexed feature used 
in the field of face alignment, which is a pixel pair feature and the pixel is indexed 
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relative to the currently estimated shape rather than the original image coordinates. 
This feature achieves better geometric invariance and faster convergence in boosted 
learning. But this feature is only robust to some simple affine variation, such as scale 
and rotation. This paper proposed features resist not only to affine variation but also 
to complex shape variation. 

The procedure of feature extraction is shown in Fig. 1. To generating a feature, 
firstly, the Delaunay triangles are calculated from the landmark points of the mean 
shape, and a triangle is selected randomly. Then a point located in the triangle is se-
lected. Lastly, a scale is random selected from some predefined scale ranges. When a 
new image is inputted with its current landmark location, the Delaunay triangles are 
calculated and new landmark points are generated according to the same procedure as 
the training process. Some examples of such features are shown in Fig. 2, which show 
the same features of different individuals. This is the basic feature of our algorithm 
and we called it multi-resolution particle wrapped features (MRPWF), because the 
features are calculated in different samples with the same scale and triangle, and have 
the same location in the wrapped global texture model. Thanks to Delaunary triangu-
lation, MRPWF is robust to shape variation, however, it is not discriminative enough. 
So we use the difference between two MRPWF as a feature to describe the texture, 
such feature is called multi-resolution wrapped features (MRWF). 

As the feature extraction process is not only dependent on the current shape’s angle 
and scale, but also dependent on shape’s variation, MRWF is more robust to shape 
variation compared with features in [12]. Besides, MRWF can be calculated very 
efficiently by using integral image [18], and there is no need to calculate transform 
matrix from the current shape to the mean shape as shown in [12], which makes it 
calculation more efficiently than [12]. 

1. Generate a feature 
2. Input: Mean shape S, scale ranges { 1, 2, 3 }. 
3. Calculate Delaunay triangles from the landmark points of S, and denote the 

triangles as V , 1,2, … , , where N is the number of triangles. 
4. Random select a triangle Vt. 
5. Defined f() that ( x, y ) = f( S[ Vt ] ), modeling the relationship between the 

selected triangle and sampling location ( x, y ). 
6. Random select a scales, s in scale ranges. 
7. MRPWF = { Vt, f(), s }. 
8. Calculate a feature 
9. Input: Image I, currently shape S, Vt, MRPWF = { Vt, f(), s }. 
10. Get the triangle S[ Vt ] in shape S. 
11. Get the sampling location ( x, y ) = f( S[ Vt ] ). 
12. Get the rect = { ( x - s, y – s ), ( x + s, y + s ) }, which is the scope of sampling. 
13. feature = I( rect ) / ( s * 2 + 1)2, which is the average of pixel in the rectangle. 

Fig. 1. The procedure of feature extraction 
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Fig. 2. The theory of our multi-resolution particle wrapped features 

2.2 Re-sampling Gradient Boosting 

In this section we use MRWF to train a model of re-sampling gradient boosting. Gradient 
boosting is first proposed in [19], and has been successfully used in face alignment pre-
viously [9, 12]. However, in real situations, collecting and labeling faces with frontal pose 
is much easier than collecting and labeling faces with non-frontal poses, so generally there 
are more frontal samples than non-frontal samples, which results in imbalance of training 
samples. The imbalance of training samples can greatly influence the performance of 
gradient boosting and other classifiers, such as decision trees[16]. To alleviate the influ-
ence of imbalance of training samples, we propose a new gradient boosting. The intuitive 
idea is that non-frontal faces with few training samples have higher residual and less prob-
ability, and get higher weights in the next iteration. 

To begin with, we briefly introduce the gradient boosting regression used in [12]. [12] 
uses boosted regression to combine T weak regressors Rt. Given a face image and an ini-
tial face shape S0, each regressor computes a shape increment dS to decrease the residual 
of the shape. In each iteration a weak regressor Rt is selected based on (1). R arg minR ∑ r R(I , S )N                      (1) 

Where r  is current residual for the ith sample, and some shape indexed features are 
extracted from image I  based on current estimated shape S , then a weak regressor is 
trained by these features to reduce training residual greatly. After obtained the regres-
sor the residual and shape of a sample is update by (2). The regressors (R , … R , … RT) are sequentially learnt until the training residual no longer decreases. r r R (I , S )S S R (I , S )                             (2) 

In this paper, a re-sampling strategy is used in each iteration to assign a weight to 
each training sample, and the weight of each training sample is calculated based on its 
residual. Specifically, the weight w(r) is defined as (4).  R arg minR ∑ w(r ) r R(I , S )N                   (3) w(r) ( ) f(r)                               (4) 

where p(r) is the probability of r all over the training set, estimated by Parzen esti-
mator. The distribution of weighted residual is a uniform distribution, and the weight 
is the reciprocal of the probability. f(r) is a monotone increasing function of residual, 
in this paper we use a power function. In order to speed up the training process, we 
normalize w(r) to be in the range [0, 999], and force some sample weights to 0, 
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which will be discarded in the next round of training process. Fig 3 shows our re-
sampling gradient boosting. 

2.3 Localizing Strategy 

In localizing step, due to great variation of face images, using a single model may not get 
satisfactory result, so we proposed a specially designed localizing strategy in this section. 
We found the initial position of face landmarks is important to accurate face alignment, 
and use the same model to alignment face several times can greatly improve the locating 
accuracy. At the first locating step, the initial shape is initialized by the mean shape, then 
run the model and get the updated shape, and in subsequent step, the shape is re-initialized 
by the output of the previous updated shape normalized by a statistical shape model [1], 
and run the model repeatedly. The iteration is repeated until convergence. At each iteration 
the location result is more accurate than previous one, as show in Fig. 4. The left image is 
the initial shape, and after 6 iterations we get the ideal results. 

Input: Data( Ii, Si) for i=1…N, and stopping thresholdα 
1. InitS  
2. For t = 1 to T do 
3.   Training regressor: R arg minR ∑ w(r ) r R(I , S )N  

4.   Update residual and shape: 
r r R (I , S )S S R (I , S ) 

5.   If ∑ rN α 
6. End for 
7. Output R (R , … R , … RT) 

Fig. 3. Re-sampling Gradient Boosting 

 

Fig. 4. Localizing result in iteration 

3 Experiments 

This section is divided into two parts. The first part compares our approach with pre-
vious works. The second part validates the proposed approach. In all experiments we 
use re-sampling 3 iterations strategy. Here we build the face alignment model by 88 
landmarks defined by [2]. The accuracy is measured by (5), which is the point to point 
error, between the face alignment results Pa and manually labeled ground-truth Pm, is 
normalized by the distance between left and right eye de. e ∑ P P /( 88 d  )                        (5) 

For clarity, we briefly introduce the two datasets used in the experiments. They 
present different challenges, due to image variations. 
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Set A is the same as [2], which consists of 2000 near frontal images, created by 
[2]. It includes Yale, FRGC and JAFFE, and the images are divided into two sets, 
1500 images are used in training and 500 images in test. See [2] for detailed descrip-
tion of this database. 

Set B is similar to [12]. [12] randomly selects 4002 images for training and 2469 
images for testing in LFW [20] which includes many pose variation. Because we do 
not know which images are used for training and which for testing by them, we ran-
domly selected 3700 images for training and 2500 images for testing. Also note that 
the number of landmark points is 88, which is also different from their 87 landmarks. 

3.1 Comparisons with Previous Works 

Comparison with[1] and[2] 

To verify our algorithm, we compare our method with [1] and [2] in set A and B. 
Some results are shown in Fig. 5, the accurate is shown in Fig. 6. and table 1. Com-
parison in Fig. 6 shows that the location accurate rate by our method is better than [1] 
and [2], especially in set B, which proves that our method is more robust to pose vari-
ation than [1] and [2]. In addition, the speed of our method is less than 12 ms ( 4ms * 
3 iteration ), on a PC with i3, 1.2 Hz, CPU, which is also faster than [1] and [2]. 

Comparisons with [12] 

The error is measured by RMSE same as [12]. The result is shown in table 2. Experi-
ment shows that our algorithm is better than [12]. 

3.2 Algorithm Validation and Discussions 

We verify the effectiveness of the different components of the proposed approaches. 
The experiment is based on Set B ( LFW dataset ), as used in above experiment. The 
error rate is shown in Fig. 8, experiments show that iteration and re-sampling strategy 
can improve the accurate largely. 

4 Discussion and Conclusion 

We have presented an approach for localizing facial feature in face images. There are 
three key contributions. The first is a new shape indexed feature called multi-
resolution wrapped features ( MRWF ), which is robust to pose and affine variation, 
and can be calculated very efficiently. The second is a new gradient boosting method 
based on a mixture re-sampling strategy which can improve the accuracy largely. The 
third contribution is a method for fitting to an unknown image with an iterative way, 
which makes the algorithm robust to initial location. Extensive experiments show that 
our approach is both accurate and efficient. 
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Low-Rank Constrained Linear Discriminant Analysis 
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Abstract. Traditional linear discriminant analysis is very sensitive to largely 
corrupted  data. To address this problem, based on the recent success of low-
rank matrix recovery, the paper proposes a novel low-rank constrained linear 
discriminant analysis (LRLDA) algorithm for head pose estimation and face 
recognition. By adding the low-rank constraint in our method, LRLDA can 
obtain more robustness and discriminating power compared with traditional 
LDA algorithms. The extensive experimental results demonstrate the 
effectiveness of LRLDA.  

Keywords: Low-rank recovery, Linear Discriminant Analysis, Image 
Classification. 

1 Introduction 

Linear Discriminant Analysis (LDA) [1, 2] is a widely used and successful technique 
for face recognition, which can obtain an effective representation that linearly 
transforms the high dimensional raw data space into a low dimensional feature space 
where the data is as well separated as possible under the assumption that the data 
classes are Gaussian distributed. LDA also enjoys a number of optimality properties 
when the training data are clean or even only mildly corrupted by small noise, and can 
be stably and efficiently. However, one major shortcoming of LDA is its brittleness 
with respect to grossly corrupted or outlying observations. Thus, its performance and 
applicability are limited by a lack of robustness to sparse errors with large 
magnitudes. Gross errors are ubiquitous in many applications like face recognition 
and computer vision, where some measurements may be arbitrarily corrupted (e.g., 
due to occlusion (scarf, gauze mask, or sunglass) or sensor failure) or simply 
irrelevant to the structure we are trying to identify. When using such corrupted images 
for training, the learned LDA-subspace might overfit the extreme noise of occlusion 
instead of modeling the faithful face subspace structure, and thus the resulted 
classification performance will be degraded. 

Recently, sparse representation-based classifier (SRC) [3] has shown to be 
powerful method for face recognition. It regards each test image as a sparse linear 
combination of the training samples by solving an l1-minimization problem. 
However, SRC might not generalize well if training images are corrupted. More 
recently, using low-rank matrix recovery for denoising has attracted much attention. 
Low-rank matrix recovery, which determines a low-rank data matrix from corrupted 
input data, has been successfully applied to applications including salient object 
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detection [4], segmentation and grouping [7], background subtraction [5], and 
tracking [6]. 

Motivated by recent progress in low-rank matrix decomposition, this paper 
proposes a novel robust LDA technique, named low-rank constrained linear 
discriminant analysis (LRLDA), which can find robust and discriminant subspace 
representations from the data containing sparse errors with large magnitudes. The 
central idea of LRLDA is that the low-rank constraint can be used to decompose the 
original training data matrix X with large sparse errors into the low rank matrix A and 
sparse error matrix E. The obtained clean matrix A is used to perform LDA-subspace. 
By adding the low-rank constraint, LRLDA can have more robustness and 
discriminating power compared with traditional LDA algorithms. The extensive 
experimental results in the paper will demonstrate the effectiveness of LRLDA.  

2 Related Works 

2.1 Linear Discriminant Analysis 

Let the input data matrix is d n×∈X  , containing nd-dimensional samples and belonging 
to c classes. LDA creates a linear combination of these which yields the largest mean 
differences between between-class bS scatter and within-class scatter wS . 

T
0 0

1

( )( )( )
c

b i i i
i

P
=

= − −∑S x m m m m                    (1) 

T
0 0

1

( ) {( )( ) / }
c

w i i
i

P E
=

= − −∑S x X m X m x               (2) 

T
0 0{( )( ) }b wt E= + = − −S S X m X mS                 (3) 

( )iP x  denotes priori probability of training sample belonging to ith class. 

{ / }i iE=m X ω  denotes the mean value of samples belonging to ith class. 

0 { }E=m X denotes the mean value of all training samples. Then Fisher criterion 

function is defined as 
T 1 T( ) Tr(( ) )j w bJ −=w W S W W S W                   (4) 

where d k×∈W   is the projection matrix. In [8], author provided a simpler 
derivation of the relation between regression and LDA. He described the problem as: 

1
-T T2( , ) ( )E −TA B = G G G BA X                 (5) 

where G denotes the indicator matrix. The LS regression problem minimizes 
2

F
arg min −

T
D TX  , x d×∈D  be a high-dimensional data set, x d×∈T   be the 

regression matrix, T=T BA  as the outer product of two matrices of rank k, where  
d k×∈A  and x k×∈B  ,similar to [9][11]. In this case, A is equivalent to the 

maximization of  



 Low-Rank Constrained Linear Discriminant Analysis 107 

 

T T 1 T T 1 T T( ) Tr(( ) ( ) )E − −∝A A DD A A DG G G G D A

bStS              (6) 

2.2 Low-Rank Matrix Recovery 

In many engineering problems, the entries of the matrix are often arbitrarily corrupted 
due to occlusion (scarf, gauze mask, or sunglass), some of the entries could even be 
missing. Due to these problems, Low-rank structure is used to either approximate a 
general matrix, or to correct for corrupted or missing data. Low-rank matrix recovery 
(LR) is a technique to decompose a data matrix X into A + E, where A is a low-rank 
matrix and E is the associated sparse error..  

LR minimizes the rank of matrix A while reducing 
0

E  to derive the low-rank 

approximation of X. Since the aforementioned optimization problem is NP-hard, 
Candes et al. [10] solve the problem by transforming the objective function as 
following: 

* 1,
min

s.t.

λ+

= +
A E

A E

X A E
                              (7) 

where 
*
⋅  denotes the nuclear norm of the matrix (i.e., the sum of the singular 

values of the matrix), and 
1
⋅  represents the l1-norm, (i.e. the sum of the absolute 

values of entries in the matrix).  

3 Low-Rank Constrained Linear Discriminant Analysis 

3.1 Objective Function 

Let d n×∈X  and X = A + E, where A is the underlying noise-free low-rank 
component and E contains the outliers. In the traditional LDA, one usually uses the 
original data directly from X as training set, so Fisherfaces constructed by X is a 
biased estimation. Our LRLDA construct the Fisherfaces using A. Thus, the 
optimization problem of LRLDA can be written as 

21

2
* 1

F

min ( ) ( )

. .

T T T

s t

λ
−

− + +
H,K,A,E

Y Y Y HK A A E

X = A + E

                 (8) 

where n c×∈Y   is a binary indicator matrix such that 1ijj
y =∑ , { }0,1ijy ∈  and 

1ijy =  if ix  belongs to class j, otherwise 0ijy = . 0λ ≥ is positive weighting 

parameter.  
Using Augmented Lagrange Multiplier (ALM), the objective (8) can be rewritten 

as: 
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21
22

* 1 F
F

min ( ) ( ) ,
2

T T T μλ
−

− + + + − − + − −
H,K,A,E

Y Y Y HK A A E Γ X A E X A E   (9) 

Where d n×∈Γ  is Lagrange multiplier matrix, μ  is the penalty parameter, ⋅
F

 is 

Frobenius norm. 

3.2 Optimization of Formulation 

The solution variables H, K, A and E of LRLDA are solved by the following 
subproblems: 

k+1 ( )arg min ( , , , , );kL= Γ
K

K A K E H                      (10) 

k+1 ( )arg min ( , , , , );kL= Γ
K

H A K E H                      (11) 

k+1 ( )arg min ( , , , , );kL= Γ
K

A A K E H                      (12) 

k+1 ( )arg min ( , , , , );kL= Γ
K

E A K E H                      (13) 

k+1 ( )arg min ( , , , , );kLΓ = Γ
K

A K E H                      (14) 

where k denotes the index of iterations. 

3.2.1   Updating Regression Matrix H and K 
In this subsection, we discuss the solution of subproblem (10) and (11) while fixing A 
and E 

21

2

F

( , ) ( ) ( )T T TE
−

= −H K Y Y Y HK A                      (15) 

Let 
1

2( )T −
=Y Y W , then： 

2T T T T T T T T T

F
( , ) ( ) Tr( )-2Tr( )+Tr( )E = − =H K W Y HK A YW WY YW WHK A A KH W WHK A    

(16) 
 The necessary conditions in H and K for the minimum of (16) are 

T T T T T T2 2 0
E∂ = − =
∂

W WHK AA K W WY A K
H

                     (17) 

T T T T2 2 0
E∂ = − =
∂

AA KH W WH AYW WH
K

                       (18) 

where T, tr( )=P Q PQ  is trace of matrix multiplication between P and Q. 

Assuming that T TK AA K is invertible and substituting the optimal 
T T T T 1( )−=H Y A K K AA K derived from (18) into (15), minimizing E(K). K is 

equivalent to the maximization of: 
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k+1 T k k T 1 T k T T k TTr( ( ) ) ( ( ) )−=K K A A K K A YW WY A K                (19) 

Assuming that T TH W WH and TAA is invertible and substituting the optimal 
T 1 T T T T T 1( ) ( )− −=K AA W WHK AA K H W WH derived from (17) into (15), 

minimizing E(H). H is equivalent to the maximization of: 
k+1 T T 1 T T T k T k k T 1 k TTr(( ) ( ) ( ( ) ) )− −=H H W WH H W WY A A A A YW WH        (20) 

3.2.2   Updating Low-Rank Matrix A 
In this subsection, we discuss the solution of subproblem (12) while fixing H, K  
and E 

2 2

* FF
( ) ( ) ,

2
T TL

μ∝ + − + 〈 − − 〉 + − −A A W Y HK A Γ X A E X A E       (21) 

2 2

FF
( ) ( ) ,

2
T TF

μ= − + 〈 − − 〉 + − −A W Y HK A Γ X A E X A E            (22) 

 The partial derivative of (22）： 

T T T TF( )
2 ( ) ( ) 0μ∂ = − − − − − =

∂
A

KH W WHK A WY Γ X A E
A

          (23) 

k+1 k (k)T T k (k)T 1 k (k)T T T k k
d[2 ] [2 ( )]μ μ−= + + + −A K H W WH K I K H W WY Γ X E  (24) 

3.2.3   Updating Sparse Error Matrix E 
In this subsection, we discuss the solution of subproblem (13) while fixing H, K  
and A 

2

1 F
( ) ,

2
L

μλ∝ + 〈 − − 〉 + − −E E X A E X A EΓ              (25) 

which can be rewritten in an equivalent problem as 
2

1
F

1
( )

2
L

μλ
μ

∝ + − − +E E X A E Γ                      (26) 

using the shrinkage operator ( ) sgn( ) max(| | ,0)bS a a a b= − , the subgradient of (26) 

provides a closed-form solution for E as 

1 ( )
k

k k
l
m m

+ = - +E S X A
G

                       (27) 

3.2.4   Updating Lagrange Multiplier Matrix Γ  
The Lagrange multiplier matrix is updated by 

1 ( )k k μ+ = + − −X A EΓ Γ                   (28) 

The penalty variables μ  is updated by 
1k kμ ρμ+ =                               (29) 
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where 1ρ >  is a constant. Larger ρ  imposes in stronger regularization on data 

decomposition X = A+E, and lead to faster convergence, but may result in poor 
estimation of regression and vise versa. In our experiments, we choose 1.01ρ = . 

The detailed algorithmic procedure of robust LDA is stated in Algorithm 1. 

� �

Algorithm 1 ALM algorithm for solving R
1: input: training data [ , , ]�X x x� , th

obust Laplacian Sparse Coding 
e parameters �1 n

2: initial: initialize A0=X and E0= X- A0,

Lagrange Multiplier Initialization: 0

2

�
X
X

� , 0
14

dn� � X

3: repeat 
4:   Update K: k+1 T k k T 1 T k T T k TTr( ( ) ) ( ( ) )��K K A A K K A YW WY A K

�

:

k+1 T T 1 T T T k T k k T 1 k TTr(( ) ( ) ( ( ) ) )� ��H H W WH H W WY A A A A YW WH5:   Update H:
6:   Update A: kk+1 k (k)T T (k)T 1 k (k)T T T k k

d[2 ] [2 ( )]� ��� � � �A K H W WH K I K H W WY � X E

1 ( )
k

k k
�
� �

� � � �7:  Update E E S X A
�

dat )8:   Up (e� : 1k k �� � � � �E� � X A

8
T k k k

8F

F

( )
10

T
�

�
	

Y H K A
9: until F

X
F

10
k k

�
� �

	
X A E

 or 
X

10: output: H, K, A, E

.

 

4 Experiments 

This section compares our LRLDA method against classical methods on pose estimation 
and face recognition. In order to evaluate the robustness of the proposed method, we 
applied it to problems with intrinsic noises and outliers to different extents.  

 
(a) 

                   
(b) 

Fig. 1. (a)The samples taken from AR database. (b) The samples taken from extended Yale B 
database.  
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4.1 Experiment for Head Pose Estimation 

This section illustrates the benefit of LRLDA in the problem of head pose estimation 
from corrupted images under different conditions (expression, occlusion and light). 

AR database [13] consists of 126 subjects (70 men and 56 women). Each subject 
contains 26 images which are separated in two sessions and each session contains 13 
images (three images with sunglasses, another three with scarves, and the remaining 
seven simply with illumination and expressions variations). The face portion of each 
image are with 50 40 2000× =  pixels (see Fig.1 (a)). 

extended Yale B database [14] consists of 2,414 frontal face images of 38 
subjects (around 59-64 images for each person). According to the angle the light 
source direction makes with the camera axis, the images from each pose were divided 
into 4 subsets : subset1(≤12°), subset2(≤25°), subset3(≤50°), subset4(≤77°) , shown in 
Fig.1 (b). 

4.1.1   Experiment on AR Database 
We choose the first session (13 images for each class) from 60 classes for samples to 
experiment. We selecte corrupted images due to the occlusion of expressions which 
occludes about 20%, sunglasses which covers nearly 30% and scarf which covers 
nearly 50% of the face. Similarly, the selected images include three clean images with 
different expressions, one image with sunglass and one with scarf. 

(a) Examples of original corrupted images X 

           
(b) Reconstructed images A obtained by LRLDA and RR       (c) Outliers E obtained by LRLDA and RR  

Fig. 2. Decomposition of input images X in (a) by LRLDA and RR. The images are corrupted 
by different occlusions, such as expression, sunglass and scarf. 

We have compared our method with Robust Regression [12]. As we can learn from 
Fig.2, when 0%, 20%, 30%, 50% of the images are corrupted, LRLDA performed 
much better than RR, especially when image ate blocked by sunglass. The two 
methods both performed well in head pose estimation, but RR failed in certain 
circumstances, while LRLDA can be applied in almost all conditions.  

4.1.2   Experiment on Extended Yale B Database 
We randomly choose 10 images from each subject and resize the images into 
100 88 8800× = pixels. Let 8800 380×∈X  and the labels are gathered in the 
matrix 1 380×∈Y  . 
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(a) Examples of original corrupted images X 

          
(b) Reconstructed images A obtained by LRLDA and RR         (c) Outliers E obtained by LRLDA and RR 

 

Fig. 3. Decomposition of input images X in (a) by LRLDA and RR 

Similar to previous work, the images are corrupted about 0%, 50% and over 90% 
separately. The results clearly demonstrated that our method performed better than 
RR, especially when the images are corrupted seriously. Fig.3 visualized the 
decomposition done by LRLDA and RR for the same input images. Both of the two 
experiments presented before illustrated that LRLDA preserves much more personal 
facial details in A  than RR and reduces interference of different kinds of noise.  

4.2 Experiment for Recognition 

The advantages of LRLDA mainly come from its ability of decomposition, which 
automatically extracting salient features from corrupted data ( RLDA RLDA= +X A E ). We 

compare LRLDA against related algorithms on classification on AR and Extended 
Yale B database. 

In AR database, we first choose (1)seven clean images and three images with 
sunglasses in session 1 for training and the remaining images for testing; (2)seven 
clean images and three images with scarf in session 1 for training and the remaining 
images for testing; (3)seven clean images and two different occluded images in 
session 1 for training and the remaining images for testing. (The results shown in 
Table.1). Then we choose all images in session 1 for training and the remaining 
images for testing for comparing the performance against PCA, LDA, RPCA and RR 
(The results shown in Fig.5 (a)). In Extended Yale B database, we choose randomly 
20 images for training and the remaining images for testing. In this experiment, we 
also compare our method against PCA, LDA, RPCA and RR for face recognition 
(results shown in Fig.5(b)). 

Table 1. The recognition results under cases with occlusions 

 LRLD
A

PCA LDA RPCA RR 

Sunglasses 0.76 0.7167 0.7433 0.6967 0.76 

Scarf 0.7464 0.68 0.7306 0.6633 0.7246 

Sunglasses 
S f

0.7141 0.6423 0.6668 0.6410 0.6675 
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(a)                                       (b)  

Fig. 4. The average recognition rates in (a)AR database and (b) Extended Yale B database 

It’s clearly that in Table.1 and Fig.4 (a), our method achieved 76%, 74.64% and 
71.41% for the occlusion from sunglasses (30% occlusion), scarf (50% occlusion) and 
both sunglasses and scarf (90% occlusion). Due to the presence of occlusion and 
disguise, the associated performance (using the corrupted images for training directly) 
is degraded. But it is obviously that LRLDA outperforms all other methods. Fig.4(b) 
better illustrates the superiority of our algorithm. Using RR and LDA, which are the 
most relevant methods to ours, RR obtains 88.52% and LDA obtains 89.95%, while 
LRLDA achieve 93.18%,. In other words, we improve the method of RR by about 4% 
to 5% and improve LDA by about 3% to 4%. Thus, we confirm the use of our 
LRLDA especially when alleviates the problem of severe illustration variations even 
such noise is presented in both training and testing samples. 

LRLDA has been proved to be an effective tool for head pose estimation and face 
recognition. It obtains noise-free data from corrupted images and finds the faithful 
LDA-subspace for classification and discrimination. Thus, we successfully confirm 
the effectiveness about robustness of LRLDA. 

5 Conclusion 

The paper proposed a robust LDA method, which is robust to data with large 
corruptions. By introducing the low-rank constraint into the traditional Linear 
Discriminant Analysis (LDA), we can get a set of noise-free images, and the obtained 
clean data can be used to find the faithful LDA-subspace for the final classification. 
The experiments on several databases have demonstrated the effectiveness and 
robustness of LRLDA. 

References 

1. Fukunaga, K.: Introduction to statistical pattern recognition, 2nd edn. Academic Press 
(1990) 

2. Belhumeur, P.N., Hespanha, J.P., Kriegman, D.J.: Eigenfaces vs. Fisherfaces: Recognition 
Using Class Specific Linear Projection. IEEE Transactions on Pattern Analysis And 
Machine Intelligence 19(7), 711–720 (1997) 



114 S. Yi, C. Chen, and J. Cui 

 

3. Wright, J., Yang, A., Ganesh, A., Sastry, S., Ma, Y.: Robust face recognition via sparse 
representation. IEEE Transactions on Pattern Analysis And Machine Intelligence 31(2), 
210–227 (2009) 

4. Shen, X., Wu, Y.: A unified approach to salient object detection via low rank matrix 
recovery. In: CVPR (2012) 

5. Zhang, T., Ghanem, B., Liu, S., Ahuja, N.: Low-rank sparse learning for robust visual 
tracking. In: Fitzgibbon, A., Lazebnik, S., Perona, P., Sato, Y., Schmid, C. (eds.) ECCV 
2012, Part VI. LNCS, vol. 7577, pp. 470–484. Springer, Heidelberg (2012) 

6. Zhang, Z., Matsushita, Y., Ma, Y.: Camera calibration with lens distortion from low-rank 
textures. In: CVPR (2011) 

7. Lee, J., Shi, B., Matsushita, Y., Kweon, I., Ikeuchi, K.: Radiometric calibration by 
transform invariant low-rank structure. In: CVPR (2011) 

8. la Torre, F.D.: A Least-Squares Framework for Component Analysis. IEEE Transactions 
on Pattern Analysis And Machine Intelligence 34(6), 1041–1055 (2012) 

9. Diamantaras, K.I.: Principal Component Neural Networks (Theory and Applications). John 
Wiley & Sons (1996) 

10. Candès, E.J., Li, X., Ma, Y., Wright, J.: Robust Principal Component Analysis? Journal of 
ACM 58(1), 1–37 (2009) 

11. Schar, L.: The SVD and reduced rank signal processing. Signal Processing 25(2), 113–133 
(2002) 

12. Huang, D., Cabral, R.S., De la Torre, F.: Robust Regression. In: Fitzgibbon, A., Lazebnik, S., 
Perona, P., Sato, Y., Schmid, C. (eds.) ECCV 2012, Part IV. LNCS, vol. 7575, pp. 616–630. 
Springer, Heidelberg (2012) 

13. Martinez, A., Benavente, R.: The AR face database, CVC Technical Report, 24 (1998) 
14. Chen, Y.D., Jalali, A., Sanghavi, S., Caramanis, C.: Low-rank Matrix Recovery from Error 

and Erasures. In: 2011 IEEE International Symposium on Information Theory, St. 
Petersburg, Russia, July 31 - August 5 (2011) 



Z. Sun et al. (Eds.): CCBR 2013, LNCS 8232, pp. 115–121, 2013. 
© Springer International Publishing Switzerland 2013 

Kernelized Laplacian Collaborative Representation  
Based Classifier for Face Recognition 

Juanjuan Cui, Caikou Chen, Shuxian Yi, and Yu Ding 

College of Information Engineering, Yangzhou University 
yzcck@126.com 

Abstract. A recently proposed sparse representation based classifier, called 
collaborative representation based classification with regularized least square 
(CRC_RLS), has attracted notable attention. The extensive experiments 
demonstrate that the CRC_RLS technique has less complexity than traditional 
sparse representation based classifier (SRC) but results in better classification 
performance. However, the existing SRC-like approaches fail to consider the 
manifold structure of the data space. It has been shown that the manifold 
information of the data is important for discrimination. The paper presents a 
more effective classification scheme, termed kernelized laplacian collaborative 
representation based classifier (KLCRC) for face recognition. KLCRC explicitly 
take into account the nonlinear distribution and local manifold structure of the 
data. The extensive experimental results over several standard face databases 
have demonstrated the effectiveness of the proposed algorithm. 

Keywords:  kernel, Laplacian matrix, sparse representation, face recognition. 

1 Introduction 

Face recognition has been an active research topic in pattern recognition and computer 
vision areas in the past decades. Simultaneously, a great number of successful 
algorithms have been proposed for face representation and classification [1]. Recently, 
sparse representation based classification method (SRC) has aroused interests and been 
widely used for face recognition. Wright et al. [2] presented a sparse 
representation-based classification (SRC) method for robust face recognition. The 
main idea behind SRC is that a given test sample is represented as a sparse linear 
combination of all training samples while the sparse nonzero coefficients should 
concentrate on the training samples with the same class label as the test sample. After 
Wright’s pioneering work, numerous sparsity-based classification methods have been 
proposed in recent years. Gao et al. [3] presented the kernel sparse representation, 
while Yang and Zhang [4] used the Gabor features for SRC with a learned Gabor 
occlusion dictionary to reduce the computational cost. Yang et al. [5] gave an insight 
into SRC and provided some theoretical supports for its effectiveness. 

Unfortunately, while SRC achieves impressive results, its working mechanism has 
not been revealed and the effectiveness. Most importantly, the effectiveness of the 
l1-norm-based sparsity constraint that improves the face recognition performance has 
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been called into question recently. Zhang et al. [6] argued that the collaborative 
representation based classification with regularized least square plays a more 
important role than the l1-norm-based sparsity constraint and proposed an 
l2-norm-based collaborative representation classifier (CRC), which is computationally 
more efficient than SRC. 

Over the past years, nonlinear feature representations have aroused considerable 
interest in the fields of pattern recognition. Two most representative ones are kernel 
methods and manifold learning respectively. The popular algorithms for kernel 
methods include support vector machines (SVMs) [7], kernel principal component 
analysis (KPCA) [8], and kernel Fisher discriminant analysis (KFD) [9]. The core of 
kernel methods is the kernel trick, which maps the non-linear separable features into 
high dimensional feature space where features from the same class are easier grouped 
together and linear separable. It has been shown that face images lie in a low 
dimensional manifold. In order to capture the underlying manifold structure of data, 
many manifold learning methods have been proposed, including locally linear 
embedding (LLE) [11], ISOMAP [10], and Laplacian Eigenmap [12]. All manifold 
learning algorithms share the idea of locality preserving，that is, the nearby points 
are likely to have similar representations (embeddings). It has been demonstrated that 
learning performance can be significantly enhanced if the locality information is 
exploited. Motivated by recent progress in sparse coding, manifold learning and kernel 
methods, in this paper we propose a novel algorithm, called kernelized laplacian 
collaborative representation based classifier (KLCRC). KLCRC explicitly integrates 
nonlinear distribution and local manifold structure of the data into the objective 
function of CRC. The extensive experimental results over several standard face 
databases have demonstrated the effectiveness of the proposed algorithm. 

2 The CRC with Regularized Least Square (CRC_RLS) 
Algorithm 

Let ´Î Âm nX  denote the dataset of the ith class, and each column of iX  is a sample 

of class i, Suppose that there are K classes of subjects, and let 1 2[ , , , ]K=X X X X . For 

a given testing sample Î Âmy , one can represent it as =y Xa , 

where 1 2[ ; ; ; ]K= a a a a  and ia  is the coding vector associated with class i. We 

take all the training samples as the dictionary, and then given a test sample y , we 
represent it in the dictionary, i.e. =y Xa . If y is from the ith class, usually i i=y X a  

holds well. 
The steps of the CRC_RLS algorithm are summarized in the following [8]. 
Step 1 Normalize the columns of X to have unit l2-norm. 
Step 2 Code y over X by regularized least square 

2 2

2 2argmin { }l= - +y X
bb b b                  (1) 

 = Pyb  (2) 
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where l  is the regularized parameter and 1( )-= +P X X I XT Tl . 

Step 3 Compute the regularized residuals  

 
2 2
/i i i ir = -y X b b  (3) 

Step 4 Compute the class label of y as 

 argmini ik r=  (4) 

3 Kernelized Laplacian CRC_RLS 

3.1 Kernelization 

When the data are nonlinearly separable in the input space, we may consider to 
nonlinearly mapping the data into a feature space, where the data becomes linearly 
separable. This makes it possible to directly use some linear classification methods in 
the feature space. In practice, however, it is still difficult to do so because the high (or 
even infinite) dimensionality of feature space makes the computation of inner 
products very time-consuming (or impossible). Fortunately, kernel trick can be 
introduced to tackle this problem. The inner products in the feature space can be 
computed efficiently using a predefined kernel function of data in the input space.  

Definition 1 (kernel function) A kernel k is a function that for all Î W,u v satisfies  

= ⋅( , ) ( ) ( )k u v u vf f  

where Φ is a mapping from the input space W  to the feature space Φ, i.e., 

Î F: ( )u uf f  

Suppose we have a set of K-class data 1 2[ , , , ]K=X X X X  where m n
i

´Î ÂX  

denote the dataset of the ith class, and a kernel function k. Let the kernelized dataset 
as 1 2[ ( ), ( ), , ( )]K=F X X Xf f f  where 1 2( ) [ ( ), ( ), , ( )]

ii i i in=X x x xf f f f . We can 

reformulate the objective function of CRC_RLS in the feature space induced by the 
kernel function k and get the following optimization function: 

 
2 2

22
argmin { ( ) ( ) }f f l= - +y X

bb b b  (5) 

3.2 Locality Regularization 

SRC has shown its effectiveness and robustness in face classification. However, the 
local information among data may lose during sparse representation process. Recent 
work has shown that the relationship among data is important for classification, such 
as the underlying manifold structure. To better characterize the locality of data, we 
explicitly introduce a regularization term into the optimization problem (5) to preserve 
the consistence of sparse codes for the similarity between training samples and testing 
sample. Given a set of n data samples { }1 2, , , n=X x x x  and a given testing sample 
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y, we canalculate its k-nearest neighbors of y in X and form a similarity vector w. If 

ix  is among the k-nearest neighbors of y, 1i =w , otherwise, 0i =w . Consider the 

problem of mapping the k-nearest neighborhood between a testing sample and training 
samples to the sparse representations, a reasonable criterion for choosing a “good” map 
is to minimize the following objective function  

 
2

1

( ) ( )
n

i i
i

f f
=

-å X x wb  (6) 

By incorporating the k-nearest neighborhood (6) into the objective function (5), we 
can get the new objective function: 

 
2 22

22
argmin { ( ) ( ) ( ) ( ) }i i

i

f f l g f f= - + + -åy X X x w
bb b b b  (7) 

where γ is the regularization parameter. 

The optimization problem can be rewritten as the following equation: 

( )

( ) ( ) ( )( ) ( ) ( )( ) ( )( )

( )( ) ( )( ) ( )( ) ( ) ( ) ( )

T TT T

T T

ε 2 22

22 2
( ) ( ) ( ) ( )

2

2

i i
i

i i i i i i
i i i

f f l g f f

f f f f f f f g

g f f f f g f f

= - + + -

= - + +

+ - +

å

å å å T

y X X x w

y y X y X X

X X w X x w x x w

b b b b

b b b b

b b bγ

 (8)

Requiring the gradient of function (8) vanish gives the following equation: 

 

( )( )
( )

( )

ε
( ) ( ) ( ) ( )

( ) ( ) ( )

i
i

f f l gf f

f f gf f

æ ö¶ ÷ç= + + ÷ç ÷ç ÷ç¶ è ø

- - =

åX X X X w

X y X X w 0

T T

T T

b
b b b

b  (9) 

Finally, we compute the representation coefficient vector by 

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
1

i
i

f f l f f f f gf f
-é ùæ ö÷ç é ùê ú= + + +÷ç ÷ ë ûê úç ÷çè øë û

åX X 1 w X X X y X X wT T T Tb γ
 

(10) 

 ( )[ ] ( )[ ]1
1 h kg l g

-
= + + +K 1 y Kwb  (11) 

where i
i

h =åw is the degree of the i th sample and 1 denotes the matrix with all 

entries equal to 1. 

4 Experimental Results and Analysis 

In this section, we evaluate our method on two databases: ORL and FERET. In our 
objective function, there are two parameters: g  andl . Generally, they are fixed at 0.1 
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or 0.01. The Gaussian kernel function is chosen as ( )
2

2
, exp

2
i j

k i j
æ ö- ÷ç ÷ç ÷= -ç ÷ç ÷ç ÷÷çè ø

x x

s
, and 

2s was set to the square of Frobenious norm of the covariance matrix of training 
samples. In the experiment, the training sample set is used to construct the kernel space 
and then represent all the testing samples. It was also claimed that the Nearest 
Subspace (NS) classifier is employed which represents testing sample by the training 
samples of each class. 

4.1 Experiment on ORL Database 

The ORL database includes 400 face images taken from 40 subjects, with each subject 
providing 10 face images. For some subjects, the images were taken at different times, 
with varying lighting, facial details (glasses or no glasses). On ORL, we use 5 images of 
each subject as the training samples randomly and took the remaining images as the 
testing samples. We use PCA to reduce the dimension of images to 100 . 

 

Fig. 1. Some face images of a subject of the ORL database 

In the experiment, We used PCA to reduce the dimension of each image to 100 and  
compare KLCRC and kernelized laplacian nearest subspace (KLNS) with NS, 
CRC_RLS, laplacian nearest subspace (LNS), laplacian collaborative representation 
based classifier (LCRC) by using different training sample set, and the results are 
listed in Fig.2. The curve shows the average recognition accuracy and the histogram 
show the variance of different method. Clearly, KLNS gets the best recognition 
accuracy and minimum variance, and KLNS is the second one.  

1 2 3 4 5 6
0

20

40

60

80

100

120

 

 

variance

recognition accuracy

NS LNS LRCR KLNS KLCRCCRC-RLS  

Fig. 2. The average recognition accuracy and the variance of different method 
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4.2 Experiment on FERET Database 

The FERET face contains 1400 gray face images of 200 subjects, including varying 
postures, genders, lighting condition, shooting directions and race. The face portion of 
each image is manually cropped and the normalized to ´80 80 pixels.  

 

Fig. 3. Some face images of a subject of the FERET database 

The comparison of recognition rate with different dimension is given in Fig.4. For 
each subject, the 3 images in front are used for training with the other 4 images are used 
for testing. We can see that KLCRC and KLNS which achieve 73.4% and 75.4% 
respectively are both the best two methods, and at least 6%~7% higher than other 
methods. Table 1 show the recognition rate of different training number. We can see 
when the training number is 5, the recognition rate is becoming decreasing. 
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Fig. 4. The average recognition rate of different dimensions 

Table 1. The recognition rate of different number of the training sample  

Train number 2 3 4 5 

KLCRC (%) 55.0 75.4 79.2 55.2 

5 Conclusion 

In this paper, we propose a novel framework of sparse coding for face recognition. In 
order to keep the relationship between similar samples, we add the locality preserving 
constraint in the objective function. By mapping the non-linear features into a higher 
dimensional feature space, we make the features of different categories linearly 
separable. Then we implement our method to two-phase, the experiment results show 
the great advantage compare with state-of-the-art method. But the proposed method 
does not perform well in original space; our future work is to find a better code to make 
it has a good performance in original space. 
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Abstract. Automatic Facial Expression Recognition (FER) is one of
the most active topics in the domain of computer vision and pattern
recognition. In this paper, we focus on discrete facial expression recog-
nition by using 4D data (i.e. 3D range image sequences), and present a
novel method to address such an issue. The Local Phase Quantisation
from Three Orthogonal Planes (LPQ-TOP) descriptor is applied to ex-
tract both the static and dynamic clues conveyed in facial expressions.
On the one hand, it locally captures the shape attributes in each 3D
face model (facial range image). On the other hand, it detects the latent
temporal information and represents dynamic changes occurred in facial
muscle actions. The SVM classifier is finally used to predict the expres-
sion type. The experiments are carried out on the BU-4DFE database,
and the achieved results demonstrate the effectiveness of the proposed
method.

Keywords: 4D Facial Expression Recognition, LPQ-TOP.

1 Introduction

Automatic recognition of human facial expression has interested many researchers
since it plays a key role in various applications such as Human Computer In-
teraction (HCI), tired detection, facial animation, psychological studies as well
as virtual reality [1]. Facial expressions are generated by facial muscle contrac-
tions which result in temporary facial deformations in both facial geometry and
texture [2]. In the past few decades, the main focus of expression analysis has
been on the 2D domain (i.e. images and videos), while these techniques have
achieved remarkable performance, illumination and pose variations are still big
challenges. The 3D data, on the other hand, are inherently information-rich by
nature and considered to be more effective to deal with the above challenges.
Recent years have witnessed the progress within this filed, which allows us to
analyze facial behaviors at a detailed level. With more recent advance in 3D
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image sensing, 4D data (3D range image sequences) are available, and they not
only accurately describe the facial geometry property, but also convey a wealth
of timing information. Recently, increasing attentions have been received in the
area of 4D FER for the publicity of the BU-4DFE database [3].

4D FER generally involves in two critical issues, i. e. geometry representa-
tion in single 3D face model as well as dynamics encoding in 3D face model
sequences. For the former one, similar to the approaches proposed for static 3D
facial expression recognition, it is important to describe the shape attributes on
facial surfaces. The techniques in the literature can be roughly categorized into
two main classes: feature based and model based. Feature based ones generally
concentrate on the extraction of expression sensitive geometry features from 3D
face models, while model based ones make use of a generic model based on which
common expressions can be indicated by measuring the feature vector composed
by the parameters of shape deformation achieved in the fitting phase. For the
latter, compared to the studies which describe expressions using static 2D facial
images [4] and 3D face models [5], video based methods tend to better repre-
sent expressions especially the subtle ones like anger and disgust, since from
3D videos, dynamic features can be obtained, which are critical to model the
changes in facial expressions formed by periodical muscular movements [6].

This paper concentrates on discrete facial expression recognition by using 4D
data (i.e. 3D range image sequences), and proposes a novel approach to solve this
problem. The Local Phase Quantisation from Three Orthogonal Planes (LPQ-
TOP) descriptor is introduced to extract both the static and dynamic clues of
facial expressions. On the one hand, it locally captures the shape attributes in
each 3D face model. On the other hand, it detects the latent temporal informa-
tion and represents dynamic changes occurred in facial muscular actions. The
widely-used SVM classifier is finally used to predict the expression type. The
experiments are conducted on the BU-4DFE database, and the achieved results
illustrate the effectiveness of the proposed method.

The remainder of the paper is organized as follows: Section 2 briefly reviews
recent development in this domain. We then describe the proposed method in
Section 3 and analyze the experimental results in Section 4. In Section 5 we
conclude the paper.

2 Related Work

There have been extensive investigations on solving the problem of 3D Facial
Expression Recognition (FER). As indicated in [2] [7], most existing research
merely focuses on 3D static images while 3D videos are believed to be of more
information and critical for expression recognition. In order to construct a spatio-
temporal descriptor, Yin et al. [5] introduced a tracking model to estimate
motion trajectories and proposed a facial expression label map (FELM) based
tracking approach. In their research, the FELM vector and the motion vector
were concatenated to form the descriptor of facial expressions that become the
input to a linear LDA classifier.
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Sun et al. [8] used an Active Appearance Model (AMM) to track feature points
in frames of the 2D texture video and retrieve their corresponding 3D positions.
The authors further employed Radial Basis Function (RBF) to adapt all meshes
of the video with the first mesh and each vertex of the 3D mesh in the video was
characterized by its primitive geometric surface features (e. g. convex peaks and
concave pits) [9]. An optimal discriminative feature space was then constructed
for every mesh using Linear Discriminant Analysis (LDA). For classification,
Hidden Markov Models (HMM) was applied in training data of the statistical
information and the temporal dynamics, and the Bayesian decision rule was
finally adopted to classify query sequences.

Sandbach et al. [10] modeled a facial expression sequence with the state of
neutral, onset, apex, and offset. They first made use of an iterative closed point
algorithm (ICP) to align all 3D meshes with the first mesh. Then Free-Form
Deformations (FFDs) were used to capture the motion between frames before a
quad-tree decomposition was applied to extract the features. The features were
then collected using a variant of the boosting scheme and HMMs were employed
to model the temporal dynamics of the complete expression sequence.

Le et al. [11] introduced an approach based on facial level curves for 3D face
expression recognition. They compared the curves across frames using Chamfer
distances to extract spatio-temporal features for 4D FER. For classification, an
HMM-based decision boundary focus classification algorithm was used.

Fang et al. [1] proposed a robust approach for registering 4D data and used
a variant of local binary patterns on three orthogonal planes (LBP-TOP) for
feature extraction. They presented a registration framework that preserves the
temporal coherence of 4D data and incorporated it into an automatic 4D facial
expression recognition pipeline leveraging the annotated deformable face model
approach [12].

Munawar et al. [13] improved the work by presenting a fully automatic system
which exploits the dynamic of 3D video. Local video-patches of variable lengths
were extracted from different locations of the training videos and represented
as points on the Grass-mannian manifold. An efficient spectral clustering based
algorithm was used to separately cluster points for each of the six expression
classes. The system was invariant to the temporal length of the video sequences
and it did not make any assumptions about the presence of all four segments
nor their temporal order in a video.

3 LPQ Based 4D FER Approach

3.1 Data Processing

The videos of the BU-4DFE are captured from a real-time 3D scanner and each
mesh with shoulder up level remained, the resolution and size of each mesh of a
given 3D video vary from frame to frame. Preprocessing is essential since there
are always unavoidable spike nose and missing data in some areas of the mesh
surface. In our experiments, the 3D face models are displayed in the form of
range images, with a resolution of 256× 256. The x, y, z coordinates of each 3D
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face model are stored in three matrices respectively. All the mesh sequences are
preprocessed using the toolbox [14], for removing spikes and filling holes. Then
an Iterative Closest Points (ICP) based algorithm is employed to correct pose
variations.

3.2 Local Phase Quantization

The Local Phase Quantization (LPQ) operator is a local descriptor which was
originally proposed for texture classification and proves robust to image blur-
ring [15]. The descriptor uses local phase information extracted by a short-term
Fourier transform (STFT) computed over a rectangular M -by-M neighborhood
Nx at each pixel position x of the image f(x) defined as follows

F (u, x) =
∑
y∈Nx

f(x− y)e−2πjuT y = wT
u fx (1)

where wu is the basis vector of 2-D DFT at frequency u, and fx is the vector
containing all M2 samples from Nx. The STFT is efficiently evaluated for all
image position x ∈ {x1, ..., xN} using simply 1-D convolutions for the rows and
columns successively. The local Fourier coefficients are computed at four fre-
quency points: u1 = [a, 0]T , u2 = [0, a]T ,u3 = [a, a]T , and u4 = [a,−a]T , where a
is a sufficiently small scalar. For each pixel position these coefficients result in a
vecotr Fx = [F (u1, x), F (u2, x), F (u3, x), F (u4, x)]. The phase information in the
Fourier coefficients is recorded by examining the signs of the real and imaginary
parts of each components in Fx, achieved by using a simple scalar quantiser

qj =

{
1 if gj ≥ 0

0 otherwise
(2)

where qj(x) is the jth component of the vector Gx = [Re{Fx}, Im{Fx}]. The
resulting eight bit binary coefficients qj(x) are represented as integers by using
binary coding:

fLPQ(x) =

8∑
j=1

qj2
j−1 (3)

As a result, a histogram of these values from all the positions is composed by
constructing a 256-dimensional feature vector. Histograms discard all informa-
tion regarding the spatial arrangement of the patterns. Similar to Local Binary
Patterns (LBP), we think that LPQ encodes local shape attributes of 3D facial
surfaces when it is applied to 3D face analysis. We thus divide the face region
into m local regions, from which LPQ histograms are extracted and then con-
catenated into a single feature histogram (see Fig. 1). An image divided into
m× n blocks thus produces a feature vector with the dimension of 256×m×n.
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…...

Fig. 1. Illustration of LPQ based 3D face representation

3.3 LPQ-TOP

To extend the LPQ descriptor to the temporal domain, the basic LPQ feature
is extracted independently from three sets of orthogonal planes: XY, XT and
YT, considering only the co-occurrence statistics in these three directions, and
stacking them into a single histogram [16] (see Fig. 2). The XY plane provides
the spatial domain information while the XT and YT planes provide temporal
information. This method results in 256× 3 = 768 bins per space-time volume.
Note that features are extracted from all possible XY, XT and YT planes (See
Fig. 3). One important parameter for the LPQ descriptor is the neighborhood
size Nx. It is not reasonable to use the same rectangular neighborhood size of
the spatial plane and the two temporal planes,and it should be experimentally
fixed.

XY

XT

YT

Fig. 2. Concatenated histogram from three planes.

4 Experimental Results

The proposed method was tested on the BU-4DFE database [3] which contains
606 dynamic 3D sequences from 101 subjects. Each subject performs the six pro-
totypical expressions (i.e. anger, disgust, fear, happiness, sadness and surprise).
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…...
Feature extracted from the whole sequence

Features from three orthogonal planes

Fig. 3. The concatenation of feature vectors, each of which is extracted from a block
to represent the whole sequence.

Although in the database description, the authors state that each sequence con-
tains expression performed gradually from neutral appearance, low intensity,
high intensity, back to low intensity and neutral appearance, but this statement
does not hold for some sequences [1]. In [1], the authors identified and removed
the videos containing corrupted meshes and the videos with obvious disconti-
nuity, and the LBP-TOP descriptor was used to extract features from the 507
sequences of 100 subjects. The author tested six expressions and a average per-
formance of 74.63% is achieved by using the SVM classifier.

In our experiments, the LPQ-TOP descriptor is used to encode both the
static facial shape attributes and the spatio-temporal changes occurred in facial
expressions, and the proposed method is evaluated using the same protocol as
in [1] for fair comparison, especially to highlight the advantages of LPQ-TOP
over LBP-TOP in 4D FER. In order to avoid the inconsistency of data used
in experiments, we extract the LBP-TOP features ourselves with the help of
[17]. It should be noted that we perform 10-fold cross validation in SVM based
classification with a Radius Basis Function (RBF) kernel. To reduce gender bias,
the subjects are selected independently from females and males. Furthermore,
we ensure that no subjects appear in both the training and testing sets. Table
1 and Table 2 show their performance, and from them we can see that the
proposed LPQ-TOP based method is much more effective than the LBP-TOP
based one [1] for 4D FER. It outperforms [1] in classifying all the six expressions
and thereby in the average accuracy.

To the best of our knowledge, the topic of 4D FER is relatively new and there
are only few methods in the literature that directly tackle dynamic 3D FER
on the BU-4DFE database with explicit experiment protocols. Sun and Yin [9]
achieved a better classification performance (90.4%) when considering all the six
expressions, but they manually selected 60 subjects and used a set of 6-frame
subsequences from each expression sequence. Le et al. [11] selected 60 subjects
and evaluated the proposed method only on three expressions, i.e. happiness,
sadness, and surprise. Sandbach et al. [10] chose a subset of the subjects manually
and test only on the happy, sad and surprise expressions.
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Table 1. Confusion matrix obtained by using the LBP-TOP feature

% AN DI FE HA SA SU

AN 61.3 8.0 5.8 2.0 21.7 1.2
DI 11.6 65.8 13 3.2 1.6 4.8
FE 4.7 13.3 59.6 11.4 1.1 9.9
HA 1.0 2.9 10.0 84.9 0.1 1.1
SA 17.6 0.6 4.1 0.1 76.4 1.2
SU 0 4.6 8.7 3.2 3.5 80.0

Average: 71.33

Table 2. Confusion matrix obtained by using the LPQ-TOP feature

% AN DI FE HA SA SU

AN 62.5 5.4 12.5 0.2 14.5 4.9
DI 1.9 77.5 11.3 2.4 4.7 2.2
FE 2.5 5 65.0 7.5 5.0 15.0
HA 0.7 1.8 10.5 85.0 1.2 0.8
SA 11.6 1.1 2.5 1.9 82.5 0.4
SU 0 2.5 11 2.9 1.1 82.5

Average: 75.83

5 Conclusion

In this paper, we present a novel method to address 4D facial expression recogni-
tion. The LQP-TOP descriptor is applied to extract both the static and dynamic
clues in facial expressions. It can not only captures the shape attributes in each
3D face model but also detects the latent temporal information and represents
dynamic changes occurred in facial actions. The experiments are carried out on
the BU-4DFE database, and the achieved results demonstrate the effectiveness
of the proposed method.
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Abstract. Sparse representation based classification (SRC) has received much 
attention in computer vision and pattern recognition. SRC is very slow since it 
needs optimize an objective function with L1-Norm. SRC consists of two parts: 
collaborative representation and L1-norm constrain. Based on SRC, 
collaborative representation based classification with regularized least square 
(CRC_RLS) is prosed. CRC_RLS is a linear method in nature. There are many 
variations of illumination, expression and gesture in face images. So face 
recognition is a nonlinear case. Here we propose a kernel collaborative 
representation based classification with regularized least square (Kernel 
CRC_RLS, KCRC_RLS) by implicitly mapping the sample into high-
dimensional space via kernel tricks. The experimental results on FERET face 
database demonstrate that Kernel CRC_RLS is effective in classification, 
leading to promising performance. 

Keywords: Face Recognition, Kernel, Collaborative Representation. 

1 Introduction 

Human faces contain important information, such as gender, race, mood, and age. In 
the area of human-computer interaction, there are both commercial and security 
interests to develop a reliable gender classification system from a good or low quality 
images [1-3].  

In face and pattern recognition, classification is an indispensable step and classifier 
design is one of the most popular technologies. A great deal of work has been made to 
design classifiers in the past several decades [4-12]. The nearest neighbor (1-NN) 
classifier is one of the most widely used classifiers due to its simplicity and 
effectiveness. As a generalization of 1-NN classifier, kernel NN classifier was 
presented subsequently [6]. In recent years, with the popularity of manifold learning, 
the NN-based classification methods arouse considerable research interests and a 
number of improved variants of the NN classifier have been developed [7-12].  

Recently, sparse representation is a hot research topic in computer vision and 
pattern recognition. It is widely applied to image super-resolution [13], motion 
segmentation [14], supervised denoising [15] and sparse reconstruction [16]. Wright 
gave a sparse representation based classification (SRC) [17] and successfully applied it 
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for face recognition. In SRC, a testing sample is coded by sparse linear combination of 
all the training samples and classified into the class with minimum sparse 
reconstruction error. The working mechanism of SRC and found that it was the 
collaborative representation, but not the L1-norm sparsity, that plays the essential role 
for classification in SRC [18]. A collaborative representation based classification with 
regularized least square (CRC_RLS) scheme for image recognition was proposed in 
[18], which has significantly less complexity than SRC but leads to very competitive 
classification performance. CRC_RLS is a linear method in nature and cannot handle 
samples with complex nonlinear variations.  

CRC_RLS may fail to deliver good performance when samples (e.g. face images) 
are subject to complex nonlinear changes due to large pose, expression or illumination 
variations, as it is a linear method in nature. Kernel methods [19-21] have been widely 
used to overcome the limitation of some linear feature extraction and classification 
because Kernel methods can discover the nonlinear structure of the images. Here, we 
propose a kernel collaborative representative based classification with regularized least 
square algorithm for image recognition (Kernel, KCRC_RLS). For KCRC_RLS, 
samples are first mapped into a high dimensional space and then CRC_RLS is 
performed in the transformation space. We prove that KCRC_RLS in the high 
dimensional space can be formulated in terms of the inner products, while the inner 
products could be computed by kernel function. 

2 CRC_RLS 

L. Zhang et al. pointed that it was collaborative representation, but not the L1-norm 
sparse constraint, that truly improved the face recognition performance. In SRC L1-
norm is used to regularize the solution, but it is not necessary to use L1-norm 
constraint. L2-norm can be used to regularize the solution and can get competitive 
performance with less computation complexity. Consequently they present a 
collaborative representation based classification with regularized least square 
(CRC_RLS) algorithm for face recognition. 

Denote by ,1 ,2 ,[ , , , ] i

i

m n
i i i i nX x x x R ×= ∈  the set of training samples of the ith class, 

where xi,j(j=1,2,…,ni) is a m-dimensional vector stretched by the jth training samples 
of the ith class. For a testing sample 0

my R∈  from this class, intuitively, 0y  could be 

well approximated by linear combination of the sample within Xi, i.e, 

0 , ,1

in

i j i j i ij
y x w X w

=
= ⋅ =∑ , ,1 ,2 ,, , ,

i

T

i i i i nw w w w⎡ ⎤= ⎣ ⎦  is the coefficient. Suppose we have c 

classes, and let [ ]1 2, , , cX X X X=   be the total training samples set and 

n=n1+n2+…+nc, then the linear representation of y0 can be written in terms of all 
training samples as 0 0y Xw= , where 

0 1 ,1 ,2 ,[ ; ; ; ; ] [0, ,0, , , , ,0, ,0]
i

T
i c i i i nw w w w w w w= =     . The objective function of the 

collaborative representation with regularized least square is as follows: 

{ }2 2

2 2
arg minw y Xw wλ= − +                            (1) 
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where λ  is the regularized parameter. The former in Eq.(1) is the collaborative 
represent part and the later in Eq (1) is least square (L2 norm) constraint instead of L1 
norm sparsity constraint. The regularization has two constraints: First, it makes the 
least square solution stable; Second, it also introduces a certain amount of sparsity to 
the solution w , yet this sparsity is much weaker than that by L1-norm. The solution of 
the collaborative representation with regularized least square is  

                        ( ) 1T Tw X X I X yλ
−

= + .                         (2) 

The CRC_RLS algorithm is shown in Algorithm 2. More details about CRC_RLS can 
be found in [18]. 

3 Our Proposed Method 

CRC_RLS is a linear method in nature, and it is inadequate to represent the nonlinear 
space like many linear methods. As we know, kernel approach can change the 
distribution of samples by mapping samples into a high dimensional feature space. 
This change possibly has two merits if an appropriate kernel function is selected. On 
the one hand, some linear inseparable samples in the original feature space become 
linear separable in the high dimensional feature space. On the other hand, a test sample 
can be represented as the linear combination of the training samples from the same 
class as itself more accurately in the high dimensional feature space than original. In 
this section, we will extend the CRC_RLS algorithm to the nonlinear case via the 
kernel tricks. An initial motivation of Kernel CRC_RLS (KCRC_RLS) is to perform 
CRC_RLS in the feature space F (Actually, it is reasonable to view F as Hilbert space). 

Given a nonlinear mapping φ , the original data space χ  is mapped into a higher 
dimensional feature space F: 

                             
:

( )

F

x x

φ χ
φ
→


                                (3) 

Denote by 1,1 1,2 ,( ), ( ), , ( )
cc nx x xφ φ φ⎡ ⎤Φ = ⎣ ⎦  the mapped samples from the original feature 

space.  

In the high dimensional feature space F, to collaboratively represent the query 
sample ( )yφ  over the whole training samples 1,1 1,2 ,( ), ( ), , ( )

cc nx x xφ φ φ⎡ ⎤Φ = ⎣ ⎦ , but with 

very low computation burden, we propose the objective function of KCRC_RLS as 
follows: 

                       { }2 2

2 2
arg min ( )w y w wφ λ= −Φ +                        (4) 

where λ  is the regularized parameter. 

The solution of KCRC_RLS in Eq.(4) can easily and analytically derived as: 

                         ( ) 1
( )T Tw I yλ φ

−
= Φ Φ + Φ                             (5) 
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In the high dimensional feature space, the inter product of samples can be computed 
via kernel function. For any two samples ( ),  ( )i jx xφ φ , we have 

( ) ( ) ( ( ) ( )) ( , )T
i j i j i jx x x x k x xφ φ φ φ= ⋅ = , where k is a kernel function. Then  

1,1 1,2 , 1,1 1,2 ,

1,1 1,1 1,1 1,2 1,1 ,

1,2 1,1 1,2 1,2 1,2 ,

, 1,1 , 1,2 , ,

( ), ( ), , ( ) ( ), ( ), , ( )

( , ) ( , ) ( , )

( , ) ( , ) ( , )
          

( , ) ( , ) ( , )

c c

c

c

c c c c

TT
c n c n

c n

c n

c n c n c n c n

x x x x x x

k x x k x x k x x

k x x k x x k x x

k x x k x x k x x

φ φ φ φ φ φ⎡ ⎤ ⎡ ⎤Φ Φ = ⎣ ⎦ ⎣ ⎦
⎡

=

⎣

  




   



⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
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(6) 
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TT
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k x y

k x y

φ φ φ φ φ⎡ ⎤Φ = ⎣ ⎦
⎡ ⎤
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⎢ ⎥= ⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

  



                    (7) 

When the kernel function is given, TΦ Φ and ( )T yφΦ  can be obtained and w  is 

calculated. We also use the class specific residual  
2

( ) i iiy w wφ −Φ   for 

classification, where ,1 ,2 ,( ), ( ), , ( )
ii i i i nx x xφ φ φ⎡ ⎤Φ = ⎣ ⎦  and  iw  is the coefficient vector 

associated with class i. 
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The KCRC_RLS algorithm is summarized in Algorithm 3. 
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Algorithm 3. The KCR_RLS algorithm 

1. (Code) Code ( )yφ  over Φ  by Eq.(6)(7)(8).  

2. (Classification) Computer the regularized residuals ri(y): 

 
2 2

( ) ( ) i ii ir y y w wφ= −Φ , for i=1,…,c. 

3. Output that 0 0label( ) arg min ( )i
i

y r y= . 

4 Experiments 

The FERET face database is used to evaluate the performance of the proposed 
KCRC_RLS, CRC_RLS, the k nearest neighbor (kNN), minimum (class mean) distance 
(MD), the local mean based nearest neighbor classifier (LM-NN), LRC, and SRC, and 
Kernel Nearest Neighbor (KernelNN). Kernel SRC is very slow and not be evaluated here. 
Here the experiments are multi-class problem. Two kernel functions are applied here. One 

is Gaussian kernel ( ) ( )2
, expk x y x y t= − − , the other is polynomial kernel 

( ) ( ), 1
dTk x y x y= + . In the PCA stage, we preserve nearly 95% image entry to select the 

principal components. Since Kernel Nearest Neighbor with Gaussian kernel is equivalent 
to NN, only polynomial kernel is used in KernelNN. The parameters d, t and λ  are set by 
grid search. All the experiments are performed on the laptop with P8600 CPU and 2G 
RAM under the Matlab 2010a programming environment. 

The FERET face image database is a result of the FERET program, which was 
sponsored by the US Department of Defense through the DARPA Program [24,25]. It 
has become a standard database for testing and evaluating state-of-the-art face 
recognition algorithms. 

The proposed algorithm was tested on a subset of the FERET database. This subset 
includes 1,400 images of 200 individuals (each individual has seven images). This 
subset has variations of facial expression, illumination, and pose. In our experiment, 
the facial portion of each original image was automatically cropped based on the 
location of eyes and the cropped images were resized to 40 by 40 pixels. Some 
example images of one person are shown in Fig. 1. 

 

Fig. 1. Images of one person in FERET 

In the first experiment, we use the first 6 images of each class to form the training 
set, and the remaining 1 image of each class to form the validating set. So there are 
1200 training samples and 200 testing samples. We compare the performance of the 
competing methods on pixel intensity features, PCA features. For intensity features, all 
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images are downsampled to 10*10. For PCA features, we keep 250-dimensional. The 
maximum average recognition rates over all possible parameters, e.g. the number of 
nearest neighbors, the regularized parameters in SRC and CRC_RLS, and the kernel 
parameters in KCRC_RLS, are shown in Table 1. We can find that: 1) KCRC_RLS 
has the best results and significantly improves the recognition rates. 2) KCRC_RLS 
with Gaussian kernel improves the recognition rates with 16.5%, 10% and 1% over 
CRC_RLS respectively. 3) KCRC_RLS improves the recognition rates with 7.5%, 
20.5% and 5.5% over SRC respectively. 4) kNN and LM-NN have the same maximum 
recognition rates with the same nearest neighbors number k=1.  We further perform 
experiments by 10-run tests. In each run, we randomly choose 6 images from each 
class for training, and the remaining images for test. Based on the optimal parameters 
we obtained on the first experiment, the average recognition rates and standard 
deviations are shown in Table 2. When kNN and LM-NN both choose the nearest 
neighbor number k=1, kNN is equal to LM-NN in nature. So we don’t do experiments 
with LM-NN. The curve of recognition rates versus different training sets is shown in 
Fig.2. The average classification time is shown in Table 3. The speed of KCRC_RLS 
is slower than CRC_RLS, but still much faster than SRC. KCRC_RLS shows a good 
and robust performance. 

Table 1. The recognition rates of competing methods on FERET database 

Method Pixel PCA 
kNN 0.2700 (k=1) 0.3900 (k=1) 
MD 0.1150 0.1350 

LM-NN 0.2700 (k=1) 0.3900 (k=1) 
LRC 0.5000 0.3250 
SRC 0.5450 ( 42λ −= ) 0.5450 ( 22λ −= ) 

CRC_RLS 0.4550 ( 42λ −= ) 0.6500 ( 32λ −= ) 
KernelNN 0.5800( 72d −= ) 0.3900( 02d = ) 

KCRC_RLS(P) 0.6000( 1 12 ,  2dλ = = ) 0.6400( 8 02 ,  2dλ = = ) 

KCRC_RLS(G) 0.6200( 31 72 ,  2tλ −= = ) 0.7500( 17 102 ,  2tλ −= = ) 

Table 2. The average recognition rates of competing methods on FERET database 

Method Pixel PCA 
kNN 0.6880(0.1569) 0.6950(0.1175) 
MD 0.5005(0.1524) 0.5975(0.1794) 

LM-NN 0.9095(0.1495) 0.8440(0.1897) 
LRC 0.8785(0.1224) 0.8590(0.1162) 
SRC 0.7890(0.1420) 0.7755(0.0486) 

CRC_RLS 0.7940(0.0851) 0.6950(0.1175) 
KernelNN 0.9065(0.1209) 0.7890(0.0593) 

KCRC_RLS(P) 0.9165(0.1162) 0.8885(0.0581) 
KCRC_RLS(G) 0.6880(0.1569) 0.6950(0.1175) 



136 Z. Wang et al. 

 

 
(a) Pixel features                                       (b)PCA features 

Fig. 2. The recognition rates of various classification methods on FERET database 

Table 3. Average time on FERET database 

Method Pixel PCA 
kNN 0.4203(0.0137) 0.5658(0.0208) 
MD 1.4281(0.0771) 1.7936(0.0430) 

LM-NN 3.3594(0.0557) 4.4328(0.1034) 
LRC 148.3264(16.3319) 146.8781(5.5698) 
SRC 0.8078(0.0276) 0.8486(0.0440) 

CRC_RLS 0.5096(0.0109) 0.5322(0.0168) 
KernelNN 5.8532(0.1034) 5.8454(0.0237) 

KCRC_RLS(P) 6.4138(0.5272) 5.9922(0.0213) 
KCRC_RLS(G) 0.4203(0.0137) 0.5658(0.0208) 

5 Conclusions 

CRC_RLS is a new method induced by Sparse representation based classification and 
has been successfully applied in face recognition. Being intrinsically linear, 
classification based on CRC_RLS may fail to handle the data from a nonlinear 
structure space. Using the kernel tricks that are often used in SVM, we extend the 
CRC_RLS method to kernel space where we can measure the nonlinear similarity, 
named kernel CRC_RLS (KCRC_RLS). Experiments on face recognition on FERET 
face database show the effectiveness of KCRC_RLS algorithm.  
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Abstract. This paper proposes a two-dimensional color uncorrelated principal 
component analysis algorithm(2DCUPCA) for unsupervised subspace learning 
directly from color face images. The 2DCUPCA can be used to explore 
uncorrelated properties among color-based features, which contain minimum 
redundancy and ensure linear independence among features. Furthermore, the 
proposed 2DCUPCA  provided the theoretical foundations analysis and proved 
the uncorrelated property between color-based features in theory. This makes it 
sure that the extracted features directly from three color image matrices will be 
uncorrelated. Finally, experimental results on the AR and FRGC-2 color face 
databases show that 2DCUPCA achieves better recognition performance than 
other color face recognition methods.  

Keywords: Pattern recognition; face recognition; uncorrelated principal 
component analysis; feature extraction. 

1 Introduction 

Face recognition has growing interests in the field of pattern recognition and 
computer vision [1]. In the last decades, large amounts of methods for face 
recognition were presented [2-7]. Traditional face recognition methods, such as the 
classical linear data representation technique, principal component analysis (PCA) [2] 
and linear discrimiant analysis (LDA) [3] were widely used in the areas of pattern 
recognition and computer vision. Furthermore, two-dimensional principal component 
analysis (2DPCA) [4] was brought forward.  Extending this idea, Li and Yuan 
proposed the two-dimensional linear discriminant analysis (2DLDA) [5] for feature 
extraction. All these methods were used to deal with gray face images rather than 
color face images.  Recent research efforts, however, revealed that the color could 
provide useful and important information for face recognition [8-18].  
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In [8], Yip et al. discovered that color cues did play a role in face recognition and 
their contribution became evident when shape cues are degraded. To cope with low-
resolution faces, the work in [9] presented a new metric called “Variation ratio gain” 
(VRG). Dong et al. [10] defined a color prototype to represent a spherical region in 
color space. These color prototypes provided a good estimate for object colors. In 
[11], this work proposed a spatial color descriptor involving a color adjacency 
histogram and color vector angle histogram. Uncorrelated features contain minimum 
redundancy and ensure independence of features [12-13]. Therefore, reducing the 
correlation among features should contribute to enhance the complementation and 
further improve the recognition performance. Color Space Normalization (CSN) [14] 
technique could greatly reduce the correlation among the three color components. The 
aforementioned researches [10-15] also reduced the correlation among three color 
components of the original images to some extent. Lu et al. [16] proposed an 
uncorrelated multi-linear principal component analysis (UMPCA) for unsupervised 
subspace learning. Man et al. [17] proposed a statistically orthogonal analysis method 
(SOA) to obtain statistically orthogonal color-based features, but SOA lost color face 
spatial structure information. Nonetheless, color uncorrelated properties among the 
features of the original images have not been systematically explored in the current 
color face recognition investigations.  

Motivated by the discussions above, this paper aims to develop the two-
dimensional color uncorrelated principal component analysis algorithm (2DCUPCA) 
that extracts color space uncorrelated features.   

2 Two-Dimensional Color Uncorrelated Principal Component  
Analysis (2D CUPCA ) 

2.1 The Basic Idea of the Proposed 2DCUPCA 

2DPCA [4] can extract the 2D spatial features of gray images but it cannot eliminate 
the correlation among features. ULDA [13] and UMPCA [16] can extract 
uncorrelated features. However, 2DPCA, ULDA and UMPCA are not directly 
proposed for color face images. Research results [8-14] suggest that the color can 
provide important information for pattern recognition. Therefore, how to effectively 
exploit color information to enhance recognition performance becomes an important 
task in color image recognition. 

Based on the aforementioned analysis and borrowing the idea of 2DPCA [4] and 
UMPCA [16], we propose the 2DCUPCA to obtain three mutually statistically 
uncorrelated two-dimensional principal component features. More details can be seen 
in the subsection 2.2.  

2.2 Theoretical Foundation of the Proposed 2DCUPCA 

In this subsection, we describe the theoretical foundation of the proposed 2DCUPCA 
algorithm and present the analytical solution. 
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Supposed there are M labeled color image samples c

jA  in the training set of each 

class, where 1, 2,...,j M= , 1, 2,...,c C=  and C denotes the number of classes, and 
M denotes the size of the training set.  

Let , ,R G BA A A be ,R G, B  color component image sets of the color image samples 

and , ,TR TG TBS S S  be the corresponding total image scatter matrices 

respectively. , ,BR BG BBS S S  denote between-class image scatter matrices of 

, ,R G BA A A and , ,WR WG WBS S S  denote within-class image scatter matrices of 

, ,R G BA A A  respectively. Let , ,R G BX X X  represent the projection matrix consisting 

projective vectors for , ,R G BA A A  respectively.   

Based on the 2DPCA criterion, the discriminant projection matrix RX  for RA  

can be calculated by  

Targ max= T

R R R RX X S X                             (1) 

Following the projection matrix RX , we attempt to find the projection matrix GX  for 

GA  in the principle of assuring completely uncorrelation between features of RX  

and GX . Guided by this principle, we design the algorithm to calculate GX  as 

follows.Suppose two color component images ∈jr RA A  and ∈jg GA A , let =
jr jr R

Y A X  

and =
jg jg G

Y A X  separately denote the corresponding projected features .The covariance 

between jrY  and jgY  is  

( )
( , ) -Cov E E E

G

T

jr jg jr jr jg jg

T
T

TG TR R

Y Y [Y (Y )][Y - (Y )]

= X S S X

=
                    (2) 

where M denotes the size of the training set, 
R

A  denotes the mean image of R color 

component image sets, GA  denotes the mean image of G color component image 

sets, E E= ⎡ ⎤⎣ ⎦TR jr jrS A - (A )  and E E= ⎡ ⎤⎣ ⎦TG jg jgS A - (A ) . The auto variances of jrY  

and jgY  are defined as 

   R R( , ) [ ( )][ ( )]T

r r r r r r
Var E E E= − − = T

j j j j j j TGY Y Y Y Y Y X S X            (3) 

and 

( , ) [ ( )][ ( )]TVar E E E= − − = T

jg jg jg jg jg jg G TG GY Y Y Y Y Y X S X          (4) 

The correlation between jrY  and jgY  can be defined as  

( )

( )

( , )
,

( , ) ( , )

Cov
Corr

Var Var
=

= G

jr jg

jr jg

jg jg jr jr

T
T

TG TR R

T T

R TR R G TG G

Y Y
Y Y

Y Y Y Y

X S S X

X S X X S X

                     (5) 
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To remove the statistical correlation, we set ( ), 0Corr Y Y =jr jg , which is equivalent to 

( ) 0=
G

T
T

TG TR RX S S X . Note that RX  and GX  are statistically orthogonal if 

( ), 0Corr Y Y =jr jg . 

Then, we can obtain GX  by solving the following problem: 

( )

arg max

. . 0s t

=

=

G

G

T

G G TG G
X

T
T

TG TR R

X X S X

X S S X
                       (6)            

For solving Formula (6), we present a theorem as follows: 

Theorem 1. The optimal solution GX  in model (6) can be achieved by solving the 

eigenequation: 

           
1

2 2
W W

λ
λ= ⇒ =

TG

-1

TG G GS X X S                      (7) 

where ( )=
T

TG TR RW S S X . 

Proof:  Given ( )=
T

TG TR RW S S X .  We construct the Lagrange function: 

( ) ( )1TL λ= −
G G

T T

G G GX X S X X W - C                      (8) 

where λ  is the Lagrange multipliers, and 1C  is constant matrices. We set the 

derivative of ( )GL X  on GX  to be zero: 

( )
2 0

L
λ

∂
= − =

∂
G

TG G

G

X
S X W

X
                           (9) 

That is, 

2
W

λ
=

TG

-1

GX S                                     (10) 

Eq.(10) is equivalent to Formula (7). Proof is over. 
Furthermore, similar to GX , we can calculate the projection matrix BX . So, we 

calculate BX  by  

( )
( )

arg max

. . 0

0

s t

=

=

=

B

B

B

T

B B TB B
X

T
T

TB TR R

T
T

TB TG G

X X S X

X S S X

X S S X

                      (11) 

For solving Formula (11), we present a theorem as follows: 
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Theorem 2. BX  in Formula (11) can be achieved by solving the eigenequation: 

( )1

2

λ β+
= TB

-1

2

B

S W W
X ,                          (12) 

where ( ) ( )1 2,= =
T T

TB TR R TB TG GW S S X W S S X . 

The proof of Theorem 2 is similar to the one in Theorem 1. So, it is omitted for 
saving space. 

3 Experimental Evaluation and Analysis 

In this section, we compare the classification performance of the proposed 2DCUPCA 
with other representative color face recognition methods through the experiments on 
AR and FRGC-2color face image databases. The sample images for one individual of 
the AR database are shown in Fig. 1(a). The images of Fig. 1(a). (a)–(g) from the first 
session are used as the training set, and Fig. 1(n)–(t) from the second session as the 
testing set. 

  

                         (a)                                   (b) 

Fig. 1. (a). Sample images for one people of the AR database 

The FRGC-2 color face database is a standard testing database for color face 
recognition. In the experiments, we selected 100 peoples, each 24 images. We 
cropped every image to the size of 60x60, and show images of one people from 
FRGC-2 in Fig. 1(b). 

3.1 Experiments on the AR Database 

In this experiment, the images from the first session (i.e., Fig.1(a). a, b, c, d, e, f, and 
g) were used for training, and the images from the second session (i.e., Fig.1(a). n, o, 
p, q, r, s, and t) were used for testing. Fig.2(a) shows the recognition rates vs. the 
variations of the dimensions (In Fig.2(a), for one-dimensional methods, the 
dimensions is equal to five times the numbers marked on the axes). The maximal 
recognition rates of each method are listed in the Table 1. As can be seen from Table 
1 and Fig.2(a), 2DCUPCA obtains the best recognition rates in the experiment under 
variations over time, which shows the effectiveness and robustness of the proposed 
2DCUPCA under variations over time. Why do 2DCUPCA perform better than other 
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methods in this experiment? From the view of feature correlations, 2DCUPCA 
outperforms the other methods, indicating that the uncorrelated features extracted 
directly from the color face image are effective in recognition. In contrast, the features 
extracted by other methods are correlated, with those extracted by CPCA and 
CFLMME having much highly correlation. The CSN [14] and CICCA [19] methods 
can reduce the correlation between color-based features, but they cannot eliminate the 
correlation completely. However, the proposed 2DCUPCA not only eliminate the 
correlations between color-based features but also simultaneously retain the face 
spatial structure information, which helps improve the color face recognition. All of 
these could be partly reason of the superior recognition performance of 2DCUPCA 
than that of other methods in the experiment under variations over time.  

  

                     (a)                                   (b) 

Fig. 2. (a). The recognition rates (%) versus the dimension on the AR face database;(b) The 
recognition rates (%) versus the dimension on the FRGC-2 face database 

Table 1. The maximal recognition rates (%) and the corresponding dimensions on the AR 
database 

Method PCA on Gray CPCA FLMME on Gray CFLMME 2DPCA 
Recognition rate 64.07 65.97 55.71 59.88 66.54 
Dimension 116 118 134 120 50x12 

 
Method CSN-Ⅰ CSN-Ⅱ CICCA SOA 2DCUPCA 
Recognition rate 73.33 70.83 63.45 66.90 75.90 
Dimension 120 100 119 119 50x38 

3.2 Experiments on the FRGC-2 Database 

In this section, we evaluate the performance of 2DCUPCA compared with that of other 
methods on the FRGC-2 database. In this experiment, 12 images of each individual were 
selected and used for training, and the rest images were used for test. Table 2 lists the 
maximal recognition rates of each method and Fig.2(b) shows the recognition rates vs. the 
variations of the dimensions (In Fig. 2(b), for one-dimensional methods, the dimensions is 
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equal to five times the number of dimensions axes). Once more, the experimental results 
show that 2DCUPCA performs better than the other methods. It is mainly reason that the 
proposed 2DCUPCA overcomes the limitation of redundancy among features and ensure 
independence of color-based features.  

From Fig.2(b), we can further observe that 2DCUPCA performs better on FRGC-2 
color face database than on AR color face database compared with the other gray-
based methods. It is because that color cues play a more important role in 
uncontrolled image recognition than in controlled image recognition. 

Table 2. The maximal recognition rates (%) and the corresponding dimensions on the FRGC-2 
database 

Method PCA on Gray CPCA FLMME on Gray CFLMME 2DPCA 
Recognition rate 78.50 81.67 73.17 77.25 83.50 
Dimension 84 92 156 140 60x24 

 
Method CSN-Ⅰ CSN-Ⅱ CICCA SOA 2DCUPCA 

Recognition rate 84.67 85 79.25 69.58 92.25 
Dimension 134 124 97 99 60x18 

4 Conclusions  

In this paper, we proposed a two-dimensional color uncorrelated principal component 
analysis for face recognition, which is capable of extracting uncorrelated features 
directly from color face images. Experimental results on the AR and FRGC-2 color 
face databases show that 2DCUPCA achieves better recognition performance than 
other color face recognition methods. 
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Abstract. Changes in human expression cause non-rigid deformation of face 
models, this is a great challenge for 3D Face Recognition. To tackle this 
problem, there has been lots of excellent research work in recent years. In this 
paper, we propose a face recognition algorithm based on intrinsic features. 
Firstly face models are preprocessed and adjusted to standard pose for 
extracting nose tip, then we compute several geodesic stripes based on detected 
nose tip, make sampling in each stripe, and extract isometric-invariant features 
on each feature point. Because facial expression makes different levels of 
impact on different parts of face surface, we use SVM to train the matching 
results between stripes, getting optimal weight for each stripe. Finally, 
similarities are computed by weighed sum of different stripes matching results. 
Our experiments use the Gavab Database and the results are better than other 
3D face recognition algorithms such as MDS method, showing effectiveness of 
our method. 

Keywords: 3D face recognition, feature extraction, face expression, SVM. 

1 Introduction 

Nowadays, 2D face recognition methods have reached prefect recognition accuracy 
under certain restrained conditions. But it is susceptible to light, pose, expression, 
makeup and many other effects. With the invention of 3D data acquisition devices, it 
is easier to obtain 3D face data. Researchers began to shift the focus to 3D face 
recognition. 3D data contains shape and depth information which is expected to solve 
the current difficulties 2D face recognition is faced with. 

Although 3D face data has more informations compared to face images, but it also 
has lots of difficulties. Besides complex preprocessing and pose adjustment 
procedure, non-rigid deformation of face models brought about by changes in 
expressions is the greatest challenge for 3D face recognition. Different expressions of 
the same person causes severe divergence of face shape, this makes directly intra-
class shape matching similarity become very low. How to deal with impact of 
changes in expressions is a research problems for 3D face recognition. 
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According to different kinds of method to deal with expression problem, the 
present methods can be divided into four categories: 1) methods based on rigid 
regions; 2) methods based on local features; 3) methods based on expression invariant 
model.  

Firstly, rigid regions-based methods select rigid regions of face surface for 
recognition. Wang [1] proposes partial-ICP algorithm to handle expression changes. 
After each iteration of ICP algorithms, points are sorted by distance, and only the 
nearest n% points are selected for the next iteration. The algorithm can automatically 
select rigid regions of face surface, decreasing impact of expression changes to 
recognition performance. Based on the facts that nose region is less affected by 
expression changes, Chang [2] extracts nose area to use ICP algorithms for 
registration, and get a good recognition.  

Local features-based methods extracts local features such as curves, curvatures and 
other geometric features for representing human face. Chua [3] proposes a local 
feature named Point Signature. Firstly they extract significant feature points of face  
surface, and use curve fitting methods to describe the neighborhood shape 
information of each feature point. Rough alignment of model can be obtained by 
curve matching and finally they use ICP algorithms for fine alignment. Inspired by 
SIFT algorithms used in image processing field, Dirk [4] proposed the meshSIFT 
algorithm which is adapted to 3D model. It firstly detects scale-invariant key points of 
face model, followed by counting the shape index and slant angle histograms around 
each key points, which are regarded as local features of face model.  

Expression invariant based methods are based on the facts that facial expression 
changes can be regarded as isometric transformation of neutral face. Based on this 
assumptions, Brostein [5] use Multi-Dimensional Scaling algorithm to embedded 3D 
face model into Euclidean space, this makes different expressions of the same person 
have similar representation. Rigid geometric invariant moment feature is then 
extracted to represent whole face. Dirk [6] downsamples the face model and extracts 
its’ geodesic distance matrix. Then results of singular value decomposition is 
regarded as isometric invariant representation of face model.  

This paper combines characteristics of the above methods. Based on isometry 
invariant characteristics of face model,we use isometry invariant local features to 
represent the whole face. According to the different contribution of face regions for 
recognition,we use machine learning method to train best matching weights of stripes. 
Figure 1 shows a flowchart of our algorithm. 

Rest of this paper is divided into the following sections: Chapter 2 and chapter 3 
introduces our algorithm implementation process; chapter 4 shows the experiments 
and results; finally chapter 5 makes conclusions and outlook of this paper. 
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Fig. 1. The flowchart of our algorithms 

2 Preprocessing and Nose Tip Detection 

In this section we introduce preprocessing and nose tip detection process. 3D face 
scanning data often contain hair, ears and other interferences. Furthermore, since the 
algorithm involves calculation of geodesic stripes, it demands accurate nose tip 
detection results. 

2.1 Preprocessing 

Typically raw data preprocessing contains extracting region of interest,removing 
spikes, smoothing and several other procedure. 

Region of interest extraction removes interference parts from original face data. 
Inspired by region growth algorithms used in image processing field, we think the 
whole face model as a number of independent undirected graph. Then region grow 
algorithm is easily extended to triangle mesh domain, separating undirected graphs 
from each other. After getting many independent connected regions. We select the 
region containing most points as face area. 

There are still some preprocessing operations to be done. We apply Gaussian 
filtering algorithm to remove spikes and bilateral filtering algorithms proposed by 
Fleishman[7] to smooth mesh. Then we obtain satisfying face mesh data. 

2.2 Nose Tip Detection 

Our algorithm requires accurate detecting results of nose tip. When Face model is in a 
positive attitude, nose tip is the highest vertices of face mesh. However, face scanning 
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process may have some changes in pose which can not satisfy above conditions. 
Therefore, shifting human face to a positive attitude is necessary. In this paper, we 
firstly use principal component analysis method for attitude correction, then the least 
squares plane fitting method is used to detect nose tip. 

Face models consists of a series of mesh vertices, each vertex can be expressed as 
the triples <x,y,z>. Through analysis on face models, it is easy to know that maximum 
divergence of all vertices can be obtained by Y-axis direction, followed by the X-axis 
direction, and Z axis direction has the minimum. If we perform principal component 
analysis method on all vertices, we can extracts three axis directions. They correspond 
to three directions namely from the bottom up, from left to right, from back to front. 
Thus axes transformation can be used to adjust face model to standard pose.  

After adjusting face model to standard pose, we use the least squares fitting 
algorithm to detect nose tip. Through fitting the plane with all vertices we can obtain 
a plane intersecting with the face model [8]. Among them the vertex with minimum 
distance to the plane is regarded as nose tip. 

3 Feature Extraction and Weight Learning 

3.1 Feature Extraction 

After getting nose tip, we extract geodesic stripes of face model. This involves 
calculation of the geodesic distance. Geodesic distance on face model is the shortest 
curve length along face surface. Geodesic distance computation methods contains 
Dijkstra algorithm and Fast marching method. Since the latter can be computed along 
the path inside the triangle and has higher accuracy, thus we choose it to compute 
geodesic distance.  

Regarding nose tip as the source point, we can get geodesic distance results for 
each vertex. In order to describe the whole face, we divided face model into a number 
of geodesic-spaced stripes, so that face matching problem is converted to 
corresponding stripe matching. Because most existing non-rigid registration 
algorithms need ICP algorithm to reach pre-alignment, which requires multiple 
iterations to achieve better results. so we make sampling in each strip and extract local 
features around feature points. 

We sampled each stripe based on geodesic distance and the angle with nose tip. 
The method is as follows: Firstly, we divide face surface into N strips spaced 
geodesic stripes, then compute the equation AVGi = (Edgei + Edgei+1)/2 for the i-
th stripe edges Edgei, Edgei+1. Edgei represent face regions whose geodesic 
distances is Edgei.We sample M vertices in each stripe, that means sampling once 

in each M

π2
 angle. Suppose vertex v, its geodesic distance is geodesicv, and angle 

with nose tip is Anglev. If it satisfy the following conditions: 

||Anglev- M

jπ2
|| < thres1 ， j = 1,2,…,M (1) 
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||geodesicv- AVGi|| < thres2， i = 1,2,…,N (2) 

Then it is added to the collection Pij. Eventually we select a sampling point from 
each collection, obtaining totally M×N sampling points.In experiments, we 
Empirically choose thres1 = π/36, thres2 = 0.03. 

We choose isometry invariant features to describe the local surface information. 
Wave feature known as the wave kernel signature is proposed by Mathieu Aubry [9] 
As WKS features have good details description ability and isometry invariant 
characteristic, we chose it to describe local face shape.With all WKS features 
extracted for sampling points, finally we obtain full representation of the entire face. 

3.2 Weight Learning 

For face models M1 and M2 , after matching feature points on corresponding level 
stripe Si(i = 1, 2, ..., N), we get their similarities Simi. Then take the reciprocal of each 
dimension of the vector, we get N-dimensional feature vector (1/Sim1, 1/Sim2, …, 
1/SimN). Because different regions of human face are affected differently by 
expression changes , they should also have different contributions to recognition. If 
we use weighted summations of similarity in different levels of stripes as the 
evaluation metric, their weights should be differentiated. 

The difference between two face models are very slight. Thus the contribution of face 
regions has characteristic of homogeneity. That is to say , if a region is largely affected by 
expression changes, the intra-class matching results should be larger,decreasing its’ 
separating capacity. So it should have lower weight . On the contrary, regions less affected 
by expression changes should be assigned a higher weight.  

Take this characteristic into consideration, we use feature vectors combined with 
support vector machine method to train the optimal hyperplane, making that different 
hyperplane coefficients is corresponding to different region weights of human face, 
and finally achieve the goal to distinguish whether the face matching is intra-class or 
not. So we turn the recognition problem into a two-class classification problem. 

After getting the similarity vector, we use trained weight coefficients to compute 
weighed summation,then chose the subject with the maximum weight as final 
recognition result. The formulation is defined in Equation 3: 

)(maxarg i
Ci

xwIdentity
 ⋅=

∈  
(3) 

Vector xi is matching similarity vector, between probe P and gallery face G . i ∈C 
represents the i-th subject in face database. 

4 Results 

We choose Gavab database for experiments. All subjects belong to the Caucasians, 
range from18 to 40 years old. Each subject has four neutral faces, including two 
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standard pose, a looking-down pose, a looking-up pose and three expression faces, 
namely smiling, laughing, and a random expression. 

4.1 Some Experiment Results 

We firstly preprocess face models, followed by pose correction and nose tip detection. 
After obtaining the geodesic stripes, we sample feature points in each stripe and 
extract their WKS features. Finally we use the learned weight of stripes for face 
matching. Figure 2 shows some models after preprocessing. 

 

Fig. 2. Some models after preprocessing 

In order to ensure consistency of each stripe, we normalized all geodesic distances. 
The geodesic distances are divided into five parts,with each interval between 0.2, so 
that there are five geodesic stripes totally. 

In order to study stripe weights ,we divide the database into two sets: training set 
and test set. 30 subjects are chosen to be training set,the rest belongs to test set. Since 
each subject contains seven models, if taking combination of every two models from 
the same subject as positive samples, we can totally get 630 positive samples; 
Negative samples are chosen by combining samples from different subjects, we get 
42,630 negative samples. We randomly choose 1000 as negative samples. Besides, we 
use LibSVM software package for SVM training. The kernel function is RBF kernel. 

4.2 Results and Analysis 

In order to verify different contributions of regions for recognition, we firstly use each 
stripe for recognition test. Each model from test set is chosen to be a probe and the 
nearest neighbor is regarded as a recognition result. The results are shown in table 1. 

Table 1. Accuracy of Face recognition using single level stripes 

Stripe Level Level 1 Level 2 Level 3 Level 4 Level 5 

Recognition rate 28.11% 37.79% 34.56% 31.79% 33.64% 
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As it can be seen from table 1, recognition rate using single stripe is very low. Level 1 
stripe corresponding to the nose region is less affected by expression changes, but it 
contains limited information to distinguish between different subjects , resulting in low 
recognition rate. Level 2 stripe has the highest recognition rate int all stripes, it is close to 
nose bridge, where is not only less affected by expression changes, but also has enough 
information to distinguish between different subjects. Level 3 and level 4 stripes are larger 
affected by expression changes, so their recognition rate are not as good as level 2 stripe.  

Then we combine all stripes for experiments. In order to verify the importance of 
choosing appropriate matching weights for stripes, we compared weighted summation 
trained from SVM with arithmetic mean summation. In this experiment, we choose 
the first K highest similarity results for each test model. If there is a model belonging 
to the same subject with the probe, then the recognition is considered success. The 
experimental results are shown in Figure 3. 

 

Fig. 3. Rank curve of different similarity measures in our paper 

As can be seen from Figure 3, the weighted summation method reach 73.27% 
recognition rate when the rank value K = 1;When the rank value K = 10, the accuracy 
reach up to 88.48%, both higher than arithmetic mean methods. This proves the 
importance of learning stripe weights. 

We compare our algorithm with MDS embedding method[5]. Figure 4 shows the 
PR curve comparison of two algorithms. 

From Figure 4,we can see that our proposed algorithm is superior to MDS 
embedding method,which proves th effectiveness of our algorithm. 

 

Fig. 4. Comparison of PR curve between our algorithm and MDS method 
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5 Conclusions 

We propose an method to solve expression problems.The contribution is as follows: 
Firstly we extract geodesic stripes based on nose tip, followed by spaced sampling 

and WKS feature extraction.This we turn surface matching problem into a local 
feature matching problem, then introduce SVM training method into 3D face 
recognition, turning face recognition into a two-class classification problem. 

Because WKS feature only has limited detail description ability, it certainly lost 
some information of human face.If combined with other features having better detail 
description ability, the recognition rate can be further improved.This is our next work. 
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Abstract. The coupled metric learning is a novel metric method to solve the 
matching problem of the elements in different data sets. In this paper, we 
improved the supervised locality preserving projection algorithm, and added 
within-class and between-class information of this algorithm to coupled metric 
learning, so a novel coupled metric learning method is proposed. This method 
can effectively extract the nonlinear feature information, and the operation is 
simple. The experiments based on two face databases are performed. The results 
show that, the proposed method can get higher recognition rate in low-resolution 
and fuzzy face recognition, and can reduce the computing time; it is an effective 
metric method. 

Keywords: Metric learning, Coupled metric, SLPP, Face recognition. 

1 Introduction 

The metric is a function which gives the scalar distance between two patterns. Distance 
metric is an important basis for similarity measure between samples, and the essence of 
distance metric learning is to obtain another representation method with better class 
separability by linear or nonlinear transformation. 

In recent years, some researches about distance metric have been done by 
researchers[1-7]. They learn a distance metric by introducing sample similarity 
constraint or category information, the distance metric is used to improve the data 
clustering or classification. These researches can be concluded to two categories: linear 
distance metric learning and nonlinear distance metric learning. The linear distance 
metric learning is equivalent to learning a linear transformation in sample space, 
including a variety of common linear dimensionality reduction method, such as 
principal component analysis [8], linear discriminant analysis [9], and independent 
component analysis method [10]. The nonlinear distance metric learning is equivalent 
to learning a nonlinear transformation in sample space, such as locally linear 
embedding [11], isometric mapping [12], Laplace mapping [13], in addition, there  is a 
more flexible distance metric learning algorithm, which is based on kernel matrix [7]. 

Traditional distance metric learning is defined on the set of single attribute, which 
are incapable for the metric of elements in different set with different attribute. 
                                                           
* Corresponding author. 
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Traditional distance metric will not be able to calculate the distance of two images with 
different resolution. Normalized operation is performed before recognition, but the 
interpolation inevitably introduced false information, and sampling may miss some 
useful information, so it is difficult to get high recognition rate. 

Aiming at the shortage of traditional distance metric, Li Bo and Ben Xianye et al 
proposed the coupled metric learning (CML) [14-16]. The goal of coupled metric 
learning is to find a coupled distance function to meet the specific requirement of the 
given task. Firstly, the data in different set is projected to same coupled space, and the 
elements with correlation should be as close as possible in new space after projection, 
and then metric learning is performed in this coupled space.  

Based on the idea of coupled metric, we improved the supervised locality preserving 
projection algorithm and added supervised locality preserving information to coupled 
metric learning. Then the supervised locality preserving projection coupled metric 
learning (SLPP-CML) is proposed. This method can solve the matching problem of 
different faces and extract the nonlinear feature, the operation is simple and the training 
speed is fast. To verify the effectiveness of the proposed method, the experiments based 
on two face databases are performed. The experimental results show that, a higher 
recognition rate can be achieved in the proposed algorithm. 

2 SLPP-CML 
The coupled distance metric learning must be used under the constraints of supervised 
information. In this paper, we improved the supervised locality preserving projection 
(SLPP) algorithm [17]. Based on the improved SLPP algorithm, we proposed the 
supervised locality preserving projection coupled metric learning (SLPP-CML) 
method. The SLPP-CML includes the following steps: 

Step1: Building the neighborhood relation in same collection. We use the k  nearest 
neighbor method. First, building within-class adjacency graph in same collection: if the 
data point ix ( iy ) is one of the k  within-class nearest neighbors of data point jx ( jy ), 

we connect these two data points; then, building between-class adjacency graph in the 
same collection: if the data point ix ( iy ) is one of the k  between-class nearest neighbors 

of data point jx ( jy ), these two data points are connected. 

Setp2: Building the connected relation between two collections. If the data points 

ix  and jy  in two different collections belong to the same class, then these two points 

are connected, otherwise not connected. 
Step3: Constructing the relation matrix in same collection. According to the 

neighborhood relation collections, the relation matrixes (similarity matrixes) of 
within-class and between-class are constructed respectively in same collection. 

Within-class similarity matrix is W  corresponding to within-class adjacency graph 
and the within-class similarity value is ijW . The definition is as follows: 

2
 exp( / )   

0

i j i j
ij

connected

otherwise

x x t if x x
W

⎧ − −⎪= ⎨
⎪⎩

              (1) 

Between-class similarity matrix is B  corresponding to between-class adjacency 
graph and the between-class similarity value is ijB .It can be defined as follows: 
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2
 exp( / )    

0

i j i j
ij

connected

otherwise

x x t if x x
B

⎧ − −⎪= ⎨
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               (2) 

Where parameter t  is the average distance between all sample points. 
Step4: Constructing relation matrix S  between two collections as follows: 

1   

0
i j

ij

connected

otherwise

if x y
S

⎧⎪= ⎨
⎪⎩

 
                          (3) 

Step5: Calculating the final similarity matrix C  between two collections. As 
shown in figure 1, the similarity relations between element 1x X∈  and elements of 

collection Y include the following several situations. 

 
represents class 1   represents class 2   represents class 3 

Fig. 1. The relationship between elements 

(A) The similarity between 1x  and 1y . These two data points in different collections 

belong to the same class and they are connected to each other, so the similarity of 
which is 11 11 1C S= = . 

(B) The similarity between 1x  and 5y . These two data points belong to different 

class, but the relationship between 5y and 3y is the between-class neighborhood 

relation in the same collection, and the similarity 35B  is the maximum similarity 

value, so similarity between 1x  and 5y  is 15 35C B= . 

(C) The similarity between 1x  and 6y . The 6y  does not have between-class 

neighborhood relation with any element in collection Y  of class 1. But there is a 
between-class neighborhood relation of same collection between 5y and 3y , and 

within-class neighborhood relation between 5y and 6y . So the similarity between 

1x  and 6y  is defined as the product of similarity 35B  and similarity 56W , which 

is the maximum similarity between 6y and 3y , that is 16 35 56C B W= ⋅ . 

(D) The similarity between 1x  and 9y . These two data points belong to different 

class, there are not any between-class neighborhood relations between the 
elements of class 1 and class 3 in collection Y , namely 19 0C = . 

Step6: Constructing the optimal objective function: 

2 2

( , )

( ( ) ( )) ( ( ) ( ))T T
a x i y j a x i y j ij

i ji j C

W f x f y W f x f yJ C
∈

= = ⋅− −∑∑∑     (4) 
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Where the functions xf and yf  are considered to be linear, that is ( ) T
x xf x W x= , 

( ) T
y yf y W y= . The optimal objective function can be rewritten as follow: 

2 2
( ( ) ( )) ij ij

i j i j

T T T T T
a x i y j a x i a y jW f x f y W W x W W yJ C C= ⋅ = ⋅− −∑∑ ∑∑    (5) 

Letting x x aP W W= , y y aP W W= , we can get: 

2 2

ij ij
i j

T T T T T T
a x i a y j x i y j

i j

J W CW x CW W y P x P y= ⋅ = ⋅− −∑∑ ∑∑      (6) 

Therefore, our method aims to learn two linear transformations xP  and yP .  

Eq.(7) is an alternate matrix expression of Eq.(6) : 
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Where ( )Tr X  represent computing the trace of matrix X , 1( )F C and 2 ( )F C  are 

diagonal matrixes, their diagonal elements are the row or column sums of similarity 
matrix C  respectively.  

Assuming that x

y

P
P

P

⎡ ⎤
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⎣ ⎦

,
X

Z
Y
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⎣ ⎦
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1
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( )
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, Eq.(7) can be rewritten 

as follow: 

 ( ) [ ]T TJ P Tr P Z Z P= Γ                           (8) 

The solution to make Eq.(8) minimized is obtained by generalized eigen- decomposition 
of ( ) ( )T TZ Z p ZZ pλΓ =  and taking the eigenvectors 2 3 1, , mp p p +  corresponding to 

the second to ( 1)m + th smallest eigenvalues 2 3 1, , mλ λ λ + , and 2 3[ , ,P p p= 1]mp + , 

its dimension is ( )x yD D m+ × . xD  and yD  are the dimensions of samples in collection 

X and Y , so the transformation matrix xP  corresponds to the 1st  to xD th rows of P  

and yP  corresponds to the ( 1)xD + th to yD th rows. 

Step7: Bringing the matrix xP  and yP  to the Eq.(6), the distance metric of the 

elements belonging to different collections can be realized. 

3 Experiment and Analysis 

The proposed coupled metric learning method is tested on Yale face database and 
CAS-PEAL-R1 face database. The Yale face database contains 165 pictures of 15 
people with the size of 100 100×  and 256 gray levels. These images were taken in 
different expression and illumination. In experiment, we used 6 images per person for 
training, a total of 90, and the other images were used as test sample, a total of 75 . 
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The CAS-PEAL-R1 face database contains 30863 face images, and we used the 
accessory data set of frontal face image subsets. The face images per person in this set 
include 6 different appendages; there are 3 images with different glasses and 3 images 
with different hats. We selected 300 images corresponding to 50 people in experiment, 
the odd-numbered images were used as training samples and even-numbered images 
were used as test samples.  

(1) Experiment 1: The low-resolution face recognition 
Traditional measure method will not be able to calculate the distance between two 

images with different resolution. So the general handling method is interpolation operation 
for the low-resolution image, but it is easy to introduce false information. With the increase 
of false information, the distortion degree increases, as shown in figure 2. Aiming at the 
problem of recognition rate declining because of image distortion, the researchers realized 
the low-resolution image compensation by restoration preprocessing, but the image 
restoration algorithm is often more complex, and the quality of restoration has great impact 
on final recognition results. However, the proposed coupled metric learning method can 
directly realize the feature extraction and measurement of two different resolution images, 
which do not need to do image restoration. So this method not only saves computing time, 
and avoids the negative impact of image restoration on recognition performance. 

       

Fig. 2. The normal face image, low-resolution image and the result after restoration 

In the experiment, the normal face is clear image with the size of 64 64×  pixel, the 
low-resolution face image can be obtained through blurring and sampling, which is 
corresponded to normal resolution face image. The size of low-resolution face image is 
16 16× . The training set is consisted of normal training face image and corresponding 
low-resolution face image. The test set is the low-resolution face image generated by 
the normal test face image. 

Through the theoretical analysis, the SLPP-CML algorithm has two influence factors: (1) 
the neighbor number k  of SLPP; (2) the reserved dimensions cD  of the feature. 

Therefore, the recognition results based on different parameters should be discussed and 
analyzed, as shown in Figure 3. Figure 3 gives the recognition rate curve in two different 
face databases. The curve has a general change law, with the increase of feature 
dimensions, the recognition rate kept a decreasing trend after increasing, and the best 
recognition results can be achieved only in the optimal feature dimensions. In Yale face 
database, the recognition rate kept a higher trend when feature dimensions remain 10-20. 
The optimal recognition rate is 86.67% when feature dimension is 10 and neighbor number 
is 5. In CAS-PEAL-R1 face database, the recognition rate can reach the maximum value 
86.67%, when feature dimension is 40 and neighbor number is 2. 

Obviously, the neighbor number affects the recognition rate, but does not change the 
overall trend. The training sample number is 6 in Yale face database, and the 
recognition effect is optimal when the neighbor number is 5; In CAS-PEAL-R1 face 
database, the training sample number is 3, the neighbor number 2k = . 
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(a) The experiment result in Yale face database 

 
(b) The experiment result in CAS-PEAL-R1 face database 

Fig. 3. The recognition rate under different dimensions and different nearest neighbor numbers 

In addition, in order to illustrate the effectiveness of SLPP-CML. Based on the face 
after image restoration, we used the principal component analysis for feature extraction 
and recognition. And then the comparative experiments were carried out with Ref. [14] 
[16] respectively. The experiment results are shown in table 1. 

Table 1. Experimental comparison of our proposed method with other methods 

Method Yale face database CAS-PEAL-R1 face database 
Image restoration[18] + PCA 61.33 55.33 

CML[14] 77.33 74.67 
CLPM[16] 82.67 80.67 
Our method 86.67 86.67 

The experiment illustrated that the results of feature extraction after restoration is not 
satisfactory. The method in Ref.[14] can not overcome the influences of within- class 
multiple modes, so the identification effect is not good. The coupled metric in Ref.[16] is 
conducive to resolving within-class multiple modes; the recognition effects have been 
greatly improved, but it does not fully consider the between-class relationships of training 
samples. The SLPP-CML takes advantage of the supervisory of category information, 
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while the within-class and between-class relationship information of training samples have 
been considered into the metric learning, so we can get better recognition results. 

Considering the recognition time, The SLPP-CML algorithm does not need to do 
image recovery, so it effectively reduces the face recognition time. The recognition 
time of SLPP-CML is about 0.0225 seconds. 

(2) Experiment 2: fuzzy face recognition 
Besides the low-resolution face image, figure 4 gives the fuzzy face image. 

Obviously, it is difficult to identify the fuzzy face image, although a part of face details 
can be restored by deblurring algorithm, but it still can not provide enough information 
in identification. 

      

Fig. 4. The normal face image, blurred face image and deblurring result 

The normal face image is clear image with size of 64 64× , the blurred face image is 
generated through convolution based on the normal face images. Training set is 
composed of normal training face images and generated fuzzy face image, the test set 
consists of the test blurred face images. The results are shown in Table 2. 

Table 2. Experimental comparison of our proposed method with other methods 

Method Yale face database CAS-PEAL-R1 face database 
Deblurring[19] + PCA 64.00 68.67 

CML[14] 77.33 79.33 
CLPM[16] 85.67 83.33 
Our method 86.67 88.67 

The neighbor number of SLPP-CML algorithm is 1T − , where T is the number of 
training sample of each class. The feature dimensions of training samples in Yale and 
CAS-PEAL-R1 face database are 15 and 39 respectively.  

4 Conclusions 

Aiming at the problem that the traditional metric methods can not calculate the distance 
of the elements in different data sets, we proposed the coupled metric learning method 
based on supervised locality preserving projection. The elements of different sets are 
mapped to the same space combined with the within-class and between-class 
information, and then the metric matrix learning is performed. This algorithm can 
effectively extract the face nonlinear features, and the operation is simple. 
Low-resolution and fuzzy face recognition experiments show that the proposed method 
can obtain a higher recognition rate, and has a high computational efficiency. 
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Learning Symmetry Features for Face Detection

Based on Sparse Group Lasso

Qi Li, Zhenan Sun, Ran He, and Tieniu Tan

Center for Research on Intelligent Perception and Computing,
National Laboratory of Pattern Recognition, Institute of Automation,

Chinese Academy of Sciences, Beijing, China
{qli,znsun,rhe,tnt}@nlpr.ia.ac.cn

Abstract. Face detection is of fundamental importance in face recog-
nition, facial expression recognition and other face biometrics related
applications. The core problem of face detection is to select a subset of
features from massive local appearance descriptors such as Haar features
and LBP. This paper proposes a two stage feature selection method for
face detection. Firstly, feature representation of the symmetric charac-
teristics of face pattern is formulated as a structured sparsity problem
and sparse group lasso is used to select the most effective local features
for face detection. Secondly, minimal redundancy maximal relevance is
used to remove the redundant features in group sparsity learning. Exper-
imental results demonstrate that the proposed feature selection method
has better generalization ability than Adaboost and Lasso based feature
selection methods for face detection problems.

Keywords: Face detection, sparse group lasso, minimal redundancy
maximal relevance.

1 Introduction

Face detection is a key problem and a necessary step to many facial analysis al-
gorithms, eg, face recognition, facial expression analysis, head pose estimation.
How to efficiently compute and express the difference between faces and non-
faces is still a challenging task. Feature selection and appropriate classifier are
needed to solve this problem. While the classification step is widely explored and
quite standard, the feature selection process needs to be further researched for
face detection. In this paper, we focus on feature selection method in face detec-
tion which is also a fundamental and important problem in pattern recognition
and computer vision [1,6].

In the past decades, hundreds of approaches to face detection have been pro-
posed. One of the most successful appearance-based methods is proposed by
Viola and Jones [2]. The success of this method comes from a powerful feature
selection method based on a well-known cascaded Boosting framework. Since
then a large number of methods have been proposed following the general face
detection architecture. Recently, Destrero et al. [1] proposed a sparsity enforcing
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Fig. 1. Flowchart of the proposed framework. (a) Five different types of rectangle fea-
tures. (b) Symmetry features selection via sparse group lasso. (c) Reducing the redun-
dant features via minimal redundancy maximal relevance. (d) The final classification
results using a linear SVM classifier.

method for learning face features. Lasso regression model was adopted to pro-
duce a sparse solution of a linear model which can be seen as a feature selection
process. The sparsity based feature selection method is proved to be more ef-
fective than Viola and Jones feature selection method especially for the training
set of limited size. However, there are still two unsolved problems in sparsity
enforcing method: the first one is how to select discriminating features while
preserving the internal symmetry structure of faces, and the second one is how
to reduce the redundant features when using the sparsity enforcing method for
feature selection.

To solve the first problem, we consider using sparse group lasso to select sym-
metry features which play important roles in object detection, recognition and
matching [3,8]. Compared with lasso for feature selection, sparse group lasso not
only has the property of performing feature selection but preserving the inter-
nal symmetry characteristics of faces. To solve the second problem, we choose
minimal-redundancy-maximal-relevance (mRMR) to reduce the redundant fea-
tures selected by the sparse group lasso algorithm. Figure 1 shows the proposed
two-stage framework.

The contributions of this paper are summarized as two points. First, we com-
bine knowledge-based methods and appearance-based methods for face detec-
tion. As to knowledge-based method, we make use of symmetry characteristics
of faces. As to appearance-based method, we use sparsity enforcing method and
mRMR to choose the features which are meaningful and representative. Second,
the proposed framework has a better generalization ability than other feature
selection methods. Besides, the number of training examples we used is usually
less than Viola and Jones face detection method. So it can be easily applied to
other types of less common objects.
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2 The Proposed Framework for Face Detection

In this section, we discuss symmetry features and propose a two stage feature
selection framework for face detection. In the first stage, we use sparse group
lasso to select groups of symmetry rectangle features. In the second stage, the
mRMR method is used to further reduce the selected symmetry features.

2.1 Symmetry Features

We use the rectangle features proposed by [2], which have a strong discriminating
power and can be efficiently computed by integral images. Figure 1(a) shows
five different kinds of used rectangle features, which are computed over different
locations, sizes and aspect ratios. For each image patch will generate tens of
thousands of features. So it is necessary to select a small set of compact and
meaningful features.

We propose a new concept called symmetry features which reflect the mirror
characteristics of faces. In a cropped face image, we use the middle column of that
image as the symmetry axis. Then each feature at the right side of the symmetry
axis corresponds to the same size, same aspect ratio feature at the left side of
the symmetry axis. We put these two features as one group. If the center of a
feature just locates at the symmetry axis, then it doesn’t have a mirror feature.
We put this single feature as one group. So each group of features at most has
two features. Those groups of features are called symmetry features.

2.2 Feature Selection Using Sparse Group Lasso

As mentioned in Section 1, if we use the l1 based methods for feature selection
directly, we will lose symmetry characteristics of faces. Sparse group lasso pro-
posed by [4] has a nice property of selecting features at the group and individual
predictor levels. The standard form of sparse group lasso is as follows:

β=arg min
β∈RP

⎛⎜⎜⎜⎝
∥∥∥∥Y −

L∑
l=1

Xlβl

∥∥∥∥2

2

+λ1

L∑
l=1

√
ρl‖βl‖2 + λ2‖β‖1

⎞⎟⎟⎟⎠ (1)

where X ∈ Rn×p represents the training set of n elements with a dictionary of
p features, Y ∈ Rn×1 is the output labels, β ∈ Rp×1 is the parameter vector. X
is divided into L non-overlapping groups of features (X1, ..., XL). The element
of Xl(l = 1, ..., L) is composed by symmetry features. β = (β1, β2, ..., βl) is the
group parameter vector.

√
ρl terms accounts for the varying group sizes. λ1

controls the sparsity of features within a group and λ2 controls the sparsity of
the selected groups features. Depending on λ1 and λ2, the sparse group lasso
yields sparsity at both the individual and group feature levels.
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2.3 Reducing Redundant Features

More variables than needed are usually selected by the sparse group lasso when
using cross validation to yield parameters λ1 and λ2. Compared with [2], a large
number of Haar-like rectangle features will be selected by sparse group lasso.
Although those features have high correlation with the detection results, lots
of the same sizes and aspect ratios features almost in the same position are
chosen twice or even more. In order to overcome the drawback of sparse group
lasso, we choose mRMR [5] in the second stage. The features selected by mRMR
can capture the face information in a broader scope by reducing the mutual
redundant feature set.

Given two variables x and y, their correlation coefficient is defined as:

ρ(x; y) =
cov(x, y)

σxσy
=

E[(x− μx)(y − μy)]

σxσy
(2)

Minimal redundancy is defined as:

minR(S), R =
1

|S|2
∑

xi,xj∈S

ρ(xi, xj) (3)

Maximal relevance is defined as:

maxD(S, c), D =
1

|S|
∑
xi∈S

ρ(xi; c) (4)

where S is the set of features, c is the corresponding target class of feature set
S, ρ(xi, xj) is the correlation between feature i and j, ρ(xi, c) is the correlation
between feature i and c. Eq. (3) aims to select the subset of features such that
the correlation between themselves are minimal. Eq. (4) aims to ensure that
the selected subset features have the discriminating power when they represent
different classes.

The criterion combining Eq. (3) and Eq. (4) is called minimal-redundancy-
maximal-relevance (mRMR). Optimization both of them requires combining
them into a single criterion function as follows:

max(D(S, c)/R(S)) (5)

Incremental search methods proposed by [5] can be used to solve the optimization
problem (5). Although we enforce group penalties in Eq. (1), those features
selected by the first stage is not necessarily the symmetry features. First we
analyze the features selected by sparse group lasso. If the groups of features are
composed by two rectangle features, one of them who represents the entire group
is sent to the second stage. The final output of rectangle features contains the
whole groups of rectangle features that mRMR selected.
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3 Experiments

The Jensen database [7] is used to evaluate different feature selection methods
for face detection. All of the positive examples of Jensen database are taken
from FERET database [9] and LFW database [10]. 5,000 training images and
5,000 testing images are selected sequentially where the positive and negative
examples are evenly distributed between training and testing images. We resize
all of the images to a base resolution of 19 by 19. Five different kinds of local
rectangle features are used to generate about 64,000 rectangle features for each
of the training and testing images.

3.1 Settings

Before using sparse group lasso to select symmetry features, we use l2 norm to
normalize the dataset so that each column of the training and testing dataset
has unit l2 norm. A subset of features are selected according to our proposed two
stage framework. These features are used to represent the whole dataset. Con-
sidering the computational advantage, a linear SVM classifier is used. The linear
SVM model is obtained based on the training set and 5-fold cross validation is
used to tune the parameters. Finally we analyze the generalization ability of our
method over the testing set. ROC curves are used to evaluate the performance
of different feature selection methods for face detection.

The First Stage. How to determine the values of λ1 and λ2 is an important
problem when sparse group lasso is used to select the symmetry features. In
practice, the parameters λ1 and λ2 are set to an equal and small value because
of two reasons. (1) If λ1 and λ2 are set to be large values, the large penalty terms
will make the number of selected symmetry features relatively small. These sym-
metry features cannot be used for classification because of the low performance.
(2) A large number of symmetry features are available to preserve the internal
symmetry characteristics of faces if identical value is given to λ1 and λ2. These
large number of symmetry features not only have meaningful representation but
also can achieve a high level classification performance.

Figure 2(a) shows ROC curves with different values of λ1, λ2. We choose
λ1 = 0.10, λ2 = 0.10 as the final parameters in the first stage of our method.
This procedure leaves us with a set of 1087 groups of features (totally 2054
features). A large number of symmetry features appear around eyes, noses and
mouths. Although the size of these representative symmetry features is much
less than that of the original set, it is still higher than we actually need.

The Second Stage. After the selection procedure of the first stage, mRMR is
used to further choose a small subset of features. At each step, mRMR choose
one group of features which maximize the optimization problem (5). Finally we
choose 39 groups of features (totally 67 features) which achieve the best detec-
tion accuracy after the second stage. Figure 2(b) compares the performance of
our method with and without the second stage. We can see that the procedure
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Fig. 2. Different ROC curves with the horizontal line representing the false accept rate
and the vertical line representing the true positive rate. (a) ROC curves with different
λ1, λ2 using sparse group lasso method in the first stage, (b) ROC curves of our method
with and without the second stage.

of the second stage not only reduces the number of features significantly, but
actually has a small gain (about 5%) at low false accept rate in terms of the
detection result. This observation indicates that mRMR can select a small sub-
set of compact and meaningful features. Figure 3(a) shows the top 40 features
selected by our method. We can see that the order of the the features is changed
after the second stage, and the symmetry features selected by our method are
salient features appearing at different locations and sizes of faces.

3.2 Comparison with Other Methods

We also compare our method with other feature selection methods, such as
Adaboost and conventional Lasso method without considering the symmetry
characteristics of faces. Different features are selected by the three methods
respectively and then these selected features are used to represent the whole
training dataset to train different linear SVM models. Then we evaluate the
effectiveness of the selected features over the testing set by the ROC curves.

The same number of features (totally 67 features) are selected using Adaboost
algorithm [2] and the top 40 features are shown in Figure 3(b). Conventional
Lasso method without considering the symmetry characteristics of faces is also
compared with our method. Different number of features can be selected by tun-
ing the parameter λ. Notice that when tuning the parameter λ, the number of
selected features is not consistent. In order to have a fair comparison, a little
higher number of features (103 features) are selected during the process. Fig-
ure 3(c) shows the top 40 features selected by conventional Lasso method. From
Figure 3(c) we can see that most of the selected features seem to appear around
the salient parts of faces.

The comparison of the proposed method with Adaboost and conventional
Lasso method is shown in Figure 4(a). From Figure 4(a), we observe that the
true positive rate (TPR) of all methods increases quickly when false accept
rate (FAR) is smaller than 0.01, and TPR of all methods tends to be similar
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Fig. 3. Top 40 rectangle features selected by different methods: (a) our method, (b) Ad-
abooost method, (c) conventional Lasso method
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Fig. 4. Comparison of different feature selection methods for face detection: (a) ROC
curves of our method, Adaboost method and conventional Lasso method with the same
linear SVM classifier, (b) ROC curves of our method and PCA with the same linear
SVM classifier

when FAR is larger than 0.06. We also observe that our method outperforms
the other two methods. The improvement of our method against Adaboost and
conventional Lasso method is nearly 5% and 10% at a relatively low FAR.

Similar to [1], we also compare our method with the classic dimensionality
reduction method PCA. The projection matrix which contains the eigenvectors
of the training dataset is used as the projection matrix to project the training and
testing dataset to a 67 dimensional matrix. Then the training dataset is used
to train a linear SVM classifier and the final classification result over testing
dataset is showed in Figure 4(b). We can see that TPR of our method is about
5% higher than PCA at a relatively low FAR.
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4 Conclusions

In this paper we have presented a novel two stage framework to learn symmetry
features for face detection. Sparse group lasso and mRMR are used to reduce
the redundant features while at the same time preserving the symmetry charac-
teristics of faces. Experimental results have shown that our method outperforms
other traditional feature selection methods under the same conditions. As parts
of our future work, we will further research on implementing a robust face de-
tection system.

Acknowledgments. This work is funded by the National Natural Science
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Abstract. In the field of face recognition (FR) and face image retrieval (FIR), 
features and metrics have received great attention in recent years due to their di-
rect influence on the performance of a FR/FIR system. In this paper, we analyze 
the two factors for FIR in following steps. First, the face images are aligned to 
the same size, moreover, their illumination is balanced. Second, we extract clas-
sic features widely used in face recognition and retrieval, then utilize them in 
feature matching with different metrics. At last, face retrieval is performed 
based on the distances calculated with multiple metrics. We evaluate the effi-
ciency of features and metrics by face retrieval in Face Recognition Grand 
Challenge (FRGC) database. Experimental results not only serves to select fea-
tures and metrics for FIR, they also demonstrate that the two variables affect FR 
and FIR in different ways. 

Keywords: Face retrieval, preprocessing, feature, metric. 

1 Introduction 

Due to its properties of visual unification, non-contact and easy-described, face image 
is applied in different domains such as security monitoring and criminal investigation. 
At the same time, following the pace of fast developing multimedia technique, large-
scale digital images are widely used in daily life. Especially on popular social web-
sites such as Weibo and Facebook, where people are more inclined to take photos 
with family members and friends, and upload them to their personal sites, action like 
this has profound impact on the application prospect of FIR, which can help people 
readily find the exact face images he/she wants in reasonable time. 

Research on FIR lasts for a decade, approaches on different aspects of the whole 
retrieval process have been proposed. Smith et al. applied shape model to compute 
shape feature vectors for aligned face in FIR [1]. Relevance feedback was adopted by 
Nitta et al. to enhance FIR performance across age variation [2]. Galoogahi and Sim 
[3] proposed Gabor Shape descriptor to retrieval face images based on a probe sketch. 
Lee et al. achieved effective and robust results choosing Gabor-LBP histogram  
for image representation and sparse representation classifier for FIR system [4].  
Ruiz-del-Solar and Navarrete [5] used a self-organization maps in interactive FIR 
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system to break the gap between high-level descriptors and low-level features. Wu et 
al. retrieved face images by demographic classification, where the demographic 
information contains gender, age and ethnicity [6]. Fuzzy clustering and inference 
methods were developed by Conilione and Wang to derive membership degree for 
each semantic label to a new image, which served to better annotate face images [7]. 
Fang et al. [8] utilized Bayesian inference and relevance feedback to retrieval mental 
image from large scale database. Vikram et al. [9] proposed to preserve spatial 
scattering of relevant dominant points on faces, moreover, this information was put 
into kd-tree index structure for efficient FIR. 

Most of automatic face recognition concerns matching a detected face against a 
database of known faces with associated identities, while Arandjelovic and Zisserman 
[10] solved the problem following the content-based image retrieval (CBIR) setup. To 
locate the specific actors, they retrieved detected face images through ranking by 
confidence. As a special case of CBIR, FIR not only relies on CBIR techniques, but 
also adjusts to special features and metrics that are more advantageous to improve the 
efficiency of FIR system. A typical FIR system mainly contains four parts: face image 
preprocessing, feature extraction, feature matching and retrieval. In this paper, we are 
concerned more about how much the second and third parts affect retrieval process. 

This paper is organized as follows. In Section 2, face image preprocessing is 
introduced. Section 3 gives details of features and metrics we use. Experimental 
results and analysis on FRGC [11] are listed in Section 4. Section 5 draws conclusions 
to the experimental results. 

1.1 Preprocessing  

The structure of FIR is shown in Figure 1, to maintain a reasonable retrieval accuracy, 
face image preprocessing is critical. We have constructed our preprocessing 
procedure with two criteria in mind. First, all images must be aligned to a standard 
pose and the same size to better accommodate features to be extracted. Second, to 
further improve the retrieval performance, illumination interference should be 
eliminated as far as possible. 

 

Fig. 1. An overview of a FIR system. It takes four steps to accomplish the retrieval procedure. 

As the ground truth information can be obtained from FRGC database, to align the 
face images to the same size and frontal pose, we apply bicubic interpolation with 4 
pairs of coordinates including centre of two eyes, nose and mouth which are provided 
by the database owner in advance. In mathematical theory, bicubic interpolation is an 
extension of cubic interpolation for interpolating data points on a two dimensional 
regular grid. The interpolated surface is smoother than corresponding surfaces 
obtained by bilinear interpolation or nearest-neighbor interpolation [12]. We change 
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the original color images into gray-scale images simultaneously to guarantee that they 
are in the same format. 

To eliminate the illumination interference from uncontrolled environment on face 
images, we rectify the illumination of them after alignment, where we employ edge-
preserving filters [13] to do the illumination transfer. Illumination rectification in 
preprocessing process is crucial for FIR, compared with the face retrieval results 
without illumination rectification, the average retrieval precision increases nearly 20 
percent on FRGC Experiment 4. For each target face to be preprocessed, it needs a 
reference face which offers the ideal illumination condition, this method divides the 
illumination procedure into three layers artificially and cast the illumination situation 
of reference face to the target face, which is less affected by geometry differences and 
can better preserve identification structure of the target face. Figure 2 shows 
preprocessing procedure. 

 

 

Fig. 2. Face image preprocessing procedure. As the ground truth information can be obtained, 
we are able to get a more accurate alignment results with traditional mathematical interpolation 
method, here the bicubic interpolation method is chosen. For a target face, reference face pro-
viding its own illumination is required, the edge-preserving method projects the illumination 
condition to target face and outputs the relit face handled. 

2 Feature Extraction and Matching 

Our primary goal is to find out how much the features and metrics impact on the FIR 
system. In the field of FR and FIR, there are features and metrics widely used, we 
select 3 features and 6 metrics to perform the matching. 

Two of the selected features are based on the popular Local Binary Pattern (LBP), the 
Uniform LBP (ULBP) [14] and Local Gabor Binary Pattern (LGBP) [15] features. For 
LGBP feature, we select 1,000 dimensions of features according to their variance in des-
cending order, it’s named LGBP1000 feature in our experiments. We adopt the 
LGBP1000 feature in consideration of two factors: much lower computational complexity 
and which dimension should be selected. The source database training the index of dimen-
sions to be selected is our self-collected face database, which contains 500 images with 50 
persons, 10 images each, in order to testify whether feature selection across databases can 
be effective as well. The third one is the Local Difference (LD) feature [16] proposed by 
us, which extracts directional information of both first-order and second-order difference, 
compared with classic LBP operators, the LD feature reduces the computational complexi-
ty with much less dimension while maintains the accuracy. 

Table 1 shows the attributes of three features we use, dimension of each feature 
mainly depends on block number, they increase or decrease to the same degree. 

Target Face Reference Face Original Face Relit Face 
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Table 1. Attributes of the three features used in the experiments 

Feature ULBP LGBP1000 LD 

Parameter 
7*8 blocks, 

8 sample points 
7*8 blocks, 5 scales, 

8 orientations 
7*8 blocks, 

17 orientations 

Dimension 3304 1000 952 

We make use of 6 different metric in the feature matching phase: the L1 distance 
measure, the L2 distance measure, the cosine distance measure, the SCD distance 

measure, the 2χ  distance measure and the correntropy distance measure [17]. 

The definition of last three distance measures are listed below, 
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where 1 2 1 2{ , ,... , }, { , ,..., ,... }i n i nX x x x x Y y y y y= = , ( , )D X Y is the distance 

between two vectors X  and Y . In Eqn.(4), ( )k xσ is the Gaussian kernel with 

kernel size σ , for a given kernel size σ , (0)kσ is constant. Compared to L1 and L2 

distance measures separately, SCD and 2χ  distance measures divide the same 

term i ix y+ , though adding complexity, the term is remarkable in helping improve 

the FIR precision. 

3 Experimental Results and Analysis 

In the case of face retrieval, we expect to explore how features and metrics affect the 
retrieval accuracy. It’s well known that in pattern recognition and information 
retrieval, precision is the fraction of retrieved instances that are relevant, while recall 
is the fraction of relevant instances that are retrieved. To validate our results, we use 
the classic precision-recall curve to measure the FIR accuracy. 

3.1 Experimental Settings 

We assess the FIR accuracy using FRGC Version 2 database. In this database, 
Experiment 1 and 4 are the two databases with still face images. To evaluate the 
robustness of features and metrics, we choose the uncontrolled Query Set of 
Experiment 4 as our experiment dataset, it contains 8014 face images. 
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The FIR is performed on frontal face dataset of Query Set, the preprocessing 
procedure is described in detail in Section 2. All the face images have been aligned to 
the size of 140*160, examples of the experiment dataset after preprocessing are 
shown in Figure 3. 

 

Fig. 3. Examples of the experiment dataset after preprocessing 

There are 466 subjects in total in the Query Set, pictures each subject owns vary in 
the interval [2, 44]. Statistical histogram on the entire dataset is illustrated in Figure 4, 
our retrieval experiment is also performed on it. However, to obtain enough feedback 
face images during each retrieval process, we choose those persons who possess no 
less than 30 images as the source of query images, where there are 95 persons with 
3386 face images. Thus when we carry out a FIR process, the query face images only 
come from the subset which contains 3386 face images, it insures enough feedback 
face images belong to the same class of the query image. 
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Fig. 4. Statistical histogram of Query Set on Experiment 4, FRGC Version 2 

3.2 Comparative Results 

To evaluate the effectiveness of features and metrics on FIR procedure, the precision-
recall curve is brought as the assessment criteria. For each feature or metric itself, we 
perform 1,000 times random retrieval, and precision-recall curve is drawn according 
to the average result of the 1,000 random retrieval tests. 

We compare the impact of features and metrics on FIR system in two ways. On the 
one hand, we compare the performance of metrics across features, on the other hand, 
we compare the performance of features across metrics. 



 Analysis on Features and Metrics in Face Image Retrieval System 175 

 

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Recall

P
re

ci
si

on

 

 

ULBP-L1
ULBP-L2
ULBP-cosine
ULBP-SCD
ULBP-X2
ULBP-correntropy

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Recall

P
re

ci
si

on

 

 

LGBP1000-L1
LGBP1000-L2
LGBP1000-cosine
LGBP1000-SCD
LGBP1000-X2
LGBP1000-correntropy

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Recall

P
re

ci
si

on

 

 

LD-L1
LD-L2
LD-cosine
LD-SCD
LD-X2
LD-correntropy

 
       (a)           (b)            (c) 

Fig. 5. Comparison between metrics on the same feature: (a) ULBP (b) LGBP1000 (c) LD 

Table 2. Comparison of different metrics’ precision on fixed recall points 

Feature Recall L1 L2 cosine SCD 2χ correntropy 

ULBP 
0.15 0.991 0.981 0.979 0.990 0.993 0.988 
0.30 0.972 0.936 0.934 0.974 0.977 0.956 

LGBP1000 
0.15 0.896 0.840 0.885 0.936 0.926 0.603 
0.30 0.730 0.571 0.722 0.825 0.815 0.238 

LD 
0.15 0.985 0.979 0.983 0.969 0.986 0.957 
0.30 0.962 0.927 0.951 0.918 0.963 0.879 

As can be observed from Figure 5 and Table 2, for single feature, 2χ  performs best 

synthetically, SCD achieve relative better results on ULBP and LGBP1000 features, but 
not good enough in LD feature. Considering their definition equations, Eqn.(2) and 

Eqn.(3), under the same circumstance of dividing term i ix y+ , the stability of the two 

metrics mainly relies on α  of the numerator term | |i ix y α− , a large α  will result in 

a better FIR performance. Thus 2χ  is more stable than SCD, which is also more suitable 

for FIR system requiring higher accuracy. L1 ranks only second to 2χ , for the reason that 

it’s of a simple expression, the computational complexity is rather low, so it goes 

especially well with real-time FIR system. Compared with 2χ , L2 has a low efficiency 

due to the difference of not having divided term i ix y+ , we believe that the role of 

i ix y+  is remarkable in constructing a metric. Cosine and correntropy measures perform 

the worst, they are unsuitable for FIR system. 
It’s illustrated in Figure 6 that on the overall situation, ULBP is of better 

performance compared with LD, and LGBP1000 comes the last. The merit of 
LGBP1000 is low complexity, whose dimension is far below original LGBP feature. 
However, it does not reach our expectation with feature selection method based on 
variance, the reason is that the training set is not on the FRGC database, crossing 
database may leads to the drop of FIR accuracy. The performance of LGBP1000 can 
be improved utilizing other more valid feature selection methods. ULBP which is 
suitable for FR is also fit for FIR, but its complexity drawback can’t be ignored. LD 
has a dimensional advantage over the other two features, therefore, it’s more suitable 
for FIR system with time restriction.  
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Fig. 6. Comparison between features on the same metric: (a) L1 (b) L2 (c) cosine (d) SCD (e) 
2χ  (f) correntropy 

In our previous work [17], we mainly focus on analyzing multiple metrics in LBP 
feature spaces for FR problem, the block-wise correntropy metric and kernel-size 
selection strategy proposed show advantages over other frequently adopted metrics. 
However, when it switches to FIR issue, the performance of correntropy distance 
measure drops significantly, while classic prominent 2χ  and L1 distance measures 

perform consistently in the two conditions. Further, we evaluate the FIR system on 
different feature spaces, it proves that ULBP feature provides as high accuracy as FR 
condition, and the lower dimensional LD feature ensures relatively low computational 
complexity yet maintains precision. 

4 Conclusions 

In this paper, we test the overall impacts of features and metrics on FIR following the 
whole procedure of a FIR system. The experimental results demonstrate that the 

term i ix y+ is remarkable in constructing metrics, which helps to enhance FIR 

performance. Compared with metrics utilized in FR domain, efficiency of correntropy 
distance measure drops drastically in FIR procedure, while 2χ  and L1 distance 

measures maintain their advantages over L2 and cosine distance measures, SCD 
distance measure is unstable comparatively. Moreover, the performance of FIR 
system is assessed in different feature spaces, the ULBP feature achieves good results 
in both FR and FIR domains. In comparison with it, LD feature with lower 
dimensions attains high accuracy within reasonable time consumption. 

Acknowledgments. The work is funded by the National Natural Science Foundation 
of China (No.61170155) and the Shanghai Leading Academic Discipline Project 
(No.J50103). 



 Analysis on Features and Metrics in Face Image Retrieval System 177 

 

References 

1. Smith, B.M., Zhu, S., Zhang, L.: Face image retrieval by shape manipulation. In: 2011 
IEEE Conference on Computer Vision and Pattern Recognition (CVPR), pp. 769–776 
(2011) 

2. Nitta, N., Usui, A., Babaguchi, N.: Face image retrieval across age variation using relev-
ance feedback. In: Boll, S., Tian, Q., Zhang, L., Zhang, Z., Chen, Y.-P.P. (eds.) MMM 
2010. LNCS, vol. 5916, pp. 152–162. Springer, Heidelberg (2010) 

3. Kiani Galoogahi, H., Sim, T.: Face photo retrieval by sketch example. In: Proceedings of 
the 20th ACM International Conference on Multimedia, pp. 949–952 (2012) 

4. Lee, H., Chung, Y., Kim, J., Park, D.: Face image retrieval using sparse representation 
classifier with gabor-LBP histogram. In: Chung, Y., Yung, M. (eds.) WISA 2010. LNCS, 
vol. 6513, pp. 273–280. Springer, Heidelberg (2011) 

5. Ruiz-del-Solar, J., Navarrete, P.: FACERET: An interactive face retrieval system based on 
self-organizing maps. In: Lew, M., Sebe, N., Eakins, J.P. (eds.) CIVR 2002. LNCS, 
vol. 2383, pp. 157–164. Springer, Heidelberg (2002) 

6. Wu, B., Ai, H., Huang, C.: Facial image retrieval based on demographic classification. In: 
Proceedings of the 17th International Conference on Pattern Recognition, ICPR 2004, pp. 
914–917 (2004) 

7. Conilione, P., Wang, D.: Fuzzy Approach for Semantic Face Image Retrieval. The Com-
puter Journal 55, 1130–1145 (2012) 

8. Fang, Y., Geman, D., Boujemaa, N.: An interactive system for mental face retrieval. In: In-
ternational Multimedia Conference: Proceedings of the 7th ACM SIGMM International 
Workshop on Multimedia Information Retrieval, pp. 193–200 (2005) 

9. Vikram, T., Chidananda Gowda, K., Guru, D., Urs, S.R.: Face indexing and retrieval by 
spatial similarity. In: Congress on Image and Signal Processing, CISP 2008, pp. 543–547 
(2008) 

10. Arandjelovic, O., Zisserman, A.: Automatic face recognition for film character retrieval in 
feature-length films. In: IEEE Computer Society Conference on Computer Vision and Pat-
tern Recognition, CVPR 2005, pp. 860–867 (2005) 

11. Phillips, P.J., Flynn, P.J., Scruggs, T., Bowyer, K.W., Chang, J., Hoffman, K., et al.: Over-
view of the face recognition grand challenge. In: IEEE Computer Society Conference on 
Computer Vision and Pattern Recognition, CVPR 2005, pp. 947–954 (2005) 

12. Bicubic interpolation in wikipedia, http://en.wikipedia.org/wiki/Bicubic 
_interpolation 

13. Chen, X., Chen, M., Jin, X., Zhao, Q.: Face illumination transfer through edge-preserving 
filters. In: 2011 IEEE Conference on Computer Vision and Pattern Recognition (CVPR), 
pp. 281–287 (2011) 

14. Ojala, T., Pietikainen, M., Maenpaa, T.: Multiresolution gray-scale and rotation invariant 
texture classification with local binary patterns. IEEE Transactions on Pattern Analysis 
and Machine Intelligence 24, 971–987 (2002) 

15. Zhang, W., Shan, S., Gao, W., Chen, X., Zhang, H.: Local gabor binary pattern histogram 
sequence (lgbphs): A novel non-statistical model for face representation and recognition. 
In: Tenth IEEE International Conference on Computer Vision, ICCV 2005., pp. 786–791 
(2005) 

16. Cheng, G., Fang, Y., Tan, Y., Dai, W., Cai, Q.: A Local Difference coding algorithm for 
face recognition. In: 2011 4th International Congress on Image and Signal Processing 
(CISP), pp. 828–832 (2011) 

17. Tan, Y., Fang, Y., Li, Y., Dai, W.: Adaptive kernel size selection for correntropy based 
metric. In: Park, J.-I., Kim, J. (eds.) ACCV Workshops 2012, Part I. LNCS, vol. 7728, pp. 
50–60. Springer, Heidelberg (2013) 



 

Z. Sun et al. (Eds.): CCBR 2013, LNCS 8232, pp. 178–184, 2013. 
© Springer International Publishing Switzerland 2013 

Supervised Slow Feature Analysis for Face Recognition 

Xingjian Gu*, Chuancai Liu, and Sheng Wang 

School of computer science and Engineering, Nanjing University of Science and Technology 
Nanjing, Jiangsu 210094, People’s Republic of China 

{guxingjian163,chcailiu}@163.com, 365449361@qq.com 

Abstract. Slow feature analysis (SFA) is a new method based on the slowness 
principle and extracts slowly varying signals out of the input data. However, 
traditional SFA cannot be directly performed on those dataset without an 
obvious temporal structure. In this paper, a novel supervised slow feature 
analysis (SSFA) is proposed, which constructs pseudo-time series by taking 
advantage of the consensus information. Extensive experiments on AR and PIE 
face databases demonstrate superiority of our proposed method. 

Keywords: slow feature analysis, consensus information, face recognition. 

1 Introduction  

Slow feature analysis is a new method based on slowness principle and extracts slow 
varying signals from times series[1].SFA was originally designed to learn invariant 
feature to frequent transformations. Such invariant representation of patterns would of 
course be ideal to cope with classification in pattern recognition problem. However, 
in real application many such problems do not always have a temporal structure. Thus 
it is necessary to reformulate the algorithm. The basic idea such as presented in[2] is 
to construct a large set of small pseudo-time series with only two elements chosen 
from patterns that belongs to the same class. The aim of the slow feature analysis[3] is 
to preserve the distance between nearby points in the feature space to as small as 
possible. It is obviously that in the ideal case the output for patterns belonging to 
same class is constant, thus the same class will cluster in the feature space resulting in 
a well performance of classification with simple techniques such as nearest-
neighborhood classifier. 

In many applications such as face recognition, the most common way to construct 
pseudo-time series has been to use the k-nearest neighborhood (k-NN) selection 
criterion. However, it has the tendency to include noisy pseudo-time series since a 
suitable parameter k is difficult to be chosen. In this paper, we propose a novel way to 
construct pseudo-time series using consensus information which can effectively build 
strong time series. Experimental results on AR face database and PIE face database 
show that our method is comparable. 

The remaining part of this paper is arranged as follows: Section 2 provides the 
slow feature analysis applied on the data without an obvious temporal structure. We 
describe the detail of our method in section 3. Experiment and analysis are 
demonstrated in section 4. Conclusions are made in section 5. 

                                                           
* Corresponding author. 
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2 Slow Feature Analysis for Discrete Data 

In this section, we describe the slow feature analysis (SFA)[2] for discrete data that 

does not have obvious temporal structure. Given a data set { }1 2, , , D n
nX x x x R ×= ∈ , 

and set { }| 1,2, ,i ijX x j k= =  is the k  nearest neighbor points of ix , the object of 

SFA is to find a linear transformation 

,T D dy W x W R ×= ∈                                 (1) 

Such that  

( )2
1 1

min
n k

i ij
i j

y y y
= =

Δ = −                             (2) 

under the constraint  TYY I= , where T
i iy W x= , TY W X= T

ij ijy W x= and d is the 

dimension of feature space.  
In order to solve the above objective function, it should firstly constructs a large set 

of short times series with only two nearby points  

 { }, , 1,2, , 1,2, ,i ijS x x i n j k= = =                     (3) 

where ijx is one of the k nearest neighbor points of ix . 

For the time series, the temporal variation SΔ is approximated by the time 
difference, where 2 2 1, 1,2, ,i i is s s i n k−Δ = − = × . 

The objection function (2) can be rewritten as  

( ) ( ) ( )22

1 1 1 1

n k n k
T T T T

i ij i ij
i j i j

y y y W x W x tr W S S W
= = = =

Δ = − = − = Δ Δ       (4) 

The minimization problem is equal to 

arg min
T

T
W

W AW

W BW
                            (5) 

where TA S S= Δ Δ and TB XX= . 

3 The Details of Supervised Slow Feature Analysis (SSFA) 

As it is presented in[4], the k-NN criterion graph will easily include noisy edge in the 
neighbor of a node, and it also has a tendency to produce noise pseudo-time series 
which may not in a really local neighborhood.   Inspired by the success of consensus 
information in clustering[5],[6] and manifold learning[7], we propose a new way to 
construct pseudo-time series by taking advantage of consensus information. 
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3.1 Consensus Matrix 

In order to capture stronger relations between pairs of nodes, we define a consensus 

matrix in a static manner. Each item of consensus matrix, such as ( ),C p q , indicates 

the probability of pairwise nodes ( ),p qx x appear together in a local neighborhood. The 

process of calculating consensus matrix is summarized in algorithm 1. Such a 
consensus allows us to obtain a set of credible pseudo-time series, and prune out the 
noisy pseudo-time series even those pairwise nodes belongs to the same class (see 
Fig. 1). The second advantage of consensus matrix is that we could use the items of 
consensus as a weight to the corresponding time series, since it could favor to reveal 
the underlying structure of the data. 
 

Algorithm 1. The process of producing consensus matrix 
1. Initialize n nC R ×∈ as a zero matrix 
2. For , 1, 2, ,i j n=   

(1) Compute ( )i iS Knn x= and ( )j jS Knn x=  

(2) ( ),
i jS S

C i j
K

∩
=  

3. Output consensus matrix C  
 

 

Fig. 1. There are six different faces from the same individual. (a)(b) samples without any 
Occlusion. (c)(d)(d)(f) samples have scarf and glasses occlusion. It is obvious that it is 
reasonable to construct time series by ((a) (b)), ((c) (d)) and ((e) (f)). But the pairwise time 
series ((b) (c)) or ((d) (f)) may be noise time series even they belong to the same individual. 

3.2 Our Proposed Supervised Slow Feature Analysis 

Construction of Pseudo-time Series. Assume that the training samples’ labels are 
known. We calculate consensus matrix for each class, i.e. , 1, 2, ,iC i K=  , where K is 

the number of classes. The items of iC can reflect the relationships of all pairwise 

points that have the same class label. For the class we set all possible combinations of 
two points as an initial pseudo-time series 0

iS . We sparse the pseudo-time series 0
iS

according to the consensus matrix iC , the pairwise series ( ),p qx x could be left only if 

( ),iC p q δ> , whereδ is a small positive number. 
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Approximation of Temporal Variation. Given the pseudo-time series
, 1, 2, ,iS i K=  , where K is the number of class. As we all know the items of 

consensus matrix can also reveal the similarity of pairwise points. Thus we could use 

the items as weight to approximate the temporal variation. For any series ( ),p qx x in

iS , the pqsΔ is approximated by the time difference, i.e. ( )( ),pq i p qs C p q x xΔ = − . 

In this case, { }i pqS sΔ = Δ , where px and qx belong to ith class, 

{ } , 1,2, ,iS S i KΔ = Δ =  . 

Alogoithm2 gives the whole algorithm, which is called supervised slow feature 
analysis. 

 

Algorithm 2. Supervised slow feature analysis  
1. Input: { }| 1, , , 1, 2, ,j D

i iR i K j n= ∈ = =X x    

2. Calculate consensus matrix iC  

3. Construct pseudo-time series iS and temporal variation iSΔ  for each class 

according to iC  

4.  Calculate A and B  
5. EstimateW whose columns are the eigenvectors of AW BW= Λ and order the 

columns according to the eigenvalues 
6. Choose d  small non-zeros eigenvalues and associated eigenvectors

( )1 2, , , dU w w w=  , and obtain the d-dimensional coordinates by TY U X=  

4 Experiments and Analysis  

We compare our proposed SSFA to the classic manifold learning method called 
Neighborhood preserving embedding (NPE)[8] and SFA using different parameter

10,15,19k = to construct pseudo-time series. In computing consensus matrix, we set 

parameter k as 12 and the threshold σ as 0.5. In order to make the comparison fairly, 
those methods are all performed in a supervised case and a preprocessing step by 
PCA remaining 90% energy. The parameter k which determines the local 
neighborhood in NPE is set as train 1n − , where raintn is the number of training samples. 

At last, the nearest neighbor classifier with Euclidean distance is employed to do 
classification task.  

4.1 Experiments on the AR Database 

The AR face database consists of 126 subjects with 4000 color face images as a 
whole. These face images were taken under varying illumination, expression and 
occlusions. In our experiments, we used about 3120 face images corresponding to 120 
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persons (60 male and 60 female), each person has 26 face images. Before implement 
of dimensional reduction methods, we cropped the face portion of the image into the 
resolution of 32×32. We perform 20 times the experiments by randomly select 20 
images of each individual for training, and the rest of samples used for testing.  

 
Fig. 2. Recognition curve of all methods in AR database 

4.2 Experiments on the PIE Database 

The CUM PIE face database contains 41,368 images from 68 individual. These 
images of each individual were taken under 13 different poses, 43 different 
illumination conditions, and with 4 different expressions. In our experiment, we select 
a subset contains 11,554 images of 68 individuals. Before implement our experiment, 
we cropped the face portion of the image into the resolution of 32x32. 20 images per 
person are randomly selected for training and the rest are used for testing. And we 
randomly repeat the experiments 20 times to obtain a static recognition rate. 
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Fig. 3. Recognition curve of all methods in PIE database 

4.3 Statistical Analysis 

Based on random 20 times experiment as shown in Fig.2 and Fig.3, the statistical 
result is given in Table.1. Bold figure demonstrate the best average recognition on 
both AR and PIE database. By taking advantage of consensus information, some 
noisy pseudo-time series can be pruned out, thus SSFA (Supervised Slow Feature 
Analysis) proposed in our paper have a good performance in dimensionality 
reduction.  

Table 1. The maximal average recognition rate with the standard devistion  

 AR data PIE data 
NPE 95.63±0.98 76.01±1.92 

SFA 10k =  99.44±0.35 83.52±2.91 
SFA 15k =  99.44±0.35 83.03±2.95 
SFA 19k =  99.38±0.35 82.78±2.83 
Our method 99.44±0.34 84.63±2.46 

4.4 Experimental Observation and Discussion  

Based on the two experiments presented above, a significant advantage of our method 
could be highlighted, i.e. the recognition rate of our method is highest. According to 
the result shown in fig.2, fig.3 and table 1, we can draw some conclusions: a) our 
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method is less sensitive to the parameter k  comparing to the k-nearest neighborhood 
selection criterion, it maybe that consensus information could help to find real time 
series; b) SSFA is outperform some classic manifold method, i.e. NPE. The reason 
maybe that our method can find “true” time series, in other words, it means that it 
could also explore the real local structure of the data; c)From table1, we can see that 
the recognition rate of our method has a relative small covariance at highest 
recognition rate. It demonstrates that our SSFA is more stable. In summary, the SSFA 
by taking advantage of consensus information is effective and robust to parameter k . 

5 Conclusion  

In this paper, a novel supervised slow feature analysis (SSFA) is proposed. We have 
identified the problem of the k-nearest neighborhood (k-NN) selection criterion to 
construct pseudo-time series. Consensus matrix is introduced to construct pseudo-
time series to avoid some noisy time series. Experimental results show that our 
method is robust to parameter k , and could obtain a good recognition rate in face 
recognition.  

Acknowledgment. This project was partially supported by National Natural Science 
Foundation of China (No. 61373062, No.61373063). 
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Abstract. Previous work such as Competitive coding (CompCode) has 
achieved promising results for online personal authentication based on Finger-
knuckle-print (FKP). However, CompCode assigns the same weights for all 
positions when matching, which will not be stable and will be sensitive to 
noise, decreasing the performance of matching. In this paper, we propose a new 
Weighted Competitive coding (W-CompCode) scheme for effective feature 
matching. In feature extraction stage, we first design a weight matrix for each 
FKP image based on the Gabor filter response variations at each location. The 
locations which may have bigger variations will have bigger weights. When 
matching, the designed weight matrix is incorporated into the angular matching 
function to measure the similarity between two CompCodes. Furthermore, the 
weight matrix is also coded and fused with the modified Hamming distance. 
Experimental results on the PolyU FKP database demonstrate the effectiveness 
of the proposed method. 

Keywords: biometrics, finger-knuckle-print, weight matrix, CompCode. 

1 Introduction 

Recently, the Finger-knuckle-print (FKP), as a new branch of biometric technology, 
has attracted increasing attention by researchers. FKP represents the inherent skin 
pattern of the outer surface around the phalangeal joint of one’s finger, and is highly 
unique and rich between individuals. It can serve as a distinctive biometric identifier 
for online personal verification. Fig. 1(a) shows the FKP image acquisition device and 
the use of the system. After an FKP image is captured (as shown in Fig. 1(b)), the 
region of interest (ROI) is extracted from it for feature extraction and matching. Fig. 
1(c) and (d) shows the ROIs of two FKP images from different fingers. 

In [2], Zhang et.al applied the Gabor filtering based competitive coding 
(CompCode) scheme, which was first designed for palmprint verification [1], to 
extract and code the local orientation information as FKP features. Later, this method 
was extended by combining the magnitude information [3]. In [4], the Fourier 
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(a)                        (b) 

         
(c)                               (d) 

Fig. 1. (a) Outlook of The FKP image acquisition device; (b) a typical captured FKP image; (c) 
and (d) are two FKP ROI images extracted from different fingers 

transform based band-limited phase only correlation (BLPOC) was adopted to extract 
the global features of FKP images. In the local-global information combination 
(LGIC) scheme [5], the local orientation is taken as the local feature while the Fourier 
transform coefficients are taken as the global features, which achieve very promising 
accuracy for FKP verification. In their most recent study [6], local phase and local 
phase congruency are integrated for more accurate recognition. 

In [7], Yin et.al proposed a subspace based approach called weighted linear 
embedding (WLE) to extract the FKP features for recognition. In [8], a real Gabor 
filter was used to enhance the FKP image and the scale invariant feature transform 
(SIFT) was adopted to extract features. An adaptive steerable orientation coding 
scheme was proposed in [9], where high order steerable filters [10] was first 
employed to extract continuous orientation feature map, then the multilevel histogram 
thresholding method [11] was used to code the feature map. 

The widely used CompCode is fast and effective. When matching, all positions on an 
image are considered as having the same importance, i.e., the same weight is assigned 
for each position. However, often on an FKP image, there are some pixels lying on 
relatively “plane” areas, i.e. these locations do not have a dominated orientation. 
Consequently, it is not reasonable to assign the same weight as those locations having 
relatively “dominated” orientation. In this paper, we propose a weighted competitive 
coding (W-CompCode) scheme to solve the aforementioned problem. Before feature 
matching, we first design a weight matrix based on the Gabor filter responses variation 
at each position. For those positions having dominated orientation, a relatively bigger 
weight is assigned and vice versa. When matching, the designed weight matrix is 
incorporated into the angular matching function. Thus, the difference of the importance 
can be well reflected. Furthermore, we also code the weight matrix, and it is fused with 
the modified angular matching distance. Experimental results on the PolyU FKP 
database show the effectiveness of the proposed method. 

The rest of the paper is organized as follows. Section 2 introduces the competitive 
coding scheme. Section 3 describes the proposed W-CompCode method. Experiments 
are conducted in Section 4. Section 5 concludes the whole paper.  
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2 Competitive Coding (CompCode) Scheme 

Gabor filters has been widely used for extracting orientation and edge information in 
biometric recognition systems. A 2D Gabor filter is usually defined as  

                ( )
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where x’=x·cosθ+y·sinθ, y’=-x·sinθ+y·cosθ, f is the frequency of the sinusoid factor, θ 
is the orientation of the normal to the parallel stripes, and σx and σy are the stand 
deviations of the 2D Gaussian envelop. 

Denote GR as the real part of a Gabor filter, and IROI as an FKP ROI image. With a 
bank of Gabor filters sharing the same parameters, except the parameter orientation, 
at each pixel IROI(x,y), the dominant orientation feature can be extracted and coded as 
follows: 

               { }arg min ( , ) ( , , )( , ) ROI R j
j

I x y G x yCompCode x y θ= ∗                  (2) 

where symbol * represents the convolution operation, θj=jπ/ J, j={0,…,J-1}, and J 
represents the number of different orientations. 

For matching two CompCode maps P and Q, the normalized Hamming distance 
based angular distance is commonly used [12]: 
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where S is the area of the code map, and  

                ( ) ( ), min ,h Jα β α β α β= − − − , { }, 0, , 1Jα β ∈ −             (4) 

3 Weighted Competitive Coding (W-CompCode) Scheme 

From the matching scheme in Eq. (3), we can observe that all positions on an image 
are considered as having the same importance, i.e. the same weight (1 in CompCode) 
is assigned to each position.. 

3.1 Weight Construction 

Often on an FKP image, there are some pixels lying on relatively “plane” areas, i.e. 
these pixels do not reside on any lines and consequently do not have a dominate 
orientation. According, the J Gabor filter responses at such pixels do not have much 
variation. In such case, it is unfair to assign the same weight for each position. For 
robust feature matching, it is wanted that the positions having bigger filter response 
variation should be assigned bigger weight and vice versa.  
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Denote by R={Rj=IROI(x,y) *GR(x,y, θj)}, j={0,…, J-1} the Gabor filter responses at 
pixel (x,y). We define the “orientation magnitude” at this pixel as  

               
( )
( ) ( )( )
max( ) min( )
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max max( ) , min( )

abs R R
oriMag x y

abs R abs R

−
=                     (5) 

The “orientation magnitude” oriMag(x, y) can measure how likely the pixel (x, y) 
has a dominant orientation. If it is small, we can reckon that this pixel has no 
dominant orientation and vice versa. Thus, oriMag(x, y) can be used as a weight to 
measure the importance of pixel (x, y). 

The “orientation magnitude” oriMag(x, y) usually beyond the range [0,1]. As a 
weight, we expect that they are within the range [0,1]. The weight at pixel (x, y) is 
defined as follows: 
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Some examples are shown in Fig. 2(c). 

3.2 Matching with Weight 

The original CompCode scheme adopts the normalized Hamming distance to match 
two CompCode code maps. In the following text, we will use HD to represent the 
conventional normalized Hamming distance. HD weights all positions in a code map 
equally. However, as discussed in Section 3.1, it is unreasonable to weights all 
positions equally. Instead, the code assigned to those positions having no dominant 
orientation will not be stable and will be sensitive to noise, decreasing the 
performance of matching.  

According to this consideration, we propose to weight the CompCode when 
computing the normalized Hamming distance. With this modification, the pixel with 
dominant orientation can be well reflected. The modified Hamming distance can be 
computed as the following. Suppose that P and Q are two CompCode maps, as 
introduced in Section 2. Their weight matrices are Wp and Wq, respectively. Then, the 
modified Hamming distance, denoted by HDM, is defined as  

                        ( )( , ) max ( , ), ( , )p qW x y W x y W x y=                           (7) 
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The function h has the same definition as that in Section 2. Based on our 
experimental results, using 6 Gabor filters of different orientations are enough. Thus, 
we choose 6 orientations, θj=jπ/ 6, j={0,…,5} for the competition. 

Actually, the conventional CompCode matching scheme (see Eq. (3)) is a special 
issue of our proposed weighted matching strategy (see Eq. (8)). If we set W(x,y)=1, 
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then Eq. (8) is degraded to Eq. (3). Our proposed matching scheme has accessible 
meanings and is more effective than Eq. (3) based on our experimental results. In 
addition, the process of weight construction can be accomplished together with the 
coding procedure. Thus, the speed of our weighted matching can be well guaranteed. 

3.3 Weight Pattern Distance 

From observation we find that the weight maps tend to be consistent across different 
code maps of the same FKP image while they different from each other in code maps 
from different FKP images as illustrated by examples shown in Fig. 2. This implies 
that further useful information can be extracted from weight maps. To this end, we 
propose to code the weight map and then to quantitatively measure the dissimilarity of 
two coded maps. 

Denote by oriMag(x, y) the “orientation magnitude” defined in Eq. (5), a 
quantization method is applied to oriMag(x, y) to get the weight code. The process 
can be expressed as 
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where lmin and lmax has the same definition as Eq. (6), N is the number of 
quantization levels. The resulting weight code is an integer within 0~N. Some 
examples are shown in Fig. 2(d). N can be tuned by experiments on a sub-dataset and 
it is experimentally set as 7 in this paper. 

Consider two weight codes Pw and Qw, their weight pattern distance (WPD) is 
defined as  
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Fig. 2. (a) Sample ROI images. The first two are from the same class; (b) CompCode maps for 
(a); (c) weight matrices for (a); (d) weight codes for (a) 

(b) 

(c) 

(d) 

(a) 
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Even though WPD is not as powerful as HDM, it can provide complementary 
information for the final decision. We can combine them together in order to create a 
better performance. We adopt a simple yet powerful weighted-average fusion rule to 
fuse HDM and WPD together as  

                            (1 ) MD HD WPDλ λ= − +                              (11) 

where λ is a parameter to control the contribution of WPD to D and it is 
experimentally set as 0.15 in this paper. In the following, we refer the method using D 
to calculate the final matching distance as Weighted-CompCoce, or W-CompCode for 
short. 

4 Experimental Results and Analysis 

4.1 Database and Test Protocol 

In the previous work [2-6], an FKP database was established. This database consists 
of the FKP region of interest (ROI) images of 4 fingers (the left index, the left middle, 
the right index and the right middle) from 165 volunteers. Each finger was provided 
12 samples from two separated sessions with 6 samples per session, giving total of 
165×4×12=7920 samples from 660 fingers. We take the images from the first session 
as gallery set and the images from the second session as probe set. To obtain 
statistical results, each image from the probe set was matched with all the images in 
the gallery set. A genuine matching was counted if the two images come from the 
same finger; otherwise, an imposter matching was counted.  

The Equal Error Rate (EER), which is the point when the false accept rate (FAR) is 
equal to the false reject rate (FRR), is applied to evaluate the verification accuracy. A 
decidability index d’ [13] is used to measure how well the genuine and the imposter 
distance are separated. d’ is defined as  
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where μ1 (μ2) is the mean of the genuine (imposter) matching distances and σ1 (σ2) is 
the standard deviation of the genuine (imposter) matching distance. 

4.2 Effectiveness of Constructed Weight 

In this section, we will compare the verification accuracies using HD and HDM 
respectively to verify the effectiveness of the constructed weight matrix. Experiments 
are conducted on a sub-dataset containing the first 165 fingers. 

The EER and d’ are listed in Table 1. From the results we can see that with the 
constructed weight, the verification accuracy can be further improved. The drop of 
EER is 5.67% ((1.694-1.598)/1.694), which verify the effectiveness of the constructed 
weight matrix. Based on the Gabor filter responses variation, the importance of each 
pixel can be well reflected by the constructed weight. 
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Table 1. EER (%) and d’ by different schemes 

Method EER d’ 

HD      1.694   4.1151 
HDM      1.598   4.3573 

CompCode      1.386   4.4302 
W-CompCode      1.203   4.6521 
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(a)                                  (b) 

Fig. 3. (a) DET curves obtained by using CompCode and W-CompCOde; (b) distance 
distribution of genuine matchings and imposter matchings obtained by W-CompCOde 

4.3 Performance Evaluation of W-CompCode 

Compared with the original CompCode scheme, the novelty of W-CompCode lies in 
the matching method it adopts. In addition, it fuses the modified Hamming distance 
and the weight pattern distance to compute the final dissimilarity of two code maps.  

In this experiment, all the classes were involved to evaluate the performance of the 
proposed method. Therefore, there were 3,960 images in the gallery and probe set 
each. The numbers of genuine matchings and imposter matchings were 23,760 and 
15,657,840, respectively. The results in terms of EER and d’ are summarized in Table 
1. Furthermore, by adjusting the matching threshold, a DET (Detection Error 
Tradeoff) curve [14], which is a plot of FRR against FAR for all possible thresholds, 
can be created. The DET curve can reflect the overall verification accuracy of a 
biometric system. Fig. 3(a) shows the DET curves generated by CompCode and W-
CompCode. Distance distributions of genuine matchings and imposter matchings 
obtained by the proposed W-CompCode are plotted in Fig. 3(b).  

From the results listed in Table 1 and the DET curves shown in Fig. 3(a), we can 
see that W-CompCode performs better than the original ComCode. With our 
experimental settings, compared with the original CompCode, the drop of EER is 
13.20% ((1.386-1.203)/1.386). Therefore, the experimental results clearly verify our 
claim that by weighting the CompCode maps and fused with the weight pattern 
distance, the performance of a FKP coding scheme can be largely improved. 
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5 Conclusions 

In this paper, we develop a Weighted CompCode (W-CompCode) scheme for feature 
matching. Before performing angular matching, we design a weight matrix for each 
FKP ROI image based on the Gabor filter responses variation at each position. The 
positions which have bigger variations will have bigger weights. When matching,  
the designed weight is incorporated into the angular matching function. Furthermore, 
the weight is coded by a quantization method, and the Weight Pattern Distance is 
fused with the modified Hamming distance to form the final distance. The 
effectiveness of the proposed method was corroborated by experiments conducted on 
the benchmark PolyU FKP database. 
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Abstract. Although fingerprint recognition has been widely studied for
personnel recognition in the past decades, it is still challenging problem
to achieve reliable feature extraction and recognition for poor quality
fingerprints. Fingerprint enhancement is often incorporated prior to fea-
ture extraction to improve the quality of fingerprint and achieve higher
recognition accuracy. Motivated by the recent success of sparse represen-
tation in image denoising, this paper proposes a fingerprint enhancement
method by using sparse representation. First, a set of Gabor basis func-
tions with various orientations and frequencies are used to build a re-
dundant dictionary for fingerprint representation. Then, the fingerprint
enhancement problem is modeled as an iterative sparse representation of
the local patch fingerprint, which can be solved by L1-norm regularized
minimization. Experimental results and comparison on FVC fingerprint
databases are presented to show the effectiveness of the proposed method
on fingerprint enhancement, especially for poor quality fingerprints.

Keywords: Fingerprint enhancement, Sparse representation, Gabor
basis function.

1 Introduction

With the increasing demand of information security, fingerprint recognition has
been widely investigated for personnel recognition, because of its advantages
such as the convenience of data collection and high level of user acceptabil-
ity [10]. Fingerprint is a kind of human biometrics on finger tips composed of
interleaved parallel ridge and valley flows. In developing automatic fingerprint
identification system (AFIS), much efforts have been made on developing new
feature extraction and classification approaches to improve fingerprint recogni-
tion accuracy. However, the performance of fingerprint feature extraction and
recognition critically depends on the image quality. An ideal fingerprint image
usually has high contrast and well-defined ridge and valley as shown in Fig. 1a.

In practice, due to various skin conditions (e.g., wet or dry, cuts and bruises),
sensor noise and incorrect finger pressure etc., a significant number of fingerprint
images are of poor quality with blurred and corrupted ridge structure as shown
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in Fig. 1 b and c [10]. The degradations make the extraction of the friction ridge
details extremely difficult. In extraction of minutiae features, the fingerprint
degradations often results in generation and extraction of spurious minutiae
points, missing genuine minutiae points, and also introducing large errors in the
locations (positions and orientations) of minutiae points [10,7]. The spurious
feature extraction will change the individuality of input fingerprint during the
recognition process. Thus, image enhancement is necessary to remove the noise
and improve the clarity of ridge and valley structure for more reliable subsequent
feature extraction and matching [7,3,4].

(a) (b) (c)

Fig. 1. (a) Good-quality fingerprint, (b) overlapped poor-quality fingerprint and (c)
poor-quality fingerprint with creases and scars

The interleaved ridges and valleys in a gray-level fingerprint image form a
sinusoidal-shaped plane wave in a local neighborhood, which has a well-defined
frequency and orientation. A number of methods have been proposed to take
advantage of this information to enhance fingerprint image [7,3,4,11]. Gabor fil-
ters, which have both frequency and orientation selective properties and optimal
joint space frequency resolution, are the most commonly used filtering technique
for fingerprint enhancement [7,3]. A Gabor filter is defined by a sinusoidal plane
wave tapered by a Gaussian which can capture the periodic, yet non-stationary
nature of fingerprint regions and form a very intuitive representation of finger-
print images. In this method, the dominant ridge orientation and the average
ridge frequency are first estimated at each pixel based on its local neighborhood.
Then a Gabor filter tuned to the local ridge orientation and frequency is applied
at the pixel. This method can successfully suppress the noise on the ridges and
remove the creases if the Gabor filter is tuned to the correct local orientation
and frequency. However, there are several limitations in this method. First, it is
still a challenging problem to reliably estimate the local ridge orientation and
frequency in the poor-quality fingerprint region. Second, in the singular regions,
the assumption of a single dominant ridge orientation is not valid. As a result, the
filters with fixed orientation will be likely to destroy the ridge structure and lead
to spurious ridge artifacts. Third, since the ridge orientation and frequency are
usually estimated at block wise, there is block effect on the enhanced fingerprint
image.
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Another interesting technique has been proposed to perform fingerprint en-
hancement based on short Fourier transform (STFT) analysis in the Fourier
domain which did not require to explicitly compute the local ridge orientation
and ridge frequency [4]. The traditional one dimensional time-frequency analysis
is extended to two dimensional fingerprint images to perform short (time/space)-
frequency analysis. The Fourier spectrum of a local small region is analyzed and
probabilistic estimates of the ridge orientation and frequency are computed. In
addition, an energy map can be generated to distinguish between the fingerprint
and the background regions.

The main challenging problem for fingerprint enhancement is to remove the
image noise while reliably representing the ridge details especially in singular
region. Redundant and sparse representation is a promising method for image
reconstruction especially from noisy image. The study of sparse representations
has become a major field of research in signal processing [2,5]. As a powerful
statistical image modeling technique, sparse representation has been success-
fully used in denoising of signals [5]. In this paper, we propose a fingerprint en-
hancement approach through using sparse and redundant representation. First,
Gabor basis functions with various parameters are used to build a redundant
dictionary. Then, L1-norm regularized optimization is applied to find the sparse
representation of a local image patch. Finally, fingerprint image is reconstructed
by a linear combination of the Gabor basis atoms and sparse coefficients.

2 Fingerprint Enhancement via Sparse Representation

We assume that all fingerprint images have been scanned with 256 gray scales at
a resolution of 500 dpi. The objective of fingerprint enhancement algorithm is to
remove the image noise and improve the clarity of ridge structures of fingerprint
images. Thus, fingerprint enhancement can be considered as an image denoising
or restoration problem. The fingerprint image in a local neighborhood can be
considered as 2D signals which have well-defined ridge orientation and frequency.
Mathematically speaking, an real valued signal y ∈ �N can be represented by a
linear combination of a set of N -dimensional basis atoms:

y =
∑
i

αiψi + e = Φα+ e, (1)

where Φ = [ψ1, ψ2, ..., ψM ] ∈ RN×M is a dictionary composed of a collection of
basis vectors; α = [α1, α2, ..., αM ] denotes the basis coefficient vector; e denotes
the additive noise imposed on the signal. The dictionary Φ can be built with
a set of analytical basis functions such as curvelet, wavelets and sinusoids, or
learned from example image patches. To achieve good representation, dictionary
should characterize the image structures.

Given a dictionary Φ and an image patch y ∈ �N , the convolution method is
usually used to calculate the coefficients, but it suffers from nonorthogonality and
crosstalk among the basis filters. As a local image patch generally has a specific
orientation and frequency, the coefficients are thus expected to be sparse, i.e.,
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with only few nonzero values. Inspired by recent progress and success in sparse
representation, we model the fingerprint enhancement as a sparse representation
problem. In sparse representation, the dictionary is redundant with N < M and
most entries of the coefficient vector α are zero or close to zero. If the sparsity is
measured as the L0-norm of α, which counts the non-zero coefficients, the sparse
representation can be formulated as the l0-norm regularized minimization:

α̂ = argmin
α

‖y − Φα‖2 + λ‖α‖0 (2)

where λ is a regularization parameter which balances the sparsity of solution and
fidelity of the approximation to y. Generally speaking, the fingerprint enhance-
ment via sparse representation involves two steps, i.e., dictionary construction
and sparse representation, which will be detailed in the following sections.

2.1 Gabor Dictionary Construction

The sinusoidal-shaped waves of ridges and valleys in fingerprint image vary
slowly in a local constant orientation. Gabor filters have both frequency and
orientation selective properties and have optimal joint resolution in both spatial
and frequency domains [7]. Gabor basis functions form a very intuitive represen-
tation of fingerprint images since they capture the periodic, yet non-stationary
nature of fingerprint regions. Therefore, it is appropriate to use Gabor basis
functions to model the local patch of fingerprint images. The even-symmetric
Gabor filter has the general form as:

h(x, y, θ, f) = exp{−1

2
[
x2
θ

δ2x
+

y2θ
δ2y

]} cos(2πfxθ + ϕ0), (3)

xθ = x cos θ + y sin θ, (4)

yθ = −x sin θ + y cos θ, (5)

where θ is the orientation of Gabor filter; f is the frequency of a sinusoidal plane
wave; δx and δy are the space constants of the Gaussian envelope along x and y
axes, respectively; ϕ0 is the initial phase angle of Gabor filter. To build the basis
atoms of the dictionary, we set δx = δy equal to the patch size. f varies from 5 to
15 at a step of 2 and θ varies from 0 to 15π/16 at a step of π/16. ϕ0 varies from
0 to 4π/5 at a step of π/5. Each filter is preprocessed to have a zero mean and
L2 norm of 1. Finally, all the filters are used to construct the dictionary Φ for
sparse fingerprint representation. Fig. 2 shows the Gabor dictionary elements.

2.2 Fingerprint Enhancement

In a local patch of fingerprint image, the configurations of parallel ridges and
valleys with well-defined frequency and orientation provide useful information
which helps in removing undesired noise and restore the high-quality fingerprint.
Inspired by recent progress and success in sparse representation, we model the
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Fig. 2. The redundant dictionary used for sparse fingerprint representation, which
consists of 480 Gaussian filters at 16 orientations, 6 frequencies and 5 ϕ0

fingerprint enhancement as a sparse representation problem with the Gabor dic-
tionary. Given the dictionary Φ described above, for each patch of fingerprint
image, a sparse representation can be obtained by solving the optimization prob-
lem in Equation 2. However, this is a nonconvex problem and cannot be efficiently
solved. In practice, convex relaxation is usually adopted to change the Equation
2 into a convex optimization problem by replacing the L0-norm regularization
with the L1-norm regularization as:

α̂ = argmin
α

‖y − Φα‖2 + λ · ‖α‖1 (6)

There are a wide variety of methods proposed for the above least squares op-
timization [5,8]. In this work, the efficient method in [8] is employed to solve
this convex optimization problem. A sparse coefficient vector will be obtained
and the local patch of fingerprint image can be reconstructed by y = Φα. The
patches are processed in raster-scan order in the fingerprint, from left to right
and top to down, to generate an enhanced fingerprint image.

(a) (b) (c) (d)

Fig. 3. The enhancement of a poor quality fingerprint (a) original image; (b) enhanced
fingerprint in the first round of reconstruction; (c) good-quality fingerprint region sep-
arated by the consistency measure; (d) the final enhanced fingerprint

Solving the above minimization problem does not guarantee the consistency
of the reconstructed fingerprint image. In addition, patch-based processing ap-
proaches are associated with spurious artifacts caused by discontinuities at the
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block boundaries. The consistency of the squared gradients was introduced to
give a good measure of how well the gradients over a neighborhood are pointing
in the same direction [1]. In our enhancement scheme, we utilize a consistency
measure to measure the image quality of the reconstructed fingerprint. For the
poor-quality regions, we will further iteratively and gradually to restore the im-
age patches with the sufficient neighboring good quality image. The processing
steps of the proposed fingerprint enhancement method are outlined in Algorithm
1. Fig. 3 shows the original fingerprint image, the intermediate results and the
final enhancement result of the proposed method. It can be seen that the poor-
quality fingerprint regions are enhanced while the quality of image reconstruction
around the singularities is not affected.

Algorithm 1. Fingerprint Enhancement via Sparse Representation

1: Input: Φ: Gabor dictionary; Y : the original fingerprint image.
2: For each 16 × 16 image patch y of Y , starting from the upper-left corner with 4

pixel forward image step.

– Normalize the image patch y to to have unit L2-norm.
– Solve the minimization problem in Equation (6) with Φ and y.
– Generate the good-quality image patch ŷ = Φα.

3: End
4: Compute the consistency of the squared gradients as in [1] denoted as cons. Sepa-

rate the image regions with cons < 0.8 as the poor-quality regions Sp.
5: while Sp �= ∅ do
6: For the image patch with the portion of good-quality image pixels larger than

50%, normalize the image patch y to have unit L2-norm.
7: Solve the minimization problem in Equation (6) with Φ and y.
8: Generate the good-quality image patch ŷ = Φα.
9: end while
10: Output: The enhanced fingerprint image ̂Y .

3 Experimental Results

To evaluate the performance, we conduct the experiments on fingerprint ver-
ification competition (FVC) databases and compare our proposed method to
some state-of-arts. First, some poor-quality fingerprint samples are tested with
the proposed fingerprint enhancement method. The enhancement results of the
poor-quality images from FVC database are shown in Fig. 3. In comparison, the
proposed method perform better to remove the noise and improve the clarity of
ridge structures of fingerprint images than other methods.

While the effect of fingerprint enhancement may be gauged visually, the final
objective of the enhancement process is to increase the fingerprint recognition
accuracy. Thus, we conduct the verification experiments with the enhanced fin-
gerprints on FVC2004 DB3 a [9] to test the performance improvement. This
database consists of 800 fingerprint images of 500 dpi with 8 impressions for
each finger. The NIST fingerprint software [6] is used for feature extraction
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(a) (b) (c) (d)

Fig. 4. Comparison of the enhancement results on some poor-quality fingerprints (a)
original image; (b) by Gabor filter; (c) by STFT method; (d) by our proposed method
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Fig. 5. ROCs comparison by different enhancement methods on FVC2004 DB3 a

and matching. The FVC protocol is adopted to evaluate the verification perfor-
mance, which involves 2800 (800 × 7/2) genuine trials and 4950 (100 × 99/2)
imposter trials for the database. The verification performance is evaluated with
the plot of receiver operating characteristics (ROC) curve, which is a plot of the
false positive rate (FPR) against the true positive rate (TPR). FPR determines
how many incorrect positive results occur among all available negative samples
whereas TPR defines how many instances are correctly matched among all avail-
able positive samples. Fig. 5 shows the comparison of ROCs with the enhanced
fingerprints by the Gabor filter, STFT method and our proposed method, as
well as with the original fingerprints. Comparing the ROCs, we can see that our
proposed method achieves better verification performance than other methods.



200 X. Wang and M. Liu

4 Conclusion

In this paper, we have proposed a fingerprint enhancement method via sparse
representation. First, a set of Gabor basis functions with various orientations
and frequencies are used to build a redundant dictionary for sparse fingerprint
representation. Then, L1-norm based sparse representation is used to recon-
struct the local fingerprint patch. Finally, experimental results and comparison
on FVC fingerprint database have been presented to show the effectiveness of
the proposed method, especially for enhancement of poor quality fingerprints,
in comparison with some existing methods.
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Abstract. Fingerprint identification is an important biometric method for 
personal authentication. Rolled fingerprint can provide much more information 
than flat fingerprint, so the method is needed for construct a rolled fingerprint 
from a plain fingerprint sequence. Based on Key-column extraction, a real-time 
image mosaicking algorithm is proposed for rolled fingerprint construction. 
Compared to other construction methods, experimental results show that the 
proposed algorithm leads to a better performance, especially when the finger is 
rolling with a fast speed.  

Keywords: Rolled fingerprint, Image mosaic, Key-column extraction. 

1 Introduction 

Fingerprint is one of the most important features for automated personal 
authentication [1][2]. A rolled fingerprint is often used in automated fingerprint 
identification systems (AFIS) for law enforcement agencies during enrollment while a 
flat fingerprint is commonly used in civil fingerprint applications, as the rolled 
fingerprint contains almost all the surface information of the finger, and it provides a 
higher degree of certainty for identification purposes compared to a flat fingerprint[3]. 

To compose the sequence of images of the rolling finger into a single unwrapped 
impression, some algorithms for rolled fingerprint construction have been proposed in 
the literature [4][5][6]. In [4], five image-compositing schemes are used to synthesize 
rolled fingerprint image sequences. The method consists of several steps including 
foreground estimation of the fingerprint, pixel-wise confidence estimation using the 
foreground of each image, and image composition using a confidence measure. In [5], 
the local affine transformations between two neighboring image sequences are 
estimated. The method has several steps including computation of the spatial shift, 
detection of the mosaicking point, partitioning of the tip part, and removal of the 
seams on the tip. In [6], MRF-based nonrigid image registration is used to find dense 
correspondences between images from a rolled fingerprint sequence. This method is 
significantly superior in various aspects compared to the two previous methods, 
because this method can generate conceptually more accurate rolled fingerprints by 
preserving the geometric properties of the finger surface. However, it does not work 
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in real-time manner, as this method finds dense correspondences between image 
frames from rolled sequences and registers every image frame to the reference image, 
which is defined as a frame containing a fingerprint positioned at the center. 
Motivated by the idea of the reference frame, a real-time rolled fingerprint 
construction algorithm is proposed in this paper, which is based on Key-column 
extraction. Key-column is defined as the column with the minimum background 
pixels among all the frames of the rolled fingerprint sequence. Compared to previous 
algorithms, experiments show that the proposed algorithm is superior, especially 
when the finger is rolling with a fast speed.  

This paper proposes a novel rolled fingerprint construction method based on Key-
column extraction. Section 2 explains the overall procedure and describes the 
proposed algorithm in detail, which is the main part of this paper. In Section 3, 
various compared experiments are introduced.  

2 Algorithm 

Suppose the finger is rolled from nail to nail on the capture plane, an image sequence 

1 2{ , , , }KI I I I=   of rolled fingerprint is captured. A typical image sequence of 

rolled fingerprints is shown in Fig.1. Let iI  denote the thi  frame of I , and 0I  be 

the background frame captured when no finger is placed on the sensor. Supposing that 
( , )iI x y  denote the gray level of the pixel ( , )x y  and W H×  is the size of each 

frame, where H  is the height of the frame, while W  is the width. As shown in 
Fig.2, the main steps of this construction algorithm are finger detection, image 
mosaicking, quality evaluation and performance optimization. 

 

 

Fig. 1. Image sequence of rolled fingerprint 
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Fig. 2. The flowchart of the proposed algorithm 

2.1 Finger Detection 

Image capture is a process that the finger places on the sensor, rolls from nail to nail, 
and lifts from the sensor. It’s important to detect the states of the finger, so that it can 
clearly certain the acquisition process. There are two different states for finger 
detection, finger appearance detection when the finger is firstly placed on the sensor 
and finger disappearance detection when the finger is firstly lifted from the sensor 
after rolling. Let ( )iN I  denotes the number that the difference of gray values 

between the thi  frame and the background frame is larger than the given threshold 

1T . And 1 2( , )h hΓ  represents the number that the gray value is between 1h  and 2h . 

Two control variables ( )iN I  and 1 2( , )h hΓ  are introduced: 

{ }10 1
1

( ) ( , ) | ( , ) ( , ) x Wi i
y H

N I x y I x y I x y T ≤ ≤
≤ ≤

= − >  . (1) 

1 2

1 2( , ) ( )i
h h h

h h H h
≤ ≤

Γ = ∑  . 
(2) 

1h  and 2h  are two parameters, { }•  is the number of the elements in the set, and 

iH  is the histogram of iI . If ( )iN I HWα> , the finger appears; if 

1 2 2 1( , ) ( )h h h hβΓ > − , the finger disappear. Here, α  and β  are two given 

coefficients. 
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2.2 Image Mosaicking 

Every column of the constructed image is extracted from one of the image sequence. 
This step is to describe the extraction rule. First, two parameters (j)iC  and (j)iF  are 

given as follows: 

2 1 1
1

( ) {( , ) | ( , ) }i i j x j
y H

C j x y I x y T − ≤ ≤ +
≤ ≤

= >  . (3) 

1 1
1

( ) ( , )i i
j x j

y H

F j I x y
− ≤ ≤ +
≤ ≤

= ∑  . 
(4) 

where 2T  is a given threshold. Different to that defined in [1], the reference frame of 

the proposed algorithm is defined as follows: 

0 1
2 1

{ , } arg min { ( ) ( )}o i ii K
j W

i j C j F j
≤ <
≤ ≤ −

= ∧  . (5) 

where ∧  denotes logical AND, 
0i

I  is extracted as the reference frame. The 0j  

column of 
0i

I  is called as the reference column and extracted as the 0j  column of 

the constructed rolled fingerprint, noted as 0 0( )j i= . Suppose the finger is in a left-

to-right rolling process, the 0( 1)j −  column of 
0 1iI −  is extracted ( )0 0( 1) 1j i− = − , 

if 
0 00 1 0( 1) ( 1)i iC j C j−− > − ; otherwise, 0 0( 1)j i+ = . By the same token, the 

extraction results { }0 1
( )

j W
j ≤ ≤  are evaluated and each extracted column is called 

Key-column. 

2.3 Quality Evaluation 

The quality ( )RQ I  of the constructed image RI  is evaluated as follows: 

( ) ( ) ( )R R RQ I A I V Iγ δ= +  . (6) 

where ( )RA I  is the proportion of the area of the foreground of RI  to the whole area 

of RI , ( )RV I  is the normalized variance, γ  and δ  are two weight coefficients. If 

3( )RQ I T< , the construction will be repeated; 3T  is a given threshold. 
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2.4 Performance Optimization 

In order to improve the calculation speed and the construction effect, the following 
optimization processes are done. 

(1) Support finger rollback: suppose the finger is rolling from left to right, the 
finger is rolling back if one of the following two inequations is satisfied: 

4m ix x Tε− >  
(7) 

4 1 4 2 4m i m i m ix x T x x T x x T− −− > ∧ − > ∧ − >  
(8) 

where arg min{ |1 1}t
t

m x t i= ≤ ≤ −  and ix  is the x-coordinate of the centroid point 

of iI , ε  is a given coefficient and 4T  is a given threshold. If rollback happens, a 

new construction is starting. 
(2) Ignore redundant frames: the thk  frame kI  is ignored, if 5i kx x T− < , where 

kx  is the x-coordinate of the centroid point of kI  and 5T  is a given threshold. 

Experiments show that about 22% frames of a rolled fingerprint sequence are ignored 
when the rolling speed is slow (more than 3s). 

(3)  Reduce construction seams: according to the y-coordinate of the centroid 
point, every frame iI  is divided into two parts, the upper portion U

iI  and the lower 

portion B
iI . So two image sequences are yielded, { }

1

U
i i K

I
≤ ≤

 and { }
1

B
i i K

I
≤ ≤

. And the 

corresponding extraction results ( ){ }
1

U

i K
j

≤ ≤
  and ( ){ }

1

B

i W
j

≤ ≤
  are evaluated, 

respectively. As shown in Fig.3, this step can reduce construction seams caused by 
the elastic distortion when the finger is placed and rolled on the sensor. 

(4) Remove remaining fingerprint: as shown in Fig.3, remaining fingerprint may 
have tremendous consequences for the rolled construction. When the gray difference 

between ( , )RI x y  and 0 ( , )I x y  is less than a given threshold 6T , the pixel ( , )x y  is 

considered as one remaining fingerprint pixel, that is to say, if 

0 6(x, y) (x, y)RI I T− < , then 6( , )RI x y T= . 
 

 

Fig. 3. Left constructed by the proposed algorithm, middle constructed without seams removal, 
right constructed without remaining fingerprint removal 
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3 Experimental Results 

To evaluate the proposed construction algorithm, a HighLand PU-JY301U roll 
fingerprint sensor (each frame with 640 640×  pixels and 500 dpi) is used [7]. For the 
rolled image sequences, databases of 290 independent fingers are created. For each 
finger, eight rolled impressions (four with fast rolling and four with proper rolling) 
are acquired under the following conditions: 1)a fast rolling speed (less than 2s); 2)a 
proper rolling speed (more than 2s). Six constructed roll databases (referred to as 

1AD , 
2AD , 

1BD , 
2BD , 

1CD , 
2CD ) are yielded with the proposed algorithm (called 

algo-A), the algorithm proposed in [5] (called algo-B) and the algorithm described in 
[6] (called algo-C), respectively. For example, 

1AD  represents the database that 

acquired with a fast rolling speed and constructed by algo-A. For algo-B, the 
smoothed compositing method is applied, because this method has better matching 
performance than the other four methods (Naive, Center, Minimum and Foreground), 
as shown in the experiments in [3]. For algo-A, the parameters are used as shown in 
Table 1. As shown in Table 2, the average processing time of algo-A for one frame is 
less than that of the other three construction methods. 

Table 1. Setting of parameters in algo-A 

1T  2T  3T  4T  5T  6T   

20  240  70  10  10  10   
α  β  γ  δ  ε  

1h  2h  

0.05  100  0.5  0.5  3  100  200  

Table 2. Average processing time for one frame 

algo-A algo-B algo-C the algorithm in [1] 
13.66ms  50.80ms  59.80ms  1906.00ms  

 
As the purpose of rolled fingerprint construction is to increase the accuracy of 

fingerprint recognition, it is important to check the matching performance [1]. In this 
paper, equal error rate (EER) is used to assess the recognition accuracy, which denotes 
the error rate when the false acceptance rate (FAR) and the false reject rate (FRR) are 
identical. A straightforward method is applied on the constructed roll fingerprint 
images, consisting of minutiae extraction and minutiae matching [8]. As shown in Table 
3, the proposed construction algorithm leads to a better recognition performance than 
the other two, especially when the finger is rolling with a fast speed. 

Table 3. Comparisons between algo-A, algo-B and algo-C 

Algorithm Database EER Database EER 
algo-A 

1AD   0.30%   
2AD  0.23%  

algo-B 
1BD   0.70%  

2BD  0.52%  

algo-C 
1CD  0.58%  

2CD  0.45%  
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4 Conclusions 

Based on Key-column extraction, a real-time rolled fingerprint construction algorithm 
is proposed in this paper. Compared to two previous construction algorithms, 
experimental data validate that the performance of the proposed algorithm is superior, 
especially when the finger is rolling with a fast speed. 
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Abstract. Latent fingerprint recognition is desirable for forensics ap-
plications such as criminal investigation and forensic detection. Com-
pared to traditional fingerprint recognition, automatic latent fingerprint
recognition is more challenging because it must be able to deal with the
smudgy, fragmentary and nonlinearly deformed fingerprints lifted from
crime scenes and it has high liability for following legal procedures. In
latent fingerprint recognition, latent fingerprint development draws little
attention from pattern recognition due to that latent fingerprint develop-
ment is traditionally regarded as a topic of forensic medical. In practice,
latent fingerprint development is a pre-step of latent fingerprint recog-
nition, whose result would cause dramatic influence to the performance
of latent fingerprint recognition system. In this paper, we claim that
latent fingerprint development is important to automatic latent finger-
print recognition system, and regard research of the relationship between
latent fingerprint development and automatic latent fingerprint recogni-
tion system as a new topic. Moreover, we summarize the challenges, and
provide critical analysis of the advances of automatic latent fingerprint
recognition.

Keywords: Latent fingerprint recognition, Challenges, Latent finger-
print development, Latent-to-full fingerprint matching.

1 Introduction

Fingerprint recognition is one of the most well-known biometrics, which has been
widely applied in access control, population management, criminal investigation,
immigration, etc.. And it is considered that fingerprint recognition is a well an-
alyzed problem due to many successful methods achieving low equal error rate
even on challenging databases like the FVC2004 [1] and FVC2006 [2] which in-
cludes non-ideal or perturbed prints. However, there also some challenges within
fingerprint recognition. Automatic latent fingerprint recognition is one of the
most challenging problems.

Latent fingerprint refers to the fingerprint found at crime scenes. In forensic[3],
the fingerprints found at crime scenes are categorized as patent, latent, and
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Fig. 1. Latent fingerprint recognition process

plastic impressions. A patent print is simply a visible print, a latent print is
undetectable until brought out with a physical or chemical process designed to
enhance latent print residue, and a plastic print is created when the substrate is
pliable enough at the time of contact to record the three-dimensional aspects of
the friction skin. Routinely, all three types are associated with the term latent
print.

Latent fingerprint recognition is the ability to establish a suspect’s identity
based on his or her latent fingerprints. Fig.1 shows the basic processes of a
latent fingerprint recognition system. In enrollment process, the rolled or plain
fingerprints, which are captured from prisoners or suspects, are enrolled into the
system. A rolled fingerprint image, shown as Fig.2(a), is obtained by rolling a
finger from one side of the fingernail to the other in order to record all of the
ridge details. And a plain image, shown as Fig.2(b), is obtained by placing the
finger flat on a paper or the platen of a scanner without rolling. Both plain
and rolled images are of good quality and are rich in information content. By
contrast, in recognition process, a latent fingerprint image is used as input,
shown in Fig.1. Latent fingerprints are extracted from surfaces of objects that
are inadvertently touched or handled by a person typically at crime scenes.
Generally, latent fingerprints are smudgy, blurred, fragmentary and nonlinearly
deformed, which makes the qualities of latent fingerprint images are absolutely
poor, shown as Fig.2(c).

Latent fingerprint recognition has become one of the most reliable and avail-
able identification methods in forensic science. Driven by its importance, auto-
matic latent fingerprint recognition has drawn great attention from academia.
Researchers dedicate to study a fully automatic latent fingerprint recognition
method, and a variety of techniques have been reported in the literature. Un-
fortunately, the progress is not satisfactory. According to the report of National
Institute of Standards and Technology (NIST) latent fingerprint testing [5], the
rank-1 accuracy of an automatic latent matcher is as low as 54% on a large
database of more than 40 million subjects.



210 W. Guo and Y. Tang

(a) (b) (c)

Fig. 2. Rolled, plain and latent fingerprint images[4].(a) Rolled fingerprint; (b) Plain
fingerprint; (c) Latent fingerprint

In order to achieve a high latent fingerprint recognition accuracy, a semi-
lights-out system[5], which requires human intervention, was proposed. In this
system, features are manually extracted from a latent fingerprint, the system
then performs the matching operates between probe and gallery images. The
semi-lights-out system provides a feasible solution for accurate latent fingerprint
recognition, but it is a type of semi-automatic method. Automatic latent finger-
print recognition is still a challenging problem.

This paper is presented due to two purposes. The first purpose is to increase
the awareness and understanding of the challenges in automatic latent finger-
print recognition. To achieving this purpose, we summarize the latest research
advances of automatic latent fingerprint recognition during solving the challeng-
ing problems. The second purpose is to claim the importance of latent fingerprint
development. Different fingerprint development methods can result in different
quality levels fingerprint images, which further cause dramatic influence to the
accuracy of latent fingerprint recognition algorithms. We regard that latent fin-
gerprint development is a important pre-step of latent fingerprint recognition.
Research of the relationship between latent fingerprint development and auto-
matic latent fingerprint recognition system is a new topic in the field of latent
fingerprint recognition.

The rest of this paper is organized as follows. In section 2, we summarize the
challenges and advances of latent fingerprint recognition. Section 3 discusses the
future work, and section 4 concludes this paper.

2 Challenges and Advances

This section will summarize the challenges and discuss about the advances of
automatic latent fingerprint recognition.

The challenges of automatic latent fingerprint recognition are mainly two-fold.
Firstly, it is difficult to automatically extract features from latent fingerprints.
The latent fingerprint lifted at crime scenes is mostly smudgy, blurred and frag-
mentary. Thus, there would be lots of noises within a latent fingerprint image,
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which causes that automatic feature extraction from latent fingerprints image is
a challenging task. Secondly, accurate matching of a latent fingerprint to a rolled
or plain fingerprint is also very challenging. In latent fingerprint recognition, the
probe is a latent fingerprint image, whose quality is poor, while the gallery is a
set of good quality images, which are plain or rolled images. Due to the grand
gap between latent fingerprints and plain or rolled fingerprints, it is difficult to
automatically perform an accurate latent-to-plain or latent-to-rolled matching.

2.1 Feature Extraction

Feature extraction is one of the most important steps in biometric recognition
system. Generally speaking, feature extraction includes feature design and fea-
ture extraction. Feature design refers to design the model for uniquely represent-
ing a sample. Feature extraction refers to the operation of extracting features
from a sample. Theoretically, once the feature model is defined, the feature ex-
traction operation is easy to implement. However there are usually lots of noises
within a sample, which will decrease the purity of features extracted from the
sample. Therefore, a preprocess step is necessary for removing noises before exe-
cuting feature extraction operation. Due to the low quality of latent fingerprint,
it is difficult to remove all noises and extract pure features from fingerprint
samples.

In practice, segmentation of fingerprints from fingerprint images is a feasi-
ble solution for removing noises. Many latent fingerprint segmentation methods
have been presented in the literature. Feng et al. [6] proposed a novel fingerprint
orientation field estimation algorithm, which can accurately segment fingerprints
from background. In [6], prior knowledge of orientation field is utilized dictio-
nary learning. Firstly, a set of orientation field dictionaries are learned from good
quality fingerprints off-line. Secondly, the orientation field of a latent fingerprint
is estimated using the learned dictionaries. Previously, a orientation-field-based
latent fingerprint segmentation method has been presented by in [7,8]. It is a
semiautomatic method, which requires manually marked region of interest and
singular points. In contrast, [6] is an automatic method. Besides ridge orienta-
tion, there is also other information can be used for latent fingerprint segmenta-
tion, such as frequency features. In [9], Choi et al. utilized both ridge orientation
and frequency features to achieve latent fingerprint segmentation. Total varia-
tion model is another useful model for latent fingerprint segmentation. Zhang
et al. introduced this model, and proposed an adaptive total variation model
and a directional total variation model respectively in [10] and [11] for latent
fingerprint segmentation.

Among these latent fingerprint segmentation methods, orientation-field-based
method achieves the most successful performance. The reason is that orientation
field, which represents the ridge flow of a fingerprint at each location, is the
remarkable characteristics of fingerprint. It is not only used for latent fingerprint
segmentation, but also utilized as level-1 features for recognition [12].

Currently, fingerprint features can be categorized into three different levels:
level-1, level-2 and level-3 features. Level-1 features refer to the macro details
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of a fingerprint, including ridge flow and pattern type. Level-2 features refer to
the Galton characteristics or minutiae, such as ridge bifurcations and endings.
Level-3 features are the microscopic information of a fingerprint, including pores
[13], ridge contours [13], dots, and incipient ridges [14]. Research of level-1 and
level-2 features has been lasted for dozen years, and has been widely utilized
in commercial automatic fingerprint identification system (AFIS) due to their
grand success. In contrast, level-3 features are rarely utilized in AFIS with the
limitation of capture sensor. Actually, due to the microscopic information con-
tained in level-3 features, it can increase the recognition accuracy, especially, in
the scenario of large scale database matching. They have played important roles
in forensic fingerprint exporter examination. While in practice, level-3 features
contained in a fingerprint are not stable. Their appearance is dramatically af-
fected by the pressure when imaging. In order to get stable level-3 features, grand
efforts should be taken to research on fingerprint capture sensor and preprocess
algorithm.

2.2 Latent-to-Full Matching

Latent-to-full matching is the second challenging problem of latent fingerprint
recognition. Generally speaking, latent-to-full matching refers to the matching of
a latent fingerprint image to a plain or rolled fingerprint image, which includes
image preprocessing, feature extraction, and feature matching. In this paper,
latent-to-full matching represents matching of the features extracted from a la-
tent fingerprint to a plain or rolled fingerprint, namely feature matching.

The reasons that lead to the difficulties of latent-to-full matching mainly lie in
two fold. Firstly, the ridge information of a latent fingerprint is usually blurred,
discontinuous, and fragmentary. Blur and discontinuity of fingerprint ridge will
cause failure of feature extraction. And fragmentation of fingerprint can de-
crease the information contained in a latent fingerprint. For example, a typical
rolled fingerprint has around 80 minutiae, while a typical latent fingerprint may
have only average 15 usable minutiae. Secondly, large nonlinear deformation is a
common phenomena with a latent fingerprint. Nonlinear deformation can cause
dramatic variation to the representation of the same fingerprint.

To address the problem of latent-to-full matching, many methods have been
proposed in the literature. Jain et al. [4] integrated extended features includ-
ing singularity, ridge quality map, ridge flow map, ridge wavelength map, and
skeleton, to propose a system for matching latent fingerprints to rolled finger-
prints. Paulino et al. [15,17] presented a semi-automatic algorithm to perform
robust latent-to-full matching. Firstly, descriptor-based hough transform is used
to align fingerprints. Manually marked minutiae and orientation field informa-
tion are then integrated to measure the similarity between fingerprints. In [16],
Paulino et al. also fused manually marked minutiae and derived minutiae to per-
form latent-to-full matching. Compared with [16] which fuses different features
extracted from the same sample, Feng et al. [18] proposed a method by fusing the
same features from different samples (rolled fingerprints and plain fingerprints)
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at three different levels. In [19], Dvornychenko also presented a fusion-based
method, which fuses the results from five different latent fingerprint matchers.

3 Future Work

Although great efforts have been contributed, latent fingerprint recognition is
still a open and challenging problem. In my opinion, besides the problems of
feature extraction and latent-to-full matching, research of the relationship be-
tween latent fingerprint development and latent fingerprint recognition system
deserves the attention from researchers.

Traditionally, latent fingerprint development, which involves a wide array of
optical, physical, and chemical processes, is regarded as a topic of forensic medi-
cal. It is not introduced in the literature of automatic latent fingerprint recogni-
tion. However, the output of latent fingerprint development is took as the input of
latent fingerprint recognition system, shown in Fig.1. The performance of latent
fingerprint development would cause dramatic influence to the performance of
latent fingerprint recognition system. Therefore, latent fingerprint development
can be considered as a pre-step of latent fingerprint recognition.

Research of the relationship between latent fingerprint development and la-
tent fingerprint recognition system can make great contribution to recognition
accuracy. The reasons are concluded as following. Firstly, different latent fin-
gerprint development methods would cause huge variation to the appearance of
the same latent fingerprint. Fig.3 shows five different latent fingerprints, each of
which is developed using ninhydrin and DFO. The left half part of each finger-
print is developed using ninhydrin, and the rest is developed using DFO. In this
figure, we can see that the appearance of fingerprints developed using ninhy-
drin is absolutely different with the fingerprints developed using DFO. Secondly,
different latent fingerprint development methods may introduce different noises
into fingerprint images. Latent fingerprints are always left on the surface of cer-
tain materials in crime scenes, and their background is always complicate. Thus,
the image quality of a latent fingerprint image is dramatically affected by devel-
opment methods.

Due to the two facts described above, different latent fingerprint development
methods may result in different quality levels of fingerprint images. Currently,
there does not exist a preprocessing method that can handle all quality levels
of fingerprint images. Design of different preprocessing algorithms for different
quality levels is a practical strategy for investigating the relationship between
latent fingerprint development and latent fingerprint recognition.

To construct a large scale latent fingerprint database is another work that
needs further contribution in the future. A sample database is the basis for
resolving a pattern recognition problem. With a sample database, we can firstly
use it to train a classifier for predicting new comers, and can secondly use it to
assess the performance of a given algorithm. Currently, there are only one latent
fingerprint image database, which is NIST SD27 database [20], with only 258
latent fingerprint images. Thus, to construct a large scale fingerprint database,
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No.1

Ninhydrin DFO

No.2

No.3 No.4 No.5

Ninhydrin DFO

Ninhydrin DFO Ninhydrin DFO Ninhydrin DFO

Fig. 3. Five latent fingerprints, half of each fingerprint is developed using ninhydrin,
and the other half is developed using DFO

including latent, rolled and plain fingerprint images, is a urgent task within the
field of latent fingerprint recognition.

4 Conclusion

Contrary to standard automated fingerprint recognition, latent fingerprint recog-
nition processes the fingerprint images developed from the crime scenes. This
paper highlights some of the challenges and advances in the field of latent fin-
gerprint recognition, and claim that research of the relationship between latent
fingerprint development and automatic latent fingerprint recognition system is
a new research topic in the field of latent fingerprint recognition.
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Abstract. Feature fusion-based multimodal biometrics has become an increas-
ing interest to many researchers in recent years, particularly for finger biometrics.
In this paper, a novel multimodal finger biometric method based on Multi-set
Canonical Correlation Analysis (MCCA) is proposed. It combines finger vein,
fingerprint, finger shape and finger knuckle print features of a single human fin-
ger. The proposed approach transforms multiple unimodal feature vectors into
sets of canonical correlation variables, which represent fused features more ef-
ficiently in few dimensions. The experimental results on a merged multimodal
finger biometric database show that the proposed approach has significant im-
provements over the existing approaches. It is beneficial to fuse multiple features
as well as achieves lower error rates.

Keywords: Multimodal, Finger, Feature fusion, Multi-set Canonical Correlation
Analysis.

1 Introduction

In recent years, various research efforts have been made on unimodal finger-based bio-
metrics such as fingerprint, finger vein, and finger knuckle print traits [1,2,3]. However,
unimodal finger-based biometric systems for personal identification suffer from chal-
lenges such as the conditions of the users health, illumination, type of sensor, and spoof-
ing attacks [4], and not perfect in many real applications. Multimodal finger biometrics
[5,6] are, therefore, attracting the attention of researchers to effectively overcome most
of the above weaknesses in unimodal finger biometric systems. Multimodal finger bio-
metrics usually contains two or more finger sources and combines them together for
personal identification. It has several merits such as higher accuracy, noise resistance,
universality, anti-spoof attacks, and is more robust than unimodal ones.

Feature-level fusion of finger biometrics is to utilize complementary information on
all biometric modalities for representation and classification. Conventional feature fu-
sion methods simply concatenate or integrate several kinds of features together, namely,
serial feature fusion or parallel feature fusion [7][8]. Serial feature fusion is to con-
catenate two sets of feature vectors into one union-vector, and extracts features in the
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higher-dimension vector space. Parallel feature fusion is to integrate two sets of feature
vectors into a complex vector, and extracts features in the complex vector space. De-
spite of the simplicity of such methods, the systems adopting such feature fusions suffer
from the curse of dimensionality and small sample size (SSS) problem caused by high
dimensions in the process of serial feature fusion or parallel feature fusion. Thus, the
serial feature fusion or parallel feature fusion is not efficient in complicated biometric
applications. There is another effective way to perform fusion at the feature level with
preserving the correlation between different feature pairs. Canonical Correlation Anal-
ysis (CCA) [9], the classical statistical method and its variations have been proposed
for feature-level fusion in [6,10]. CCA-based fusion methods utilize the correlation cri-
terion function to extract canonical correlation features from the two unimodal feature
vectors to form the fused feature vectors for personal identification. These methods
are able to generate new combined features by analyzing the correlation relationship
between two kinds of original features. Nielsen [11] proposes a Multi-set Canonical
Correlation Analysis (MCCA) between multiple (more than two) sets of variables ex-
tending CCA with some constraints, and applies it to analyze remote sensing images. To
fuse multiple finger traits at feature level reasonably and effectively, we are motivated
to design a novel feature fusion approach based on MCCA to exploit multiple biometric
features complementally and reliably.

In this paper, we propose an effective fusion method for finger multimodal biomet-
rics, which combines feature information from four unimodal biometric systems, in-
cluding finger vein, fingerprint, finger knuckle print and finger shape. The main aim
is to avoid the weaknesses of previous works on feature fusion and improve the over-
all recognition performance of finger-based multimodal biometrics. Moreover, the pro-
posed approach eliminates the redundant information between the features with the help
of correlation information from original multiple finger features.

The remainder of this paper is organized as follows. Section 2 provides the theoreti-
cal analysis of MCCA and proposed feature fusion strategy. Section 3 is devoted to the
experimental results and discussions including comparisons with other feature fusion
methods in detail. Finally, conclusion is drawn in Section 4.

2 The Proposed Multimodal Feature Fusion Approach

2.1 Basic Theory of Multi-set Canonical Correlation Analysis (MCCA)

Multi-set Canonical Correlation Analysis (MCCA) [11] is an extension of CCA for an-
alyzing linear relationships more than two sets of variables. Compared with the correla-
tion between two canonical variables is maximized in CCA, MCCA applies an objective
function of the covariance matrixes from multiple random vectors to achieve maximum
overall correlation of their canonical variables.

Assume that n zero-mean random vectors xi ∈ Rpi(i = 1, 2, . . . , n) and E(xi) = 0,
where E denotes the expectation operator and pi denotes the dimension of xi. The
objective of MCCA is to search for linear combinations UT = [u1, u2, . . . , un] of
XT = [xT

1 , x
T
2 , · · · , xT

n ] given by:
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u1 = αT
1 x1 , V ar {u1} = αT

1 S11α1

u2 = αT
2 x2 , V ar {u2} = αT

2 S22α2

...
...

...
un = αT

nxn , V ar {un} = αT
nSnnαn

(1)

where V ar denotes the variance operator. With dispersion matrix:

ΣU =

⎡⎢⎢⎢⎣
αT
1 S11α1 αT

1 S12α2 · · · αT
1 S1nαn

αT
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...
...

. . .
...

αT
nSn1α1 αT

nSn2α2 · · · αT
nSnnαn

⎤⎥⎥⎥⎦ (2)

where Sij is the cross-covariance matrix between xi(i = 1, 2, . . . , n) and xj(j =
1, 2, . . . , n), Sii is the covariance matrix of vector xi and αi ∈ Rpi . MCCA aims to
find projective vectors α1, α2, . . . , αn that can maximize all correlations between the
canonical variables u1, u2, . . . , un. By doing so, the measures of ΣU can be optimized
by several criteria under some constraints [11]. The well known criterion is given by
Eq.(3), namely SUMCOR [11].

(α1, α1, · · ·αn) = max
α1,α1,···αn

∑n
i=1

∑n
j=1 α

T
i Sijαj

s.t.
∑n

i=1 α
T
i Siiαi = 1

(3)

Eq.(3) can be rewritten as the solving generalized eigenvalue problem by Eq.(4) [11].⎡⎢⎢⎢⎣
S11 S12 · · · S1n

S21 S22 · · · S2n

...
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The desired projective vectors for xi are computed by the conjugate eigenvectors αi1,
αi2, · · ·αid corresponding to the first d = min(p1, p2, · · · , pn) eigenvalues λi1 ≥
λi2 ≥ · · · ≥ λid of the Eq.(4) in [11]. The multi-set canonical correlation vectors
are obtained by Eq.(5):

ui =
(
αT
i1xi, α

T
i2xi, . . . , α

T
idxi

)T
= (αi1, αi2, . . . , αid)

T
xi = WT

i xi (5)

where the matrix of projective vectors is Wi = [αi1, αi2, · · · , αid]pi×d and i = 1, 2, . . .
, n.

2.2 Multimodal Finger Feature Fusion Strategy Based on MCCA

Due to the variation of the finger modalities and feature extraction methods, the fea-
tures have a certain amount of redundancy that will affect the recognition performance
of feature fusion. Firstly, we use the PCA method for dimensional reduction on each
original feature space. Without losing of generality, in the paper, we assume that the fea-
ture vectors of finger vein (FV), fingerprint (FP), finger shape (FS) and finger knuckle
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print (FK) in Fig.1 are all reduced to the same dimension by PCA method. Secondly,
to eliminate the disadvantaged influences on the unbalanced data distributions of above
unimodal features, the data distributions of these features should be normalized into
zero mean and unit variance before fusion.

Here, we further modify the selection of original conjugate eigenvectors in MCCA.
As we known, the magnitude of eigenvalue always reflects the correlation between
the original vectors. The larger magnitude of eigenvalue is, and the more correlative
between the original vectors. As the desired canonical correlation vector for xi , ui

is computed by the conjugate eigenvectors αi1, αi2, . . . , αit corresponding to the first
large t absolute eigenvalues abs(λi1) ≥ abs(λi2) ≥ · · · ≥ abs(λit) ≥ 0, (1 ≤ t ≤ pi)
of Eq.(5). We can easily obtain

ui =
(
αT
i1xi, α

T
i2xi, . . . , α

T
itxi

)
= (αi1, αi2, . . . , αit)

T xi = WT
i xi (6)

where the projective matrix is Wi = (αi1, αi2, . . . , αit) and i = 1, 2, . . . ,m. So the
choice of t’s value needs to satisfy Eq.(7):∑t

k=1 abs(λik)∑pi

j=1 abs(λij)
≥ ε, 0 ≤ ε ≤ 1 (7)

where the value of ε is chosen by 0.9 in our experiments. As a result, we can further
reduce the dimension of vector Ui in multimodal feature fusion.

For the final dimension of each projected vector ui, i = 1, 2, . . . ,m from m modal-
ities is different by computing the Eq.(7), it is difficult to apply the strategy of parallel
feature fusion directly. Therefore, this paper adopts serial feature fusion strategy as
shown in Eq.(8).
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As a matter of fact, U is finally applied as the final fused feature vector for multimodal
biometrics.

Fig.1 shows a block diagram illustrating the overall procedure of a multimodal bio-
metric authentication that combines features from multiple finger biometric sources.
The finger vein, fingerprint, finger shape and finger knuckle print are merged as a mul-
timodal biometric system and the procedure of the authentication are listed as follows:

• Finger vein images are obtained from a capturing device consisting of near-infrared
illuminators. The fingerprint images and the finger knuckle print images are cap-
tured under a visible light environment. We have done image preprocessing in order
to extract biometric features accurately [12].

• The finger geometry are obtained by detecting edge lines between the finger region
and the background region from the finger vein images by our pervious work [12].
The finger shape features are obtained by the Fourier descriptors (FD) method [5].
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• The finger vein features in our pervious work [2] are extracted by Gabor wavelet
and Local Binary Pattern (GLBP). GLBP feature representation of finger vein can
enhance the finger vein recognition performance.

• The fingerprint features are extracted as fixed length FingerCodes by a bank of
Gabor filters-based algorithm [1], and the finger knuckle print features are extracted
by the log-Gabor phase congruency (PC) model [3].

• All the values of above four extracted features are normalized into zero mean and
unit variance within the same 128-dimension vector by PCA method, as shown in
Table. 1.

• In the enrollment phase, we train the multimodal finger samples to obtain the fused
feature vectors U and the projective matrix W using MCCA, and then store U
and W as template into the database. During the verification phase, the projective
matrix W is taken out for the testing samples to extract testing feature vectors U ′.
Finally, the testing vectors U ′ are compared with the reference templates U for
matching based on the nearest neighbor classifier.

Finger vein
image

GLBP
features

Fingerprint
image

FingerCode
features

Finger shape
image

FD
features

Finger 
knuckle print

image

PC
features

Fusion
Features

Genuine/
ImposterMCCA

Normalized
vectors, FV

Normalized
vectors, FP

Normalized
vectors, FS

Normalized
vectors, FK

Template 
database

Matching

Enrollment
W and U

Verification

U
W

'U

Fig. 1. The finger multimodal biometrics scheme using the proposed MCCA

3 Experimental Results and Discussions

3.1 Database

The proposed feature fusion method is evaluated based on a merged multimodal finger
biometric database. This database is a virtual database, which contains finger vein, fin-
gerprint, and finger knuckle images from three unimodal biometric databases, as shown
in Fig.2. Meanwhile, the features for finger shape recognition are derived from finger
vein images. For our performance evaluation with the same scale, each unimodal bio-
metric database consists of 100 subjects, 6 samples per-subject, out of which 3 samples
are used to generate the enrolled template and 3 samples for testing. The finger vein im-
age sub-database employed in this paper is Hong Kong Polytechnic University Finger
Image Database Version 1.0 [13]. There are randomly selected 100 fingers with six vein
images per-subject employed for our performance evaluation. The fingerprint image
sub-database contains 100 fingers with randomly selected six impressions per-subject
from FVC2002 database Db1 set A [14]. The finger knuckle print image sub-database
consists of randomly selected 100 fingers with six knuckles images per-subject from
PolyU Finger-Knuckle-Print database [15].
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(a) (b) (c) (d)

Fig. 2. (a) finger vein image sample (b) fingerprint image sample (c) finger knuckle image sample
(d) finger shape image sample

Table 1. Four unimodal features on the merged multimodal finger database

Abbrev Description

FV The normalized 128-dimension GLBP feature of finger vein
FP The normalized 128-dimension FingerCode feature of fingerprint
FK The normalized 128-dimension PC feature of finger knuckle print
FS The normalized 128-dimension FD feature of finger shape

3.2 The Comparisons and Analysis

The evaluation protocols of False Match Rate (FMR), False Non-Match Rate (FNMR),
and Receiver Operator Characteristic (ROC) curve are used in this paper. Herin, we
use Equal Error Rate (EER) to evaluate the performance in our experiments. Note that
the lower value of EER shows the better recognition performance in biometrics. We
firstly give the accuracy of finger unimodal biometric recognition in Fig. 3(a). The EER
performance of finger vein, fingerprint, finger shape and finger knuckle is 0.36e-02,
1.55e-02, 2.73e-02, 2.55e-02, respectively.

To show the advantages of the proposed MCCA-based fusion method, we compare
it with the existing feature fusion methods such as serial feature fusion [7], parallel
feature fusion[7] and CCA-based methods [10]. All these methods still use the nearest
neighbor classifier for recognition. We give abbreviations for different feature fusion
approaches on finger modalities. Each abbreviation is described as in Table.2.

Table.3 shows the EER performance of fusion methods based on serial feature fu-
sion, parallel feature fusion, CCA, and MCCA. All of them achieve higher accuracies
compared with the single feature type before feature fusion. It is shown that there are
C2

4 = 12 means of any two unimodal feature fusion. Parallel feature fusion method
utilizes Complex Fisher Discriminate Analysis (CFDA) [8] and achieves higher recog-
nition accuracies than serial feature fusion. It turns out that CCA and MCCA have the
similar recognition results due to the same computing process in both of them when
only fusing two modal features by the Eq.(4). However, MCCA can give a meaning-
ful fusing result with lower dimensions. According to Eq.(7), MCCA corresponding
to the dimension of optimal fused feature vectors are shown in parentheses of Table.3.
Clearly, the best recognition performance, EER=0.0013, is in favor of FVP based on
the proposed approach. It is noted that there are C3

4 = 4 means of any three modal-
ities feature fusion. Feature fusion methods using serial feature fusion or MCCA can
directly fuse three or all unimodal features. However, parallel feature fusion and CCA
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Fig. 3. ROC curves of multimodal features fusion using different methods: (a) unimodal features
(b) FVPS (c) FVPK (d) FVSK (e) FPSK (f) FVPSK

Table 2. The abbreviations of different finger feature fusion approaches

Abbrev. Description

FVP The feature fusion of finger vein and fingerprint
FVK The feature fusion of finger vein and finger knuckle print
FVS The feature fusion of finger vein and finger shape
FPK The feature fusion of fingerprint and finger knuckle print
FPS The feature fusion of fingerprint and finger shape
FSK The feature fusion of finger shape and finger knuckle print
FVPK The feature fusion of finger vein, fingerprint and finger knuckle print
FVPS The feature fusion of finger vein, fingerprint and finger shape
FVSK The feature fusion of finger vein, finger shape and finger knuckle print
FPKS The feature fusion of fingerprint, finger knuckle print and finger shape
FVPKS The feature fusion of finger vein, fingerprint, finger knuckle print and finger shape

methods fail to fuse more than two modalities feature fusion. As can be seen from
Table.3, the EERs become lower and the consequent performances of the multimodal
finger biometrics improve in general with the number of fused feature modalities in-
creasing. According to Eq.(7), MCCA corresponding to the dimension of optimal fused
feature vectors are also shown in parentheses when different multiple feature fusions
are used in Table.3. The feature fusion based on MCCA also achieve the best recogni-
tion performance by the means of FVPSK, EER=2.3900e-04. The proposed approach
not only brings the effect of dimensional reduction for fusing multiple unimodal fea-
tures, but also achieves higher recognition accuracies when the performance of one uni-
modal feature is much worse than others, such as finger shape, and finger knuckle print.
This implies that MCCA indeed increases the discriminability of fused features with
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reducing all features to fewer dimensions after feature fusion. In fact, the feature fusion
using MCCA needs less space and memory requirement compared with serial feature
fusion. In other words, our method is more suited in real-world applications. Due to
the page limitation, Fig.3 (b)-(f) only show ROC curves of different feature fusion ap-
proaches on FVPS, FVPK, FVSK,FPSK and FVPSK, respectively.

Table 3. The EER results of multimodal features fusion using different methods and its corre-
sponding optimal dimensions (shown in parentheses)

Feature-level
fusions

Serial [7] Parallel [8] CCA [10] MCCA

FVP 0.0058 (256) 0.0023 (128) 0.0013 (256) 0.0013 (108)
FVS 0.0191 (256) 0.0097(128) 0.0072 (256) 0.0072 (70)
FVK 0.0145 (256) 0.0109 (128) 0.0097 (256) 0.0097 (96)
FPS 0.0217 (256) 0.0207 (128) 0.0182 (256) 0.0182 (60)
FPK 0.0233 (256) 0.0169 (128) 0.0102 (256) 0.0102 (94)
FSK 0.0253 (256) 0.0220 (128) 0.0210 (256) 0.0210 (51)
FVPS 5.1760e-04 (384) NA NA 3.9815e-04 (144)
FVPK 4.3797e-04 (384) NA NA 3.1852e-04 (179)
FVSK 6.3704e-04 (384) NA NA 5.9769e-04 (173)
FPSK 8.5612e-04 (384) NA NA 8.3649e-04 (169)
FVPSK 3.5834e-04 (512) NA NA 2.3900e-04 (208)

4 Conclusion

In this paper, we have presented a novel method for feature fusion of multimodal finger
biometrics, in which Multi-set Canonical Correlation Analysis (MCCA) is adopted to
fuse multiple feature sets efficiently. The proposed approach based on MCCA can pre-
serve intrinsic correlation relationship among multimodal features. In addition, it has
an explicit criterion for dimensional reduction, which can further reduce the dimension
of fused features. The proposed approach has been evaluated on a merged multimodal
finger biometric database. Results show that MCCA-based feature fusion approach has
made significant improvements over the existing feature-level fusion approaches.
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tion of China (Grant Number: 61100187) and the China Postdoctoral Science Founda-
tion (2011M500666).
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Abstract. When palmprint recognition needs to be run in the device with low 
processing and small storage capacities, binary representation with low storage 
overhead, high matching speed and high discrimination power is preferred. 
However, existing feature extraction methods focus more on matching accuracy 
than representation compactness, which would result in high storage and opera-
tion cost. Inspired by Spectral Hashing that is known for compact-binary-
representation extraction in the image retrieval domain, we propose a compact 
binary feature extraction method called Discriminant Spectral Hashing (DSH). 
DSH projects the feature to a discriminative subspace and then performs Spec-
tral Hashing to obtain discriminative and compact code. Experiment results on a 
benchmark palmprint database show that our algorithm outperforms the existing 
coding-based methods in recognition accuracy with shorter code.  

Keywords: Palmprint Recognition, Discriminant Spectral Hashing, Compact 
palmprint representation. 

1 Introduction 

With rapid development of information technology, palmprint recognition has been 
widely used for identification or authorization. In practical cases where computational 
and storage capacity is of high concern, compact feature representation is needed for 
fast matching and light storage. Palmprint representation extracted by coding-based 
methods relatively fits this requirement for its fast matching speed and light storage 
requirement. However, existing coding-based methods for palmprint recognition typi-
cally adopt filter to the palmprint images and then quantize the filtered image to ex-
tract binary code, which doesn’t involve any constraint for compactness and thus the 
code may include some redundancy.  

Zhang et al. introduced a coding method for palmprint recognition for the first time 
called PalmCode [1], which extracts phase feature using a 2D Gabor filter. This algo-
rithm is very simple and fast, but the accuracy degrades as the number of enrolled users 
increase. Kong and Zhang proposed CompCode [2] to extract orientation feature from 
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palmprint images and this discriminative representation enables promising recognition. 
Since then, the orientation feature attracts much attention. Jia et al. proposed another 
orientation-based algorithm named RLOC [3] as well as the pixel-to-area matching 
strategy, which increases the recognition performance. However, CompCode and 
RLOC do not make use of the information of the region with cross line or cross wrinkle, 
which can also be very discriminative. In order to utilize the information of such region, 
Guo et al. proposed BOCV algorithm [4], representing all six orientations for each re-
gion and thus the accuracy and robustness is improved. However, in BOCV, there are 
some so-called fragile bits that are sensitive to the external conditions. Therefore, Zhang 
et al. proposed E-BOCV algorithm [5], which eliminates fragile bits with a mask and 
achieves promising performance. These algorithms focus more on accuracy but tend to 
neglect efficiency. For example, RLOC [3] uses more complicated matching strategy to 
improve matching accuracy at the cost of lower matching speed. BOCV utilize the in-
formation of the region with cross line or cross wrinkle at the cost of higher redundancy. 
If recognition is needed on devices with limited processing and storage capacities, such 
algorithm clearly would not work well. 

In recent years, quite a few advancements have been made on improving the effi-
ciency of coding methods in the image retrieval community. It would be interesting to 
find out whether these methods can be adopted in biometric recognition. A very in-
spiring algorithm called Spectral Hashing [6] relates binary code extraction with 
graph partitioning. The input feature of this algorithm should meet the following 3 
criteria: 1. the feature dimensions should be made uncorrelated to one another (i.e., 
using PCA) so that bits can be extracted dimension by dimension; 2. the input features 
should be embedded in the Euclidean space so that Euclidean distance can be adopted 
for similarity measurement; 3. the intra-user samples should have small Euclidean 
distance. In Spectral Hashing [6], Weiss et al. extract GIST descriptor [7] from the 
pixel-level features so that the GIST features are embedded in the Euclidean space. 
To preserve maximum global information, PCA is employed for alignment so that the 
feature dimensions are uncorrelated among one another after alignment. However, the 
third criterion is overlooked. As a result, Spectral Hashing with PCA alignment does 
not approximate distance between any far-separated points very well when the points 
are mapped from the input Euclidean space to the output Hamming space [8]. When 
the intra-user variation is large, genuine feature representation by Spectral Hashing 
with PCA alignment may not be distinguished effectively from the representations of 
other users because the resulting Hamming distance could be similar. This implies a 
potential drop in performance accuracy when large intra-user variation occurs.  

To avoid imprecise mapping, discriminative projection is desirable for minimizing 
intra-user variation of the input features. However, seeking a discriminative projec-
tion that produces uncorrelated feature components is non-trivial. In this paper, we 
propose to extract binary bits from user-specific projection basis and prove that the 
extracted feature components are uncorrelated. Our new code extraction algorithm 
called Discriminant Spectral Hashing (DSH) encompasses two stages: discriminative 
subspace projection and binary code extraction. In the first stage, the GIST features 
are projected to a subspace where the projected features are uncorrelated among one 
another, embedded in the Euclidean space and have small intra-user variation. In the 
second stage, compact binary code is extracted from the projected features via em-
ploying the standard Spectral Hashing algorithm [6].  
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2 An Overview of Spectral Hashing 

Assume that the input GIST features ∈  are sampled from the probability distri-
bution  ( ) and let ( ) denote the binary code corresponding to . In order to 
extract a compact code from the samples, the code extraction problem can be formu-
lated as follows [6]: 

           y
min

 
|| ( ) ( )|| ( , ) ( ) ( )  (2.1) 

 : ( ) ∈ 1,1  

( ) ( ) 0 ( ) ( ) ( )  

 

where ( , ) exp | ||
. If the constraint ( ) ∈ 1,1  is re-laxed, then the problem (2.1) is equivalent to the following problem: 

 (2.2) where  is an operator that maps  to  by ( )( ) ( ) ( ) ( )( , ) ( ) ( )  with ( ) ( , ) . Assuming that ( )  is un-iformly distributed, the analytical solution is given by: ( )  
(2.3) 

, 1 | |
  

where  and  are the maximum and minimum feature values of the i-th dimen-
sion, respectively;  is the i-th dimensional GIST feature of a sample; ,  is the   i-
th dimensional eigenvalue of Spectral Hashing corresponding to the j-th bit and  is 
the eigenfunction. In order to extract a -bit binary code, Weiss Y. et al. first apply PCA on the GIST features for alignment, and then perform Spectral Hashing as follows: 1. calculate  spectral eigenvalues ,  for each of the d dimensions, such that 1  and 1 ; 2. calculate the eigenfunctions correspond-ing to the k smallest eigenvalues; 3. quantize the k eigenfunctions to obtain the final binary code. 
3 Discriminant Spectral Hashing (DSH) 

Input Feature of DSH. The quality of input feature of DSH is essential for reliable 
recognition. As discussed in [9], pixel-level feature is often embedded in nonlinear 
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manifold. Therefore, feeding pixel-level feature directly into the DSH algorithm will 
not lead to discriminative representation. Weiss et al. computes the GIST feature [7] 
using an oriented filter at different scales and embed orientations in the Euclidean 
space [6]. We follow the same strategy in extracting GIST feature before applying our 
DSH algorithm. 

In this section, we describe our DSH algorithm, where the system framework is 
shown in Fig.1. During training, GIST features are extracted from the preprocessed 
images and then subspace training and Spectral-Hashing training are performed to 
extract the DSH parameters. During query, GIST features of a query image are ex-
tracted and then the DSH code is extracted via subspace projection and bit extraction 
stages. Finally, similarity between images is evaluated using the Hamming distance. 

 

Fig. 1. An overview of our DSH algorithm 

3.1 Subspace Projection 

We formulate an optimization problem to find the proper projection basis of the dis-
criminative subspace by minimizing intra-user variation. We impose a constraint such 
that the single-dimensional output feature dimensions are uncorrelated among one 
another: 

                        a by ,y
min

  

∑ || ||,  (3.1) 

:   

where 
1   if sample  and  come from class                0   if sample  and  come from different class  with 1 , , 

N is the number of samples,  and  are column vectors containing k projected 
feature elements of the i-th sample, || ||  represents the Euclidean distance 
between  and , and  is a  identity matrix. 

Problem (3.1) can be rewritten as: 
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                        Y
min

  
( ( ) ) (3.2) 

:   

where Y ∈ ;  ∈  whose elements are defined as  in (3.1).  is a 
diagonal matrix where ( , ) ∑  

Note that in (3.1) and (3.2), no mapping is involved to map an input feature set X ∈  (d is the number of input feature) to an output feature set Y∈  . To ad-
dress the out-of-sample data problem, a mapping function is defined to map X to Y, 
such that ( ). In this paper, we demonstrate the simplest case by letting ( ) 
to be linear, i.e., : 

                          U
min

  
( ) (3.3) 

:   

where ( ) , and  is the input feature where each column 
represents a sample and each row represents a single-dimensional feature. 

To solve (3.3), we formulate the generalized eigen-decomposition problem as fol-
lows: 

 (3.4) 

Solving (3.4) yields a series of eigenvalue-eigenvector pairs, i.e., (  ), (  ), (  )…(  ), where . In fact, the pro-
jection matrix   …  consists of elements corresponding to  smallest 
eigenvalues . To prove this, we multiply  at both sides of (3.4): 

 
(3.5) 

where  is normalized to 1. Since the objective function ( ) can be 
rewritten as ∑ , from (3.5), we have  

                     trace( ) ∑ ∑  (3.6) 

Equation (3.6) suggests taking d smallest eigenvalues  to minimize the objective 
function. It is also worth noting that the projected single-dimensional feature compo-
nents , , … ,  are uncorrelated among one another, i.e., 0 with . Since  and  are symmetric due to symmetric  and , 
given two eigenvalue-eigenvector pairs,    and   with  and the 
results from (3.4), we notice 1 1 1

 (3.7) 
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From (3.4), equation (3.7) can further be expressed by: 1 (3.8) 

Since  and , we have 0  (3.9) 

which implies the non-correlation constraint in (3.1). This completes the proof. 
In summary, to learn the subspace, we solve the eigen-decomposition problem in 

(3.5) for obtaining a series of eigenvalue-eigenvector pairs. The projection basis  is 
then obtained by choosing d eigenvectors corresponding to the smallest eigenvalues.  

3.2 Bit Extraction 

After projecting the feature to the trained subspace, we apply the original Spectral 
Hashing algorithm detailed in Section 2 to extract the binary code. Given an input 
GIST feature  (column vector), we project it to the subspace as , then the bi-
nary code can be extracted as follows: (1) Identify the maximum ( ) and minimum ( ) values for all d dimensions (input parameters of Spectral Hashing); (2) calculate ( ) and ,   for , ∈ 1,2,3 …  using (3.10); and (3) extract bits from quantiz-
ing ( ) with k smallest eigenvalues , . ( )  

(3.10) 

, 1 | |
  

4 Experiment 

The PolyU database [11] is employed for experimental justification of our DSH algo-
rithm, where this database contains palmprint images belonging to 400 users with 20 
per user. We randomly choose 3 palmprints for each user for training, and use the rest 
for testing. The number of genuine and imposter matching are 20400 and 8139600, 
respectively. Since we are targeting devices with low computation and storage capaci-
ty, we do not enlarge the training set [3], i.e., by creating additional training images 
via rotation or translation.  

4.1 Code Length Analysis 

Fig.2 shows the total-error-rate (FAR+FRR) performance of DSH with respect to a 
collection of code lengths. . It is noticed that the error rate decreases rapidly at first as 
code length increases, and the performance stabilizes at about 0.008 at 150 bits. When 



 Discriminant Spectral Hashing for Compact Palmprint Representation 231 

 

the code length exceeds 300 bits, slight performance degradation is observed. This 
could be explained by that the additional bases adopted for generating longer binary 
representation are eigenvectors with smaller eigenvalues that may be less discrimina-
tive in the subspace projection. The best performance is achieved at 220 bits. Com-
pared with existing schemes in Table 1, the best performance of DSH occurs at bit 
length that is 14 times and 28 times shorter than CompCode and BOCV, respectively.  

4.2 Performance Analysis 

Fig. 3 illustrates the ROC performance of our DSH algorithm with respect to the ex-
isting bit extraction algorithms: Spectral Hashing [6], CompCode [2] and BOCV [4]. 
It is observed that our DSH algorithm outperforms the other methods significantly. 
Table.1 shows that Discriminant Spectral Hashing achieves the best performance with 
the lowest TER, apart from being the most compact code. 

 
Fig. 2. Code length vs Total Error Rate Fig. 3. Performance of DSH with respect to 

SH, CompCode and BOCV 

Table 1. Total Error Rate  

 DSH  CompCode [2] SH [6] BOCV [4] 
Total Error Rate 0.0054 0.0452 0.0353 0.0391 
Code length (bits) 220 3072 220 6144 

4.2 Memory Cost, Bit Extraction Speed and Matching Speed 

Our system is implemented using Matlab 2012 on a Intel(R) Core(TM) i3-2130 CPU 
@ 3.40GHZ 3.40GHZ. We compare the memory cost, bit extraction speed and match-
ing speed of DSH with BOCV and CompCode in Table 2. Due to the compactness of 
DSH code, DSH requires shorter matching time and smaller storage capacity than 
BOCV and CompCode at the cost of longer bit extraction time (particularly due to 
time-consuming GIST feature extraction - nearly 177 ms per image). 
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Table 2. Memory cost and Matching speed 

 Template Storage 
(MB) 

Matching Time 
(us) 

Bit Extraction 
Time (ms) 

DSH 0.22 34.16 179 
BOCV [4] 3.57 502.80 14 
CompCode [2] 2.20 208.45 21 

5 Conclusion 

In this paper, we propose a Discriminant Spectral Hashing algorithm to extract com-
pact palmprint representation. In the first stage, a discriminative subspace is learned 
using user-specific information to fulfill the three requirements on the input of Spec-
tral Hashing. In the second stage, Spectral Hashing is applied for binary code extrac-
tion. To the best of our knowledge, such hashing algorithm has never been applied in 
palmprint representation before and surprisingly it leads to promising result. The 
compact palmprint representation drastically reduces the demand on processing speed 
and storage capacity, therefore enabling palmprint recognition on cheap devices. 
Compared to the state-of-art coding-based palmprint recognition methods, DSH code 
achieves higher recognition accuracy with much more compact representation. 
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Abstract. In this paper, a recently developed local feature descriptor, namely 
directional local binary patterns (DLBP), was first proposed for palmprint 
recognition. Compared with local binary patterns (LBP) and directional binary 
code (DBC), DLBP contains more information on both edge and texture. A 
cascade structure using AdaBoost algorithm is then used to reduce the feature 
dimension of DLBP and computational costs of classification. The proposed 
approach was applied to fuse multispectral palmprint images captured under 
red, green, blue and near-infrared (NIR) lighting sources for personal 
identification. Experimental results suggest that the proposed algorithm 
performs much better than DBC, LBP and PalmCode in identifying palmprint 
images captured using different illuminations. When fusing the multispectral 
images, the proposed approach has also been shown to achieve higher accuracy 
than other methods in literature such as QPCA (Quaternion PCA) and QDWT 
(Quaternion Discrete Wavelet Transform).  

Keywords: Palmprint Recognition, Directional Local Binary Patterns, Fusion. 

1 Introduction 

The biometrics technologies have been increasingly used for automated and accurate 
person authentication and recognition. As one of the key biometric modalities, palm 
offers many advantages in terms of natural integration into different application 
environments, ease of use, social acceptance, availability of cheap and reliable 
sensors, and so on.  

Palmprint based personal authentication system was first developed by Zhang’s 
group in [20]. In this system, a tuned Gabor wavelet was designed to extract local 
texture features, which was then coded as PalmCode for efficient matching and 
storage. Since then, a number of similar approaches have been developed. Kong 
proposed to use a number of wavelets for local feature representation and code these 
features by so called Competitive Code [5] and Fusion Code [6]. Improvements on 
system performance have been reported. As PalmCode, Competitive Code and Fusion 
Code are actually trying to extract the orientation and frequency information of local 
pixel variances, other mathematical tools like directional wavelet and line orientation 
code have also been applied to this problem [2, 4, 21]. Instead of extracting local 
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features, another category of methods transform the palmrprint image to the learned 
subspace for better discrimination. For example, both Principal Component Analysis 
(PCA) [8] and Linear Discriminant Analysis (LDA) [15] have been adopted for such 
purpose. Research results published show that palmprint recognition system is quite 
robust and efficient [11]. 

Though attracted lots of attention for civilian and forensic usage, palmprint itself is 
also prone to sensor level spoof attacks. One way to improve anti-spoofing capability 
is to introduce intrinsic characteristics such as the veins of the palm. Located beneath 
the skin, the inner vessel structures of palm can be easily captured by near-infrared 
(NIR) light [23]. Similar to palmprint, both local features and holistic approaches 
have been applied to the NIR images for personal authentication. Local feature based 
methods mainly apply Gabor filters [19], cutoff Gaussian filters [12], matched filters 
[1, 22], Neighborhood Matching Radon Transform (NMRT) [24] and Scale Invariant 
Feature Transform (SIFT) [7] for feature extraction. Holistic approaches use 
subspaces like PCA and Locality Preserving Projection (LPP) to project the palm vein 
images for better discrimination [14]. Two separate cameras were used in [14] to 
obtain palmprint and palmvein images, which are then registered before fusion. A 
device capable of acquiring multispectral palmprint images simultaneously has been 
implemented in [19]. Score level fusion was then used to fuse features extracted using 
six Gabor filters from different palm traits. In [18], when competitive code was 
extracted to represent palmprint images, the binarized responses of matched filters 
were used as features of palmvein images. Recently, quaternion matrix has also been 
used to fuse red, green, blue and NIR palmprint images for personal identification 
[16].  

In this work, we first propose to use a recently proposed efficient descriptor, 
namely Directional Local Binary Patterns (DLBP) [25], to capture both texture and 
directional edge information for palmprint representation. Though containing rich 
texture and spatial information, dimension of the extracted DLBP feature is very 
large, which require large computational costs. We first use AdaBoost algorithm to 
select discriminative DLBP features for classification and then further applied a 
cascade structure to significantly speed up the palm recognition process. The efficient 
classifier was finally applied to fuse multispectral palmprint images (red, green, blue 
and NIR) for personal identification. When tested using the public PolyU 
multispectral palmprint database, experimental results show that DLBP achieves 
much better performances than LBP, DBC and PalmCode. The proposed cascade can 
substantially improve the system efficiency, with similar performance. Fusion tests on 
the database also suggest that the developed system achieves better results than the 
work using quaternion matrix [16]. 

2 The Proposed Method 

2.1 Directional Local Binary Pattern 

Given an image I, the DLBP at a pixel zx,y is defined as: 
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where d is the distance between zx,y and its neighbors, a is the direction such as 
00,450,900 or 1350. f ( ) is a thresholding function Figure 1 shows the calculation of 
DLBP with distance 1 along 0 degree direction. Based on the horizontal differences, 
the edge strength computed at each pixel is compared with its central pixel and coded 
as a bit string ‘00101101’.  

 

Fig. 1. Calculation of DLBP with distance 1 along 0 degree direction 

 

Fig. 2. DLBP images and the generated histograms 

Once the DLBP images of different directions were extracted from a palmprint 
image, they can be further divided into a number of non-overlapping windows and a 
number of histograms can be generated from these regions. When the image with size 
64×64 was divided into 256 sub regions, a concatenated histogram with 256×256×4 = 
262,144 bins could be generated. Though containing rich texture and spatial 
information, the dimension of extracted DLBP feature is huge, which could bring 
large computational costs to the following classification process. Some feature 
selection strategy has to be applied to remove redundant information. 

2.2 Boosted Cascade of DLBP 

As boosting algorithms have been successfully applied to build efficient classification 
system [22], we also choose to use AdaBoost algorithm for this purpose. In this paper, 
we mainly aim to select the subset of regions whose histogram contains more 
discriminative information for classification. 

As a two-class oriented algorithm, intra-personal and inter-personal spaces have to 
be used to convert palmprint recognition into a two-class problem. Dissimilarities 
between palmprints of the same person (intra-personal space) and dissimilarities 
between palmprints of the different people (extra-personal space) are defined as 
below: 
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where 
pI  and 

qI  are the palmprint images from people p  and q  respectively,  

)(IHistk
 represent the kth DLBP histogram extracted from the palmprint image 

I (see equation (2)), and ))(),(( qkpk IHistIHistd calculates the 2χ  distance between 

histograms  )( pk IHist  and )( qk IHist  .  

When an unknown palmprint image was matched with each gallery image, it was 
in most cases compared with other person’s palmprints, i.e. the difference is in the 
extra-personal space. Cascade structure has been shown to be very effective in fast 
rejecting these negative samples in face detection [23]. Following that work, we also 
build a boosted cascade of DBLP classifier for efficient palmprint recognition. A 
number of stage classifiers are first learned using AdaBoost algorithms and then 
cascaded to build a final classifier.  

Three sets of samples, i.e. positive set P, negative set N and validation set V were 
used to train the set of stage classifiers. When P and V are kept unchanged, negative 
set N is updated each iteration as the false alarms of current cascade. Using the 
positive training set P and updated negative set N, a stage classifier with preset 
detection and false alarm rate could be successfully learned and added to current 
cascade. The cascading process continues until the cascaded classifier achieves 
desired accuracy on the validation set. The process could be summarized as below: 

1. t=0; 
2. Generate positive set P , negative set 

tN  and validation set V  from training 
samples using intra and extra person difference spaces 

3. Decide the desirable detection rate d  and false alarm rate f  for each stage 
classifier and the targets for cascade D , F  

4. While performance of the cascade do not meet target 
1) Set 0=td , 1=tf  
2) While ddt <  or fft >  

a) Train a new boosted stage classifier tA  with tn  features using  
P  and 

tN  
b) Validate the detection rate td , false alarm rate tf  of tA on 

set V  
c) Adjust the threshold of 

tA until ddt ≥  
d) Verify 

tf  
e) 1+= tt nn  

3) Update the cascade by adding tA  
4) t = t+1 
5) Update negative set 

tN  
6) Validate the performance of current cascade on set V  
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2.3 Fusion 

As presented in the introduction, there is much complementary information between 
palmprint images acquired using different visible and NIR lights. When variant 
palmprint images such as red and NIR, are captured at the same time and matched 
with registered person, the differences of red and NIR palmprints are passed to two 
cascades of stage classifiers and two scores (

PS  and 
VS ) representing the similarities 

with the matched person are calculated. The distance between subjects P  and Q  can 

be calculated using weighted combination of 
PS  and 

VS :  

( ) VP SSQPd ′×−+′×= )1(, αα                      (4) 

where 
NRIS ′  and VIS ′  are the normalized scores of NRIS  and VIS , respectively. The 

Min-Max normalization rule [24] are used in the paper to calculate the normalized 
score S ′  from S  . 

3 Experimental Results 

3.1 The Multispectral Palmprint Database 

The public PolyU multispectral palmprint database was used in this paper for testing. 
The database consists of palmprint images captured from 500 different palms, with 
each palm sampled 12 times in two sessions. In each session, six groups of images 
were acquired for a palm. Each group contained four images lighted using red, green, 
blue and NIR sources. In total there are 6,000 groups of images available. The time 
interval between two sessions is about 5-15 days. While the 3,000 groups of images 
captured in the first session were used as training, the remaining samples were used 
for testing. Fig. 3 shows an example palmprint image captured from different bands. 

 

    
Fig. 3. Example palmprint images captured from red, green, blue and NIR channels 

3.2 Results 

We first test the performance of the proposed approach using palmrpint images 
captured with different lighting sources. Recognition accuracy is obtained by 
matching each testing palmprint with all the samples in the training set. When 3000 
samples captured in the first session are available for training, 3000 samples captured 
in the second session are used for testing. The recognition accuracy for different 
number of samples in gallery per palm was shown in Table 1. One can observe from 
the table that the palmprint captured using red lighting source achieves the best 
accuracy, as high as 100% accuracy was achieved when only 3 samples per palm 
were available. Following red light source, the palmprint captured using NIR lighting 
gives the best performance. 
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Table 1. Performances of the proposed method for different palmprint images 

No. of samples/subject in gallery NIR Red Green Blue 

1 99.30 99.80 99.17 99.37 

2 99.80 99.93 99.57 99.80 

3 99.87 100.00 99.70 99.80 

4 99.97 100.00 99.70 99.87 

5 100.00 100.00 99.80 99.87 

6 100.00 100.00 99.80 99.87 

 
We also compared the proposed DLBP approach with that of DBC, LBP and 

PalmCode using different palmprint images. The results suggest that DLBP perform 
consistently better than DBC, LBP and PalmCode. Figure 4 shows the performances 
of different methods on both NIR and red palmprint images. 

 

Fig. 4. Performances of different methods on NIR and red palmprint images  

Table 2. Performances of the proposed method for different palmprint images  

NIR Red Green Blue Accuracy (%) 
1 1 0 0 99.87 
1 0 1 0 99.87 
1 0 0 1 99.90 
0 1 1 0 99.87 
0 1 0 1 99.90 
0 0 1 1 99.67 
1 1 1 0 99.93 
1 1 0 1 99.90 
1 0 1 1 99.87 
0 1 1 1 99.93 
1 1 1 1 99.93 

Palmprint images captured using different lighting sources shall contain 
complementary information, so further improvement would be achieved when these 
images are fused for recognition. Table 2 summarizes the accuracy of the boosted 
cascade of DLBP fusing different plamprint images. Since 100% accuracy has been 
achieved for red and NIR palmprint images when six samples per palm are available 
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in gallery, we reduce the number of the samples to one to make the problem more 
challenging. When ‘1’ represents the inclusion of the spectrum, ‘0’ represents the 
exclusion of the spectrum for fusion. As high as 99.93% accuracy was achieved when 
red and green images were fused with NIR, blue images, or both. 

To compare with other approaches available in literature, we list in Table 3 the 
results reported in [19] using the same database. In this work, red, green blue and NIR 
palmprint images were represented by a quaternion matrix, PCA (Principal 
Component Analysis) and DWT (Discrete Wavelet Transform) were then applied on 
the matrix for feature extraction. When QPCA (Quaternion PCA) mainly captures 
global appearance of palmprint images, QDWT (Quaternion Discrete Wavelet 
Transform) represents local texture information. One can observe from Table 3 that 
the proposed DLBP approach achieves better results than QPCA, QDWT and the 
fusion of QPCA and QDWT. 

Table 3. Comparison with other methods in literature 

Methods Accuracy (%)  
QPCA 98.13% 
QDWT 98.50% 

QPCA + QDWT 98.83% 
The proposed approach 99.93% 

4 Conclusions 

A DLBP based method for multispectral palmprint recognition has been proposed. To 
reduce the huge dimension of extracted DLBP feature, AdaBoost algorithm and the 
cascade structure are applied. As each stage classifier uses tens of DLBP features 
only, the system can efficiently reject inter-personal differences. To fuse palmprint 
images captured using different illumination, the output of different learned cascades 
are simply weighted for final decision. The proposed method was successfully applied 
to palmprint identification and extensively tested using the publicly available 
databases, i.e. PolyU multispectral palmprint database. The experimental results show 
that DLBP perform much better than DBC, LBP and PalmCode.  
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Abstract. A palmprint based authentication system that can work with a 
popular webcam in non-contact acquisition mode is potentially a good choice 
for biometric applications.However,this camera based imaging acquisition 
mode causes the difficulty for the location of palmprint due to the unstable palm 
position and variable illumination condition and effects the extraction of palm 
region of interest(ROI).In particular,changes in illumination of the system effect 
its performance heavily. The process of extract palm ROI has been discussed in 
different papers, but hardly does very well under variable light conditions and 
pose changes.In this paper,we propose a robust approach for localizing the palm 
and extracting the ROI based on real-time region learning.A dynamical region 
is learned to binarize the image and get the hand contour to extract the palm 
ROI. In a database of 1000 video clips of hand under different illumination and 
poses,the accurate extraction rate reaches 92%.  

Keywords: Biometrecs,Camera based palmprint identification,Region learning, 
Palm ROI. 

1 Introduction 

The cameras in mobile devices such as cell phones and laptops can effectively double 
as a biometric sensor,providing security and ease of use for access to the devices as 
well as of the services.The cameras in such devices are fixed and the user presents the 
biometric modality in an unrestricted and intuitive manner. The obtained images vary 
considerably due to changes in illumination ,background ,poses and false views.This 
adversely affects the palm extraction rate.If the recognition systems employ a 
capturing setup that constrains poses and distance,and provides uniform lighting 
condition and background,the freedom of users will be severly limited and hinder the 
wide application of biometric authentication systems based on video imaging.In the 
purpose of more user-friendly to the video imaging palmprint system,we propose a 
robust approach for localizing the palm and extracting the ROI based on real-time 
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region learning and a dynamical region is learned to binarize the current frame and 
get the hand contour to extract the stable palm ROI. 

The rest of the paper is organized as follows.Section 2 gives a short survey of 
related work.Section 3 describes system framework of the proposed scheme and gives 
the details about the acquisition of hand images and pre-processing course. Section 
4,5 reports our experimental results and conclusions with our plan. 

2 Related Work  

Methods of dealing with changes in illumination ,poses and complex backgrounds 
have been studyed extensively,for example the face alignment recognition under pose 
and illumination invariance[1],gait of view invariance recognition[2],and dealing with 
different poses for hand geometry based authentication[3].Most of the palmprint 
recognition schemes proposed in recent years used to extract a region on palm for 
personal authentication use geometrical techniques[4,5] and spectral approach by han 
[6].They have played wavelet-based segmentation to find the locations of finger tip 
and four finger roots in[6].For attaining this,they have found the boundary of palm 
image and then transformed palm boundary coordinates to a profile of curvature.Then 
they use wavelet transform to convert the curvature into multi resolution signal.In the 
final,they separated the sub-bands and detected corner points of palm boundary 
through local minimums of transformed profile.Although this method shows 
successful in extracting ROI,it suffers from high demands of processing and well 
suitable environments.On the other hand,geometrical techniques used in other  
researches cannot promise high accuracy in extracting ROI in unstable environment 
and most of them state their approach is an approximate solution [5].Histogram 
analysis and inner boundary tracking algorithm is used for extracting palm ROI 
in[7].This paper performs some geometrical operations to generate ROI. One of the 
advantages of the proposed method is that it is not sensitive to rotation and 
translation. 

They propose a novel way of contact less hand recognition in[8].This method of hand 
detection is based on a combination of skin color modeling and shape models. This 
approach assums that the hand is being held parallel to the plane of imaging system. 

In this paper ,we extend their projects to apply in more natural imaging system 
under variable lighting conditions and pose changes. A novel approach for addressing 
the positon of the palm ROI by real-time learning some certain zone of current frame 
dynamically to get the contour of hand under the modified Ycrcb color space[9]is 
proposed. 

3 Palm ROI Extraction  

The whole extraction system includes hand image frames acquisition from nat-ura
l imaging system like webcam,pre-processing to modified Ycrcb color space,hand
contour extraction based on real-time region learning, palm ROI obtained with the
finger valley point position proposal(see fig.1).  
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Fig. 1. Diagram of the proposed palm Roi extraction 

3.1 Modified YCrCb Color Space 

Ycrcb color space is a widely used model in a digital video,It separates the luminance 
Y form the chrominace component Cb and Cr.The existing traditional convertation 
from RGB to Ycrcb color space algorithms described in equation 1 have many 
deficiencies in bright lights.when the enhancement of light Y value byond two 
hundred ,the Cb and Cr cluster become terrible. 
     Y 0.299R 0.587G 0.114B        Cr 0.147R 0.289G 0.436B   Cb 0.615R 0.515G 0.100B  

 
An improved RGB color space conversion setps to Ycrcb color space listed in the 
follow formula 2,as specified in paper[9]. 
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As follows are pictures of experimental comparison results(see fig.2). 
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(a)            (b)             (c) 

Fig. 2. Followed by the original image are the traditional Ycrcb color space picture and the 
improved color space picture 

(a) The original image samples from video frames under different lights. 
(b) Ycrcb images of the traditional Ycrcb color space with the formula 1. 
(c) Modified Ycrcb pictures of improved RGB color space to Ycrcb color 

space with the formula 2.  
 

It obviously that the hands of c column pictures has better contrast with the  
background than the b column images. The Cr,Cb value of the modified Ycrcb color 
space pictures has better clustering stability to light intesnsity and more robust to the 
environment,and make the extraction of the skin area more easy. 

3.2 Palm ROI Position Based on Valleys 

The common preprocessing step used in[10]computes the two valley points A and B 
as shown in Fig 3. 

 

 

Fig. 3. Extraciton of palm Roi based on finger valleys 

We find the A and B from the inflection points of the outer hand contour line. The 
region of interest in the hand image is defined with respect to the two vally points A 
and B.We assume the middle valley point C.In the vertical bisected direction of line 
joining A and B(denoted by len-AB) ,the seclected distance is 0.25*(len-AB). Then 
we try to find a square of side length as len-AB and the square is aligned to the 
vertical bisected direction of line AB ,we think of it as ROI(white area in fig.3). 
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3.3 The Apporach Based on Real-Time Region Learning  

This part we describe the whole process of original video hand frame pictures to get 
the bianry hand contour and capture the palm ROI based on real-time region learning. 

Step 1) Given a video stream of hand frames 
1 2, , nX X X  of size  

M×N(M,N>>10 pixel) for one person. 

Step 2) Process the frames with the improved Ycrcb color space algorithm  
to reduce the influence of lighting effect. 

Step 3) Create a dynamic learning region.Specially,we change the size of re-gion 
from 10×10 to M×N by increasing 10 pixels one time andthe position of 
region respectively from left to right and top to bottom of the

iX frame by 

the step of the width of region.An exampleis shown in figure 4.The 
learning region moves from small to large in order on the frame flow. 

      
(a)               (b)               (c) 

Fig. 4. Example of simple schenmatic for learning region changes 

(a) A 10×10 size region box (red area)moves from left to right and 
top to bottom by the step of 10 pixels in the

iX frame; 

(b) A 20×20 size region box moves by the step of 20 pixels as the 
same as the step of (a); 

(c) A 30×30 size region box moves as the same as the previous 
step; 

(d) 40×40……50×50………………………………………….; 
(e) The process stops until the size of region box is M×N. 

Step 4) Calculate the maximum and minimum value of Cr,Cb in the every real
-time learning region and use Ti initialized as zero as a theresh-old for
 binarizing the image in the formula 3. 

min max

min max

[ ]

[ ]

Cr Ti Frame Cr Cr Ti

Cb Ti Frame Cb Cb Ti

− ≤ ≤ +⎧ ⎫
⎨ ⎬− ≤ ≤ +⎩ ⎭                   

(3) 

The value of Ti increases by the step of 
max min( ) / 10(var )Cr Cr ible−  

or 
max min( ) /10Cb Cb−  

to the restriction m inC r ,
minCb (

min, minTi Cr Cb≤ ). 

 

Step 5) Successively with obtained hand contours we carry the valley point 
position algorithm to get palm Roi. In those binary images ,some hardly 
has hand contour and some has more than one hand contour,but there must 
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Fig. 8. Dynamical changes of hand binary pictures based on the region learning and the red 
square is the learning region 

When the learning region moves to the position as shown in fig.8,we get the entire 
hand contour gradually.Then we get the relatively clear binary images of hand to the 
application of the finger point position issue to gain the stable palm ROI(fig.9). 
 

      

 

 
      

(a)                                                   (b) 

Fig. 9. To get the stable palm gradually.(a) The capture of the maxium square in the dynamical 
binary pictures;(b) Palm of ROI obtained finally. 

In the test of one hundred subjects ,the rate of extraction reachs 95% and the 
corresponding precisely rate is 92% which can meet the basic requirements and this 
means the extraction of finger valleys position is right.The erroneous results(fig.10) 
analysis:when there are a lot area of near-skin color by the finger root points and 
particulary uneven illumination on the hands,the results will be affected to some 
certain extent. 
 

 
(a)                  (b)                     (c) 

Fig. 10. The inaccrutate extract pictures.(a) The source images;(b) The main hand contour lines 
drawn to capture the maximum squre;(c) Pam ROI inaccrute region 
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5 Conclusions 

In this paper,we present a novel method for the palm Roi extraction based on  
the learning region.The proposed method adopts modified Ycrcb color space and the 
palm ROI position based on finger valleys.According to the experiments results,the 
proposed method achieves encouraging correct classification rate,and Our future work 
includes following issues: when there are a lot area of near-skincolor by the finger 
root points and particulary uneven illumination on the hands,how we can slove the 
situation.In the subsequent tests, we can optimize this algorithm to reduce the 
computation time to meet more users. 
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Abstract. The measurement of biometric feature information is impor-
tant for biometric technology, as for it can determine the uniqueness of
biometric features, compare the performance of several feature extrac-
tion methods and quantify whether combination of features or biomet-
ric fusion offers any advantage. In this paper, we study the measure-
ment of palmprint feature information using relative entropy between
intra-person and inter-population. We compute the biometric feature in-
formation in which the feature extracted by three different methods,
including: Principal Component Analysis (PCA), Linear Discriminant
Analysis(LDA) and Locality Preserving Projections(LPP). The average
biometric feature information is calculated to be approximately 280 bits
for PCA, 246 bits for LDA features and 460 bits for LPP.

Keywords: Biometric, Palmprint images, Feature information, Relative
entropy.

1 Introduction

Measuring the information in biometric, such as face, iris, fingerprint or palm-
print, is an issue gradually gaining more attention because it can answer a num-
ber of questions related to security strength. First of all, there has always been
an interest in finding out how unique different biometric types are, which ones
are more reliable than others and under what conditions. Secondly, performance
of different methods and technologies may be evaluated based on knowledge of
information content of biometric samples and templates they produce. Finally,
it becomes possible to say whether creating fusion biometric systems results in
higher information.

Biometric information (BI) is defined as “the discriminating extra bits needed
to represent an intraclass distribution with respect to the interclass feature dis-
tribution or, from the biometric recognition system point of the view, the de-
crease in uncertainty about the identity of a person due to a set of biometric
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Beijing.
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measurements”[1]. In other words, initially, the person is a part of the popula-
tion and can be anybody. However, after biometric measurements are acquired,
the information for identification is available and the uncertainty decreases.

Compared with other biometrics technologies, palmprint has several advan-
tages: low resolution, low cost, non-intrusiveness, stable structure features and
high user acceptance[2]. It is for these reasons that palmprint has recently at-
tracted an increasing amount of attention from researchers.

Several approaches were developed about biometric information. Daugman[3]
suggested using discrimination entropy to calculate the information content of
the iris by analyzing distributions of matching scores. Arakala et al. [4] proposed
a preliminary theoretical model to predict the entropy of a retina template. Yagiz
et al.[5] estimated the KL-Divergence as biometric information through nearest
neighbor(NN) distance. The recently developed method by Adler[6] measuring
the iris images of biometric information by using the concept of relative entropy,
which is a measure of the distance between two probability distributions.

In this paper, we calculate the information through relative entropy in palm-
print images. The database we use is from Palmprint Database of Beijing Jiao-
tong University.

2 Method

The diagram of our method is shown in Fig.1.

Palmprint feature
(PCA LDA and LPP)

Palm database 
from BJTU

Preprocessing

Palmprint ROI

Feature extraction

Fitting Gaussian 
distribution 

Measuring Biometric 
information in palmprint

 modeling

calculation

Fig. 1. Method diagram

Our effort contain four steps:
Step 1: Palmprint images preprocess: we transform original RGB mode images

to grayscale mode, apply a Gaussian low-pass filter to the grayscale image, and
then extract the hand contour by applying a contour following algorithm to a
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binarized image, locate the fingertips and the valleys between the fingers, finally
palmprint ROI is normalized to 128 × 128 pixels [7].

Step 2: Palmprint feature extraction: we make use of three palmprint feature
extraction algorithms, i.e. Principal Component Analysis (PCA), Linear Dis-
criminant Analysis(LDA) and Locality Preserving Projections(LPP) algorithms,
we extract three different set of the palmprint features.

Step 3: Gaussian modelling of palmprint feature: as Gaussian distribution
is the most widely used model and it is a good reflection of the real world
distributions, we modeled the features as Gaussian distributions.

Step 4: Calculation of Palmprint biometric information: we measure the palm-
print image information based on an information theoretic concept of relative
entropy. We calculate the biometric feature information three algorithms and
find the difference and analysis.

2.1 Relative Entropy

The relative entropy, (also called information divergence, information gain, or
Kullback-Leibler divergence), D(p‖q) is a measure of distance from a true prob-
ability distribution p to an assumed distribution q, it defined as:

D(p ‖ q) =

∫
χ

p(x) log2
p(x)

q(x)
dx (1)

where χ is a set of all feature dimensions, p(x) is the feature distribution
for one individual, or intra-person distribution, and q(x) is the feature distribu-
tion in the whole population, or inter-person distribution. In the above defini-
tion,relative entropy is always nonnegative and is zero if and only if p = q. It
is often useful to think of relative entropy as a “distance” between distributions
[8].

The relative entropy D(p‖q) was preferred over the shannon entropy H(p)
since it allows to determine the amount of information distinguishing one per-
son, discribed by the distribution p(x) based on the assume total population
distribution q(x).

2.2 Feature Extraction

There are numerous approaches proposed for palmprint feature extraction. Princi-
pal component analysis (PCA) [9], also known as ”eigenpalm”, as the most funda-
mental dimensionality reductionmethods, has beenwidely used in face recognition
and palmprint identification[10]. The key idea is to project the high dimensional
features to an orthogonal subspace for their compact representations.

PCA seeks a projection that best represents the data in a least-squares sense.
The matrix wwT is a projection onto the principal component space spanned by
w which minimizes the following objective function,

min

n∑
i=1

∣∣xi − wwTxi

∣∣2 (2)
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The second method we use to extract palmprint features is Linear Discrimi-
nant Analysis (LDA), also known as Fisherpalms [11]. In this method, LDA is
used to project palmprints from this high-dimensional original palmprint space
to a significantly lower dimensional feature space (Fisherpalm space), seeks the
projection directions that are advantageous for discrimination. In other words,
the ratio of the determinant of the between-class scatter to that of the within-
class scatter is maximized. Suppose we have a set of n-dimensional samples x1,
x2,x3,...,xn, belonging to l classes of palms. The objective function is as follows,

max
wTSBw

wTSWw
(3)

SB =

l∑
i=1

|Ci| (mi −m)(mi −m)T (4)

SW =

l∑
i=1

|Ci|E
[
(xi −mi)(xi −mi)T

]T
(5)

where m is the total sample mean vector, |Ci| is the number of samples in class
Ci, m

i are the average vectors of Ci, x
i are the sample vectors associated to Ci,

SW is the within-class scatter matrix and SB the between-class scatter matrix.
However, both of them effectively only the Euclidean structure of feature

space. LPP [12] has been proposed in palmprint recently, which takes into ac-
count the space structure of the samples, and in the process of dimension re-
duction, it can thus find a good linear embedding that preserves local structural
information and intrisinc geometry of the data space. In this way, the unwanted
variations resulting from changes in lighting, expression, and pose may be elim-
inated or reduced. [13] The objective function of LPP is as follows:

min
∑

(yi − yj)
2Sij (6)

The objective function with our choice of symmetric weights Sij(Sij = Sji)
incurs a heavy penalty if neighboring points xi and xj are mapped far apart.
Therefore, minimizing it is an attempt to ensure that if xi and xj are close then
yi and yj are close as well. Sij can be thought of as a similarity measure between
objects.

2.3 Distribution Modeling

Considering of the Gaussian model is the most common and good reflection of
the real world distributions[6], we can write person distribution as:

p(x) =
1√|2πΣp|

exp(−1

2
(x− μp)

tΣ−1
p (x− μp)) (7)

whereas the population distribution q(x) is defined similarily, replacing q by
p. The number of samples of all the palm images in the system is denoted as
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Nq . Defining the samples of the palmprint images be x1, x2,x3,...,xN , then the
population feature mean value is defined as a vector:

μq = E(x) =
1

Nq

Nq∑
i=1

xi (8)

the individual person mean is replacing q by p. The population feature co-
variance is defined:

Σq = E[(X − μq)
t(X − μq)] =

1

Nq − 1

Nq∑
i=1

(X − μq)
t(X − μq) (9)

also, the person feature covariance, Σp, is defined analogously. μq and μp are
feature vector with the size of N × 1 , feature covariances are matrices of size
N ×N .

Based on the Gaussian distribution, the relative entropy will be easy to cac-
ulate, D(p ‖ q) as follows [1]:

D (P ‖ Q) = K

(
ln

|2πΣq|
|2πΣp| + trace

(
(Σp + T )Σ−1

1

) − I

)
(10)

where T = (μp − μq)
t (μp − μq), and k = log2

√
e

Generate a mapping form the biometric features to the new space. Accord-
ing to the Singular Value Decomposition (SVD), within the feature covariance
matrix,

USqV
t = svd(Σq) = svd (cov (x)) (11)

So the individual’s is

Sp = V tΣpU (12)

St = V t(Up − Uq)
t(Up − Uq)U (13)

The Σp in the most occation is singular and it may lead some troubles. |Σp|
will decrease to zero and the relative entropy we measured will turn to infinity.
To solve this problem,multiplying the mask M [1] ,

M

{
1, if i = j or (i < L

⋃
j < L)

0, if otherwise
(14)

which we choose L=4 for the recommended of L is better when L = 3
4Nq this

will regularizes the Σp, then D(p‖q) will not diverge.
Based on above, the equation (5) can be written as:

D (P ‖ Q) = K

(
ln(

|Sq|
|Sp| ) + trace

(
(Sp + St)S

−1
q − I

)
V t

)
(15)
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3 Experiments and Results

To evaluate the effectiveness of proposed method, a hand image database is set
up. 980 right hand images from 98 individuals are captured using CCD camera
based device, 10 images for each individuals.

After preprocessing, palmprint derived from the original database. palm
database normalized to 128×128 pixels . The image in the palmprint database
were also cropped in 64×64 pixels for the contrast test.

3.1 The Effect of Dimensions on Biometric Information

The biometric information were calculated using the features extracted by the
methods of PCA(eigenpalm) features, LDA features(fisherpalm) and LPP fea-
tures(Laplacianpalm).

As we expect, the dimension we choose has effect on the PCA feature infor-
mation. We changed the dimension from 50 to 200 to observe the changes of
relative entropy. The results shown in Table 1.

Table 1. PCA Feature Information and Dimensions

���������BI(bits)
Dimensions

50 100 150 200

Average BI 186.42 285.26 386.85 474.91

With the increase of dimension, a trend showing a steady growth of the bio-
metric feature information. But we also can conclude that the relative entropy
grow faster in low dimensional feature than high dimensional feature. Although
the high-dimensional feature contains more biometric information , it also re-
lated to the increase of computational complexity. High dimensionality is critical
to high performance, we should trade off the biometric information and compu-
tational complexity.

3.2 The Effect of Palmprint Image Size on Biometric Information

The size of the palmprint image also have influence in the information. So we
cropped the pixels from 128×128 pixels to 64×64 pixels, and experiment them
both in PCA,LDA and LPP features.

Table 2. Three methods’ average biometric information and image size

�������Size
Methods

PCA LDA LPP

128 × 128 280.05 246.35 460.54

64 × 64 186.56 129.21 209.90
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With the size of 128×128 pixels, the mean of PCA, LDA, LPP feature biomtric
information is 280, 246, 460 respectively. When the size change to 64×64 pixels,
PCA, LDA, LPP feature calculate the relative entropy is 186, 129 and 209 for
each. The detailed data presented in the following.

3.3 BI of different Feature Extraction Methods

The following Figure 2,3 illustrate the biometric information calculated for each
PCA, LDA and LPP features, respectively.
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Fig. 2. PCA features biometric information, x axis present the individual’s number
and the y axis is relative entropy in bits

From Fig.2, we find that PCA features were measure the relative entropy with
the dimension of 97, for the sake of the same dimension with LDA. From the
experiment result, the mean of overall features is 280.0449 bits with the size of
128×128 pixels, higher than the LDA features
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Fig. 3. The left side is LDA features biometric information,the right side LPP features
biometric information. X axis present the individual’s number, y axis is relative entropy
in bits.

Fig.3. Left side shows that the detail information of the LDA feature. The
avearage information is 246.3485 bits, with the size of 128×128 pixels.
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The right one illustrates that comapare all the three experiments, the LPP
approach provides a best representation and it contains the highest information.
It may because the palm images probably reside on a nonlinear manifold, the un-
wanted variations resulting from changes in lighting and pose may be eliminated
or reduced.

4 Conclusions

In this paper, we measure biometric feature information in the palmprint im-
age using relative entropy. Based on three different feature extraction methods,
contains: Principal Component Analysis (PCA), Linear Discriminant Analy-
sis(LDA) and Locality Preserving Projections(LPP), we fitted the features to
the Gussian distributions and calculated the biometric feature information. The
effect of dimensions and image size on biometric information in PCA is pre-
sented, we also analysis the average information of the three kinds of feature
extraction methods.
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(No. IRT201206) and the Key Laboratory of Advanced Information Science and
Network Technology of Beijing.
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Abstract. In this paper, the Center-Symmetric local binary pattern (CSLBP) 
operator is firstly used as a feature extraction method for finger vein 
recognition. The CSLBP feature can be viewed as a combination of the texture-
based feature and the gradient-based feature. Moreover, CSLBP is easy-to-
implement and computational simplicity. However, due to its small spatial 
support area, the bit-wise comparison therein made between two single pixel 
values is much affected by noise and sensitive to image translation and rotation. 
To address this problem, we further present a modified feature, termed Multi-
scale Block Center-Symmetric local binary pattern (MB-CSLBP). Instead of 
individual pixel, in MB-CSLBP we perform the comparison based on average 
values of block sub- regions. It encodes not only microstructures but also 
macrostructures of image patterns, and hence provides a more complete image 
representation than the basic LBP and CSLBP operator. Experiments show that 
better performances are gained by the proposed method. 

Keywords: Finger Vein Recognition, CSLBP, MB-CSLBP. 

1 Introduction 

Biometric recognition refers to the use of distinctive physiological and behavioral 
characteristics (e.g., fingerprints, face, hand geometry, iris, gait, signature), called 
biometric identifiers or simply biometrics, for automatically recognizing a person [1]. 
Since it is difficult to misplace, forge or share biometric identifiers, biometric 
recognition is more reliable than traditional token-based methods (e.g., keys or ID 
cards) and knowledge-based methods (e.g., passwords or PINs). Besides, biometric 
recognition also promises better security, higher efficiency, and better user experience 
in many cases. Among various kinds of biometric identifiers, finger vein recognition 
is a newly emerging biometrics technology. Medical research proves that each finger 
has a unique vein pattern that can be used for personal verification [2]. Generally, the 
finger vein recognition demonstrates some advantages over other biometrics methods 
[3]: (1) non-contact: finger vein patterns are not influenced by surface conditions, and 
it is more acceptable for the users; (2) live body identification: finger vein patterns 
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can only be identified on a live body without fake finger attacks in fingerprint 
recognition; (3) higher security: finger vein patterns are internal features that are 
difficult to forge; (4) smaller device size: most finger vein capturing devices are 
smaller in size as compared to palm vein based verification devices. 

Local binary pattern (LBP) is a popular technique used for image representation 
and classification [4]. Due to its high discriminative power and invariant against any 
monotonic transformation of the gray scale, LBP has been widely applied in various 
applications such as texture analysis and object recognition. In [5] a LBP based finger 
vein recognition method was proposed. Heikkila et al. [6] proposed a modified 
version of the LBP feature to describe the surroundings of a key-point, called the 
center-symmetric local binary pattern (CSLBP). The CSLBP descriptor inherits the 
desirable properties of both the SIFT descriptor and the LBP feature, and is 
computationally simple. So in this paper, we propose the CSLBP as a new feature 
extraction method for finger vein recognition. However, the original CSLBP operator 
has the following drawback in its application to finger vein recognition. The 
comparison based on pixel-level is much affected by noise and sensitive to image 
translation and rotation. Moreover, features calculated in the local 3×3 neighborhood 
cannot capture larger scale structure (macrostructure) that may be dominant features 
of finger vein image. Inspired by [7], we propose a novel representation, called Multi-
scale Block CSLBP (MB-CSLBP), to overcome the limitations of CSLBP and apply 
it to finger vein recognition. In MB-CSLBP, we compare average values of sub-
regions Instead of individual pixels. MB-CSLBP code presents several advantages: 
(1) It is less sensitive to noise and more robust than CSLBP; (2) it encodes not only 
microstructures but also macrostructures of image patterns, and hence integrates more 
information for image representation. 

The rest of this paper is organized as follows: In Section 2, we first give a brief 
review of the LBP and CSLBP methods and then introduce the MB-CSLBP 
representation. In section 3, experiments and analysis will be presented and in the last 
section conclusions will be given. 

2 The Proposed Method 

2.1 Center-Symmetric Local Binary Pattern (CSLBP)  

The basic LBP operator can be defined as an ordered set of binary values determined 
by comparing the gray values of a center pixel and its neighboring pixels. Let gc and 
gn in (1) denote the gray value of the center pixel (xc,yc) and its eight neighboring 
pixels, respectively. If gn is smaller than gc, the binary result of the pixel is set to 0, 
otherwise to 1. All the results are combined to an 8-bit binary string. The binary 
values can be expressed in decimal form as shown in (1): 
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The CSLBP is a modified version of LBP. In CSLBP, instead of comparing the 
neighboring pixels with the center pixel, the center-symmetric pairs of pixels are 
compared, such as (g0, g4), (g1, g5) in Fig. 1. The CSLBP features can be computed by 
Equation (2): 
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Here gn and gn+4 correspond to the gray-level of center-symmetric pairs of pixels of 

the 3X3 descriptor. T is a user-specified small value, and which is used to increase the 
robustness of CSLBP feature on flat image regions by thresholding the graylevel 
differences [6]. In our experiments, T was given a value of 0.5. From the computation 
of CSLBP, we can see that the CSLBP is closely related to the gradient operator, 
because, like some gradient operators, it considers graylevel differences between pairs 
of opposite pixels in a neighborhood. This way the CSLBP feature take advantage of 
both the properties of the LBP and the gradient based features. The LBP and CSLBP 
encoding procedure is illustrated in Fig. 1. 
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Fig. 1. LBP and CSLBP operator 

2.2 Multi-scale Block CSLBP (MB-CSLBP) 

As mentioned above the comparison based on pixel-level is much affected by noise 
and sensitive to image translation and rotation, In MB-CSLBP, the comparison 
between single pixels in CSLBP is replaced with comparison between average gray-
values of sub-regions, Each sub-region is a square block containing neighboring 
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pixels. The whole filter is composed of 9 blocks. We take the side length L of the 
block as a parameter, and 9×L×L denoting the scale of the MB-CSLBP operator 
(particularly, 9×1×1 MB-CSLBP is in fact the original CSLBP). The computational 
process can be expressed in Equation (3): 
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In (3) g is the gray-value of individual pixel and B is the sum of gray-values of the 
nth block. In order to simplify the computation, we use the sum instead of the average 
gray-value of each sub-region. A 3×3 MB-CSLBP encoding procedure is illustrated in 
the following Fig. 2.  

 

Fig. 2. The MB-CSLBP operator. (a) the 3×3 gray values of original. (b) compute the sum gray 
values of each block. (c) comparison of center-symmetric pairs of pixels and get the MB- 
CSLBPcode. 

2.3 Finger Vein Recognition System 

A typical finger vein recognition system mainly includes four stages: image 
capturing, image preprocessing, feature extraction and matching. The captured raw 
finger vein images usually have problems such as rotation, low contrast, non-uniform 
illumination and background noise, thus preprocessing is necessary for feature 
extraction and matching. The original spatial resolution of the finger vein image is 
320×240.After rotation correction, ROI (region of interesting) extraction and size 
normalization, the size of the region used for feature extraction is reduced to 240×80. 
The procedure are shown in Fig. 3(a) ~ (d). 
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Fig. 3. Image capturing and preprocessing. (a) the original finger vein image. (b) image rotation 
correction. (3) ROI extraction. (4) image size and gray normalization. 

After image preprocessing, we use the aforementioned methods to perform feature 
extraction, and then every image will be encoded into an exclusive binary string 
theoretically. In the matching stage, Denoting the binary feature of image in  
the database by BinaryCodeA and the binary feature of input image by BinaryCodeB, 
the Hamming Distance (HD) is generally adopted to measure dissimilarities between 
the two binary patterns, which are represented as follows: 

       

BinaryCodeA BinaryCodeB
HD

LengthofBinaryCode

⊗
=

　

(4)

In (4), ⊗ is a Boolean exclusive-OR operator between two binary patterns. 

3 Experiments and Analysis 

3.1 Database and Experiment Setting  

We conduct the experiments using our finger vein database which collects 136 
fingers, where each finger contributes 20 finger vein images. In this work, we 
evaluate the performance of the proposed method in verification mode and 
identification mode respectively, and the measurement of our proposed method is 
evaluated by the EER (equal error rate). EER is the error rate when the FRR (false 
rejection rate) equals the FAR (false acceptance rate) and which is suited for 
measuring the overall performance of biometrics systems because the FRR and FAR 
are treated equally. 
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3.2 Verification Mode 

In order to diminish the influence of class imbalances, in the verification mode, we 
use all the 20 vein images in intra-class matching meanwhile the first 6 vein images in 
interclass matching. Consequently, there are 25,840 (136×19×20/2) intra-class 
matching and 330,480 (6 ×135 ×6 ×136/2) interclass matching in total. Here we test 
the performance of the proposed method with the block size 3×3, 5×5, 7×7, 9×9. The 
EERs of proposed method and LBP are listed in Table 1, and the ROC curves are 
shown in Fig. 4. From Table 1 and Fig. 4, we can see that the CSLBP method can get 
a lower EER than the LBP, and a much better performance are gained by the 
proposed MS-CSLBP method. 

Table 1. Verificaion performance with different methods 

methods              EER 
LBP               0.0440 

CSLBP               0.0314 
MB-CSLBP(3x3)               0.0261 
MB-CSLBP(5x5)               0.0218 
MB-CSLBP(7x7)               0.0211 
MB-CSLBP(9x9)               0.0242 
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Fig. 4. ROC curves by different methods 

3.3 Identification Mode 

In the identification mode, we conduct experiments in the close-set database (all the 
samples are in the enrollment database). We do not know the class of input finger 
vein image and attempt to identify which class it belongs to. We randomly select one 
sample in each class as template and use other nineteen samples in each class as test 
samples (probes). Therefore, we get 136 templates and 136*19 probes totally. Each 
probe will be matched with all the templates. For each probe, the matching result will 
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be ranked based on the matching score. The CMC (cumulative match curves) is 
shown in Fig. 5, and the rank-one recognition rate and lowest rank of perfect 
recognition is given in Table 2. From the experimental results we can see the 
proposed method is better than LBP and CSLBP based method. 

Table 2. Identification performance by different methods 

methods rank-one recognition rate lowest rank of perfect recognition 

LBP   93.4% 118 
CSLBP  96.1% 83 

MB-CSLBP  97.4% 45 
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Fig. 5. The Cumulative match curves by different methods 

4 Conclusion 

In this paper, the Center-Symmetric local binary operator is firstly used as a feature 
extraction method for finger vein recognition. A better performance is gained by this 
method, but it is too local to be robust. In order to address the limitation of the 
CSLBP operator, we present a novel and efficient feature, termed Multi-scale Block 
Center-Symmetric local binary pattern (MB-CSLBP), within which sub-region 
average gray-values are used for comparison instead of single pixels. Experiments 
show that the proposed method can achieve a better performance than the basic LBP 
and CSLBP operator. 
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Abstract. Instead of existing image based and geometry based quality 
estimation method for finger vein image, this paper proposed a novel quality 
metrics from the hierarchical structure of finger vein. The thick major vessels 
and short minor vessels construct the hierarchical structure of finger vein, and 
lead to the hierarchical energy distribution. A Gaussian Energy Model is 
simulated to assess the hierarchical quality of the major vessel and the minor 
vessel respectively using Gabor filter. The efficient of matching performance 
and the accuracy of quality assessment are evaluated in the experimental parts.  

Keywords: Finger vein, Quality assessment, Hierarchical structure, Gaussian. 

1 Introduction 

Finger vein is applied as a new highlight technology for personal identification, which 
is exploiting the differences in the light absorption properties of the hemoglobin in 
blood vessels and the surrounding tissues. Veins become visible and perform the 
darker intensity than other tissues. Finger vein patterns are sufficiently unique of 
persons to promise the safe verification. Moreover, compared with fingerprints, finger 
vein pattern is not exposed to the outside and enjoys the advantage of being resistant 
to forgery. In addition, the small size of device and contactless operation enhance its 
widely applications.  

However, since the vein exists inside the finger, the captured finger vein images are 
always not high quality due to the varying tissues and bones, the uneven illuminations 
or, furthermore, changes in the physical conditions and blood flow make the same 
vein appear different in each acquisition in thickness and brightness. It is well-known 
that reliable and accurate recognition is a challenging task and heavily dependent on 
the quality of the finger vein image. If a poor quality image as shown in Fig.1(a) is 
inputted into the matching system, it will reflect back on the uniqueness and security.  

Currently, the International Standard Organization (ISO) has only defined the 
quality standard for fingerprint, face and iris recognition [1-3]. Quality assessment for 
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shown in Fig. 4. We can find the image which is recovered by the guided filter [13] 
showed clear major vessels on the horizontal direction and abundant minor vessels on 
the other directions. 

 

 

 

Fig. 3. Eight components from the bank of Gabor filter  

The tested image shown in the 3rd row of Fig.4, which is a predefined as a poor 
quality image, shows the clear vein pattern by the proposed method that is different 
with the normal gray value or image contrast based quality assessment method. 

The Gaussian Energy Models is built for the high/poor quality images by analyzing 
their energy distributions as shown in Fig.5. Two quality metrics are concluded for 
quality assessment:  

•  Major vessels quality (Q_major): A high quality vein image should qualify 
the clear and thick major vessels and focus the dominant energy of the image 
more than Major , which is the expected energy value for high quality image. 

•  Minor vessels quality (Q_minor): A high quality vein image should have the 
abundant minor branches, which are contributed for the safety and 
uniqueness, the energy proportion on the minor branches should not less than 
the expected average level Minor . 

The expected value of Major  and Minor  are computed in the experimental part 

by simulating huge of high/poor quality sample images. 
Then, the vein pattern quality can be defined as: 
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(
0
α ,

1
α ) and (

0
β ,

1
β ) are specified as the impact factor, which represents the 

quality influence degree and also contributed for the quality score normalization. 

 
(a)          (b)            (c)                      (d) 

Fig. 4. Eight direction component analysis for High/Poor quality images.(a) the detected ROI, 
(b) the enhanced image, (c) the composit vein pattern from eight direction components,(d) the 
extracted direction components by Gabor filter. 

 
                       (a)        (b)       (c)       (d) 

Fig. 5. Gaussian Energy Map for the images in Fig.4 

2.3 Quality Metrics Computation 

Three quality metrics are simulated based on the manually selected 1000 high quality 
images and 200 poor quality images. Fig.6 shows the average Gaussian Energy Map 
of the high quality and poor quality finger vein image. The expected Major

=3.22e+08, and Minor =0.3977. 
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(a)                                     (b) 

Fig. 6. Vessels energy distributions of the selected high quality database of (a) Energy 
distributions of major vessels, (b) Energy distributions of minor vessels 

3 Experimental Results  

3.1 Database  

The database used here is a public finger vein database, including 106 individuals. 
The Group of Machine Learning and Applications, Shandong University (SDUMLA) 
set up the Homologous Multi-modal Traits Database [19], which consists of face 
images, finger vein images, gait videos, iris images and fingerprint images. Each 
individual was asked to provide images of his/her index finger, middle finger and ring 
finger of both hands, and the collection for each finger is repeated by six times. 
Therefore, the finger vein database is composed of 3,816 images. 

3.2 Quality Assessment Performance 

As shown in Table.1, eight predefined high/poor quality images are evaluated using the 
proposed system. The high quality image (a)-(d) are assigned a high quality score, and 
the predefined poor quality image (g) which is recovered by Guided filter also show a 
high quality score. The images (f)-(h) which contains less major vessels and minor 
vessels perform a low quality score. The tested image (e) and (g) are the predefined 
poor quality images by the normal gray value or image contrast based quality 
assessment method. . However, they show the clear vein pattern, and are easy for 
matching. The hierarchical feature based method can estimate the finger vein quality 
more accuracy than the intensity based or geometry based methods. The matching 
performance of the ranked images is shown in Table.2. Images with low vein pattern 
qualities seriously affect the matching performance. Estimating the image quality and 
rejecting those low quality images will improve the matching performance. 

3.3 Throughout  

Throughout is an important parameter to evaluate the quality assessment performance. 
From the tested 3816 images, the proposed quality assessment method is fast and the 
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average processing time for quality assessment is 150-200ms per sample. These 
experiments are performed on an Intel Core 2 Quad processor and the MATLAB. 

Table 1. Quality assessment results for the predefined high/poor quality images  

 High quality  Predefined poor quality 

Original 

Image 

 
(a)    (b)    (c)     (d) 

  
(e)     (f)    (g)     (h) 

Pattern 

Quality  
0.87 0.81 0.84 0.89 0.78 0.14 0.64 0.003 

Table 2. Matching Evaluations for the quality ranked images using the method [19] 

Quality Value PQ�0.3  
0.3 � PQ �
0.5

0.5 � PQ �
0.8

PQ�0.8  

Amount of images  50  151  525  3078  
Matching Accuracy 30%  90.35%  98.86%  99.06%  

4 Conclusions and Future Work 

In the paper, a new quality metrics is proposed for the finger vein quality estimation 
based on the hierarchical vein feature itself, including the major vein pattern quality 
and minor vein quality. The vein pattern quality denotes both the vein uniqueness 
quality to promise the false accept rate and false reject rate for the matching 
performance. The proposed assessment system is also appropriate for other vascular 
images. In the future work, the larger public finger vein database is expected for the 
threshold training, and the novel hierarchical feature will be combined with other 
proper features to improve the accuracy of quality assessment. 
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Abstract. Finger-vein is a promising biometric technique for the identity 
authentication. However, the finger displacement or the illumination variation in 
image capturing may cause bad recognition performance. To overcome these 
limitations, multi-biometric system, an effective method to improve the 
performance, is proposed. In this paper, a new multimodal biometric system based 
on pixel level feature and super-pixel level feature is proposed. First, the pixel level 
feature and the super-pixel level feature are extracted and matched by the Euclidean 
distance respectively. Then, pixel-super-pixel fusing score (PSPFS) is generated by 
the weighted fusion strategy. At last, the PSPFS is used to make the decision. 
Experimental results show that the proposed fusion method not only has better 
performance than the methods using single level feature, but also outperforms the 
fusion methods based on the fusion of two pixel level features. 

Keywords: finger-vein recognition, pixel level feature, super-pixel level feature, 
score-level fusion. 

1 Introduction 

Biometrics, which makes use of biometric traits like faces [1], irises [2], gaits [3], 
fingerprints [4], and veins to identify individuals, has attracted more and more 
attention. Finger-vein recognition [5] is one of the new emerging biometrics and has 
been well studied recently. Compared with other biometric traits, finger-vein has higher 
degree of concealment and security in the identification. Furthermore, compared with 
other vein recognitions, such as, dorsal vein recognition [6], palm vein recognition [7], 
the size of imaging device in finger vein recognition is smaller and the credibility is 
higher. Currently, researchers have developed many kinds of algorithms to improve the 
recognition accuracy. In [8], local binary pattern (LBP) is proposed and applied to the 
finger-vein recognition [9]. In [10], the authors extract the finger-vein pattern from the 
image and take the pattern structure as feature to identify. In [11], the minutiae features, 
including bifurcation points and ending points, which can be used for geometric 
representation of the vein patterns shape, are extracted from these vein patterns.  

However, for finger-vein recognition using single feature, when we capture the 
finger-vein image, the finger displacement variation may cause the large change within 
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class, and the illumination variation result in lower image quality, the large change within 
class and the lower image quality may cause failure to recognition finally. In order to 
enhance the performance of finger-vein recognition, multi-biometric systems are 
employed, [12] exploits finger vein features in local moments, topological structure and 
statistics respectively, and a fusion scheme is adopted for decision making, obtaining a 
good performance rate. Wang and Liu extract the phase and direction texture features for 
combination in feature level fusion, finally a modified Hamming distance is used for 
matching in [13]. Although multi-biometric systems above can achieve high accuracy, 
the actual effects are all subjected to the characteristics of the pixels, which are sensitive 
to the pixel noise. Furthermore, because the complementarity of the pixel level features is 
inadequate, so the fusion effect is not perfect.  

Due to the limitations mentioned above, super-pixel level feature has been proposed 
to overcome the existing problems. The SLIC method [14] clusters pixels into 
perceptually meaningful atomic regions firstly, which can be used to replace the rigid 
structure of the pixel grid, and then the features are computed at the small blob-based 
super-pixels. Super-pixel level features are the rough description of the finger-vein 
image and can overcome shortcoming of the pixel features as well as robust to the noise 
in pixel level. In addition, the super-pixel has its unique advantages, such as, high 
efficiency, homogeneity, and local image consistency, which can improve the 
recognition performance.  

These advantages motivate us to fuse the pixel and the super-pixel level features 
together to make finger-vein more efficient for personal identification. In this paper, we 
propose a new finger-vein recognition method based on the fusion of pixel level and 
super-pixel level features. Extensive experiments show that the proposed method can 
significantly improve recognition performance as well as the universality. 

The rest of this paper is organized as follows: Section 2, the proposed fusion method 
for finger-vein recognition is described. Section 3 presents the experimental result and 
analyses. Finally, Section 4 concludes the paper. 

2 The Proposed Method 

In this section, we describe the proposed fusion method in detail. We first describe the 
preprocessing of finger vein image. Then, different level features are extracted, 
including pixel level features and super-pixel level feature, and each matching score are 
computed. After these steps, the scores are fused by the weighted average strategy. 
Finally, the fused scores are used to make the final decision. Fig.1. shows the block 
diagram of our proposed method.  

 

Fig. 1. The block diagram of the proposed finger vein recognition method 
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2.1 Preprocessing  

Usually, the captured finger-vein images have many problems such as low contrast, 
non-uniformed illumination and background clutter, thus preprocessing is necessary 
for feature extraction and matching. The preprocessing we used mainly includes image 
gray processing, ROI extraction, size and gray normalization. 

Image gray processing: we transform the original 24-bit color image with a size of 
320 240 (as shown in Figure 2(a)) to an 8-bit gray image to reduce the computational 
complexity based on the gray-scale equation.  

ROI extraction: the width and height of the finger region can be obtained based on the 
maximum and minimum abscissa values of the finger profile. A rectangle region can be 
captured based on the width and height (as shown in Figure 2(b)). 

Size and gray normalization: we use the bilinear interpolation for size normalization, 
and the size of the normalized ROI is set to be 96 × 64. In order to extract efficient 
features, gray normalization is used to obtain a uniform gray distribution (as shown in 
Figure 2(c)). 

 1_1.bmp

 

Fig. 2. Example of processing 

2.2 Feature Extraction and Matching 

A.  Pixel Level Features Extraction 
In order to prove that the super-pixel level feature is general, we respectively fuse it 
with three kinds of pixel-level features, including LBP feature representing the whole 
image information, pattern structure (PS) feature denoting the vein pattern and 
minutiae (M) feature with the minutiae information. 

LBP Feature 
The LBP operator is an ordered set of binary values determined by comparing a pixel 
value and values of its neighboring pixels. We use LBP operator [14] to extract a finger 
vein binary codes. And then transform the binary codes into decimal number as LBP 
feature. Lastly we adopt the Euclidean distance to measure dissimilarities between two 
LBP features. 

PS Feature 
The PS feature can be defined as a topology structure of the binary finger vein pattern 
image, as shown in Fig. 3. 
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Fig. 3. Extracted PS feature 

We adopt the following matching method to measure the similarity of two PS 
features, as shown in Equation (1-2). 

        ( , ) ∑ ∑ ( , ) ( , )   (1) 

       , ( , )  (2) 

where,  is a Boolean exclusive-AND operator, M × N is the size of the image.NL and N  denote the number of points in finger-vein image L and K respectively.  

M Feature 
The minutiae consist of cross points and extreme points. For a 3 × 3 block shown in 
Fig.4, if the value of  is 1, and  is greater or equal to 6, which demotes the 
alternate switching frequency from 0 to 1, the point  is seen as the cross point, and if 
the  is equal to 2, the point  is regarded as the extreme point. A  
modified Hausdorff distance (MHD) [11] is adopted to get the M-Score between two 
point sets. 

 

Fig. 4. Example of a 3×3 block 

B. Super-pixel (SP) Feature Extraction 
We introduce the effective algorithm SLIC proposed by [13], to produce super-pixels, 
which clusters pixels in the combined five-dimensional color and image plane space to 
efficiently generate compact, nearly uniform super-pixels. SLIC method produces 
super-pixels at a lower computational cost while achieving a good segmentation 
quality, as shown in Fig. 5. 

 

Fig. 5. Image segmented using SLIC into super-pixels of (approximate) size 65 
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SP feature is extracted from the super-pixel image, as shown in Fig. 4(b). In this 
paper, we extract three super-pixel level features to constitute a three dimensional 
feature vector, which are histogram feature, gradient feature and entropy feature. The 
extractions of these features are as follows: 

Histogram feature: we extract the histograms of each super-pixel block firstly, then, a 
histogram feature vector is generated by these histograms, which will be the first 
dimension of the SP feature. 

Gradient feature: in the first place, the gradient values of each super-pixel block are 
extracted, next a gradient feature vector is generated by these values, that is the second 
dimension of the SP feature. 

Entropy feature: we first extract the entropies of each super-pixel block, next an 
entropy feature vector is generated, which is the third dimension of the SP feature. 

2.3 Score-Level Fusion 

A number of matching scores had been produced in Section 2.2. Since the scores are 
heterogeneous, score normalization is needed to transform these scores into a common 
domain [0,1] to combining them. The different features extracted from the same pattern 
have different effects on recognition, so the scores are fused by the weighted average 
strategy based on the equation (3) and the EER is minimized to obtain the optimum 
weights  . The equation (3) is defined as follow. 

          ∑ ( )   (3) 

3 Experimental Results and Analysis 

3.1 Database  

The experiments were conducted using the self-built finger vein database which was 
collected from 34 individuals. Each individual is asked to provide 30 images for each of 
the index and middle fingers on the both hands. So our database includes 4,080 (34 × 4 
× 30) finger vein images. 

3.2 The Experiment Settings 

In this work, two experiments are designed to evaluate the proposed method: (a) 
Experiment 1 is performed to evaluate the performance of the fusion of super-pixel 
level features with LBP feature, PS feature and M feature respectively. (b) Experiment 
2 compares the fusion of pixel level features and the fusion of super-pixel level and 
pixel level features.  

We perform the experiments in verification and identification mode respectively. In 
verification mode, we get 59,160 (136× ) intra-class matching results and 82,620 
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(68×3×135× 3) interclass matching results. The EER (equal error rate) is used to 
evaluate the verification performance .Closed-set identification experiments were also 
conducted. We use the first 10 finger vein images of each class as test samples and 
randomly select one image from the remaining 20 samples as templates. So, there are 
136 templates and 1,360 (130 × 10) probes in total. We use the recognition rate to 
evaluate the identification performance. 

3.3 Experiment 1 

Firstly, we compare the fusion method of the SP feature and the LBP feature with the 
single SP feature and the single LBP feature separately. The ROC curves are shown in 
Fig. 6(a).The rank one recognition rate and the lowest rank of perfect recognition (i.e., 
the lowest rank when the recognition rate reaches 100%) are listed in Table 1(n.1).From 
the ROC and the Table1 we can see that the fusion method performs better than the 
single LBP-based method and the SP-based method. 
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Fig. 6. The ROC curves in the verification mode 

Table 1. Identification performance by different methods 

n.1 Recognition Rate n.2 Recognition Rate n.3 Recognition Rate 

LBP 96.91% PS 92.21% M 87.72% 

SP 89.78% SP 89.78% SP 89.78% 
Fusion 98.01% Fusion 95.66% Fusion 95.29% 

Secondly, we compare the fusion method of the SP feature and the PS feature with 
the single SP feature and the single LBP feature separately. Their ROC curves are 
shown in Fig. 6 (b). And the rank one recognition rate and the lowest rank of perfect 
recognition are listed in Table 1(n.2). From the experimental results we can see that the 
performance of the fusion method is much better than that of the single PS-based 
method and the SP-based method. 

Thirdly, we compare the fusion method of the SP level feature and the M feature with 
the single minutiae feature and the single SP feature. The ROC curves are shown in Fig. 6 
(c). The rank one recognition rate and the lowest rank of perfect recognition are listed in 
Table 1(n.3). From the experimental results we can see that the fusion method is much 
better than that of the single M-based method and the SP-based method. 
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3.4 Experiment 2 

In this experiment, we evaluate the performance of the fusions of two random pixel 
level features, and compare the proposed fusion method and the fusion in pixel level. 
Fig.6 shows the comparison between pixel level fusion method and single pixel level 
feature base on the EER conditions. The verification performance by different methods 
is listed in Table 2. From Fig.7 and Table 2, we can see that among these methods, the 
first two fusion methods give higher performance result in recognition, however, the 
third is lower than the single feature and it is apparent that the fusion method based on 
the pixel feature and the super-pixel level features, not only has good performance than 
methods based single feature, but also outperforms the pixel-pixel fusion methods. 

 

Fig. 7. Comparison of EER between fusion methods and the single-feature methods 

Table 2. EER of different fusion methods 

LBP(0.0373)+ PS(0.0720)+ M(0.1036)+ 

LBP+M 0.0453 PS+M 0.0354 M+LBP 0.0453 
LBP+PS 0.0270 PS+ LBP 0.0270 M+PS 0.0354 
LBP+SP 0.0239 PS+SP 0.0156 M+SP 0.0348 

4 Conclusions and Future Work 

In this paper, we propose a novel finger-vein recognition method based on the 
score-level fusion of pixel and super-pixel level feature. The experimental results show 
the superior performance of our method in comparison with the methods based single 
feature as well as the fusions in pixel level. The advantages of our method can be 
summarized as follows: (1) Pixel level feature can describe the details of the finger-vein 
image. (2) Super-pixel level feature can descript the rough feature of the image and it is 
highly robust to the pixel noise. (3) The features in two level have great 
complementary, so their fusion can improve the recognition performance greatly. 

In the future, the research is planned to focus on two aspects: one is the exploration 
of the super-pixel segmentation algorithm that is most suitable for the finger-vein; the 
other is the choice of the effective and complementary super-pixel level features of 
finger-vein image. 
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Abstract. In this paper, we describe the reflection-type finger-vein im-
age database named by CFVD for biometrics research, including its
acquisition, contents and evaluation baseline. The main contributions
of this work include the following points: providing the worldwide re-
searchers with reflection-type finger-vein recognition uniform database
and ground-truth evaluation baseline. Currently, the CFVD database
contains 1345 images of 130 fingers from 13 individuals ( 10 males and 3
females ). Based on this database, the researchers can evaluate the per-
formance of their algorithms for reflection-type finger-vein recognition.
As the first reflection-type finger-vein image database available in the
public domain, we believe that it will promote the development of finger-
vein recognition techniques. We are keeping enlarging this database by
including the finger-vein data of additional people.

Keywords: Reflection-type finger-vein recognition, biometrics, perfor-
mance evaluation.

1 Introduction

Personal identification technology is becoming more and more important in ev-
eryday life. Traditionally, the authentication mode such as key, password, IC
card are not safe enough because they could be lost or easily forgotten. To en-
sure higher security, biometric technology has been applied to a wide range of
systems including door control systems, attendance systems and PC login.

Biometrics relies on the automated identification or verification of an indi-
vidual based on unique physiological or behavioral characteristics. Physiological
characteristics refer to inherited traits that are formed in the early embryonic
stages of human development. It has high security and reliability because biomet-
ric features are hard to replicate and stolen. As well as security, the convenience
of biometric verification system is becoming more and more popular [1].
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Biometric characteristics include fingerprint, face, iris, retina, signature, gait,
voice, hand vein, hand or finger geometry and DNA information, while finger-
print, face, iris and signature are considered as traditional ones. Vein pattern is
the network of blood vessels beneath person’s skin. The idea using vein patterns
as a form of biometric technology was first proposed in 1992, while researchers
only paid attentions to vein authentication in last ten years [2]. Finger vein
recognition [3] is a new biometric identification technology using the fact that
different person has a different finger vein pattern.

Finger veins are subcutaneous structures that randomly construct a network
and spread along a finger. Finger vein patterns are sufficiently different across
individuals, and they are stable unaffected by ageing and no significant change
in adults by observing. It is believed that the patterns of blood vein are unique
to every individual, even among twins [3].

Contrasting with other biometric traits, such as face or fingerprint, finger vein
patterns provide a really specific that they are hidden inside of human body distin-
guishing them from other forms which are captured externally. On the other hand,
finger veins are internal, thus this characteristic makes the systems highly secure,
and they are not affected by the situation of the outer skin and easy to be captured.

Much progress on finger-vein biometrics has been made in the past few years.
There are mainly two approaches for acquiring the finger-vein images,
transmission-type and reflection-type. The transmission-type finger-vein image
capturing device uses the transmission light for imaging and the reflection-type
device captures the images by reflection light, which can be illustrated in Fig. 1.
However, this field remains a research area far from maturity, and its applica-
tions are still limited in controllable environments. Especially, the current research
mainly focus on transmission-type [4,5,6]. Actually, many applications requires
the reflection-type finger-vein recognition which has a smaller size and can be
easily integrated in embedded systems. Therefore, it is becoming more and more
significant to discover the bottleneck and the valuable future research topics by
evaluating and comparing the potential finger-vein recognition technologies ex-
haustively and objectively.

Aiming at these goals, large-scale and diverse finger-vein image databases
are obviously one of the basic requirements. However, to our best knowledge, al-
though some transmission-type finger-vein image databases have been published,
so far there is no public reflection-type finger-vein image databases with common
evaluation baselines for this biometric researching. To complement the existing
resource finger-vein research, we design and construct a large-scale reflection-
type finger-vein image database — the CFVD finger-vein image database which
covers subjects various in age, sex and work, under the different ambient light-
ing, different backgrounds. Currently, it contains 1345 images of 13 individuals
(10 males and 3 females).

CFVD database has advantages both in the quality of finger-vein images and
in a number of controlled variations of the recording conditions, which facili-
tate the training and evaluating all kinds of finger-vein recognition algorithms,
particularly those statistical-based learning techniques.
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Fig. 1. Acquiring finger-vein images by Transmission-type (left) and reflection-type
(right)

This paper describes the design, collection, and characters of the CFVD
database in detail. In addition, the evaluation protocols for finger-vein recog-
nition based on CFVD are presented to regulate the potential future evaluation
among different finger-vein recognition algorithms in combination with the dif-
ferent preprocessing methods.

2 Image Acquisition

A special device with reflection light was developed to obtain near-infrared (NIR)
finger-vein images. This device is illustrated in Fig. 2.

Fig. 2. The structure of our reflection-type finger-vein image capturing system

The device includes the following modules: camera with a resolution of 640
pixels × 480 pixels, optical filters (maintains the wavelength more than 850nm),
and an NIR light source with its wavelength at 850nm. Fig. 3 shows the captured
image.

3 Design of the CFVD

We constructed the reflection-type finger-vein image database for the perfor-
mance evaluation of the recognition algorithm with a limited rotation degree
(less than or equal to 30◦), which accounts for light finger curl, and uses unfixed
scale by using our capturing device introduced in Section 2.
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Fig. 3. The finger-vein images captured by our acquisition device

Two collection sessions were arranged, with a break of 30 days between the
first and second sessions. A total of 12 subjects enrolled in the first collection
session, of which 6 returned for the second session. Subjects mainly came from
Shandong University, primarily undergraduate students and a small number of
faculty and staff members. The demographic information of participating sub-
jects in terms of gender, ethnicity, and age are summarized in Table 1.

Table 1. The demographic information of participating subjects

Gender Ethnicity Age

Male Female Native Foreign 20− 30 30− 40 40− 50 > 50

10 3 13 0 12 1 0 0

In both collection sessions, male subjects accounted for about two-thirds of
the total number of subjects, partially because that the majority of subjects
were students from engineering and science departments. The distribution of
gender groups is similar to that of the overall Shandong University enrollment.
The age demographics are dominated by the younger groups, which is typical
for a college population.

The current database contains the reflection-type finger-vein images of the
forefinger, middle finger, little finger, two fingers including forefinger and middle
finger, and three fingers including forefinger middle finger and ring finger of both
hands from 13 subjects. For each partition, many images were captured at differ-
ent times. A total of 1345 samples were collected for the database. Fig. 4 presents
some examples of reflection-type finger vein images from different subjects that
can be found in the database. Given that every finger is suitable for personal
identification, the finger vein images from various fingers can be considered to
be from different individuals in the experiments.

In the CFVD database, the name of each image folder indicates the identity
of the subject and the filename of each image show the majority of the per-
sonal information of that image such as individual identifier, gender and finger
identifier. Its format is JPEG. The image resolution is 640× 480.
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Fig. 4. Samples of reflection-type finger vein images from different subjects in the
database

4 Evaluation Protocol

Even based on the same finger-vein image database, there are many possible
methods to evaluate a specific recognition method. To facilitate the comparisons
among the results of different methods, a standard evaluation protocol accom-
panying with the database is proposed in this paper.

Commonly, the tasks of finger-vein recognition can be classified as two mod-
els, identification and verification. According to applications, CFVD evaluation
protocol focus on verification. For a verification task, the system needs to tell
whether the claimed identity is that of the input finger-vein image by matching
it against the prototypes of the claimed identity.

So firstly, the gallery set, the training set and the testing set are defined.
The gallery set contains the images of known individuals that will be used for
matching with the probe images. In the evaluation protocol, the gallery set
consists of 390 images of the 130 fingers, with each subject having thirty images.
Then, the training set is formed from the images from gallery set, which is used
for those statistic learning methods training procedure. We construct a training
set containing 130 images of 13 subjects in the CFVD database.

At last, the testing set is a collection of probe images of unknown individuals
that need to be recognized, which is constructed by the residual images expect
those of gallery set.

In our evaluation protocol, for the verification task, each image in a testing
set is matched against all the images in the gallery set. By accumulating the
false positives and false negatives for a specific threshold, the false-reject and
false-accept rates can be estimated for that testing set. By moving the threshold
over all possible values, the receiver operating characteristic curve for each probe
set will be generated.

The CFVD database will be public for all research groups soon. Now the
CFVD database is not perfect enough, and there is still much work to do, for
example the sample size is still small and there is not much diversity in age.
We will continue to enrich the CFVD database next. Everyone can acquire the
CFVD database through our website soon.
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5 Conclusions

In this paper, we describe the reflection-type finger-vein image capturing device
setup, the contents of the CFVD reflection-type finger-vein image database and
the evaluation protocol based on this database.

The main characteristics of the CFVD reflection-type finger-vein database
lie in three aspects: 1) the reflection-type finger-vein images, consisting of 1345
images of 13 subjects with different ages and different sexes; 2) the captured
images are with the same light source and same imaging sensor, but different
capture conditions; and 3) In image capturing scenario, the fingers are allowed to
be located with different degrees, so that the reflection-type finger-vein images
contained in this database have varying positions.

With the proposed evaluation protocol, some experimental results according
to the two common recognition methods have been reported on the database,
which demonstrate the usefulness of CFVD on showing the strengths and weak-
nesses of different algorithms.

The size of the database is still relatively small. We are keeping expanding
it by collecting the finger-vein data of additional people. We believe that this
database, as the first reflection-type finger-vein image database available in the
public domain, will promote the literature of finger-vein recognition.
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Abstract. This paper proposes a new rotation correction based method to ex-
tract regions of interest (ROI) from non-contact finger vein images. Firstly, fin-
ger median lines and image center points are used to make rotation correction. 
Then the arc diameter of fingertips is introduced to locate and determine sizes 
of ROI .Finally, do the size normalization. It is proved by experiments that the 
algorithm can effectively eliminate the finger vein image rotation and transla-
tion to some extent, and it is still efficient when the light is uneven to a certain 
degree or images are not clear enough. That is to say, this algorithm has high 
accuracy and is robust at the same time. 

Keywords. image processing, finger-vein images, regions of interest (ROI), ro-
tation correction. 

1 Introduction 

In a finger vein recognition system for non-contact acquisition, people tested will not 
have to touch the collecting device with their fingers. So, it can protect people from 
data legacy and produces no discomfort, which makes it quite acceptable. 

There is less research on the ROI extraction for non-contact finger-vein images. In [1-
2] the ROI of finger-vein images were efficiently extracted, but nonlinear factors, for 
example, rotation, which would probably happen when fingers are naturally placed, 
were not taken into account in these two methods ,so the extracting accuracy wouldn’t 
be stable. And extraction methods of palmprint [3] , palm vein [4] and hand vein [5] 
images mostly rely on auxiliary locating device. Although Han et al [6] proposed a non-
contact expanded method to extract the ROI of palmprint samples, then Li Qiang [7] 
successfully applied it to the non-contact expanded ROI extraction for hand veins, it 
was expected that samples should be obviously webbed. However, fingers are too 
slender and straight to meet the prerequisite of this method, that is to say, it is not proper 
to introduced this technique to determining the ROI of finger-vein images. 

In this regard, in [8] it proposed to make rotation correction on the base of the finger 
centre of mass and the midpoint of the line segment which is formed by the last column 
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pixels of the finger contour. Then with the help of the projection values of each column 
pixels in the vertical direction, it located the first knuckle to determine the ROI of fin-
ger-vein images. This algorithm is effective to extract the ROI of non-contact finger-
vein samples, and it can overcome rotation and translation to a certain extent. However, 
when illumination is uneven or images are not clear enough, it can only get inaccurate 
ROI images. For this consideration, the paper made some improvements and put up 
with a new extracting method in which the finger median and the middle center of im-
ages were exploited to make rotation and transformation correction, and the diameter of 
fingertip arc was used to acquire positioning point to determine ROI.  

Experiments have proven that the new technique performs very well, which is re-
flected in the following three aspects: 1) This non-contact finger-vein ROI extraction 
method can effectively eliminate a certain degree’s rotation and translation transfor-
mation. 2) This non-contact finger-vein ROI extraction method has good robustness 
for uneven illumination and poor image quality to some extent. 3) The ROI position-
ing accuracy can meet the requirements in Identification tasks. 

2 Rotation Correction 

Non-contact acquisition for finger veins results in no fixed bolt constraints , so fingers 
are naturally placed, in other words, different samples of the same finger vary from 
each other in the horizontal offset and the rotational angle. Therefore, we need to 
rotate finger images to the horizontal before positioning ROI steps. 

Fig.1 shows the complete finger regions according to literature [8] and [9]. The fol-
lowing steps of this paper were conducted in images of this type. 

           

(a). Finger upward sloping     (b). Finger downward sloping   (c). Basically horizontal finger 

Fig. 1. Random deflection of fingers 

As can be seen in Fig.1, non-contact finger images are randomly deflected, so rota-
tion correction is indispensable. Rotation angles of the finger-vein samples can be 
obtained by the slope of the finger medians. In binary finger images, the finger con-
tour is made up with edge points, and the finger median is made up with midpoints of 
the upper and the lower points in finger contour, which can be connected and approx-
imately fit a straight line . So the slope sign of this line determines the rotation direc-
tion and the slope value determines the rotation angle. 

Finger median can be obtained by least square fitting, figure 2 shows the distribu-
tion of median points and the fitting line. As a mathematical optimization algorithm, 
the least square method is adopted to find the best solution by minimizing the square 
error sum between the obtained data and the actual data. As for the linear equation 
fitting, it means to acquire the best value of the Intercept , a , and the slope, b , 
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when the square error sum function reached a minimum value, in which the square 
error is between the indeterminate equation and a set of data elements which are sup-
posed to fit the linear equation. 

 
 
 
 

 

Fig. 2. Line fitting of finger median 

An assumed linear equation is expressed as: 

 y a bx= +  (1) 

a and b can be calculated by the Equation (2):  
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a  is the intercept and b  is the slope of the line, so the direction and the value of 

rotation angle needed can be obtained by calculating the sign and value of b , that is, 

the lockwise rotation angle should be 1=tan bθ − . 
The next step is to adjust fingers to the horizontal direction in accordance with  

image rotation algorithms. To rotate the image is to make all points roll around a ref-
erence point about a fixed angle, and usually the center position is selected as the 
reference point. The image rotation has a fundamental property as follows---- relative-
ly to the reference point, every point is in the same distance as before rotating. Stick 
to this, then we can seek out the corresponding relationship of coordinate points. 

The first step of image rotation is to moving the origin of the image coordinate sys-
tem from the lower left corner to the image center, that’s because the image center is 
taken as the reference point of rotation. If there is an image whose width is w and 

height is h, and a point in it which is expressed as ( )0 0,x y  in the original coordinate 

system X’O’Y’ and expressed as ( )1 1,x y  in the new coordinate system XOY, then 

there are: 
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 1 0 1 0/ 2; / 2x x w y y h= − = −  (4) 

We assume that the image needs rotating clockwise. When point 1 1( , )A x y  rolls 

clockwise around the origin to point 2 2( , )B x y , 2c  is the clockwise rotation angle 

and 2c θ= . According to the fundamental property of rotation , the distance from B 

to the origin is the same as that from A which equals to r (Fig.3). 

 

Fig. 3. Description of image rotation 

Before rotation, there are 1 1 1 1cos ; sinx r c y r c= = , after rotating the angle of 2c : 

 2 1 2 1 2 1 2 1 2 1 2cos( ) cos cos sin sin cos sinx r c c r c c r c c x c y c= − = + = +  (5) 

2 1 2 1 2 1 2 1 2 1 2sin( ) sin cos cos sin sin cosy r c c r c c r c c x c y c= − = − = − +  (6) 

But the new coordinates ( )2 2,x y  are in the new coordinate system, they should be 

converted to the original: 

 3 2 3 2/ 2; / 2x x w y y h= + = +  (7) 

After image rotation the size changes, set the excess pixels to black, so we get 
the rotation corrected finger region of Fig. 4. 

           

           (a).                               (b).                              (c). 

Fig. 4. Finger region after rotation correction 
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3 Determination of the ROI of Finger-Vein Images 

Compared to fingertip and finger root, fingers veins are relatively clear and distin-
guishable in the middle part, so it would help to classify if we take this region as ROI 
and extract features from it. 

Literature [8] located the first knuckle to determine the ROI through seeking the 
maximum value of the sum of column pixels. This is due to more infrared light gets 
through joints than muscles, and the muscles at the first knuckle are thinner than those 
at the second one. 

Figure 5 shows the projection curves in the column direction of different finger-
vein images, it can be seen that when the light is well-distributed and the image is of 
high quality, the projection curve will have two distinct peaks and the second peak is 
not as tall as the first one (the first case), only in this circumstance the method in [8] 
can ideally locate the first knuckle point; when light is uneven and pixels of fingertip 
are very bright which may form another peak higher than the first knuckle (the second 
case) or the projection curve of low-quality image has none or more than two peaks 
curve (the third case), the method in [8] will locate ROI with great inaccuracy. 

          

 

       (a). The first case             (b). The second case            (c). The third case 

Fig. 5. Finger-vein images and projection curves in column direction 

In this regard, this paper promoted to determine the ROI through the fingertip arc 
diameters. Fingers are of different thickness, so the arc diameter of fingertips is dif-
ferent. In addition, fingertips approximate arcs and the arc diameter is close to the 
first knuckle position, so locating ROI with the diameter of fingertip arcs is feasible. 

The fingertip radius can be obtained through a rough estimation and accurate cal-
culation method. 

Rough estimation: In the finger region after rotation correction, the left point of 
finger median is taken as the start and the circle centre is laid on the finger median, so 
the distance between the start and the center of the circle is the radius. From the start, 
move the centre along the finger median, and the radius will increase. When the circle 
is exceeding the finger contour, we can get the maximum estimated value of the  
radius. 



 A New ROI Extraction Method of Non-contact Finger Vein Images 293 

Accurate calculation: From rough estimation, we can get the points of the roughly 
estimated arc, then the arc radius can be exactly calculated through circle fitting. Fig.6 
is a schematic view of the calculating process. 

 

              
                  (a). Rough estimation                  (b). Circle fitting  

Fig. 6. Tthe calculation of fingertip radius 

Circle fitting of the fingertip arc is solved in the least squares optimization algorithm, 

too. Assuming a point on the arc, ( ),X Y , satisfies the circle equation: 

 2 2 2( ) ( )R X A Y B= − + −  (8) 

A，B，R  can be calculated by the following formula: 
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4

2 2 2

a b
A B R a b c= − = − = + −， ，  (9) 

In the formula above, there are: 
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In the finger region after rotation correction, the left point of finger median is taken as 
the start and the left dividing line of the ROI can be represented as 1: 2L x R= ∗ . 
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So the right dividing line is 2 : 2L x R d= ∗ + , Where d represents the horizontal 
length of the extracted ROI. According to statistics, the finger region after rotation 
correction is about 200 pixels in length and the fingertip diameter is about 50. Assum-
ing to remove the same length in finger root, then the finger left would be about 100, 
so here d is taken as 100. 

 

 

(a). Determinatting the size of ROI 

       

(b). Finger-vein ROI 

Fig. 7. The ROI of finger-vein images 

In the contour image, considering the region between 1L  and 2L , the vertical 
width of ROI region is determinate by the minimum and the maximum vertical value 
of the finger contour. As shown in Fig.7, that rectangle surrounded by the four lines is 
the ROI. 

The analysis of finger-vein images indicates that the height of finger-vein ROI im-
ages is about 60 pixels, therefore, the ROI are height normalizd to 60. 

4 Experimental Results and Analysis 

All the experiments were taken on the finger-vein database of our laboratory, which 
contains 105 5×  images (105 people, each person's index finger has been taken 
photos of for 5 times). Extract complete finger images according to the literature [8] 
and [9], and use the method in this paper to extract ROI and normalize them to 
100 60× . Then we did experiments and comparative analysis as follows. 

4.1 Experimental Analysis of Rotation and Translation Transformation 

There is an obvious relationship of rotation and translation between vein images of 
the same finger image. Due to the paper’s space limit, we only select three pairs to 
specify the performance against rotation and translation of our technique, which are 
described in Fig.8: The first pair has obvious rotation transformation, the second has 
apparent rotation and translation, and the third one has significant rotation with a little 
translation. 



 A New ROI Extraction Method of Non-contact Finger Vein Images 295 

         

         

(a).                               (b).                         (c). 

Fig. 8. Samples of rotation and translation 

Fig.9 shows their extracted ROI according to this paper’s method, it can be seen 
that there is little difference between ROI of the same finger in spite of rotation or 
translation transformation. This indicates that using this extracting method, the rota-
tion and translation to a certain degree will not cause great difference in ROI, that is, 
this extracting method can greatly reduce the possibility of rejection or misrecognition 
caused by rotation and translation transformation—It has great robustness to rotation 
and translation. 

                         

                         

           (a).                             (b).                            (c). 

Fig. 9. ROI of rotation and translation samples 

4.2 Experimental Analysis of Uneven Illumination and Poor- Quality Images 

Section 2 describes if the literature [8] method was used in the situation of illumina-
tion unevenness and poor- quality images, we could not get accurate ROI. Do the 
same experiments as Fig.5 with method in this paper, and Fig.10 shows the results. 
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              (a).                           (b).                          (c).  

Fig. 10. Samples in Fig.5 and ROI with method in this paper 

Fig.10 shows that the proposed method performs very well not only when the illu-
mination is well-distributed and the quality of images is fine (the first case) but also in 
the situation of uneven illumination (the second case) or poor quality images (the 
third case). The application has been improved by this method. 

4.3 Experimental Analysis of the Identification Precision 

In order to verify the ROI extraction accuracy can meet the recognition requirements, 
1: 1 validation and 1: N identification experiments were respectively done on the ROI 
regions extracted with method of this paper and the whole finger regions. Four of the 
five images of every finger were randomly chosen to constitute a training base, and 
the image left was the test object. Based on traditional NMF feature extraction me-
thod and the nearest neighbor classifier, we did experiments when the dimension of 
features was 16, 25 or 36, whose results are shown in Table 1. 

Table 1. Comparison of recognition accuracy between the whole finger and the ROI 

 Image of the whole finger Image of the ROI 

Dimension of features 16 25 36 16 25 36 

Validation Accuracy % 89.52 93.42 94.30 89.91 94.30 94.88 

Classification Accuracy % 83.81 88.57 90.48 86.67 91.43 94.29 

 
As can be seen from Table 1, in the same dimension, the validation experiment ac-

curacy of ROI is about one percent more than that of the whole finger, and the classi-
fication experiment accuracy of ROI is nearly 4 percent higher. This obviously shows 
that the proposed method has a great advantage in extracting ROI and it can meet the 
requirements of the subsequent recognition task. In addition, tests using the ROI need 
less time and memory capacity than using a full finger region. 

So we conclude that this method can effectively eliminate the finger vein image ro-
tation and translation to some extent, and it is still efficient when the light is uneven to 
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a certain degree or images are not clear enough. That is to say, this algorithm has high 
accuracy and is robust at the same time. 
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Abstract. To improve the efficiency of finger-vein recognition system
over a large database, this paper proposed a level-based framework for
automatically categorizing finger-vein images. The proposed framework
consists of two layers. The first is based on appearance features, and
the second is based on content features. In each layer, an improved k-
means algorithm is employed for clustering finger-vein images. Finally,the
POC (Phase-Only-Correction) algorithm is applied for image matching.
Experimental results demonstrate that the proposed method exhibits an
exciting performance in recognition efficiency improvement.

Keywords: Finger-vein image, clustering, hierarchal method, classifi-
cation.

1 Introduction

As a new biometric trait for personal verification in security, the finger-vein trait
exhibits some excellent advantages in liveness, anti-counterfeiting and friend-
liness apart from uniqueness, universality, permanence and measurability. So
finger-vein recognition has been viewed as a promising technology in personal
identification [1], [2], [3], [4], [8], [10], [11].

The matching efficiency, besides the accuracy, always should be addressed for
any biometric system in the real situation, especially for some real applications
(e.g., airport security, the national borders or criminal investigation). To improve
the matching efficiency, categorizing the enrolled biometric images often is a
desirable strategy in practice. In this paper, a meaningful attempt is made for
automatic finger-vein image categorization. Compared with traditional finger-
vein recognition system, a test finger-vein image will be matched with the finger-
vein images in its category, which is helpful for greatly reducing the matching
cost in the recognition process.

To improve the efficiency of a recognition system, many previous works that
can automatically classify some traditional biometric traits have been done(e.g.,
fingerprint, iris, palmprint, etc.). Fadzilah [5] gives a review in this aspect (i.e.
heuristic approach, syntactic approach, neural approach, statistical approach),
which have been applied to the fingerprint classification. Arun and Manisha [6]
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use the anatomical structures of iris for iris categorization. Xiang [7] reports a
method that using palm print lines for palmprint image classification. Unfor-
tunately, no attentions have been paid to categorize finger-vein images in the
current literature. To achieve finger-vein image classification, two main issues
should be addressed.

1. Unlike fingerprint which can be classified into five categories: whorl, right
loop, left loop, arch, and tented arch by its ridge line feature, the finger-vein
images are difficult in categorization based on their visual information.

2. It is difficult to find a statistic feature which can easily divide the finger-vein
images into several classes with large interclass variation and small intraclass
variation.

To solve the problems mentioned above, a novel finger-vein classification al-
gorithm is introduced in this paper which can improve the efficiency of a finger-
vein recognition system. Before describing the proposed method in detail, some
finger-vein image samples are listed in Fig. 1. These ROI images are extracted
from their original images which are captured using a homemade finger-vein
acquisition system, which is detailed in [8], [9].

Fig. 1. ROIs of some finger-vein image samples

From Fig. 1, we can clearly see that the finger-vein images vary in their ap-
pearance and content. Moreover, whether the images look bright or dark in their
appearance, the finger-vein image contents, which are determined by vein struc-
tures, also vary in vessel network complexity. Therefore, for finger-vein images,
the appearance property is independent of the content property. Inspired by
this observation, a hierarchal framework is proposed here for finger-vein image
categorization, as shown in Fig. 2.

In this framework, the appearance and content features of finger-vein images
are respectively used for the first and second level classification. In this way,m cat-
egorizations can be achieved for a finger-vein image database. Unlike fingerprint
classification, the supervisedmethods are obviously undesirable for finger-vein im-
age clustering. An unsupervisedmethod based on an improved k-means clustering
algorithm is therefore used here in finger-vein image categorization process.
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Level 1

Database

Class 1 Class n

Subclass 1 Subclass i Subclass j Subclass m

Level 2

Fig. 2. A hierarchal framework for finger-vein image categorization

The rest of the paper is organized as follows, Section 2 describes the features
used for image clustering. The experiment results are reported in Section 3, and
some conclusions are described in Section 4.

2 Feature Analysis

Feature extraction is an important step for a biometric recognition system. Find-
ing appropriate features of the finger-vein images (e.g. Luminance, texture, ge-
ometry, networks etc.) also is an essential part for finger-vein image clustering.
For multiple level finger-vein image categorization, two important issues should
be considered: 1) The dimension of feature vector should not be very large for
reducing the computation and memory cost in training and classifying; 2) The
features should be robustly to noise, rotation and translation.

Currently, many methods have been proposed for finger-vein feature extrac-
tion [2], [3], These methods are useful in finger-vein feature analysis. But for
finger-vein image clustering, we should extract some features considering their
clustering properties in multiple level, as shown in Fig. 2. So, the following ap-
pearance and content features are used here for finger-vein image cluster analysis.

2.1 Appearance-Based Feature

Due to the differences of fingers in fat, thickness, vein distribution and shape, the
appearances of finger-vein images are different in practice, as shown in Fig. 1.
So the image appearance features are chosen as the first level feature for finger-
vein image clustering. Some finger-vein image quality evaluation methods have
been proposed [10], [11]. Here, three image features, the gradient, image contrast
and information entropy, are used for finger-vein image quality evaluation. The
image clarity is described as

G =
1

(M − 1) ∗ (N − 1)

M∑
i=1

N∑
j=1

√
f2

x(i, j) +f2
y (i, j) (1)
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where M is the number of row and N is the number of column, f2
x(i, j) repre-

sents the horizontal gradient and f2
y (i, j) is the vertical gradient.

The image contrast is given by

C =
1

(M) ∗ (N)

√√√√ M∑
i=1

N∑
j=1

(f(i, j)− f)2 (2)

where f(i, j) represents grey value of a pixel and f is the average value of the
whole image.

The information entropy is described as

S = −
255∑
k=0

P (k) log2 P (k) (3)

where P (k) represents the probability that pixels in the kth grey-level in an
image.

2.2 Content-Based Feature

The specific ridge texture is one of the main content-based features in finger-
vein image. Gabor filter is powerful in capturing specific texture information
in images. Since the finger-vein appear ridges in images, the even-symmetric
Gabor filter is used to exploit the content features determined by the finger-vein
networks. The even-symmetric Gabor filter is represented as

Ge
k (x, y, θk, f) =

1

2πσ2
xσ

2
y

exp

{
−1

2

(
x2
θk

σ2
x

+
y2θk
σ2
y

)}
cos(2πfxθk) (4)

where [
xθk

yθk

]
=

[
sin θk cos θk

− cos θk sin θk

] [
x
y

]
, ĵ =

√−1 (5)

where k(= 1, 2, · · · , 8) is the orientation index, θk(= kπ/8 denotes the kth ori-
entation, and f is the center frequency. Here, a bank of even-symmetric Gabor
filter with eight orientations is used to filter finger-vein images. Assuming that
I(x, y) denote a finger-vein image, Fk(x, y) denote a filtered I(x, y) in the kth
orientation, we can obtain

Fk(x, y) = Ge
k (x, y, θk, f) ∗ I(x, y) (6)

where ∗ denotes convolution operation in tow dimensions. Thus, for a finger-vein
image, eight filtered images are generated by Gabor filters.

Some results are shown in Fig.3, we can see from Fig.3 that the filtered im-
ages vary with orientations. So, an 8-dimensional vector based on the statistical
information of the filtered images is constructed for finger-vein image roughly
classification,

E = [e1, · · · , ek, · · · , e8]T , (7)
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0 22.5 45 67.5

90 112.5 135 157.5

Fig. 3. The filtered images with eight orientations

where

ek =
1

M ∗N
M∑
i=1

N∑
j=1

Fk(i, j)
2

(8)

where M is the number of row and N is number of column.

3 Experiments

In this section, the used image database contains 4000 finger-vein images from
400 individuals. Each individual contributes 10 finger-vein images of the right
forefinger. The captured finger-vein images are 8-bit gray images with a resolu-
tion of 320 × 240, and all segmented ROIs are resized to 80 × 160 considering
finger variations in profile and size.

3.1 Clustering Number Selection

Due to no prior categorization information, the finger-vein images should be au-
tomatically clustered under an unsupervised learning scheme. Here, an improved
k-means algorithm [12] is used to implement clustering procedure, and the sil-
houette index is selected to test the validity of clustering. The silhouette index
can report the variability of clusters in interclass and intraclass level. The higher
values of the silhouette indexes are, the better the clustering results are. The
silhouette index is defined as

Sil(i) =
b(i)− a(i)

max{a(i), b(i)} (9)

where a(i) represents the average distance between ith pattern and its intraclass
patterns, and b(i) represents the average distance of between ith pattern and
its all interclass patterns. The Silhouette indexes of clustering results on the
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Fig. 4. The variations of the silhouette indexes with different class number for different
features. (a) Appearance-based features. (b) Content-based features.

Table 1. The correct classification rates on the appearance-based and content-based
features

CCRs
class number appearance-based features content-based features

2 99.5% 99%

3 97.54% 97.92%

4 95.42% 78.92%

appearance-based features and the content-based features are respectively shown
in Fig. 4(a) and Fig. 4(b).

From Fig. 4(a) and Fig. 4(b), we can see that the silhouette index values of
the appearance-based features and the content-based features are the biggest
when the clustering number is two. To evaluate the correct rate of classification
whether will be affected by increasing the class number or not, we first use k-
means to cluster 400 different finger-vein images from 400 individuals into two,
three and four classes respectively based on the appearance-based and content-
based features. Then, a nonlinear kernel SVM classifier [13] is used to evaluate
the classification results. The correct classification rates (CCRs) of SVM is listed
in Table 1. From Table 1, we can see that the CCRs obviously decrease with
increasing the cluster numbers. So the accuracy of a finger-vein based system
will reduce with increasing the number of categories in this manner.

3.2 The Valuation of the Proposed Hierarchical Model

Considering the appearance-based features and the content-based features are
independent, two layer hierarchical model, as shown in Fig. 2, is desirable to
increase the class number as well as reduce matching cost in practice. According
to the results from Fig. 4(a) and Fig. 4(b), the final categorization number m is
four, where the appearance-based features are used as the first layer classifica-
tion, and the content-based features are used as the second layer classification.
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Table 2. The correct classification rates of the proposed framework

CCRs
Training samples level 1 level 2 The proposed framwork

200*6 100% 99% 99%

400*6 99.5% 98.75% 98.75%

Table 3. Results from the different matching plane

Method T(s) EER

POC 3.299 0.211

POC+proposed 1.6731 0.191

To evaluate the performance of the proposed hierarchical model in finger-
vein classification, we respectively extract three images from 200, 400 individual
fingers as training samples and six images as testing samples. Using different
SVMs as classifiers, the CCRs of each level classifier and our classify systems
based hierarchal framework are listed in Table 2.

Using the proposed framework for classification, the error rates of each level
will accumulate. From Table 2, we can see that the CCR of the proposed hierar-
chal framework system is lower than that of each level. But, compared Table 2
with Table 1, we can clearly see that the CCRs of the proposed framework are
obviously higher than those of the appearance-based features and the content-
based features when the cluster number is four. So, the experimental results
show that the proposed method has a good performance in classifying finger-
vein images.

To evaluate the efficiency of the proposed method in finger-vein matching, the
Phase Only Correlation (POC) measure [14] is applied here for image matching.
The proposed algorithm is implemented using MATLAB R2010a on a standard
desktop PC which is equipped with a Core i3, CPU 2.7 GHz and 2 GB RAM.

For the proposed framework, the matching time is computed by averaging
the matching time in each sample categorization because the sample numbers of
different classes are different. The time costs for implementing a matching using
the proposed method and the traditional matching method are listed in Table 3.
Table 3 shows that the proposed method can reduce the matching time to 49.28%
compared with traditional POC matching scheme. Hence, the proposed method
has a good performance in reducing the matching cost.

4 Conclusion

In this paper, the proposed method could effectively classify the finger-vein im-
ages with high CCRs and improve the recognition efficiency. In future, more
reliable finger-vein features will be explored for better categorizing finger-vein
images. Besides, the performance of algorithm in large scale finger-vein database
is still to be proved.
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Abstract. One major factor of finger vein authentication performance variability 
is the difference in the recognizability of different users. It may be effective to 
enhance the authentication performance by improving the recognizability of each 
user. In this paper, we determine a specific threshold for each user to carry out 
identity authentication, comparing to the traditional common threshold. The 
user-specific threshold is calculated according to user’s impostor matching 
scores. We compare the authentication performances of the common threshold 
and the user-specific threshold respectively in the verification mode and the 
recognition mode. The experiments perform on our self-built finger vein 
database, and experimental results show that the user-specific threshold 
possesses promising advantage in finger vein authentication. 

Keywords: Finger vein authentication, user-specific threshold. 

1 Introduction  

Biometrics makes use of personal physiological and/or behavioral characteristics to 
automatically recognize individual. In recent years, a new physiological 
characteristics-based biometrics technique finger vein, which uses vein patterns in 
human finger to authenticate, attracts increasing attentions from the biometrics research 
communities. Compared with other biometric authentication techniques, e.g., faces, 
irises, fingerprints, voices and etc., finger vein has obvious advantages in living-body 
identification, noninvasive and noncontact image capture, and high security [9]. 

Robustness of algorithm and recognizability of user are two main factors of finger 
vein authentication performance variability. Lots of works have been done for 
enhancing the robustness of finger vein authentication algorithms. Miura et al. firstly 
proposed two classical finger vein feature extraction methods [1], [2], i.e., the repeated 
line tracking method and the maximum curvature point method, which are both based 
on the segmentation of vein texture. Then, Lee et al. [8] and Yang et al. [4] respectively 
proposed the local binary pattern (LBP) and the personalized best bit map (PBBM) to 
extract the finger vein feature, which are both based on the binary codes. Yang et al. [5] 
                                                           
* Corresponding author. 
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also employed two-directional and two-dimensional principal component analysis 
(2D)2PCA with metric learning in finger vein authentication. Recently, Kumar et al. [3] 
and Yang et al. [10] applied Gabor filter in finger vein authentication. The Gabor filter 
family with different sizes and different orientations can effectively extract the shape 
feature of finger vein. Although these attempts have been done and achieved better 
authentication performance, there are few literatures exploring the recognizability of 
user in finger vein authentication system. 

In this paper, we will enhance the authentication performance through improving the 
recognizability of each user in authentication system. The recognizability of user 
represents the inherent vein pattern recognizability in certain degree, but it is generally 
affected by the quality of finger vein image. The different recognizability manifest as 
the disproportionate contribution to the genuine accept rate (GAR) and false accept rate 
(FAR) in the benchmark level. In other words, different users are prone to different type 
of errors. When a common threshold is used for a finger vein authentication system, the 
GAR of users with large intra-class variations may be low. Similarity, the FAR 
associated with users having small inter-class variations may be high. Therefore, for 
each user, how to improve the GAR and at same time limit the FAR is the key problem 
in enhancing the overall authentication performance. Inspired by the literature [6], we 
explore the user-specific threshold to solve this problem. We provide different 
thresholds for different users according to their own matching score distributions. For 
users with large intra-class variations, we will assign a relatively big threshold to 
increase the GAR, and for users with small inter-class variations, we will give a 
relatively small threshold to reduce the FAR. Experimental results in the verification 
mode and the recognition mode both show that the user-specific threshold can 
effectively improve finger vein authentication performance. 

In the remainder of this paper, we introduce the framework of finger vein 
authentication system and the user-specific threshold algorithm in Section 2. We 
present the experimental database and settings in Section 3. Section 4 shows the 
experimental results and our analyses. Finally, we summarize our work in Section 5. 

2 Related Technology 

In this section, we will introduce the algorithms of the finger vein authentication 
system in detail, and the user-specific threshold algorithm we used is also presented. 

2.1 Framework of Finger Vein Authentication 

A typical finger vein authentication system covers image acquisition, preprocessing, 
feature extraction and matching. The finger vein images used in this paper are from our 
self-built database, which will be introduced in detail in Section 3. Our work about 
image preprocessing [7] is used, which mainly includes skewed image detection and 
correction, region of interest (ROI) segmentation and image size normalization. 
Besides, the local feature extraction method LBP technique and the global feature 
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extraction method (2D)2PCA technique [5, 11] are respectively employed for feature 
extraction. The LBP operator can effectively represent the spatial structure of local 
image texture based on the image gray scale, by which a binary pattern was extracted 
from a stretched rectangular finger vein region. (2D)2PCA is a popular feature 
extraction technology, which will transform the image matrix to a two-dimensional 
feature matrix reflecting the global information of the image. Correspondingly the 
Hamming distance and the Euclidean distance are used to estimate the similarities 
between the input vein features and the enrolled vein feature in matching. 

2.2 Algorithm of User-Specific Threshold 

The matching threshold for each user is calculated using her cumulative histogram of 
impostor scores. The detail procedure of algorithm is described as follows: 

1) Calculate the cumulative histogram of the impostor scores for every user in the 
database.  

2) Use )( pit  as the threshold for the ith  user in the database, which retains p

fraction of impostor scores in the cumulative histogram, 10 ≤≤ p .  

  3) Calculate )( piFAR and )( piGAR based on the specific threshold )( pit .  

  4) Obtain the total FAR and GAR of all users in the database using Eq. (1) and (2). 

∑= i piFARpFAR )()(  (1) 

∑= i piGARpGAR )()(  (2) 

  5) Generate the ROC curve using )( pFAR  and )( pGAR .  

The p corresponding to a appointed FAR will be used to invoke the set of user-specific 

thresholds (i.e., )( pit ).  

3 Experimental Database and Settings 

3.1 The Experimental Database 

The finger vein images in our database are captured by a device manufactured by the 
Joint Lab for Intelligent Computing and Intelligent System of Wuhan University, 
China, which is shown in Fig. 1. Our finger vein database is collected from 34 
individuals, including 20 males and 14 females, in two separate sessions separated by 
20 days. In each session, the subject is asked to provide 30 images for each of the 
index and middle fingers on the both hands. Therefore, there are 4,080 finger vein 
images. Some typical original images and their corresponding normalized ROI images 
are separately shown in Fig. 2. 
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The experimental results from these two methods are summarized in Table 1, and the 
corresponding ROC curves are given in Fig. 3. From Table 1 and Fig. 3, we can see 
that the user-specific threshold outperforms the common threshold whether using the 
local feature LBP or the global feature (2D)2PCA to extract the finger vein patterns. 
The user-specific threshold is calculated according to user’s matching scores, so it is 
more effective than the common threshold in user verification. With the 
recognizability improvement of each user, the system performance will be enhanced. 
Besides, the superiority of the user-specific threshold with the 0.1% FAR is more 
obvious than it with the 1% FAR. We have reason to believe that in the environment 
with high demand for security the user-specific threshold will play a better role. 

Table 1. Compare of GAR values 

GAR LBP (2D)2PCA 

FAR=0.1% Common threshold 0.8895 0.8714 
Specific threshold 0.955 0.9157 

FAR=1% Common threshold 0.9571 0.921 
Specific threshold 0.9737 0.9446 

 

 

Fig. 3. The ROC curves of common threshold and user-specific threshold 

4.2 The Recognition Mode Experiments 

In recognition mode, firstly the matching scores between one probe and all class 
templates are sorted in ascending order. And then we separately detect the matching 
scores less than the common threshold and the user-specific threshold obtained from 
the training set. If there is no such matching score, the probe cannot be recognized. For 
the detected matching scores, further confirmation is executed to determine whether 
these scores are generated by the probe and its class template. If there is a score 
generated by the probe and its class template, the probe will be recognized. 

We determine the common threshold and user-specific threshold when the FAR is 
0.1% and 1% from the training set, which are suggested in Table 2. We can see that the 

0 0.05 0.1 0.15 0.2
0.8

0.85

0.9

0.95

1

False Accept Rate

G
en

ui
ne

 A
cc

ep
t 

R
at

e

 

 

LBP-common threshold

LBP-specific threshold

(2D)2PCA-common threshold

(2D)2PCA-specific threshold



 Exploring User-Specific Threshold in Finger Vein Authentication 311 

 

user-specific thresholds are not only different from the common threshold, but also 
different from each other.  

Based on these thresholds, the cumulative matching performance is shown in Fig. 4 
and Fig. 5, and the recognition rates are listed in Table 3. It is important to note that the 
cumulative rates in Fig. 4 and Fig. 5 are the recognition rates, not the rank-one 
recognition rates. From the experimental results, we can see that the performance of the 
user-specific threshold is better than that of the common threshold, which indicates that 
the user-specific threshold work well in the recognition mode as in the verification 
mode. Our results also consistently suggest that the smaller FAR, the bigger superiority 
of the user-specific threshold. In addition, the recognition rate does not reach upward of 
100%, and there are two reasons: one is that there is no matching score which is less 
than threshold for some images; the other is that there is matching score less than 
threshold, but it does not generated by the image and its class template. 

Table 2. The thresholds with FAR=0.1% and 1% 

Threshold 
Common threshold 

Specific threshold 
(first five users) 

LBP (2D)2PCA LBP (2D)2PCA 

FAR=0.1% 0.43 0.29 0.43 0.32 
0.48 0.31 
0.49 0.38 
0.47 0.41 
0.47 0.37 

FAR=1% 0.48 0.34 0.47 0.35 

0.54 0.34 
0.51 0.42 
0.48 0.45 
0.51 0.41 

Table 3. The recognition rates on testing set 

Recognition rate LBP (2D)2PCA 
FAR=0.1% Common threshold 0.8386 0.8278 

Specific threshold 0.9284 0.8862 
FAR=1% Common threshold 0.9110 0.8974 

Specific threshold 0.9508 0.9272 
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Fig. 4. The cumulative match curves (FAR=0.1%) 

 

Fig. 5. The cumulative match curves (FAR=1%) 

5 Conclusions 

In consideration of user’s disproportionate contribution to the performance of finger 
vein authentication, we enhance the authentication performance through improving 
recognizability of each user by the user-specific threshold. From the experimental 
results, compared with the common threshold, the user-specific threshold performs 
promising advantages both in the verification mode and the recognition mode. 
However, although we can use the user-specific threshold to improve GAR and at same 
time control FAR for each user, the reasons of the phenomenon that different users are 
prone to different type of errors are complicated, and we will explore this work in the 
future. 
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Abstract. Biometrics research based on palm vein recognition has been 
developed rapidly in recently years. However, due to the poor palm vein image 
quality, the performance of the recognition is not good enough. Recently, 
coding algorithms, such as Curvelet transform and Gabor Filter have been 
proposed and have been attracting much research attention. While the Curvelet 
Transform is good at extracting the linear features from the palm vein images, 
the Gabor Filter excels in extracting the orientation features. By investigating 
these two different coding schemes, we propose in this paper a score-level 
fusion scheme for palm print/vein verification. The proposed method was 
applied on the HK PolyU Database and an EER of 0.1023% was achieved, 
which outperforms using the Curvelet Transform or Gabor Filter alone. 

Keywords: Palm vein recognition, Curvelet Transform, Gabor Filter. 

1 Introduction 

Hand-based biometrics， including fingerprint recognition, finger knuckle print 
recognition and palm recognition, have been used in many areas such as national ID 
cards and e-passports due to its efficiency and high security. Similar with these 
biometrics, the palm vein pattern provides a significant uniqueness since vein patterns 
of individuals are different, even between identical twins[1]. In addition, the palm 
veins are only visible under infrared light. Thus it’s hard to copy or forge fake palm 
vein patterns. The palm veins are thick and quite sparse. The availability of such 
complementary features (palm lines and veins) allows for increased discrimination 
between individuals [2-4]. Moreover, the palm vein features are also useful for 
liveness detection for the prevention of spoof attacks[5]. 

Feature extraction is important for palm vein recognition and many of them have 
been applied in palm print recognition before. However, the palm veins, which are only 
visible in near-infrared light, are dim and obscure. According to the survey of palm print 
recognition[6], the palm print feature extraction methods can be divided into three main 
categories: line-based approaches, sub-space approaches and statistical approaches. 
However, the thick and unclear veins images are not suitable for the edge detectors. 
Gabor Filter[7], Wavelet Transform[8, 9], Curvelet Transform[10, 11] are applied to 
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extract the statistical information in other domains. These statistical approaches extract 
the stable information of the palm images and have high recognition accuracy. 

In order to improve the performance of palm print/vein recognition system, several 
combination methods have been proposed [12, 13]. However, instead of using several 
images in different spectral light, we propose a combining approach to utilize the 
palm print and palm vein information at the same time with single near-infrared palm 
image. The rest of the paper is arranged as follows. Algorithms for feature extraction 
based on Curvelet Transform and Gabor Filter is described in Section 2. The score 
combination algorithm is described in Section 3. In Section 4, some experiments are 
carried out to test the performance of the proposed method. Finally, our conclusion is 
given in Section 5. 

2 Feature Extraction 

2.1 Curvelet Transform  

The features of the palm print/vein images can be extracted in frequency domain, i.e. 
Fourier Transform[14], Wavelet Transform [8, 15, 16]. However, Curvelet Transform 
is more suitable for palm feature extraction than wavelets to extract curvilinear 
features. Curvelet transform directly takes the edge as the basic representation 
element; it also provides optimal sparse representations of objects along the edges. 
Such representations are sparser than the wavelet decomposition of the object. The 
second generation of Curvelet Transform is introduced in 2006[17] which is simpler, 
faster, and less redundant compared with the first-generation Curvelet Transform.  

The mother curvelet  of second generation Curvelet Transform is defined at 

scale 2 , orientation  and position ,  as 
 

                           , , ( ) ( ( , )) .  (1)  

Where  is the rotation by  radians.  is the equi-spaced sequence of 

rotation angles 2 2 / , with integer  such that 0 2 . ( , ) ∈   is the sequence of translation parameters. 
In continuous frequency , the Curvelet Transform of function  can be expressed 

as: 

             ( , , )  , , , ( ) ( ) , ·  .  (2) 

Where , ,  is the curvelet,  is the image function in frequency domain, , ,  is 
the scale, direction and position parameter respectively. 

The Curvelet Transform is implemented in frequency domain. The discrete 
transform takes as input data defined on a Cartesian grid and outputs a collection of 
coefficients. The coefficient c( , , ) is a set of multi-scale pyramid intensities as 
shown in the Fig.1. 
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3 Score Combination 

The similarity, or hamming distance, of two CurveMaps (only 0 and 1 in the 
CurveMaps), can be calculated by template matching. Let  denote a prepared 
CurveMap template in the database and  denote the CurveMap of a new input 
palm, we match  and  through logical “exclusive or” operation. The matching 
score is calculated as  

               ( , ) ∑ ∑ ( , ) ( , ) .   (3) 

Where M × N is the size of   or   (   and   must be the same size), ⊕ is 
the logical “exclusive or” operation, and − is the logical “not” operation.  

 
Similarly, the matching score of two GaborMaps is calculated as: 
 

              ( , ) ∑ ∑ ( , ) ( , ) .  (4) 

The two different classifiers, Curvelet Transform and Gabor Filter, extract different 
information from the palm vein image, i.e. curvilinear features and orientations. The 
curvilinear features, including palm prints on the surface of the palm, provide details 
for the palm, while orientations represent more robust features in different ambient 
illumination and palm positions. 

The combination of these two methods would increase the recognition rate. The 
strategy of combing the two different matching scores is as follows: 

 

                        (1 ) .  (5) 

Where  and  are the re-scaled matching scores  and  to the same range  
[0 1]. 

4 Experiments and Results 

4.1 Image Database 

The Hong Kong PolyU multispectral palm print database[16] consists of 500 different 
palms. Six samples were collected for every palm in two sessions with an average 
time interval of nine days. So there are 500*12=6000 groups of palm print images in 
the database. The ROI Database is extracted from the multispectral palm print 
database using the key points between fingers described in [20]. Each palm image in 
the ROI database is an 8-bit depth 128*128 grayscale image.  
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Fig. 4. EER with different score combining coefficient  

5 Conclusion and Discussion 

This paper has presented a combining approach for reliable personal recognition using 
two palm vein representations methods. The CurveMap provides details for the palm, 
while GaborMap represents a more robust orientation feature in different ambient 
illumination and palm positions. The combination of these two methods has increased 
the recognition accuracy to an EER of 0.1023%.  

More palm print/vein recognition methods will be considered to join the fusion 
scheme to achieve better performance. For example, the line extraction method [22, 
23] and local patterns[24] can be combined to utilize other palm vein image features.  
 
Acknowledgments. Authors thankfully acknowledge Biometrics Research Centre 
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database used in this work.  
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Abstract. Liveness detection of dorsal hand vein is a necessary step towards 
higher reliability of identification and is attracting increasing attention of 
researchers. However, there’s only few published research in this area. This 
paper proposes a novel method for liveness detection of dorsal hand vein. First, 
by applying the Fourier Transform, a feature is extracted as a statistical value of 
spectral energy derived from every blocked spectrum of single wavelength 
infrared images. Second, regarding the principle of blocking, massive 
experiments have been performed to find the optimum feature with the maxmin 
criterion. Furthermore, an SVM classifier is employed for clustering. The 
experimental results have verified the effectiveness of our proposed method. 

Keywords: Dorsal hand vein, Fourier Transform, Liveness, Spectral energy. 

1 Introduction 

Since the original idea of personal identification from near-infrared image of human 
hand vein has been proposed by Joseph Rice [1] and supported by MacGregor [2], 
vein identification has attracted more and more attentions as a biometric identification 
method. However, a typical near-infrared dorsal hand vein recognition (NIRDHVR) 
system is vulnerable to spoofing by printed vein pictures or rubber gloves which 
contain drawn or printed dorsal hand vein structures from live people. Fig. 1 shows 
some typical examples of fake dorsal hand vein and the corresponding image.  

 

Fig. 1. Some fake dorsal hand vein resources and corresponding captured images. Types from 
left column to right are: (a) photographic paper, (b) normal paper, (c) thick rubber glove and (d) 
thin rubber glove; (e), (f), (g) and (h) corresponding vein images above. 
                                                           
* Corresponding author. 
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To ensure that only live dorsal hand vein is allowed to be used for enrollment and 
identification in an authentication system based dorsal hand vein, we propose a novel 
liveness detection method using energy spectrum named block spectral energy. First 
of all, the resources obtained by a near-infrared camera are pre-processed and the 
region of interest (ROI) is extracted. Subsequently, features of block spectral energy 
are calculated in the frequency domain. To evaluate the efficacy of the extracted 
features in dorsal hand vein liveness detection, the Support Vector Machine (SVM) is 
used to analyze the discrimination between live and fake data. 

The rest of this paper is organized as follows: section 2 introduces the database. 
Section 3 analyzes the principle of hand vein liveness detection. Our kernel strategy 
of block spectral energy is detailed in section 4. Section 5 specifies the selection of 
optimum features based on the maxmin criterion. In section 6, the experiments show 
the effectiveness of our method. In section 7, we give the conclusion of our work and 
discuss the future work. 

2 Dataset 

To test the distinction of the live and fake dorsal hand vein, we established a new 
dataset named NCUT-LFDHV database which contains both the live and fake data. 20 
live dorsal hand vein images from NCUT-DHV database are selected and printed as 
photos, among which 10 are printed on Kodak photographic paper and other 10 
images are printed on normal paper. Meanwhile, images of 10 pairs of live hand 
wearing thick rubber gloves as well as wearing thin rubber gloves are both captured 
as the other two types of fake data. In order to avoid the distinction caused by using 
different devices, we selected 10 persons to obtain live hand vein images to form the 
live data part of NCUT-LFDHV instead of data from NCUT-DHV database. From 
Fig.1(e) we can spot the captured images from samples printed on photographic paper 
show no vein structure because of specular reflection. Even if we draw the vein 
texture on the surface of the photo, it also contains significant bright spots. Therefore 
this type is removed from the test. For each object we measured 10 times with slight 
changes of position and rotation (the size of image is 381*381 pixels after pre-
processing), thus a database containing 300 negative samples (100 for printed on 
normal paper, 100 for thick rubber gloves and 100 for thin rubber gloves) and 200 
positive samples is built. 

3 Principle of Hand Vein Liveness Detection 

For face recognition [3] and fingerprint identification [4], the effectiveness of 
multispectral liveness detection under invisible light has been proved. To some extent, 
it implies that the difference between the fake and the live samples under invisible 
light is much more obvious than under visible light. Fig.2 shows the different 
absorption curves of different materials for the incident light of various wavelength 
bands. The difference of absorption equaling reflection is also the basis of 
multispectral liveness detection. 
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Fig. 2. Absorption curves of different materials as the wavelength of light varies [5] 

Since our dorsal hand vein images depend on diffuse reflection of the near-infrared 
light, the Lambertian reflectance model is used in this case [6].The reflection light 
intensity  at a location ( , ) is written as: 

                I(x, y)  A (x, y) r(x, y) cosθ(x, y) .                     (1) 

Where ( , ) is the incident light intensity at the target location ( , ), ( , ) is 
the object reflectance, and ( , ) is the angle between the surface norm and the 
receiver’s view point. In our case, both ( , ) and ( , ) are fixed, which means ( , ) is the only factor leads to different reflectance. Based on this principle, the 
multispectral method for hand vein liveness detection is theoretically feasible under 
different wavelengths of infrared light. Considering this method needs additional 
equipment and several images as data, it increases the complexity of system and the 
error rate in operation. Thus, we try to give a solution of this problem on images 
captured from near-infrared light at a single wavelength. 

4 Block Spectral Energy Strategy 

4.1 Fourier Transform 

Although the Fourier transform has been widely used in image processing [7], to 
the best of our knowledge, no published works use this transformation to distinguish 
live and fake dorsal hand vein. Considering both the effectiveness and the cost of 
adding additional hardware components, we choose to analyze the infrared dorsal 
hand vein images captured at a single wavelength in frequency domain. For image 
processing, two-dimensional discrete Fourier Transform and its inverse Transform are 
defined as:  F(µ, ν)  1  (M N)⁄ ∑ ∑ f(m, n)exp j2π(m µ  M⁄ n ν  N⁄ )NM .  (2) 

 

      f(x, y)  ∑ ∑ F(µ, ν)exp j2π(m x  M⁄ n y  N⁄ )NM .          (3) 
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where ( , ) and ( , ) are an image and its two-dimensional Fourier Transform 
with size of ,  √ 1 , ,  and ,  represent coordinates of pixels in the 
spatial domain and the frequency domain, respectively. Some spectrograms of live 
and fake dorsal hand vein images after Fourier Transform are shown in Fig.3. 

 

Fig. 3. The Fourier transform of four types of data: live, normal paper, thick rubber and thin 
rubber 

As observed in Fig.3, it is obvious that there are differences between the live 
sample and other three types of fake samples. We analyze that the differences in the 
low frequency region are caused by the diverse absorption rates of infrared light for 
different materials while the differences in the high frequency region are derived from 
the inconsistent properties between drawn strokes and textures of real vein. Therefore, 
we present to distinguish them with a single wavelength infrared light rather than 
multi-spectral. In order to quantify these differences, a feature named “energy 
spectrum”, which computing the spectral energy of related Fourier Transform, is 
proposed. 

4.2 Feature Extraction 

Let X(x, y) and  represent amplitude values located on ( , ) and spectral energy 
of region S in the related spectrogram, respectively. According to the Parseval 
theorem [8], we have: 

                E ∑ ∑ |X(x, y)| ∆x∆y,∈V∈H H, V ∈ F                    (4) 

where ,  represent horizontal and vertical frequency axis of spectrogram , 
respectively. We named this strategy as block spectral energy. 

First, we divide the whole spectrogram, using a low-pass filter and a high-pass 
filter, into two parts which can be seemed as dorsal hand vein outline and texture 
respectively. Secondly, we calculate the spectral energy of each part from both all live 
data and all types of fake samples, and save this two-dimension feature. As 
demonstrated in Fig.4, although most of thick and thin rubber samples are separated 
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from live human, there is still no stable and obvious dividing line to identify live and 
fake samples due to a large overlapping between live and printed samples, which 
means the accurate cut-off frequency value is hard to obtain. 

 

Fig. 4. The distribution of two-dimension block spectral energy 

However, on the other hand, it can be seen from Fig.3 that the differences show 
regional characteristics corresponding to different frequency bands. Thus, in order to 
increase the distance between the two classes, we propose to segment the whole 
spectrogram to three regions ( , , )  with the ( , )  which all are 
centered on the null frequencies along both horizontal and vertical axes (as shown in 
Fig.5). 

 

Fig. 5. The schematic diagram of spectrum blocks strategy 

Through this design, we induct an intermediate zone between the original two 
regions (low and high frequency). On the other hand, the divisibility of a series of 
nonlinear distribution of data in low-dimension could increase after been mapped into 
a high-dimension. In the following processing, we compute the energy of each block 
( , 1,2,3) and integrate them into a coordinate (like , , ) as the feature 
for classification. The 3D distribution is showed in Fig.6. 
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Fig. 6. The distribution of three-dimension block spectral energy 

5 Selection Criterion of Best Feature 

As mentioned above, the feature representing samples for the liveness detection is 
achieved. Then we need to determine the size of every region to obtain the optimum 
feature. In this stage the maxmin criterion is employed as the solution. Fig.7 shows 
the key steps of this process utilizing the maxmin criterion [9]. 

 

Fig. 7. The flow chart of determination of best feature 

Firstly, according to the size of our data (380*380 pixels) and the rule of  and 
 (from 10 to 150 pixels, step size 20 pixels and Seg Seg ) we defined, 28 

types of modes are obtained. As demonstrated in Fig.7(a), n is 28 and each  
corresponds a pair of ( , ) which divides the whole spectrogram into three 
parts with  and . In Fig.7(b), secondly, each ellipse represents coordinate , ,  (calculating with the equation 4) distribution area of each type of 
samples. And the colored dot at the center of each ellipse represents the mean 
coordinate of this type. For each mode, three distances , ,  between 
the mean coordinate of live and each fake sample can be obtained. Then we just keep 
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the minimum Euclidean distance of , ,  in each mode as the 
min_dist showed in Fig.7(c). With the gradual growth of  and , we obtain a 
series of minimum distance values. After finishing the all 28 types of modes, there 
will be 28 min_dist for comparison. According to the maxmin criterion, we choose the ( , ) corresponding to the maximum value among 28 min_dist as our optimal 
classification mode. The segment values, which mean that in all types of modes it 
possesses a maximum between-class distance, are 10 pixels and 90 pixels in our case 
(as shown in Fig.8). 

 

Fig. 8. The Euclidean distance of coordinate corresponding to different segment boundary: 
No.4 corresponding to (10, 90) 

6 Experiments 

Due to the nonlinear distribution of block spectral energy features, SVM is chosen to 
train the live-or-fake classifier. The test result is shown in Table 1. Based on n-fold 
cross validation and repeated verification we adopted, it is easy to see from Table.1 
that the accuracy of recognition rate is stable. The range of error rate whether False 
Accept Rate (FAR) or False Reject Rate (FRR) is not large with a good verification. 
Consequently, it can be declared that this block spectral energy feature has a notable 
capability for distinguishing live and fake dorsal hand vein samples in our dataset and 
the measure is convenient. After all, our method can be considered as an effective 
candidate for dorsal hand vein liveness detection in a NIRDHVR system. 

Table 1. The minimum, average and maximum values of detection accuracy, FRR and FAR of 
live samples VS fake samples 

Rate(%) Minimum Average Maximum 

Accuracy  93.0 96.31 99.0 
FAR  0 2.14 4.5 
FRR  0 1.54 4.5 
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7 Conclusions 

In this paper, we propose a novel feature for dorsal hand vein liveness detection based 
on block spectral energy. Three types of typical fake attempts are designed and 
corresponding samples are collected. A database including 500 images is established 
which contains both with live samples and three types of fake samples. The main 
contributions of this presented work include analyzing the difference between live and 
fake samples in frequency domain, presenting a strategy of block spectral energy and 
determining the related parameters using the maxmin criterion. After the feature is 
presented, the SVM is used to train and predict the distribution. Experiment results 
have showed the high discrimination ability of this feature and verified the 
effectiveness of our block strategy. And our further work will focus on enlarge the 
type of the fake dorsal hand vein and the capacity of both the live and fake database. 
In additional, evaluating the practical use of our proposed method is also an important 
topic. 
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Abstract. In this paper, a Gabor filter optimization method based on
real-coded genetic algorithm is presented for iris recognition. First, we
list Gabor filter parameters and analyzed the validity of the expression
for texture features. Then, since Gabor parameters has a great influence
in Correct Recognition Rate, we took Gabor kernel parameters as chro-
mosomes and Discriminative Index as fitness to on the CASIA V3 and
JLUBR-IRIS for optimization. Moreover, the optimized Gabor filters are
adopted to extract features for corresponding iris databases, which can
obtain excellent results.

Keywords: iris recognition, texture information, Gabor filters, feature
extraction.

1 Introduction

Biometric recognition technology plays an important role in information secu-
rity got more and more attention recently. Especially, iris recognition has the
advantages of high accuracy, uniqueness and invariability [1]. Feature extraction
as a core issue is related to the performance and robustness of iris recognition.
In iris recognition, using Gabor filters to texture feature extraction has become
one of the main methods [2] [3] [4]. And different Gabor filter may directly af-
fect the efficiency to feature extraction. Looking for parameters of Gabor filter
can significantly improve the effectiveness of the features [5]. Hongguang Sun
used Particle Swarm Optimization (PSO) to optimize Gabor wavelet parame-
ters, but PSO may fall into local optimization [6]. Kumar used the Ant Colony
Optimization (ACO) algorithm to find the optimal parameters [7], but the ACO
has the problem of over more computation. In this paper, we first discuss the
influence of 2D-Gabor parameters on the recognition rate. Then the real-coded
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genetic algorithm (GA) is adopted to Gabor filter parameter optimization [8],
the entire populations tend to be optimized, at the same time consume. In the
experiments,optimized Gabor filters can achieve distinctive correct recognition
rate (CRR) and false reject rate (FRR) on CASIA V3 and JLUBR-IRIS iris
database.

The rest of the article is organized follows, the section 2 briefly introduces
the Gabor filters and the feature extraction process; These section 3 details the
process of the real-coded genetic algorithm optimization and the significance of
each parameter; Experimental results and comparisons are reported in section
4; Section 5 summarizes the work of this paper.

2 Gabor Filters

2.1 Gabor Kernels

2D-Gabor filters can decompose the scales and directions of the input signal.
By adjusting the filter center frequency, it can achieve simultaneously space and
frequency domain of joint optimum resolution [2].

Generally, (1) formulas can be used to represent the 2D Gabor function:

g(x, y) = exp{−π[ (x−x0)
2

α2 + (y−y0)
2

β2 ]}
× exp{−2πi[ω(x− x0) cosϕ+ ω(y − y0) sinϕ]}

(1)

Where(x0, y0) is the center of the receptive field in the spatial domain, α
and β are standard deviations of the Gaussian envelope along x and y axis and
determine the filter bandwidth.ω is the frequency of the filter, the size of theω
is representing iris information in the frequency domain[9], it can be defined as
ω =

√
(μ0)2 + (ν0)2.ϕ is the direction of modulation for the filter, the size of

the ϕ is characterized iris information based on a direction, it can be defined as
ϕ = arctan(μ0/ν0), where (μ0, ν0) respectively define frequency in the x and y
axis.

2.2 Gabor Feature Extraction and Matching

We adopted multiple directions and scales Gabor filters to extract iris features.
As shown in figure1,Which M is average of amplitude matrix after filteringm
and n respectively represent the number of directions and scales of Gabor filters.
The m× n dimensional features vector can be denoted as:

V ectormag = [M1,M2, · · · · · · ,Mm×n] (2)

For the features vector extracted from samples, we normalized them before
alignment by Euclidean distance [10],the Euclidean distance formula is shown
as:

Dis =

√√√√M×N∑
i=1

b∑
j=1

(mj
i (input)−mj

i (enrolled))
2 (3)
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Fig. 1. The process of feature extraction

3 Gabor Filter Optimization

3.1 Genetic Algorithm

Genetic algorithms will encode units as chromosome with features. New units
will be produced by mutating and crossing in the process of evolution. Units with
high quality were selected by the value of the fitness function. These new units
will form a new population. We use GA to Gabor filters optimization and get
the optimal solution by the unit with the highest fitness in the final generation
as optimized Gabor parameters[11].

3.2 Algorithm Setup

(1)Encoding mode schema
We have four Gabor parameters in this paper, including two continuous pa-
rameters ω, ϕ, and sampling values of directions and scales, which are discrete
parameters. Some of these parameters have a wide range, which request a contin-
uous searching space. In the purpose of reducing the complexity of the algorithm,
real-coded schema was chosen in this paper.
(2)Fitness function schema
We judge the discrimination by the Discriminative Index (DI) value in the For-
mula (4)

d =
|μ1 − μ2|√

σ2
1+σ2

2

2

(4)

In Formula (4), is the average of the intra-class matching scoresis the standard
deviation of the intra-class matching scores.
(3)Selection operator schema
A probabilistic selection is performed based upon the individuals fitness such
that the better individuals have an increased chance of being selected. The sim-
plest selection scheme Roulette wheel algorithm [12] is chosen as the schema of
the selection operator.
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(4)Crossover operator
Due to the real values of Gabor parameters, Randomized cross-over schema was
chosen as the crossover operator. Real valued simple crossover is identical to the
binary version presented above in equations (5). Arithmetic crossover produces
two complimentary linear combinations of the parents. Suppose we have two
training samples α and β, then the way to cross them is as follows:{

α
′
= α∗p+ β∗(1− p)

β
′
= β∗p+ α∗(1− p)

(5)

In that p is a random number between 0 and 1. Here we set p = 0.5, according
to the independence among Gabor filters.
(5)Mutation operator
The mutation operator is θ× (Y −X), where θ is a randomly generated number
between 0 and 1. X and Y are the highest value and the lowest value of a certain
Gabor parameter respectively.

4 Experimental Results

4.1 Iris Databases

In this paper, we adopt JLUBR-IRIS database which is independently developed
by Jilin University staffs. Captured device uses 8mm lens, and the image size is
640 ∗ 480. We selected 90 images from 9 classes to extract feature. 7 images of
each class were chosen as templates, the left 3 images as test sample. And then,
we use threshold method to make a decision of identification.

In addition, we also do the experiment on the public database CASIA V3,
developed by Chinese Academy of Sciences.

Fig. 2. Images in JLUBR-IRIS database

4.2 Gabor Filter Selection

(1)Direction parameter selection
Physiological experiments show that human has only 5 degrees in direction dis-
tinguishing [13]. Meanwhile, we only consider symmetrical Gabor filters. There-
fore, can be determined by m (m < 36), which is the amount of the direction
between[0◦, 180◦]. The octave of the fixed filter bank is 0.459, while maximum
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frequency is 76.9, which has various degrees to generate Gabor filters, the results
shown as follows:

Table 1. The impact of the direction parameters to the recognition rate in JLUBR-
IRIS

θ 0◦ 60◦ 120◦ 140◦ 160◦

FRR(%) 1.5 1.6 2 14 1.3

CRR(%) 97 96.8 96 82 86

If the octave of the fixed filter bank is 0.471007, while maximum frequency
is 17.52424, which has various degrees to generate Gabor filters. The results are
shown as follows:

Table 2. The impact of the direction parameters to the recognition rate in CASIA V3

θ 0◦ 20◦ 40◦ 60◦ 80◦ 100◦ 120◦ 140◦ 160◦

FRR(%) 4.5 5 5 4.2 5 9.2 15 14 1.3

CRR(%) 91 90 90 91 90 82 70 82 86

This experimental results show that, the Gabor features have direction selec-
tivity. If the direction we select is closer to the direction which contains more
texture information, we can extract more effective features.
(2) Frequency parameter selection
If the octave of the fixed filter bank is 0.459, while maximum frequency is 76.9,
which has various frequency to generate Gabor filters. the results are shown as
follows:

Table 3. The impact of the frequency parameters to the recognition rate in JLUBR-
IRIS

ω 8.28 11.38 15.66 21.5 40.7 55.97 76.95

FRR(%) 2.2 2.2 2.7 1.7 3.3 2.5 1.9

CRR(%) 95.6 95.6 94.6 96.6 93.4 95 96

If the octave of the fixed filter bank is 0.471007, while maximum frequency
is 17.524247, which has various frequency to generate Gabor filters. The results
are shown as follows:

Table 4. The impact of the frequency parameters to the recognition rate in CASIA
V3

frequency ω FRR(%) CRR(%)

12.64 3.7 93.6

17.52 4.5 91
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This experimental results show that if the frequency band we select is closer
to the frequency range of the iris images, we can extract more effective features.
(3)The combination of optimal 2-D Gabor filters parameters
From the above we can give a conclusion that four parameters were optimized
by genetic algorithm: the range of direction number m [0,36], which is discrete
value; the range of max frequency F [1.4 ,128], which is continuous value; the
range of octave μ[0.2, 1], which is continuous value; the range of scale σ[1, 50],
which is discrete value.

When we studied the genetic algorithm of real-coded, the filter parameters
for extracting feature by genetic algorithm, and the parameters of genetic pro-
cess were set for 30 individuals as the population size, 0.8 as the crossover rate
selection, 0.06 as the mutation rate selection and 200 generation as the termina-
tion of algebra selection. We used that pattern to optimize parameters of Gabor
filters corresponding to the CASIA V3 and JLUBR-IRIS iris database, and got
the optimal parameters combination of two iris database values finally.

The optimized parameters values we obtained were (9, 2, 14.135216, 0.41326)
and(3, 8, 34.572628, 0.372319) on JLUBR-IRIS and CASIA V3 database respec-
tively. The ROC curves in Fig.3 is drawn from the experimental data obtained
from the experiment in JLUBR-IRIS and CASIA V3.

We conducted some comparative experiments of our optimized Gabor param-
eters and other solutions, which were intended for CASIA-V1 in existing liter-
atures [14][15], by the same experimental protocol on CASIA-V3. From Table
6 shown, our trained Gabor filters outperformed other predefine Gabor param-
eters on CASIA-V3. Here we appropriated them for CASIA-V3 to show their

Table 5. The details in Equal Error Rate

Dataset Threshold FRR(%) FAR(%) CRR(%)

JLUBR-IRIS 0.022 1.35 1.35 97.3

CASIA V3 0.058 3.6 3.6 92.8

Fig. 3. (a)ROC curves of CASIA V3, (b) JLUBR-IRIS datasets
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Table 6. The performance comparisons of different Gabor filters on CASIA-V3

Reference fmax df scales orientations Overall accuracy EER(%)

Yu[14] 32 2 4 4 88.1 11.7

Ma[15] 64 2 6 4 90.3 9.5

Proposed 34.572628 0.372319 3 8 92.8 3.6

non-university for different datasets. That proves the inevitability of Gabor pa-
rameter optimization.

5 Conclusions

2D-Gabor transform parameters and their influence to the iris recognition rate
were studied in this paper. Based on the study of the occurrence development
process and application of 2D-Gabor functions and specific meaning of the pa-
rameters were explained. Through lots of experiment, we verified the reasonable
value range of each parameter in iris recognition. In Gabor parameters optimiza-
tion for JLUBR-IRIS and CASIA V3 iris database, proper Gabor parameters are
optimized based on real-coded genetic algorithm to get a better reliability and
usability of iris recognition system.
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Abstract. Despite the rapid development of iris image capturing system and 
recognition algorithms, defocused iris images occurs a lot due to the restriction 
of optical system’s depth of field. To take advantage of the useful texture  
information for iris recognition in more unconstrained environment, we pro-
posed a scheme for iris image deblurring based on fitting ellipse curve in  
the frequency spectral image. To get the parameters for Point Spread Func-
tion(PSF) initialization, we first calculate the frequency spectral image of  
defocused iris images, and then fit the ellipse with Hough Transform to get the 
defocus estimation. Blind deconvolution is chosen as the restoration method in 
which the PSF is refined through iteration. Experiments with both artificial data 
and real data are conducted and the results demonstrated the effectiveness of 
our method to restore defocused iris images.  

Keywords: iris recognition, image restoration, curve fitting, defocus estimation. 

1 Introduction 

Iris recognition in restricted environment has developed rapidly in recent years. Most 
researches focused on iris localization and feature extraction methods for iris images 
in users’ cooperation mode. In authentication of people in unconstrained environment 
such as mobile phones and surveillance equipments, the performance of iris recogni-
tion decreases because of the degraded images. Defocused iris images owing to re-
stricts of Depth of Field (DOF) appear a lot in these situations.  Restoring the defo-
cused images is a proper way to enhance the system’s robustness. 

Researches have been done on deblurring of defocused iris images. David S. Sto-
keret al [1] proposed a deblurring and denoising approach to restore both single im-
ages and multiframes. They determine the point spread function (PSF) through the 
specular corneal reflection of illumination source. Byung Jun Kang[2] et al take both 
motion and optical blur into consideration and proposed a restoration method in terms 
of recognition rather than visibility. Bo Liu et al[3] introduce an approach in which 
the stable bits of an iris image are selected to do recognition. Results show that the 
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selected bits which are robustness to noise achieve a good performance especially in 
power sensitive solutions. Nadezhda Sazonova et al[4] and Nguyen K. et al[5] 
adopted the idea that quantifies the out-of-focus iris images to some blur levels. The 
above study on defocused iris images have all elevated the recognition performance. 
But they didn’t give the defocus amount precisely or approximately. Jing Liu et al [6] 
proposed a scheme to deblur both motion and defocused iris images by a region-
selected refining method. In [7], Byung Jun Kang and Kang Ryoung Park proposed a 
real-time deblurring method in terms of focus scores and a CLS restoration filter. 
They gave a way to evaluate the amount of image blurring, but most of the past me-
thods are effective when the parameters of the optical system is known. In cases that 
the optical properties are not given, focus value based methods didn’t show their ac-
curacy. In our approach, we estimate the defocus radius of every iris image without 
parameters of capturing devices by means of elliptic curve fitting of spectral image 
and restore it with the blind deconvolution. 

The rest of paper is organized as follows. In Section 2 the defocus amount estima-
tion algorithm based on the elliptic curve fitting is proposed. We illustrate the restora-
tion in Section 3 and give the experimental results in Section 4. Conclusions are made 
in Section 5. 

2 Deblurring Iris Images: PSF Initialization 

Image degradation model[8] can be descripted as g = hf + n, in which g , h,  f and n 
represent the degraded image, the degradation function, the original image and the 
noise respectively. Restoration is the process of  figuring out a best estimation of f 
with the prior knowledge of h and n. The expression of the degradation in frequency 
domain is shown as Equation (1).  

 ( ) ( ) ( ) ( ), , , ,G u v F u v H u v N u v= +  (1) 

The framework we proposed for defocused iris image restoration is shown in Fig.1. 

 

Fig. 1. The framework of our proposed restoration method 

The most important step is to find the PSF of the defocused iris image to determine 
h in the image degradation process. This can be achieved through the defocus estima-
tion and elliptic curve fitting. 

2.1 Estimation of Defocus Amount 

A image quality assessment procedure is essential before deblurring iris images to 
divide captured iris images into seriously blurred images, clear images and blurred 
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images that can be restored. Seriously blurred images should be given up while the 
clear images should be applied immediately in iris recognition. The proposed method 
aims at restore iris images in the third situation.  

A point in object space is mapped into a small round spot in image space when the 
optical system is out of focus due to the limited DOF. The corresponding PSF of this 
kind defocusing can be simplified to a disc function as follows: 

 ( )
2 2 2

2

1
  , when 

,
0   ,                other

x y r
h x y rπ

⎧ + ≤⎪= ⎨
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 (2) 

while r is the blur radius. The Fourier transform of h(x, y) is as Equation (3): 
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J1 is the first order Bessel function of first kind. M × N is the scale of Fourier trans-
form and u, v represent the spatial frequency. Then the first dark elliptical ring orbit in 
spectral image can be described as Equation (4): 
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If the noise is little enough, the blur radius can be obtained by the first dark ring of 
G(u ,v) ,which determines the blur kernel and the initial PSF.  

2.2 Elliptic Curve Fitting  

In Section 2.1, we first calculate the spectral of the defocused image and do morpho-
logical processing. Then the edge of the processed spectral image is extracted by 
Canny Operator. A refined elliptic boundary curve is obtained after the above steps. 
We utilized an ellipse detection algorithm based on Hough Transform to determine 
the parameters of the ellipse[9]. Let the points in the boundary image be (xi, yi), the 
long and short axes of the ellipse be a and b. Point (x0,y0) denotes the center of the 
ellipse. The principle of Hough Transform in parameter space is described as follows: 

 ( ) ( )0 0 0 0, , , , , , , , , ,
n

i iH x y a b c h x y x y a b c=∑  (5) 
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For each point of the boundary image, if it satisfies g(xi, yi, x0, y0, a, b, c) = 0, the cor-
respond 5-dimensional parameters represent the ellipse that pass through this point. To 
fit the ellipse curve in the boundary image, the parameter set maximizing H needs to be 
calculated. In our experiment, the spectral images of the blurred iris images are centro-
symmetric, so that x0 and y0 are both defined as the central of the image, which simpli-
fies the calculation. After the other three parameters a, b and c are determined through 
the Hough Transform, r is defined according to comparison of (4) and (7). 

Once the blur radius r is determined, the degradation function h(x, y) of the system 
can be immediately obtained by Equation (2), then we initialize the PSF by h(x, y). 

3 Deblurring Iris Images by Blind Deconvolution 

The blind deconvolution[10] is applied in our approach to restore the defocused iris 
images. For a single defocused iris image, an iterative process is implemented: 

(1) Set the maximum iteration time k.  When the iteration time is greater, the time-
consuming raises a lot while the precision doesn’t increase much; otherwise the 
precision decreases. In our experiment, we set it as 10.  

(2) Calculate the Fourier Transform of g(x, y), f(x, y) and h(x, y) . Initialize the data 
as F(0)(u, v)=G(u, v), H(0)(u, v)=H(u, v). 

(3) Calculate the power spectrum of noise as α. In the iteration process, the power 
spectrum of noise α is determined on basis of its uniformity and floats in the ite-
ration in a certain range of (1±5%)α0, α0 is defined by the average variance of 
several small flat regions in the image. We choose several 24×24 pixels regions. 

(4) Update the data by following equations: 
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 k=k+1 (10) 

(5) If iteration time achieves the set value, applying inverse Fourier Transform to 

F(k+1)(u, v) and get original image f(x, y). Otherwise return to (4). 

4 Experiments and Results 

4.1 Dataset 

To examine the effectiveness of our proposed framework for iris image deblurring, 
we build both an artificial dataset which contains 750 artificial defocused iris images 
based on a CASIA 3.0 and a real dataset which contains defocused iris images of 
unknown defocus amount captured in the laboratory. 
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4.2 Artificial Data 

Each original well-focused iris image is blurred by blur kernels built by different blur 
radius in a range of 2 to 6 pixels. Fig.2 shows some examples in our dataset. 

 
Fig. 2. Examples of Artificial iris images 

After the deblurring, iris images are preprocessing by localization, segmentation 
and normalization. 2-D Gabor filters [11] [12] are built for texture extraction and 
encoding. The average PSNRs and Equal Error Rates (EERs) of previous method 
proposed by Byung Jun Kang et al [7] and our method are compared in Table 1.The 
proposed method outperforms that in [7] in terms of PSNR and EER. We achieve an 
EER of 0.883% which is 0.0602% descend from the original defocused iris images. 

Table 1. PSNRs and EERs on artificial images 

 PSNR EER 
Defocused iris images 26.4309 1.485% 
Deblurring Method in [7] 26.9112 1.020% 
The proposed method 26.9821 0.883% 

4.3 Real Data 

We also captured defocused iris images with our capturing device with random defo-
cus amount and carried on experiments by method in [7] and our method. Fig.3 shows 
an example of images we collected and the restored image we obtained. A number of 
104 images from 26 individuals are collected. Part of the intra-class and inter-class 
Hamming Distance (HD) distribution is shown in Fig.4. 

 
Fig. 3. Deblurring result of real image. The left is a segmented example of captured defocused 
iris image. The right is the restored one by proposed method. 

In Fig.3, the high-frequency information and sharpness increases visually after im-
age restoration. From Fig.4 we can see that intra-class HD decreases obviously in the 
case that the proposed method is implemented on the defocused iris images we col-
lected in laboratory. We got an average of intra-class HD dropped from 0.2542 to 
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0.2095 and inter-class raised from 0.4727 to 0.4855 using our method while an aver-
age of intra-class and inter-class HD is 0.2493 and 0.4785 using method in [7]. This 
gives a conclusion that the restoration makes the recognition more reliable and usable.  

The results show that our proposed framework outperforms previous method in not 
only image quality but also recognition performance. Due to the accuracy in curve 
fitting by Hough Transform, our method gives a respectively reliable estimation of 
blur radius. An important aspect of our research is that due to the independence of 
blur amount calculating with the optical property of image capturing device, the pro-
posed method offers a way to do defocused iris recognition in cross-platforms. 

 

 

Fig. 4. Part of intra-class and inter-class Hamming Distance distribution 

5 Conclusion 

In this article we introduced a new framework for iris image restoration in which blur 
amount is estimated by spectral curve fitting with the unknown parameters of the 
optical system. Experimental results show the effectiveness for improving the recog-
nition performance. But the proposed method is relatively complex which leads to 
higher time consumption. Future work should be done to fasten the processing such as 
optimizing the curve fitting algorithm.  
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Abstract. Conventional iris sensors usually have limited depth of field (DoF)
so that it is difficult to capture focused iris images for personal identification.
This paper introduces the first attempt to extend DoF of iris image acquisition
based on light field photography. There are mainly three contributions of our
work. Firstly, a novel iris sensor is developed based on light field photography.
Secondly, the first light field iris image database is constructed using the sensor.
Thirdly, a number of experiments are conducted to demonstrate the advantages of
the developed light field iris sensor over conventional iris sensors in terms of DoF
and its influence on iris recognition performance. The experimental results show
that refocused iris images can be reconstructed from the light field imaging data
with comparable quality to the optically well-focused iris images. Therefore the
light field iris sensor can achieve much higher accuracy of iris recognition than
conventional iris sensors in the range of defocused imaging.

Keywords: iris sensor, light field photography, depth of field, refocus.

1 Introduction

Iris pattern is unique for extremely accurate personal identification [1] but it is difficult
to capture high quality iris images. A bottle neck of iris imaging system is the trade-
off between the DoF and the size of the aperture in conventional camera. Therefore
conventional iris sensors usually have limited DoF which causes constraints of position
and motion on human subjects during iris recognition.

A number of studies have been investigated to extend DoF of iris imaging. Matey
et al. tried to extend the DoF of the iris-on-the-move (IOM) system by decreasing the
aperture and increasing the strength of NIR illumination [2]. But the strong NIR illu-
mination has the risk to the safety of human eyes. Guo et al. [3] and Dong et al. [4][5]
used the pan-tilt-zoom (PTZ) iris cameras to actively capture iris images using adaptive
optical lens, which can greatly extend the DoF of iris imaging. However, PTZ unit usu-
ally involves heavy mechanical devices and it is difficult to meet practical requirements
of iris image acquisition.

Z. Sun et al. (Eds.): CCBR 2013, LNCS 8232, pp. 345–352, 2013.
c© Springer International Publishing Switzerland 2013
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It is desirable to capture iris images with a large DoF camera in a short exposure
period. However, there is a trade-off between DoF and the size of the aperture in con-
ventional camera. Therefore we turn to novel camera concepts such as light field pho-
tography for possible breakthrough of DoF problem in iris imaging.

A new hand-held light-field camera was introduced in 2006 by Ng [6], which offers
an extended DoF free of balance the trade-off as the conventional cameras. A microlens
array is inserted between photon sensor and main lens in light-field cameras. So a light
field camera is capable to record both position and direction of rays from visual scenes
simultaneously. Thus, the light-field camera can extend the depth of field exceeding that
of the conventional camera up to 6 times practically [8]. It offers an opportunity for the
iris imaging.

In this paper, a preliminary study of the possibility of light field photography for iris
image acquisition is investigated. The main contributions of this paper include:

1) A novel iris sensor is developed based on light field photography.
2) The first light field iris image database is constructed using the sensor.
3) A number of experiments are conducted to demonstrate the advantages of the

developed light field iris sensor over conventional iris sensors in terms of DoF and its
influence on iris recognition performance.

2 Related Work

Although auto-focus iris cameras may fail to capture qualified iris images from walking
subjects, it remains a valuable attempt to equivalently extend the DoF of iris imaging
system [3][5][4] without decreasing aperture size, since it dynamically adjusts lens to
focus at an interested object plane. The only drawback is the lens-motor movement is
too slow to adapt to the change of human positions.

Ren Ng [6] introduced the first hand held light-field camera produced by inserting a
microlens array in front of photo sensor of a traditional camera. It can digitally refocus
the light-field image at different object planes after it was captured. Light-field camera
is also capable to extend the DoF of iris imaging as the auto-focus camera, while it
avoids slow mechanics because of its shoot and refocusing scheme.

Raghavendra et al. [7] introduced light-field camera to face recognition recently. Our
work on light field iris image acquisition is inspired and encouraged by the success of
light field face recognition. Compared with the light-field imaging for face recognition,
iris recognition with the light-field camera is a more challenging task. Since the detailed
texture of iris is the principal features used in iris recognition, the iris imaging system
needs a joint design of optics, illumination, sensor, lens, algorithms and so on.

3 Light-Field Iris Image Acquisition, Processing and Comparison

To verify that the iris imaging by light-field camera outperforms conventional camera
in the extended DoF, a complete process is designed to measure the improvement in a
given depth range, which includes three steps: 1. light-field iris image acquisition; 2.
image processing; 3. comparison.
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3.1 Light-Field Iris Image Acquisition

We build a light-field iris imaging system, as shown in Fig. 1, which includes an optical
table, a scaled sliding rail, a light-field camera and an illumination system.

The photo sensor for iris imaging should be sensitive to NIR illumination, which is
absent in commercial light-field cameras, Lytro [9] and Raytrix [8]. Fortunately, we find
a special designed industry light-field camera [10] that has a monochrome CCD sensor,
which provides the adequate NIR response for iris imaging. A light-field iris raw image
is shown in Fig. 3(a)

(a) (b)

Fig. 1. The platform of imaging the iris by the light-field camera

3.2 Light-Field Image Processing

We develop software to process the raw light-field iris images. It includes three mod-
ules: 1) A calibration module, which calibrates the light-field camera using a set of
reference raw light-field images and physical parameters of the light-field camera; 2)
A decoding module, which decodes the raw light-field iris image to the 4D light field
function; and 3) A refocusing module, which generates a stack of refocused iris images
at a sequence of synthetic image planes.

It is necessary to develop a digital refocusing algorithm for the generation of high-
quality iris images. As shown in Fig. 2, the rays that defocused at the optical image plane

Fig. 2. The light field photography generates the image at a synthetic image plane
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(the microlens array plane in the light-field camera) may be refocused at a synthetic
image plane by computing the integrating function [11] shown in Eq. (1) where F
denotes the image length,α denotes the ratio of optical image length to refocused image
length and E(α·F )(x

′, y′) is the refocused image. LF is the light field function [12].

E(αF )(x
′, y′) =

1

α2F 2

∫∫
LF ((u(1− 1

α
) +

x′

α
), v(1 − 1

α
) +

y′

α
), u, v)dudv (1)

Ng [11] also proposed a Fourier slicing refocusing algorithm, which has a lower
computational complexity than the integration based refocusing algorithm. The Fourier
slice refocusing algorithm is advantageous when a larger angular resolution is available.

3.3 Comparison

We need to explicitly compare the reported iris recognition performance based on the
iris images captured from the conventional camera and the light-field camera with the
same lens, aperture, sensor and other parameters. At the same time, since the detailed
texture in iris images is critical to iris recognition, the two cameras should maintain a
strict synchronism in both temporal and spatial dimensions.

A difficulty in implementing this comparison is how to capture the iris images by
the conventional camera which satisfies the requirements mentioned above. Inspired
by Ng [11], a desirable method is to compare the iris images captured by a light-field
camera with a hypothetical conventional camera that has an output by summarizing all
the pixels in each microlens image.

We compare iris recognition performance of the refocused iris images captured by
the light-field camera in a given depth range with the corresponding iris images by the
conventional camera. Equal error rate (EER) and discriminating index (DI)[13] are used
to evaluate the performance of the conventional camera versus the light-field camera.

4 Experiments

4.1 The Light-Field Iris Image Database

We constructed a light-field iris image database to verify the performance of iris imag-
ing by light field camera. To the best of our knowledge, it is the first iris image database
captured by light-field camera.

In this database, 14 subjects participated in the collection of light-field iris images.
The distance between the iris and the light-field camera can be accurately adjusted via
moving the sliding rail. We represent the DoF by the refocusing ratio α, as explained in
Appendix. Such representation is independent of the main lens and thus more suitable
in this paper, since we discuss the extended DoF by refocusing only.

Consequently, we captured a sequence of iris images for each class in a given depth
range approximately from α = 0.8 to α = 1.2. The sequence of iris images is captured
with continuously varying distance between the iris and the camera. Each sequence
includes approximately 80 to 100 raw light field images.
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4.2 Preprocessing

The raw light-field iris image cannot be used for recognition directly, as shown in Fig
3(a). The raw light-field image consists of microlens-images. The preprocessing has
three steps: decoding, refocusing and quality-based selection.

Firstly, the raw light-field image can be decoded to form a 4D light field function.
Secondly, the 4D light-field function is processed by interpolating and refocusing si-
multaneously to produce a stack of images focused on a sequence of synthetic image
planes with a spatial resolution of 640× 480. Finally, the best refocused iris image can
be selected from the stack of refocused images.

4.3 Experimental Settings

The captured iris images are classified into three sets. The first set denoted by F in-
cludes the well-focused iris images by the hypothetical conventional camera (α = 1),
as shown in Fig. 3 (d). The second set denoted by D includes the defocused iris images
by the hypothetical conventional camera (α < 1) or (α > 1), as shown in Fig. 3 (b)
and (c). The images in the third set denoted by R are refocused iris images from the
corresponding images of D, as shown in Fig. 3 (e) and (f).

All of the iris images are localized and segmented by the algorithm introduced by
Li et al. [14]. We apply the ordinal features introduced by Sun et al. [13] as the texture
features of the iris and then use the Hamming distance to measure the dissimilarity
between two iris codes.

(a) (b) (c)

(d) (e) (f)

Fig. 3. Example iris images. (a) is the raw data of the light-field iris image that consists of
microlens-images. (d) is a sample from F that includes well focused iris images from the hy-
pothetic conventional camera. (b) and (c) are samples from D that includes defocused iris images
from the hypothetic conventional camera captured at a given depth range. (e) and (f) are samples
from R that are refocused images captured at same position with the images in D.
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4.4 Experiment Results

The iris image datasets of F, D and R contain 922, 1072 and 1072 iris images respec-
tively. For each set, all possible intra-class comparisons are used to estimate the genuine
distribution. The number of intra-class comparisons of three datasets is shown in Table 1.
To measure the imposter distribution, each image of one class is used to match all iris
images in other classes. The number of inter-class comparisons is shown in Table 1.

According to Table 1, the iris recognition performance measures on F and R obtain
comparable results, while the performance on D gains significantly worse results, which
is consistent to the quality of images shown in Fig. 3.

The Hamming distance distributions on datasets of F, D and R are shown in Fig. 4
(a), (b) and (c) respectively. Apparently, F has a similar distribution with R. Compared
with F and R, however, the distribution of genuine and imposter distance of D indicates
a weaker discrimination, since it has a smaller distance between the mean intra class
Hamming distance and the mean inter class Hamming distance and a larger overlap
region of the distribution of genuine and imposter distance.

Table 1. The comparison among three sets of iris images

Datasets EER DI Number of intraclass comparisons Number of interclass comparisons
F 0.50% 4.37 18052 406529

R 0.71% 4.32 27098 546148

D 1.97% 3.31 27098 546148

(a) (b)

(c) (d)

Fig. 4. Performance curves of iris recognition. (a),(b) and (c) show the distributions of intra- and
inter-class iris matchings from well-focused (F), defocused (D) and refocused (R) respectively.
(d) ROC curves of F,D and R.
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The similar results are shown in ROC curve on datasets F, D and R as shown in Fig.
4(d). With the FAR decreasing to 10−5, the FRR on D fast increases over 0.12 while
the FRRs of F and R are still lower than 0.05.

5 Conclusions

In this paper, we introduced a light-field iris imaging system. It is the first iris imaging
system using the light-field camera. Based on the refocusing ability of the light-field
camera, the depth of field is extended free of constraining by the trading-off between
DoF and aperture size. To verify the ability of extending the DOF, we compared the
recognition performance on the iris sets captured by the light-field camera and the hy-
pothetic conventional camera respectively in the depth range from α = 0.8 to α = 1.2.
Experiments show that the refocused iris images has an approximately equally recog-
nition performance with the well-focused images. While the corresponding defocused
iris images gain a remarkably worse performance as they are imaged out of the allowed
DoF of the conventional camera.
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Appendix:

The definition of the DoF in conventional camera is the distance between the nearest
and farthest objects in a scene that appear acceptably sharp in an image. The DoF is
commonly calculated by Eq. (2) :

DoF = DF −DN (2)

where DN is the distance from the camera to the near limit of DOF and DF is the
distance DF from the camera to the far limit of DOF. They can be represented as shown
in (3) :

DF = βFD,DN = βND (3)

whereD is the optic object distance. βN and βF are ratios of D to DN and DF . Accord-
ing to optical fundamental formulation, β has a monotonous map to α, in the following
form:

1

β ·D +
1

α · F =
1

f
(4)

where F is the optic image length and f is the focal length of the lens. Thus, we can
use αF and αN to represent the DoF.



A Novel Iris Image Quality Evaluation

Based on Coarse-to-Fine Method

Ying Chen1,2, Yuanning Liu1, Xiaodong Zhu1,�, Xiaoxu Zhang1, Haiying Xu1,
Guang Huo1,3, and Ning Deng1

1 Jilin University, College of Computer Science and Technology,
Qianjin Street 2699, 130012, Changchun, China

2 Nanchang Hangkong University, College of Software,
FengHe Nan Road 696, 330063, Nanchang, China

3 Northeast Dianli University, Informatization Office,
Changchun Road 169, 132012, Jilin, China

c y2008@163.com, {liuyn,zhuxd,xiaoxu}@jlu.edu.cn, 490933395@qq.com,

yanhuo1860@126.com, dylantengjlu@yahoo.com

http://www.springer.com/lncs

Abstract. An effective image evaluation algorithm is vital for iris recog-
nition system. This paper proposes a coarse-to-fine quality evaluation
method to iris image. Five criterions are adopted in this paper, which
are variance, gradient, edge strength, fuzzy entropy, information entropy,
for iris image coarse evaluation. In fine quality evaluation phase, which
mainly focus on evaluation of spatial location and effective regional. The
experimental results show that our proposed method are able to meet
the need of practical iris recognition system.

Keywords: Biometrics, Iris image quality evaluation, Coarse-to-fine
method.

1 Introduction

The performance of iris recognition system depends on the iris image quality.
Therefore, it is crucial to design algorithms to evaluate iris image’s quality to
further meet the requirements of iris recognition system. At present, there are
many researchers focus on iris image evaluation [1-5]. Chaskar et al. [1] evaluated
individual iris image by assessing image own prominent factors, which including
dilation measure, ideal iris resolution, actual iris resolution, processable iris reso-
lution, signal to noise ratio, occlusion measure, specular reflection, eccentric dis-
tance measure, angular assessment. Proenca [2] proposed a method to assess the
quality of visible wavelength light iris samples captured in unconstrained con-
ditions; evaluation factors including occlusions, area, papillary dilation, focus,
motion, angle, and levels of iris pigmentation. Lee et al. [3] firstly distinguished
blurred images from the in-focus images, and then discriminated occluded image
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and useful images based on region of interest. Ma et al. [4] assessed the qual-
ity of each image in the input sequence and selected a clear iris images, they
firstly constructed two local quality descriptors and then adopted SVM method
to distinguish whether the corresponding iris image is clear.

The major drawback of most traditional iris image quality evaluation methods
is that they have not take into account time cost, in other words, most of them
did not consider the trade-off between time and precision. To solve this problem,
this paper divides iris image quality evaluation into two stages, which are coarse
evaluation and fine evaluation. Coarse evaluation stage mainly focuses on pre-
evaluation, select the images with clear texture for subsequent processing. Fine
evaluation stage uses position and effective regions to do the further quality
evaluation.

2 Coarse Evaluations

Practical iris recognition system captures a large number of iris images for sub-
sequent feature extraction and recognition, which increase throughput as well
as burden of the system, reduce the efficiency of the system, increase processing
time, affects the system performance. In order to overcome the above problems,
the rapid screening for fast batch capture iris images becomes a crucial task.

2.1 Five Criterions

Five criterions are adopted in this paper, which are the standard deviation,
gradient, edge strength, fuzzy entropy, information entropy, for iris image coarse
evaluation.

(1)Variance. It reflects the uniformity of the image gray level distribution.
The smaller the variance is, the lower the image resolution. Let the size of a
digital image I be H ×W , and f(i, j)‖i ∈ [0, H − 1], j ∈ [0,W − 1] be the gray
value of the pixel located at the point (i, j), set mean and variance denote the
mean and variance of gray value, then mean and variance can be calculated via
equation (1).

variance =

H−1∑
i=0

W−1∑
k=0

(f(i, j)−mean)2 =

H−1∑
i=0

W−1∑
j=0

(f(i, j)−

H−1∑
i=0

W−1∑
j=0

f(i, j)

H ×W
)2.

(1)
(2) Gradient Number. It reflects the clarity and the distinctness degree of

the image texture. The process of computing gradient number of image I is
comprised of three steps as follows. Step 1. Compute horizontal gradient dx and
vertical gradient dy of each point. Step 2. Compute gradient of each point via
equation (2).

Gradient(i, j) =

√
dx(i, j)

2
+ dy(i, j)

2
. (2)
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Step 3. Calculate the number of points whose gradient value over 150. Value
of 150 is the gradient evaluation criteria, which is empirical value through a large
number of the experiments. Set gradient denotes the number of gradient points,
and then gradient can be calculated via equation (3).

gradient = 1, if Gradient(i, j) > 150. (3)

(3) Edge Strength. It reflects the distinction of image edge, which combined
with the gradient is able to reflect the availability of iris texture more effec-
tively. Step 1. Image filtering is done on both horizontal and vertical direction
using Sobel filter and we will get two filtered images named as V erticalImage
and HorizontalImage, whose sizes are H × W . Step 2. Set edge denotes the
number of gradient points, and then edge can be calculated via equation (4),
where PV (i, j) and PH(i, j) are represent pixel the value of V erticalImage and
HorizontalImage of the point (i, j), respectively.

edge =

H−1∑
i=0

W−1∑
j=0

matrix(i, j)

H ×W
=

H−1∑
i=0

W−1∑
j=0

√
PV (i, j)

2
+ PH(i, j)

2

H ×W
. (4)

(4) Fuzzy Entropy. It reflects the image blur, fuzzy set A should clarify the
nature of the change, that is, more closer to 1/2, the greater the A’s ambiguity;
the farther from 1/2, the smaller the ambiguity. Step 1. Compute fuzzy number
P of each pixel. Step 2. Fuzzy number S can be computed by equation (5).

S(i, j) = −P (i, j)× log(P (i, j))− (1− P (i, j))× log(1− P (i, j)). (5)

Step 3. Set fuzzy denotes fuzzy entropy of a image, and then fuzzy can be
calculated via equation (6).

fuzzy =

H−1∑
i=0

W−1∑
j=0

S(i, j)

H ×W × log(2)
. (6)

(5) Information Entropy. The image information entropy reflects the amount
of information. The calculation process is shown in equation (7), where P (i) is
probability of pixels.

entropy = −
255∑
i=0

P (i)× log(P (i)). (7)

2.2 Weighted Coarse Evaluation Criterion

Weighted coarse evaluation coarse val can be computed via equation (8). the
larger the coarse val is, the better the image is.

coarse val = α×variance+β×gradient+λ×edge+γ×fuzzy+μ×entropy. (8)
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In order to get the weighted coefficient, we select 300 images from 50 classes on
CASIA-V4 Interval, JLUBRIRIS-V1 and JLUBRIRIS-V2 iris image databases
as experimental samples to do the corresponding weights training, the training
process is as follows:Step 1. Obtain 300 eigenvalues for each feature Feature(i).
Step 2. Compute coefficients for each feature.

coff(i)[j] =
Feature(i)[j + 1]− Feature(i)[j]

4∑
i=0

(Feature(i)[j + 1]− Feature(i)[j])

, j = 0, · · · , 299. (9)

According to the above formula, 300 coefficients obtained for each sample.
Step 3. Compute the resulting coefficient corresponding to each feature.

coffi =

299∑
j=0

coff(i)[j]

300
, i = 0, 1, · · · , 4. (10)

After the above training, the values of α, β, λ, γ and μ are 0.2318, 0.0974, 0.1710,
0.2553 and 0.2445, respectively.

3 Fine Evaluations

3.1 Spatial Location Evaluate Algorithm

Usually, human eye iris images are required in the center of the image as much
as possible, which means the center coordinates of the image should be as close
to the center coordinates of the iris circle as possible, hence the measure of the
spatial position of the iris image parameters can be defined as equation (11).

SpaceR = 1−
√
(xROI − xim)2 + (yROI − yim)2

MaxDis
. (11)

where MaxDis represents the maximum distance from all points to center
coordinate,(xim, yim) represents the coordinates of the center position of the
image, (xROI , yROI) represents the coordinates of the center of the iris. Accord-
ing to the equation (11), parameter SpaceR values in [0,1].

3.2 Effective Regional Evaluate Algorithm

The circular iris region is affected by pupil zoom, as well as by eyelash and eyelid
occlusion. When the light is too strong, the pupil would instantly enlarged 2-
3 times, then the iris region reduced severely, resulting in the unavailable iris
or extracted information is not comprehensive. Similarly, the human eyelid and
eyelashes usually cover the upper and lower portions of the iris, serious coverage
leads to the unavailable image. The purpose of this section is to evaluate the
effective area of the iris image.
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Step 1. Loading iris image, and locate the image. In this paper, we adopt seg-
mentation method based on region of interest for JLUBRIRIS-V1 (V2) databases,
and adopt segmentation method based on voting mechanism for CASIA-V4 In-
terval databases, for more details about these two segmentation methods, one
can refer to [6] [7]. Iris segmentation result is shown in Figure 1 (b).

Step 2. Image enhancement. This study utilize morphological operations to
enhance iris image, the process operation is shown in Figure 1 (c). Morphology
is conducted on the image to get the image tempImage1 (result of the white
top) and tempImage2 (result of the black top). The final enhanced iris image
can be computed by enhanceImage = src+ tempImage1− tempImage2, where
src represents the source image. Set the target pixel information as zero, and
set the other pixels surrounding the target pixels into 255, the process result as
shown in Figure 1 (d).

Step 3. Remove pupil from the binarized image. According to the histogram
of the enhanced image, since the left pixels of the first peak represents the black
pixels of image which are the pupil and eyelashes area, so binarizate image after
the first peak, the binarized iris image is shown in Figure 1 (e). Using the iris
pupil radius obtained in step 1 to remove the pupil part, the result as shown in
Figure 1 (f).

  

(a) (b) (c) (d)
 

(e)
 

(f) (g)

Fig. 1. Illustration of an iris image preprocessing(a) original iris image, (b) iris region
location, (c)enhancement method, (d) result of enhancement image, (e) binarization
image, (f) remove pupil area, (g) remove salt and pepper noises

Step 4. Iris image filtering by Sobel filter. Using above vertical Sobel filtering
to remove part of the binarized iris points interference.

Step 5. Remove salt and pepper noise using region growing method.
Step 6. Detect and record horizontal and vertical coordinates of the above

image eyelashes pixel.
Step 7. Calculate the effective area of iris images. (1) Calculate the total num-

ber of pixels of iris annular region TotalNum. (2) Calculate the eyelid occlusion
of the iris ring pixel points EyelidNum. (3) Calculate the eyelash occlusions
of the iris ring points pixel EyelashesNum. (4) Calculate the number of pupil
region pixels PupilNum. Measure the effective area as follows:

V alidity =
TotalNum− EyelidNum− EyelahesNum− PupilNum

TotalNum
. (12)
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This measurement not only reflects the iris image obscured situation, but also
reflects the impact of the pupil illumination conditions on the iris area stretching
effects, hence it can objectively reflect the size of the effective area of the iris.
The value range is [0,1], the closer the value of 1 indicates that the less block
and the larger effective area of iris; and the closer the value of 0 indicates that
the larger block, the smaller the effective area of the iris.

3.3 Weighted Fine Evaluation Criterion

Weighted coarse evaluation fine val can be computed via equation (13).

fine val = w1 × SpaceR+ w2 × V alidity. (13)

In following experiments, w1 and w2 are set at 0.15 and 0.85 according to pre-
vious experiments.

4 Experimental Result and Discussions

4.1 Description of Iris Image Databases

The JLUBRIRIS iris image database were established by Jilin University
iris biometric and information security lab, which have four versions, namely
JLUBRIRIS-V1 (V2, V3, and V4). JLUBRIRIS iris image were collected under
different light conditions, at different times, in different periods, left and right
eyes were collected. The diversity of samples is fully guarantee for scientific re-
search. Public and free iris image database includes CASIA (four versions) [8].
CASIA database contains near infrared images and is by far the most widely used
on iris biometric experiments. CASIA-V4 contains a total of 54,601 iris images
from more than 1,800 genuine subjects and 1,000 virtual subjects. All iris im-
ages are 8 bit gray-level JPEG files, collected under near infrared illumination
or synthesized. In following experiments, we randomly select 500 images, 600
images and 300 images from JLUBRIRIS-V1, JLUBRIRIS-V2, and CASIA-V4
Interval, as experimental samples, respectively.

4.2 Experimental Result for Coarse Evaluation

In most cases, ground truth is essential for performing a quantitative analysis of
an algorithms’ results, in this paper, 20 qualified teachers and doctors to sub-
jective evaluation on these experimental images and their evaluation results as
ground truth. Table 1 shows the accurate evaluation rate (AER) and computa-
tional complexity for three iris image databases.

In order to show coarse evaluation intuitively, set iris image of Fig. 2 as exper-
imental samples, the evaluation results are shown in Table 2. Form Table 2, it
is can be seen that the proposed method can effectively distinguish the effective
texture clear images form the textures invalid image, and the average execution
time of the algorithm is less than 0.1s, which meets for the real-time require-
ments, which can effectively filter out a large part of the low-quality images and
improve the overall efficiency of the iris recognition system.
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Table 1. Performance of coarse evaluation

Databases AER Fastest Time Slowest Time Average Time

JLUBRIRIS-V1 98.3% 0.067s 0.126s 0.095s
JLUBRIRIS-V2 98.1% 0.069s 0.132s 0.098s

CASIA-V4 Interval 97.8% 0.078s 0.147s 0.102s

(a) (b) (c ) (d) (e) (f) (g) (h) (i) (j) (k)

Fig. 2. Samples of iris images

Table 2. Coarse evaluation results

Sample Variance Gradient Edge Fuzzy Entropy Information Entropy coarse val

Fig. 2(a) 38.2296 0 7.3352 -0.7312 -4.7423 8.7698
Fig. 2(b) 34.4895 15 6.6255 -0.7970 -4.5881 9.2634
Fig. 2(c) 37.6055 0 7.1104 -0.7298 -4.7253 8.5912
Fig. 2(d) 29.4669 0 8.8562 -0.8068 -4.5914 7.0163
Fig. 2(e) 29.2460 0 8.7101 -0.8109 -4.5835 6.9410
Fig. 2(f) 19.2650 47 8.2186 -0.6029 -4.2654 9.2520
Fig. 2(g) 41.4149 283 11.1017 -0.5751 -4.8594 37.7276
Fig. 2(h) 44.4887 248 8.1154 -0.5909 -4.9778 34.4875
Fig. 2(i) 44.7447 270 8.3588 -0.6005 -4.9813 36.7279
Fig. 2(j) 42.5154 113 26.0674 -0.7356 -4.9326 23.9250
Fig. 2(k) 43.5191 120 24.9964 -0.7306 -4.9714 24.6481

4.3 Experimental Result for Fine Evaluation

Table 3 shows the result of random image spatial location and effective regional
evaluation. Table 4 shows the AER and computational complexity for three
iris image databases. In order to further exhibit the efficiency of our proposed
approach, we carry out experiments to provide a comparative analysis of our pro-
posed method with some state-of-the-art methods on JLURBIRIR-V3 databases.
Table 5 summarizes the best results obtained by each method.

Table 3. Spatial location and effective region for three databases

Iris databases JLUBRIRIS-V2 CASIA-V4 Interval JLUBRIRIS-V1

Spatial location 0.925270 0.947174 0.917730
Effective area 0.56729 0.592118 0.814092
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Table 4. Performance of fine evaluation

Databases AER Fastest Time Slowest Time Average Time

JLUBRIRIS-V1 98.0% 0.093s 0.159s 0.112s
JLUBRIRIS-V2 98.2% 0.105s 0.168s 0.121s

CASIA-V4 Interval 97.2% 0.130s 0.172s 0.134s

Table 5. Comparison results

Algorithm AER Fastest Time Slowest Time Average Time

Ma et al. [4] 90.17% 1.425s 2.046s 1.736s
Proenca [2] 88.50% 2.003s 2.710s 2.175s
Proposed 89% 0.179s 0.214s 0.190s

From Table 3, Table 4 and Table 5, it is can be seen that our proposed
algorithm achieved good experimental results in terms of speed and accuracy
rate compared to other literatures. The proposed algorithm achieves trade-off
between accuracy and evaluation accuracy.

5 Conclusions

In this paper, we proposed a coarse-to-fine iris image quality evaluation al-
gorithm, the experimental results show that the proposed quality evaluation
method has high performance. In coarse stage, it can accurately filter out un-
qualified images for subsequent processing to save time. Fine evaluation stage
further evaluate image to meet expectations for the overall performance of iris
recognition system.
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Abstract. Iris image acquisition is a key step in the iris recognition. Usually 
most of current systems have a short working volume and users need to 
cooperate in the specific range, which limits the system application. In this 
paper, we designed an embedded self-adaptive iris image acquisition system 
using a single camera with a large working volume. It can capture the user’s iris 
in the distance from 0.3 meter to 1.1 meter. A variable zoom camera is co-
located in a pan-tilt-unit (PTU) for face detection and iris image acquisition. 
Combining the face detection and eye location, the system can center and zoom 
the camera for eyes. The micro controller unit (MCU) controls the peripheral 
components including PTU, camera, distance sensor, etc. The DSP is used to 
realize the algorithm and communicate with MCU. Experimental results show 
the proposed system can capture high-quality iris images efficiently.  

Keywords: iris recognition, image acquisition, embedded system, face 
detection, eye location. 

1 Introduction 

Iris recognition is an excellent biometrics method with non-invasiveness, uniqueness, 
stability and low false recognition rate. Iris image acquisition is the fundamental step 
of the iris recognition [1]. Nowadays lots of practical iris products have been 
developed such as BM-ET series, ACCESS series, IrisPass series, IKEMB series and 
so on. However, most of productions have short working volume, which is about 
10cm to 30cm [1]. In this mode, the iris image acquisition needs user to cooperate 
highly with the machine and stand in specific range.  

In order to make the iris recognition system easier to use, we expect the system 
could capture iris image automatically at a distance. Self-adaptive iris image 
acquisition system has been proposed and people have turned their sight on designing 
such kind of iris image acquisition system. W. Dong et al. [2] use an iris camera on 
the PTU self-adaptive to people with different heights and use another wide-angle 
USB camera to detect human's face. It only captures the iris image in the distance of 3 
meters with working volume of 10cm. So it limits the users’ position and needs users’ 
cooperation. H. Jung et al. [3] developed an iris acquisition system using PTU-based 
system, which includes a PTU, an iris camera and a scene camera. The two cameras 
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are combined in a coaxial optical structure, and a cold mirror is inserted between  
the cameras. Due to the coaxial optical structure, the system does not need the  
optical axis displacement related compensation required in parallel type systems.  
J. Villar et al [4] introduce an iris acquisition system with working distance as long as 
30 meters. The system uses a wide-field-of-view camera to locate a subject for face 
and eyes. A narrow-field-of-view camera attached to an 8-inch telescope to capture 
the iris image. Maybe it has the longest working distance in the published iris 
recognition systems. But with the disadvantages of illumination, face tracking, image 
stabilization etc, it is not practical. W. Dong et al [5], F.Wheeler et al [6] and P. Smith 
et al [7] also developed long-distance iris recognition systems. Both of them use the 
wide-angle camera to detect human's face while narrow-angle camera capture iris 
image, and then the videos are transmitted into computer to perform the following 
recognition. These systems cannot work at fully automatic self-adaptive mode, and 
combining the computer, some of them may have big size and be heavy. So it is not 
useful in practice applications. Is it essential to use at least two cameras to capture  
iris image at a distance in large working volume, and is the computer necessary in iris 
recognition system? If a single camera is able to detect human’s face and capture iris 
image and then transmits the image to an embedded board to recognition, the size of 
the system maybe much smaller, which would be interesting and easy to use. 

In this paper, we present a self-adaptive iris image acquisition system using a 
single camera based on DSP. It can capture iris image automatically without user’s 
interaction at a distance from 0.3 meter to 1.1 meter. The rest of paper is organized as 
follow. In Section 2, the design of the hardware’s key components is described. Then 
the system working flow and algorithms are analyzed in Section 3. Section 4 shows 
the experimental results. Finally, some conclusions are given. 

2 Design of the Hardware’s Key Components 

In this paper, we use a variable zoom camera and PTU to detect face and capture iris 
image. The block diagram of the system is shown in Fig.1. When starting acquisition, 
the light source is opened and the camera uses the minimum focus with a wide field 
of view to detect human’s face. The DSP analyzes the video, draws the location of the 
face and finds out the position of the eyes. Ultrasound distance unit measures the 
distance between the camera and eyes. Combining the distance and the eye’s position, 
PTU moves the camera staring at one of the eyes. Then system sets the camera’s 
zoom to corresponding number and focuses to get proper iris images. At last, DSP 
captures the iris images and stores them in the flash.  

 

Fig. 1. The block diagram of the prototype 
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On hardware part, particular attention should be paid on the following issues: 

1) Safe illumination. The illumination should not harm human’s eyes. 
2) Camera and lens design. The camera should has a large working volume. 
3) Hardware design of the embedded module. The module uses DSP and MCU to 

detect the face and eyes, control the camera, PTU, ultrasound unit and so on. 
Now, we describe the three issues above in details. 

2.1 Safe Illumination 

The iris is very small. Without illumination, the captured image may be very dark, 
which will affect the recognition rate. Near infrared(NIR) illumination can enhance the 
iris image texture and bring users without uncomfortable feeling, so NIR illumination 
is often used as light source in iris recognition systems. However, strong illumination 
may result in permanent vision impairment due to obscuration or a non-functioning of 
the cornea, the lens, and the retina. When designing the light source, the threshold of 
radiant magnitude should not greater than the published exposure limits [8]. A small 
spot light source is much more harmful than a large source size with the same 
illumination, so we chose two arrays of near infrared LED as the light source. 

According to CIE eye’s safety standard, the limit of the Irradiance is no large than 
10mW/cm2. The NIR LED’s parameter is as follows. The center wavelength λ = 
850nm, its maximum luminescent intensity Ie = 200mw/sr, luminous angle Ω = 30 
degree. When the current is 100mA, the irradiance of one LED Φe = Ie × Ω = 
161.56mW. If the distance l = 30 cm, the luminous area S= (tanΩ× l)2 ×π=954.48 
cm2. So the maximum irradiance value of one LED Ee = Φe /S =0.16mW/cm2. 
Compared to the exposure limit (10 mW/cm2), the maximum number of the LED is 
10/0.17 = 62.5. In this system, we use 60 LED lights on 2 PCB board (each for 30). 
According the analysis above, measurement at the LED arrays resulted in irradiance is 
always below 10mW/cm2 in the distance from 0.3 meter to 1.1meter.  

2.2 Camera and Lens Design 

In this paper, we need to design a zoom camera with the feature of wide-angle and 
narrow-angle modes. When the system needs to detect the human face, the camera 
should be used in wide-angle mode to achieve a large field of view; when system is used 
to capture the iris image, the camera should be used in narrow-angle mode to achieve a 
high magnification. That means the camera needs a large variable focal length.  

The camera’s focal length is related with the image sensor’s size and the working 
distance. We suppose the camera focus is f, l is the object distance and l’ is the image 
distance, diameter of the iris is D, iris image on CCD sensor is d, the image’s 

magnification β can be got as
'd l

D l
β = − = . According Newton Imaging 

Formula
'

1 1 1

l l f
− = , we get the following equation: 

 

1

l
f

D d

−=
+

                                     (1) 



364 C. Gan et al. 

 

Usually, the diameter of human’s iris is 10mm; d is 0.9mm, so the focal length 
needed for the distance from 0.3 to 1.1 meter is shown in Table 1. 

Table 1. The focus needed corresponding with the working distance 

Distance(cm) 30 40 50 60 70 80 90 100 110 
Focal length(mm) 24.8 33.1 41.3 49.6 57.9 66.1 74.4 82.6 90.9 

 
According to Table 1, if the focus of the lens is between 5mm to 90mm, it can 

meet the system’s demands. Based on the discussion above, we designed a kind of 
variable zoom camera. Its image sensor is 1/4 inch, 752×582 pixels CCD. The focal 
length is 3.84 to 94.4mm. It can export a channel of analog video with 30 
frames/second. It could zoom and focus in command of the MCU with the 
communication of RS232 serial communication protocol. We test the performance of 
the camera at different distance. The magnification of the camera is shown in Table 2. 

Table 2. The magnification of the camera at different distance 

Distance(cm) 30 40 50 60 70 80 90 100 110 
Minimum 

Magnification(pixel/cm) 27 21 15 11 10 9 7 6 6 

Maximum 
Magnification(pixel/cm) 177 378 349 360 343 328 280 229 216 

 
In common, the diameter of the iris is 1cm, so according to the Table 2, we could 

get the proper size of the iris image at different distance from 30cm to 110cm.  

2.3 Hardware Design of the Embedded Module 

The embedded module includes one piece of DSP and MCU respectively. The DSP is 
used to receive the video from the camera, detect the human face, locate the positions 
of eyes, communicate with the MCU and store the iris image and so on. The MCU is 
used to control the PTU, send command to camera, read the distance message from 
the ultrasound unit. The system’s diagram is shown in Fig. 2. 

The main signal processing chip is TI TMS320DM642. The integrated DSP 
processor is mainly used to load the video from the camera, process algorithm for 
image processing, communicate with the MCU and store the images. Those involve 
one channel video input, one channel serial port and memory chip such as FLASH or 
SDRAM. The DSP could not read the analog video directly. It needs A/D convert 
chip to convert the analog video into digital video. The communication between DSP 
and A/D chip is I2C. All of those have integrated on a DSP Core Board. 

The MCU chip is an ATMEL ATMEGA128 whose CPU is a 16/32 bit RISC 
processor. It has very rich peripheral. We mainly use it to control the peripheral 
components, such as the PTU, ultrasound unit and camera. The PTU is controlled by 
RS-485 cable using the standard protocol Pelco-D. The camera is controlled by RS-232 
cable which can achieve zoom, focus automatically or manually. The ultrasound 
distance unit is controlled by the common I/O pin. Another task of the MCU is 
receiving the command from DSP and sending the responding signal to DSP by UART. 
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Fig. 2. Sketch of the embedded self-adaptive iris image acquisition system 

The whole system is powered by 12V voltage. Light source can be powered by 
12V directly, the same as the camera. But the DSP and MCU being powered by 5V 
and the PTU is powered by 24V. So in addition to the embedded module, a step-down 
circuit and a step-up circuit are needed.  

3 The System Working Flow and Algorithms  

In the previous section, we described the important components for the iris capturing 
system. Now, we will explain the algorithms and service software needed to run the 
system. The system’s working flow chart is shown in Fig. 3. 

 

Fig. 3. The system’s working flow chart 

When starting the capture, the camera will initialize its focal length to minimum, 
then DSP looks for a face in the camera video image until one is found. Following 
crops a bounding box around the face, DSP try to locate the eyes and crop two 
bounding box around the eyes. Then the PTU is used to move camera so that the eye 
region gets closer to the center of camera. Ultrasound unit calculates the distance 
between the camera and eyes. Next the camera sets zoom to corresponding focus and 
autofocus. DSP will estimate the quality of the image. If the image is not clear 
enough, DSP will refocus the camera unless the image is clearness. At last, DSP 
captures the iris image and stores it in the flash.  
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3.1 Face Detection and Eye Location 

To capture the iris, the system first has to know whether there is a person in the scene. 
We use the face detect algorithm that simply use Haar-like features originally selected 
using AdaBoost learning algorithm [9]. After a face is detected, we need to detect the 
location of eyes. We use Gray Integral Projection [10] to locate the eyes. We take 
gray-level projection of the face on horizontal and vertical direction. For the gray 
value of eyes is below than skin's, there has two valleys on the integral graphs, which 
can be used to determine the eyes' vertical coordinates roughly. After image 
binarization by the OTSU method, the horizontal ordinate can also be located. The 
whole process takes less than 30ms. 

3.2 PTU Control  

After the eyes’ positions are detected in the video image frame, we could get three 
points of the image, the center point of the image and the center points of the two 
eyes. In order to make the eye’s center point in the center of the image, we need pan 
and tilt the PTU. The angle of the PTU need to move is related to the minimum 
magnification of the camera which is shown in Tab.2. According to that table, we can 
get the real distance we should move by using the formula d = D/μ, where D is the 
pixels need to move, μis the minimum magnification of the camera at the certain 
distance from the face to camera. By using tanθ = d/s, we can get the angle need to 
move. Where s is the distance from the face to camera, it could be measured by the 
ultrasound distance unit. The moving speed of the PTU is fixed. So if we run the PTU 
for a certain time, the angle which the PTU moved is fixed.   

3.3 Camera Zoom and Autofocus 

After positioning the eye in the center of the camera, the next step is zooming up the 
image to appropriate size. But at different distance, the zoom number is different, 
which is related to focal length. In order to solve this problem, we look up the “zoom 
number - distance” mapping table. We image the iris at different distance with 
different zoom number. If the image is in focus and the diameter of the iris area is 
larger than 150 pixels, we record the zoom number and get the mapping table. Part of 
the mapping relationship is shown in Table 3. 

Table 3. “Zoom number - Distance” mapping table  

Distance(cm) 30-35 36-45 46-55 56-65 66-75 76-85 86-95 96-110 
Zoom number(x) 6-7 8-23 10-23 11-23 12-22 14-19 15-18 16-18 

 
According to this table, we can look up the zoom number after the ultrasound 

distance unit getting the distance of the camera and the eye. For example, if the 
distance is 70cm, so we just zoom up the camera to 12 times to 22 times. The gap 
between the zoom numbers is in favor of improving the robust of the system. 
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The camera can focus automatically or manually. We set the camera in autofocus 
mode. After zooming, the camera focuses the iris image automatically. The whole 
process takes about 0.5 to 2 seconds. 

3.4 Image Quality Evaluation 

While zoom up the camera, the autofocus is also should be done. But we found the 
image could not in focus sometimes. So, we need to judge whether the image is clear 
enough. We calculate the Square Plane Sum Modulus Difference (SPSMD) [11] of 
the image to reflect the energy of image high frequency component. The larger the 
calculation of SPSMD is, the more accurate the image focusing will be. After the 
autofocus, system starts to focus near. If the value of SPSMD is getting lower, it 
means the image is defocusing. So we need to focus far then calculate the SPSMD, 
unless SPSMD becomes the maximum. The maximum value of the SPSMD is 
measured in the experiment before. More details could be found in [11].  

4 Experimental Results 

In our system, we used a single camera to capture the iris image automatically based 
on the DSP in the distance from 0.3 meter to 1.1 meter. As an image acquisition 
system, we mainly concern about capture volume, operation time and image quality. 

4.1 Capture Volume 

The capture depth is about 0.3m to 1.1m. But it is a conservative data. For if people 
move nearer, and we decrease the illumination, the minimum distance can be 0.1m. 

The capture angle is limited by the visual field of the camera, because the face 
must appear in the image. The maximum angle field of view of the camera is 55.5° at 
horizontal direction and 42.5° at vertical direction. So the camera’s view is about 
1.16×0.84 m2 and 0.32×0.23 m2 in the distance of 1.1m and 0.3m respectively. 

Summing up the capture depth and angle, the still capture volume is about 0.35m3. 
If we pan and tilt the camera at first, the capture range will be much huger.  

4.2 Operation Time 

We recorded the operation time on each step. Face detection and eye location need 
less than 30ms. Considering the stably of the system, we use the low speed PTU. The 
pan and tilt time is about 2s to 4s. Ultrasound unit needs l00ms to measure the 
distance. The camera zooms and autofocus use 0.5s to 2s. Combining some delays 
between each step, the total operation time is about 3.5s to 7s. We compare the 
operation time with other systems. For example, W. Dong’s system [5] needs 2.7 to 
5.1s, the other one[2] needs 3s; H. Jung’s system[3] needs 4.5s etc. Our system’s 
processing time is acceptable in iris recognition system. If we use a high speed PTU 
and optimize the performance, the operation time will be less. 
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4.3 Image Quality 

We used the system to capture a series of images in different distance. Fig. 4 shows 
the iris images taken in different working distance.  

     
(a)  0.3m                (b) 0.6m                   (c) 1.1m 

Fig. 4. Iris images taken in different working distance 

From the images above we can see that all the images captured in different 
working distance present clear texture. The iris diameter in Fig.4(a)(b)(c) is 362, 200 
and 157 pixels respectively, which is big enough for identification. The difference 
between the images is the longer of the distance, the image will be darker. If we 
increase the illumination of long working distance, the iris image will be much clear. 

Besides the long acquisition rang, this system also has a long rang of focal length 
in a certain distance. This may reduce the difficult of camera zoom and autofocus, 
which improves the robust of the system. Fig. 5 shows the iris images taken in 70cm 
at different zoom number. The iris diameter is 153, 207, 245, 340 pixels respectively. 

 

 
(a) 12x                  (b) 15x                (c) 18x                  (d) 22x 

Fig. 5. The iris images taken in 70cm at12x, 15x, 18x, 22x focal length 

5 Conclusions  

In this paper, we designed an embedded self-adaptive iris image acquisition system 
using a single camera in a large working volume. If the user stand front of the camera 
and stare on it, the system will acquire the proper iris image automatically. The 
system integrates techniques of optical imaging, electronic control, face and eye 
detection algorithms, imaging processing and so on. We believe this work is a good 
attempt to make the iris recognition more convenient and practical. 
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Abstract. This paper proposes a new sclera vessel recognition technique. The 
vessel patterns of sclera are unique for each individual and this can be utilized 
to identify a person uniquely. In this research we have used a time adaptive 
active contour-based region growing technique for sclera segmentation. Prior to 
that, we have made some tonal and illumination correction to get a clearer 
sclera area without the distributing vessel structure. This is because the 
presence of complex vessel structures occasionally affects the region-growing 
process. The sclera vessels are not prominent in the images, so in order to make 
them clearly visible, a local image enhancement process using a Haar high pass 
filter is incorporated. To get the total orientation of the vessels, we have used 
Orientated Local Binary Pattern (OLBP). The OLBP images of each class are 
used for template matching for classification by calculating the minimum 
Hamming Distance. We have used the UBIRIS version 1 dataset for the 
experimentation of our research. The proposed approach has achieved high 
recognition accuracy employing the above-mentioned dataset.  

Keywords: Sclera Biometric, Sclera vessels, Patterns, OLBP, LBP, Haar filter. 

1 Introduction 

Biometrics refers to automatic authentication of individuals based on their 
physiological and behavioral characteristics. A large number of research works have 
been performed in the field of biometrics over the last few decades. But no single 
biometric technique can be applied universally. So, further research on biometric 
traits is required. Sclera recognition is considered to be a good trait to complement 
traditional traits, as sclera is a highly-protected portions of the eye. Personal 
identification by the vessel pattern of the sclera is possible because these patterns 
possess a high degree of randomness and this makes it ideal for personal 
identification.  

The various steps involves in sclera recognition are accurate segmentation of the 
sclera area, sclera vessel enhancement and the extraction of discriminative features of 
                                                           
* Corresponding author. 
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the sclera vessel pattern for authentication and identification purposes. Objective also 
focuses that the authentication system should work in real-time so that extraction, 
representation and comparison of texture images should not consume large 
computational resources.  

This paper proposes a whole biometric scheme for personal identification based on 
sclera trait. We propose a new preprocessing technique for vein highlighting which 
makes it possible to apply region growing based algorithm for sclera segmentation. 
Otherwise the vein inside the sclera creates hindrance to standard region growing. The 
sclera parameterization based on OLBP is also new in the literature. The OLBP 
texture measure is judged appropriate for sclera segmentation because it is able to 
improve the vein structure representation by the vein trajectory orientation statistic. 
The hamming distance is used as sclera identification score here. 

The organization of the paper is as follows: Section 2 explains the proposed 
approach of segmentation, preprocessing of the sclera images, followed by the sclera 
vessel enhancement process, feature extraction and classification. In Section 3 the 
experimental details are given, and Section 4 draws the overall conclusions. 

2 Proposed Approach 

Several approaches are proposed on sclera biometric in the literature. To our 
knowledge, first recognized work on sclera biometric is recorded in [1]. Automatic 
segmentation processes of sclera are proposed in [4], [6] and many features like LBP 
[9], GLCM [8] are used for recognition. Pieces of work on multi-angled sclera 
recognition [2, 7] well as multimodal eye recognition techniques [3, 5, 10] are also 
proposed using sclera and iris. In this section we explain a new sclera recognition 
technique. The content of this section includes a sclera segmentation process, a sclera 
vein enhancement technique, feature extraction of sclera texture patterns and sclera 
image registration. This is finally followed by the classification technique. 

2.1 Sclera Segmentation  

Generally the portion of blood vessels inside the sclera region is randomly-oriented 
which creates a pattern. As they are oriented in different layers, the intensity of the 
vessels varies highly. Some of them are quite bright and bundled. And this creates a 
hindrance to standard region growing. So we have considered the red channel of the 
image for segmentation, as the blood vessels are less prominent here as shown in 
figure 1(b). A representation for each color channel is indicated in Figure 1. 

 

 
                1(a)               1(b)                1(c)             1(d) 

Fig. 1. (a) The image of the original RGB image, (b) The red channel component of 1(a), (c) 
The Green channel component of 1(a), and 1(d) blue channel component of 1(a) 
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Adaptive histogram equalization is performed with a small window of 2x2 to 
reduce the vessel content. Next to which we use a bank of low pass Haar 
reconstruction filters to get a clear white sclera without the vessel. The filter is used 
with a high cut off. Analyzing different results, the cut off value that produces the best 
result is determined and used for experimentation. The figure 2(a) is the histogram 
equalized image and 2(b) the Haar filtered image of 2(a).  

 

     
2(a)                   2(b)  

Fig. 2. (a) Is the histogram equalized image and (b) the Haar filtered image of 2(a) 

This preprocessed image can be used for segmentation by a time adaptive active 
contour-based region growing segmentation method in [11]. The right and the left 
sclera are segmented separately. For region growing-based segmentation, we need a 
seed point. In order to get the seed point we use Daugmans  integro–differential 
method [12], which is used to calculate the center of the iris. From the center of the 
iris at a distance of 1.1 of the radius length of the iris and a deviation of 45 degrees 
with the horizontal, the seed point for region growing is set in both sides of the sclera 
as explained in Figure 3. 

 

 
Fig. 3. Seed point for sclera segmentation 

Now the seed point grows to provide the total sclera region as explained in Figure 4.  
 

       
Fig. 4. Region growing segmentation method of left and right sclera. 4(a) The Histogram 
equalized and filtered image of red component of 1(a),,4(b) Initial size of the seed for right 
sclera,4(c) Segmented image of 4(a),4(d) Segmented mask developed for right sclera, 4(e)The 
Histogram equalized and filtered image of red component of 1(a),4(f) Initial size of the seed for 
left sclera,4(g) Segmented image of 4(e), 4(h) Segmented mask developed for left sclera. 
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The green channel images of the RGB are masked by the segmented mask to get 
the region of interest as shown in Figure 5. The green channel image is used because 
here the vessel patterns look most prominent as shown in Figure 1(c).  

 

            
  5(a)                 5(b)                 5(a)                  5(b) 

Fig. 5. (a) & (b) Segmented region of interest. (c) & (d) a microscopic view of the ROI 

2.2 Sclera Vein Structure Enhancement  

The vessels in the sclera are not prominent, so in order to make them clearly visible, 
image enhancement is required. Adaptive histogram equalization is performed with a 
large window size of 42 x 42 to make the vessel structure more prominent as shown 
in Figure 6. 

 

      
6(a)                      6(b) 

Fig. 6. The adaptive histogram images of the vessels in 5(c) & 5(d) 

Then a bank of high pass decomposition Haar wavelet multi-resolution filters is 
used for obtaining the final enhanced vessel structure. The filter is used with a high 
cut off. The cut off value is determined empirically; the cut off value that produced 
the best result was used for experimentation. A Median filter is used to reduce some 
noise that is present in the surrounding area of the vessel. The images of the enhanced 
vessels following Haar filtering are provided in Figure 7. 
 

           
           7(a)                   7(b)               7(a)                 7(b) 

Fig. 7. 7(a) & 7(b) The images of enhanced vessel 7(c) & 7(d), a microscopic view of 7(a) & 
7(b) 
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2.3 Feature Extraction Method 

Local patterns, such as LBP (Local Binary Patterns), can be seen as a unifying approach 
to the traditionally statistical and structural approaches of texture analysis. Applied to 
black and white images, an LBP can be considered as the concatenation of the binary 
gradient directions. This contains micro-pattern information of the distribution of the 
edges, spots, and other local figures in an image which can be used as features for sclera 
recognition. Local patterns used for sclera features and the classifier used for sclera 
identification are discussed as follows. The original LBP operator labels the pixel of an 
image by thresholding the 3×3 neighbourhood of each pixel and concatenating the 
results binomially to form a number. Assume that a given image is defined as  ( ) =  
( , ). The LBP operator transforms the input image to ( ) as follows:  ( ) ∑ ( ) · 2 , 

Where ( ) 1 00 0 is the unit step function and  is the 8-neighborhood 

around ( ). The feature representation method called Orientated Local Binary Pattern 
(OLBP) [13] is an extension of the local binary pattern (LBP). OLBP can represent 
more explicitly the orientation information of the strokes which is an important 
characteristic of scripts. The  of a given pixel  is computed as follows: 

1. Compute the sequence ( ) , 0, … ,7. 

2. Find the starting index ( ) and ending index ( ) of the 
longest continuous 0 substring looking cyclically in the sequence of the previous 
step. argmax( (StringLength)),  End= Start + StringLength(StartOri)-1, 

    3. The index of the zeros substring center is the OLBP, i.e.   ( ) (( ) 2⁄ ) 8, 

Where round() rounds a number to the nearest integer, and mod is the arithmetic 
complement operation. An example of OLBP images of the vessel structure are 
presented in Figure 8. 

 
Fig. 8. OLBP of the vein images 

2.4 Image Registration 

In order to make image translation independent, we have registered the iris centre to 
the centre of the image for each of the OLBP images produced in the earlier section. 
Registration is performed by using the following equations. 
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                        rowdiff  Imgx –  Ix                            (1) 

                          columndiff  Imgy  Iy                           (2) 

where (Ix, Iy) represents the iris centre location, (Imgx, Imgy) is the image centre, and 
(rowdiff, columndiff) denotes the relative distance of the iris centre from the image 
centre. Now the relative amount of shift in row direction and column direction is 
applied to the OLBP image to register it against the image centre. 

2.5 Classification  

Template-based matching is used for classification. The gallery of query images is 
overlapped over the template of each class. The OLBP regions are binarized to get a 
binary template. Subsequently, identification is performed by template matching over 
the OLBP region as the Hamming Distance between the query image and templates, 
the matching which creates the minimum Hamming Distance is considered as the 
class of the query image. The Hamming Distance is calculated as below.  

              HD ∑ (  ⊕ ) (      )   ~(      )                  (3) 

Mask and query mask are the masks of the template and query image. The symbol ⊕ signifies the XOR operation, the symbol  signifies the AND operation, the 
symbol  signifies the OR operation, - signifies subtraction operator and the symbol ~ signifies the NOT operation.  

3 Experiments and Results 

The experimental setup and the results of our proposed work are explained in this 
section. 

3.1 Data Set 

In order to evaluate the performance of our proposed method, the UBIRIS v1 
database [14] is utilized for our experiments. This database consists of 1877 RGB 
images taken in two distinct sessions (1205 images in session 1 and 672 images in 
session 2) from 241 identities where each channel of RGB color space is represented 
in grey-scale. The database contains blurred images and images with blinking eyes. 
Both high resolution images (800 × 600) and low resolution images (200 × 150) are 
provided in the database. All the images are in JPEG format. We have used different 
quality of images. Some of them are not occluded having good quality of sclera 
regions visible, some of them are of medium quality and the third type is of poor 
quality with respect to sclera region visibility. 

For our experimentation we have considered the images of session 1. One image 
from the session is randomly chosen and utilized for template generation and the other 
four were used as query images. So we have 241*4 scores for FRR and 242*241 score 
for FAR statistics. Among this 54 images were discarded because of failures during 
acquire. All the stimulation experiments performed here were developed in Matlab  
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3.2 Experimental Results 

The experiments have been conducted to work out the sclera identification capability 
of the proposed features and classifier. As it is a classical identification or verification 
problem, the results will be given in terms of Cumulative Matching Curves (CMC) 
and Equal Error Rate (EER) curve. The CMC & EER curve is displayed in Figure 9. 
Along the X- axis we have the rank of the CMC and along the Y- axis the 
identification rate. Based on the interpretation of the graph it can be noted that faithful 
accuracy is achieved. Along the X- axis we have the matching score and along the Y- 
axis the density. 
 

 

Fig. 9. CMC curve for recognition & EER curve for recognition 

Table 1 provides the numerical data of Equal Error Rate and the Cumulative 
Matching Curves of the verification experiment. 

Table 1. Equal Error Rate and the Cumulative Matching of the verification 

Dataset EER(%) Cumulative Matching 

UBIRIS version 1 0.52 99.48% 

 
The results of the proposed work is put in perspective with the state-of-the-art by 

analyzing it with the most similar work on UBIRIS version 1, we could find in the 
literature. Table 2 reflects a state-of-the-art analysis of the most similar work on 
UBIRIS version 1. 

Table 2. The state-of-the-art analysis the most similar work on UBIRIS version 1 

Work Equal Error Rate ( in %)  

Zhou et al. [4] 
Oh et al. [9] 

Proposed System 

1.34 
0.47(manual segmentation for some images ) 

0.52 
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4 Conclusions 

This paper deals with a novel method of sclera recognition. We have proposed a 
sclera preprocessing algorithm to whiten the sclera eye portion, which improves the 
accuracy of the active contour procedure proposed for sclera segmentation. The vessel 
pattern has been enhanced with adaptive histogram equalization and a high pass Haar 
filter for establishing appropriate features. The OLBP provides information about the 
different pattern structures of sclera. Identification is accomplished by template 
matching over the OLBP region as minimum hamming distance matching. The 
proposed approach has achieved high recognition accuracy employing the UBRIS 
version1 dataset. 
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Abstract. The venous congestion is a very important kind of feature in iridology. 
How to detect and analyze the venous congestion is crucial to the automatic iris 
diagnosis system. Based on the HSI color space, this paper presents an effective 
method to extract the venous congestion. The iris image will be located and seg-
mented at first, then fuse the H components and S components to quantitate the 
venous congestion. Experimental results show the validity of this approach. 

Keywords: Iridology, venous congestion, HSI. 

1 Introduction 

Eyes as the only visual organ of the human body, not only can help people to see the 
external world, but also can help people understand their health situation. As early as 
one thousand of years ago, China's traditional medicine—Chinese medicine, found 
that human health condition might be verified through observing the abnormal change 
of human eyes. Now it is applied to clinical practice and known as “ Five round and 
eight profile theory” . In other countries, iridology has more than a hundred years of 
history to analyze the relationship between the iris and the health of the human body. 

Iridology mainly uses some unusual feature of iris to analyze the health condition 
of the human body. It is harmless, non-invasive, painless and inexpensive. Blue Ring 
is one of the most important signs to reveal the diseases and also called Venous Con-
gestion [1]. It appeared in the outer ring of iris and surrounded by blue. According to 
the iridology, Venous Congestion means that toxic substances are deposited in tissues, 
susceptible to joint stiffness, loss of arterial elasticity, etc. Fengming Li mentioned in 
the book "The Department of Ophthalmology", when the human body in hepatolenti-
cular degeneration (Wilson disease), the iris will be surrounded by a blue ring [2]. 
The etiology and pathogenesis of this disease is abnormal human copper metabolism, 
and it makes large amounts of copper deposited in tissue. Venous congestion has 
important value in the diagnosis of Wilson's disease [3].  

In the field of iris diagnosis and medicine, observation and analysis of the venous 
congestion mainly relies on manual work, this method has disadvantages of strong 
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subjectivity, inaccuracy and impossible for a quantitative analysis. The main purpose 
of this study gives a quantitative detection method of venous congestion by image 
processing algorithm. At present, has not yet been retrieved related articles in venous 
congestion detection research. 

2 Image Acquisition and Preprocessing 

2.1 Image Acquisition 

Because the eyes are sensitive to the outside environment especially the changes of 
light, it has brought difficulties to the image acquisition. There are many kinds of 
image acquisition equipment shown on the market, these devices capable of acquir-
ing iris image clearly, but the intensity of light make people feel discomfort. We used 
the light guide plate to reduce the intensity of light and collected more than 884 iris 
images by the cooperation with the Fen Tian Hospital affiliated to ShenYange  
medical college,the size of each image is 600*800 pixels. The database contains 42 
different degrees of venous congestion images. 

2.2 Iris Preprocessing 

Compared with the color of other parts in iris image, The color of venous congestion  
is different from the others, so we used the color information to detect the venous con-
gestion. By analyzing the iris image in our database, we found that some people have 
the same color with venous congestion for cosmetic reasons. In order to avoid eyelid 
interference we selected the fix area by iris location, as shown in Fig 1 right. 

To locate the inner and outer boundary of iris accurately, we need to detect three 
edge point of each boundary and determine a circle. Here is the detailed instruction: 

(1) As shown in Fig1, determine a point P in the pupil by the gray projection opera-
tor  mentioned in reference [4]. 

(2) Making P as a starting point , using the 2×20 gradient template to locate the 
three inner boundary points A, B, C along the horizontal and straight directions, 
determining the pupil center O. 

(3) Starting from the point O, using the method mentioned in the procedure (2) to 
locate other two outer boundary points E, F. 

Suppose R1 is the distance of EO, R2 is the distance of FO, R is the radius of the 
pupil. The area is selected to detect the venous congestion is: Point O is the center, 
2*R is high, 2*Max（R1，R2）is width. The area is shown in Fig.2. 
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Fig. 1. Iris location Fig. 2. Iris segmentation 

3 Detection of Venous Congestion 

3.1 Selection of Color Space 

In order to detect the venous congestion in the iris image effectively, we process the 
iris image in HSI color space. HSI model is proposed in 1915 by H. A. Munseu, this 
color space reflects the perception way of the human visual system. The HSI model 
includes three basic components: hue, saturation and intensity [5]. The hue is relate to 
the wavelength of light,it means the different colors experience of the human senses, 
Such as red, green, blue etc. The saturation reflects the purity of color, pure spectral 
color is fully saturated, join white light will dilute the saturation.  Saturation is big-
ger, color will look brighter, and vice versa. The intensity reflects the image bright-
ness and gray. Select the HSI color space to detect the venous congestion is mainly 
because : intensity has nothing to do with the color of the image, Hue and saturation is 
closely related to the way of color sense.  These features make the HSI model is suit-
able for the detection and analysis of color characteristics. 

3.2 Extaction of the Color Information 

Through the above analysis, we use the hue to segment the venous congestion area. In 
order to locate the venous congestion area accurately, this paper chose a color tem-
plate image shown in Fig.3 to analysis the hue distribution. The color template image 
shows the relation between the hue value and the corresponding color. Starting from 
the three o'clock position, along the clockwise direction, the hue value gradual-
ly increased from 0 to 1.  At the six o'clock position  hue value is 0.25, at the nine 
o'clock position hue value is 0.5, at the twelve o'clock position hue value is 0.75. The 
No.2 and No.4 image of Fig.3 shows the detection results when the Hue value is be-
tween  0.547 to 0.708. 
 

 
Fig. 3. Color template and the results of using H values to extract the color information 
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Different degrees of  venous congestion represent the different health situation, so 
we not only  detect it accurately, but also need to analyze the severity of venous con-
gestion. We choose an experimental region which includes the different degree of 
venous congestion, as shown in Fig.4.As can be seen from the chart, the color of ven-
ous congestion changing from shallow to deep, the S value is changing from small to 
big and H values are distributed around 0.5.I values is mainly showing the gray fea-
ture of iris. So we used the H and S values to detect the venous congestion. 
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Fig. 4. H, S, I distribution in different degrees of venous congestion 

According to iridology conclusion and the iris image we collected, the venous con-
gestion mainly distributed in 1/3 area of iris from outside to inside. We select the gray 
area shown as Fig.5 to detect the venous congestion, this area is usually not to be 
blocked or interference. Supposed this area isΩ  ,the number of pixels is K, x,y satisfy 
the following formula: 
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Fig. 5. The area we selected to detect the venous congestion 

The detection result R can be calculated by formula (2): 
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The function ),( yxH  is the H values of selected iris area, ),( yxS  is the S values of 

selected iris area, function ),( yxf  is used to detect the color information. 
minh , maxh  

is the minimum and maximum values of the venous congestion color information. 
Because the color of venous congestion is mainly distribute from seven o'clock 
to eleven o'clock in color template, so 

minh =0.547, maxh =0.708.  Experiment results 

shown this values can locate the venous congestion area effectively. a , b  are the 

weights of ),( yxH and ),( yxS , 1=+ ba . 

4 Experiment Results and Analysis 

4.1 Experiment Result about the Effect of Light 

In the process of iris image acquisition, natural light will influence the accuracy of 

venous congestion extraction. In order to analyze the effect of light on this algorithm, 

we collect two images about the same sample in different light environment. The 

procedures are shown as follows: 

(1) Iris image normalization, changing two original iris images into rectangular. 

(2) Select the NM × sub area in both two normalized images and named ', FF . 

(3) Changing the ', FF  into HSI color space and calculate the illumination varia-

tion E. Taking the H channel as an example, the formula is as follows: 
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(4) Calculate the proportion of illumination variation P, Takeing the H channel as 

an example, the formula is as follows: 
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(5)

The table below shows the illumination variation and proportion in different color 
channel.  
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Table 1. Result of illumination variation E and proportion P in H,S,I 

Color channel Illumination variation E Proportion P 

H 0.05231 11.22% 

S 0.07728 16.57% 

I 0.33684 72.21% 

 

Fig. 6. Two iris image collected in different illumination 

From the above experiment results, the influence of light to H channel and S chan-
nel is smaller than I, the proportion of I reached 72.21%. By using H channel and S 
channel to extract the venous congestion can reduce the effect of illumination  
effectiveness.  

4.2 Venous Congestion Detection Experiment Results 

In order to verify the effectiveness of the proposed method, Four types of samples are 
selected and named normal, mild, moderate, severe(shown in Fig.7). These four im-
ages are used to select the appropriate parameters for the method we proposed.  Sup-
posed detection results of four images are Ra, Rb, Rc, Rd (calculated by formula 2), 
we need to select the appropriate parameter a and b to make value P as big as possi-
ble. P is calculated by: 

310*||*||*||*|| dcba RMRMRMRM

M
p

−−−−
=  (6)

3
ad RR

M
−=  (7)

From the experiment shown in Fig.8, when b=0. 8 and a=0. 2, our method can get the 
best detection results, and Ra=0.0359,Rb=0.3218,Rc=0.5584,Rd=0.6977.  
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Fig. 7. Four kinds of iris image we selected in experiments 
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Fig. 8. Parameter selection of b and the value of P 

By analysing the result Ra,Rb,Rc,Rd, we get the effective range of different degree 

of venous congestion.The rang of Normal iris is: [0, 
2

ab RR + ]. The range of mild iris 

is: （
2

ab RR +
, 

2
cb RR + ]. The range of moderate is: （

2
cb RR + , 

2
cd RR + ]. The 

range of severe is: （
2

cd RR + ,1]. The final range and detection results as shown in 

Tab.2.  
From the Tab.2 we get the high accuracy in normal and milt iris image. The main 

reason for failure detection is the influence of lighte position. we still need to do some 
improvement in how to avoid the light positon in iris images.  

Table 2. The range selection and the results of detection  

 Distribution range Sample number Accuracy rate 

Normal 0-0.1789 400 98% 

Milt 0.1789-0.4401 8 100% 

Moderate 0.4401-0.6281 22 90.1% 

Severe 0.6281-1 6 83.3% 
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5 Conclusions 

In this paper, we propose a venous congestion detection method aimed at eliminating 
the subjective and the qualitative characteristic of the traditional iridology.  The ex-
perimental results reasonably demonstrate the effectiveness of the method we de-
scribed in this paper. Venous congestion is a typical kind of iridology features, but the 
prevalence rate is still very low. From all 884 iris images only 42 iris images have 
venous congestion feature, the scale of the database still needs to increase.  
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Abstract. The increasing use of touchscreen mobile phones to access sensitive 
and personal data has given rise to the need of secure and usable authentication 
technique. This paper presents a novel approach to authentication on touch-
screen mobile devices. The basic idea was to exploit user interaction data of 
touchscreen mobile phone to authenticate users based on the way they perform 
touch operations. A filed study was conducted to design typical touch-operation 
scenarios and gather users’ data. Behavioral features were extracted to accurate-
ly characterize users’ behavior. Diverse classification methods were employed 
to perform the authentication task. Experiments are included to demonstrate the 
effectiveness of the proposed approach, which achieves a false-acceptance rate 
of 4.05%, and a false-rejection rate of 3.27%. This level of accuracy shows that 
these are indeed identity information in touch behavior that can be used as a 
mobile authentication mechanism. 

Keywords: Mobile Authentication, Biometric, Touch-Behavior Features.  

1 Introduction 

With the fast development of mobile computation, smartphones have become an inse-
parable part of people’s daily lives and work. More and more personal and sensitive 
data has been stored on smartphones. Not surprisingly, the security of these mobile 
devices has become a very important problem. Effective user authentication is a fun-
damental security requirement in protection of computing systems. For touchscreen 
smartphones, current authentication mechanisms usually use passwords. Although 
password authentication is simple and easy to implement, it is subject to the problems 
of being forgotten and stolen. Thus, alternative authentication mechanisms which are 
reliable and convenient on mobile devices should be developed. 

This paper explores the feasibility of using behavioral features in touch operations 
on touchscreen smartphones as a behavioral biometric to authenticate a user. We de-
signed a user interface consisting of typical touch-operation scenarios and captured 
users’ touch-behavior data. We extracted behavioral features to characterize users’ 
touch behavior and performed experiments to see whether they provide enough dis-
criminatory power to identify users. Empirical results are encouraging, which 
achieves a false-acceptance rate of 4.05% and a false-rejection rate of 3.27%.  
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This level of accuracy shows that there is indeed identity information in touch beha-
vior that can be used for mobile authentication. 

Section 2 discusses the related work. Section 3 designs touch-operation scenarios 
and introduces the dataset. Section 4 defines and extracts the touch-behavior features. 
Section 5 and 6 explains the classifiers, evaluation procedural and performance me-
trics. Section 7 presents the experimental design and analyzes the results. Section 8 
concludes this paper and pinpoints directions for future research. 

2 Related Work 

Mobile authentication using touch-behavior features is a new research area. There are 
only a few pieces of related work. Saevane and Bhatarakosol [1] proposed an authen-
tication mechanism using keystroke dynamics on touchscreen mobile devices. Users 
were asked to input 10-digit phone number using a simulated keyboard on the touch-
screen. The features used included the pressure of the finger tip, hold time and transi-
tion time. A kNN classifier was employed to perform user classifications. They  
reported 99% of accuracy if the pressure feature was included and 90% without the 
pressure feature. Luca et al. [2] proposed to use behavioral features in unlock and 
graphical password operations on touchscreen mobile phones to authenticate a user. 
The touch operations were largely single touches which involves only one finger. 
They reported average accuracies of 50% for unlock operation and of 77% for graphi-
cal passwords. Sae-Bae et al. [3] performed user authentication experiments on iPad 
using behavioral features in multi-touch operations. 34 volunteers were involved. 
They reported equal-error rates of 7%-15% for one mode of multi-touch and EERs of 
2.6%-3.9% if two multi-touch modes are combined. Frank et al. [4] proposed to use 
behavioral features of left-right sliding and up-down sliding on touchscreen mobile 
phones for continuous authentication. They employed kNN and SVM to perform user 
classification and reported EER of 0%-4%. 

These efforts showed a promising direction of using touch-behavior features in au-
thentication. But the technique is still in its infancy, and only a small portion of touch 
gestures were explored and no serious efforts have been made on behavioral features 
in multi-touch operations. In this paper, we analyzed behavioral features in both sin-
gle-touch and multi-touch operations. We also performed an in-depth investigation of 
the feasibility of mobile authentication through touch-behavior characteristics. 

3 Touch-Behavior Data 

In this study we built a controlled environment to collect touch-behavior data, so as to 
insulate intrinsic behavior characteristics as the principle factor in behavior analysis. 

3.1 Supporting Apparatus 

We set up a smartphone and developed an application as a uniform platform for 
touch-behavior data acquisition. The smartphone was a Samsung Galaxy Note with a 
dual-core 1.4 GHz processor and 1 GB of RAM, running Android 2.3.5 operating 
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system. It was equipped with a 5.29-inch display and the resolution was set as 
800×1280. The application, written in Java, was developed for providing subjects the 
scenarios to perform typical touch operations. During the data acquisition, the appli-
cation recorded (1) the corresponding touch event, (2) the position at which the event 
occurred, (3) the timestamp of the event, (4) the pressure of the touch finger. 

3.2 Touch-Operation Scenarios 

We designed touch-operation scenarios that could represent typical and diverse touch 
operations in users’ daily interactions. Figure 1 shows four different touch-operation 
scenarios that we developed, including simple one-finger operation (single-touch) and 
various two-finger operations (multi-touches). Figure 1.a shows the single-touch sce-
nario, which consists of four times one-finger drag-and-drop operation, and requires 
subjects to drag one solid cube and then drop it on the position of hollow cube. Figure 
1.b-d show different multi-touch scenarios, which contain two-finger drag-and-drop 
operations, two-finger zoom-in and zoom-out operations, and two-finger rotation 
operations. The numbers in these scenarios represent the order of operations. It is 
worthy of note that designs of touch-operation scenarios may not be unique. Howev-
er, our scenarios cover all typical and common operations in users’ daily interactions 
with touchscreens. 

          
      (a)                (b)              (c)                (d) 

Fig. 1. Four designed touch-behavior operation scenarios 

3.3 Instruction to Subjects 

One touch-behavior sample was collected by asking a subject to perform all four 
touch-operation scenarios one time. Subjects were required to focus on the experi-
ment, and to avoid distractions while the experiment was in progress. Each sample 
corresponds to one error-free repetition of the four touch-operation scenarios. 

3.4 Subjects 

We recruited 20 subjects from the university, and all but two subjects reported using 
touchscreen mobile phones. The subjects consisted of 13 males and 7 females, and all 
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were right-handed. Subjects were asked to take one round of data acquisition per day, 
and repeat all four touch-operation scenarios 10 times per round. Subjects took be-
tween 10 and 30 days to complete the data acquisition. Each subject provided touch-
behavior samples, i.e., performed 100 repetitions of the four touch-behavior operation 
scenarios. Finally, we obtained a dataset with 2,000 samples from 20 subjects. 

4 Features 

In this section, we extracted a set of touch-behavior features, and used distance-
measure method to obtain feature-distance vector for reducing influence of variability. 

4.1 Feature Extraction 

The acquired data are sequences of touch-behavior operations, such as drag-and-drop 
and zooming-in actions. These actions cannot be used directly by a classifier. Thus 
touch-behavior features were extracted from these actions, and then were organized 
into a vector for representing one touch-behavior sample. We characterized touch-
behavior actions based on two measures: position and pressure. Each measure was 
then analyzed individually, and converted into several features, to form the feature 
vector. In this study, we categorized them into single-touch features and multi-touch 
features. Table 1 summarized the derived features, which formed a 44-dimensional 
feature vector to represent each touch-behavior sample. 

Table 1. Touch-Behavior Features 

Category Touch-Behavior 
Features Definitions # 

Single-
touch 

Sliding speed curve  
The speed sequences for each of 4 single-touch 
sliding movements 

4 

Sliding offset 
The distance between practical and ideal trajectory 
for each of 4 single-touch sliding movements 

4 

Variance of finger 
pressure 

The variance of pressures for the touch events con-
sisting of the 4 single-touch sliding movements 

4 

Multi-
touch 

Distance curve 
between two fingers  

The distance sequences between two fingertips for 
each of 8 two-finger multi-touch sliding movements 

8 

Angle curve be-
tween two fingers 

The angle sequences between two fingertips for 
each of 8 two-finger multi-touch sliding movements 

8 

Variance of finger 
pressure 

The variance of pressures for each of 2 fingers in 
touching events consisting of the 8 two-finger slid-
ing movements in the 3 multi-touch scenarios 

16 

4.2 Distance Measure 

The touch-behavior features represented by curves cannot be directly used to a  
classifier due to high dimensionality and behavioral variability. Thus we developed  
a distance-measure method to transform the raw feature vector to feature-distance 
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vector as the input for classifiers. We first employed the Dynamic Time Warping 
(DTW) distance [5] to compute the distance vector of curve-style features. The rea-
sons are that (1) touch-behavior features (e.g., sliding speed curve) of two data sam-
ples are not likely to be consisted of the exactly same number of points (touch 
events); (2) DTW distance can be applied to measure the distance between the fea-
tures of two samples without deforming either or both of the two sequences in order 
to get an equal number of points. We next applied Manhattan distance to compute the 
distance vector of other features. The reason is that this distance is the absolute value 
of cumulative difference between features thus it is independent between dimensions, 
and could preserve physical interpretation of the features. 

5 Classifier Implementation 

By ensuring the diversity in a set of classifier, we could examine whether an observed 
effect is specific to one type of classifier or more generalized to a range of classifiers. 

5.1 Neural Network 

Neural network is a prevalent classification method of identifying patterns [6]. Here 
we employed a single hidden layer neural network. During training, we built the net-
work with m input nodes, (2m+1) hidden nodes, and one output node. The network 
was trained to produce ±1.0 on the output score on training samples. During testing, 
testing samples were run through the network, and the output of the network was 
recorded as the classification score. 

5.2 MCMC-Based Bayesian Network 

Bayesian network is a multi-layer network implementing a naïve Bayesian classifier 
[7]. Here we used a three-layer Bayesian neural network. During training, the parame-
tric network was trained by using the Markov Chain Monte Carlo (MCMC) technique 
to draw posterior samples of the parameters involved (network weights and Bayesian 
parameters). During testing, the parameter samples, derived from the testing samples 
via MCMC, were used to compute the probability that a testing sample is genuine. 
This probability value was then considered as the classification score. 

5.3 Support Vector Machine 

Support vector machine generalized the ideas of finding an optimal hyper-plane for 
performing binary classification [8]. During training, the SVM was trained on training 
samples with a RBF kernel function. The SVM parameter v and kernel parameter γ 
were set to 0.03 and 0.07 respectively. During testing, the testing samples were pro-
jected on a high-dimensional space, and the distance between the samples and the 
hyper-plane is computed as the classification score. 
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6 Evaluation Procedure 

6.1 Training and Testing 

We started by designating one of our 20 subjects as the legitimate user, and the rest as 
impostors. In training phase, we trained the classifier on randomly-selected half of 
behavioral samples from the legitimate user and the same number of behavioral  
samples from impostors. In testing phase, we measured ability of the classifier to 
discriminate between the legitimate user and impostors. We first computed the classi-
fication scores on the remaining samples from the legitimate user. We then computed 
the classification scores on the remaining behavioral samples from all the impostors.  

We next repeated the above process, by designating each of the rest subjects as le-
gitimate user in turn. Additionally, since we randomly selected the samples for train-
ing and testing, and we wanted to account for this randomness, we repeated the above 
procedure ten times, each time with an independent draw from the entire dataset. 

6.2 Calculating Classifier Performance 

To convert these classification scores into aggregate measures of classifier perfor-
mance, we calculated the false-acceptance rate (FAR) and false-rejection rate (FRR). 
We also brought FAR and FRR together to generate a graphical summary of perfor-
mance known as ROC curve by varying the threshold on classification score [9]. 

7 Results and Analysis 

Figure 2 and Table 2 show the ROC curves and average FAR and FRR of the mobile 
authentication task for each of three classifiers. As a result, the effectiveness of our 
approach can be assessed on a comparison of classifier performance. 

Our first observation is that the error rates of all three classifiers are below 10%, 
which shows that these is indeed identity information in touch behavior that can be 
used for mobile authentication. The best performance obtained by SVM achieves a 
FAR of 4.05% and a FRR of 3.27% at the median threshold. This result is very prom-
ising, and can be competitive with the best results (an authentication accuracy of 
96%) and better than the average accuracies of 77% reported in [2] which also inves-
tigated the authentication technique using touch-behavior features. The reason is per-
haps the newly proposed multi-touch behavioral features in our work. 

Our second observation is that the SVM classifier has a much better performance 
than other two classifiers. We can observe that the ROC curve of SVM is much lower 
than others. This may be the fact that SVM can convert the problem of classification 
into quadratic optimization in the context of insufficiency of prior knowledge, and 
still maintain high accuracy and stability. We also note that the standard deviations of 
error rates for SVM are smaller than the other two. This indicates that it may be ro-
bust to the variability of touch behavior and various parameter selection procedures. 
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Fig. 2. ROC curves for the three different classifiers used in this study 

Table 2. FARs and FRRs of authentication (with standard deviations in parentheses) 

Classifier FAR (%) FRR (%) 
BP Neural Network 9.16 (3.51) 8.27 (5.49) 
MCMC Bayesian Network 7.40 (4.55) 6.36 (5.01) 
Support Vector Machine 4.05 (3.12) 3.27 (3.18) 

Table 3. HTER performance and Confidence Interval at different confidence levels 

Classifier HTER (%) 
Confidential Interval (%) around HTER for 

90% 95% 99% 
BP Neural Network 8.72 ±2.19 ±2.61 ±3.43 
MCMC Bayesian Network 6.88 ±2.06 ±2.46 ±3.23 
Support Vector Machine 3.66 ±1.51 ±1.80 ±2.36 
 
Additionally, we implemented a statistical test by computing the half total error 

rate (HTER) and confidence interval (CI) [11], to statistically assess the performance 
of our approach. The results show that the approach using SVM classifier provides 
the lowest HTER and CI compared to the other two classifiers, with the 95% confi-
dence interval laying at 3.66% ± 1.80%. 

8 Conclusion and Future Work 

Using smartphones to access sensitive and personal data raises the question of secure 
and convenient authentication methods whether touch behaviors reflect users’ identify 
information. This paper presented a novel approach to authentication on touchscreen 
mobile devices, by analyzing users’ touch-behavior features in their interactive opera-
tions with touchscreen smartphones. We conducted a filed study that designed typical 
touch-operation scenarios and collected users’ data. We extracted behavioral features 
to accurately characterize users’ touch behavior. We then employed diverse classifica-
tion techniques to perform the authentication task. Experimental results demonstrated 
the efficacy of the proposed approach, and showed these are indeed identity informa-
tion in touch behavior that can be used for mobile authentication. 
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Abstract. Speaker-emotion variability is one of the major factors causing the 
degradation of the performance of speaker recognition system. The difficulty is 
mainly induced by the shift of the acoustic space, thus the emotional model 
could not be generated only by neutral utterances. This paper presents a trans-
lated learning method which utilizes both the neutral and emotional speech in 
the development data as translators to build “bridges” between neutral model 
space and emotional model space. With the help of these translators, GMM 
emotional model can be produced through its neutral model. The experiments 
carried on MASC show an IR increase of 2.81% over the GMM-UBM system. 

Keywords: Emotional speaker recognition, neighbor similarity effect,  
corresponding component GMM. 

1 Introduction 

There are many challenges in applying speaker recognition system into practice, such 
as background noise, channel effect and speaker-emotion variability. Emotional 
speaker recognition, which means the emotion states of training speech and testing 
speech are different, is devoted to solving the problem of speaker-emotion variability. 

In recent years, many efforts have been made to solve the problem of unmatched 
emotion states, and most of them can be categorized into two groups: normalization 
technique and enrich technique. The main idea of normalization is to remove emo-
tional information from speeches. Bao et al proposed a method named Emotion 
Attribute Projection (EAP) to remove subspace that may cause emotion variability 
[1]. Huang et al proposed Pitch-dependent Difference Detection and Modification 
(PDDM) to modify segments with high difference to neutral speech using scaling  
and pruning strategy [2]. Enrich technique is  learning the transformation rules  
from developing corpus, and applying them into evaluation process to expand the 
speaker’s neutral model to his/her emotional model. Shan et al proposed two Neutral-
Emotion GMM Transformation (NEGT) methods. NEGT-1 [3] and NEGT-2 [4] 
works on model layer and score layer respectively, and each GMM component  
in emotional model is a linear combination of the 32 GMM components in neutral 

                                                           
* Thanks to 973 Program 2013CB329504, the Fundamental Research Funds for the Central Universities 

2013 and National Natural Science Foundation of China (NSFC60970080) for funding. 



 Emotional Speaker Recognition Based on Model Space Migration  395 

 

model. However, the complexity of the new model becomes dramatically high, which 
is usually more than 10,000 GMM components, and the linear combination is a rough 
assumption without phonetic knowledge. Dai [5][6] proposed a novel transfer learn-
ing method named translated learning to solve the problem that the source and target 
feature space are totally different, and the idea can also be used to figure out  our 
feature space mismatch problem. 

In this paper, we aim to find out the methods to transform neutral model to emo-
tional model using the translated learning. The translators are chosen from the devel-
opment data, and the “bridges” are the corresponding GMM component under the 
same phonetic event of different emotion states because fine grain “bridges” brings 
more precise transformation rules. When train utterance comes, the k-nearest neigh-
bors of its neutral component are selected from all the “bridges” mentioned above. 
Using these “bridges” as transformation rules, its corresponding emotional component 
could be constructed.  The new emotional model is employed to recognize the speak-
er of emotional speech. 

The rest of the paper is organized as follows. Section 2 introduces the translated 
learning algorithm and how the “bridges” we select – GMM component of the same 
phonetic event. Section 3 presents the framework of our algorithm and the detailed 
description. In section 4, experiment results of our algorithm on MASC are reported. 
Finally, section 5 gives a summary and conclusion. 

2 Translated Learning Algorithm 

2.1 Translated Learning 

Translated learning is known as solving the problem that training data and test data 
are in totally different space. The strategy is to make use of available data that have 
both features of the source and the target domains to construct a translator. In the 
emotional speaker recognition context, acoustic space can be seemed as the known 
“source space” and the emotional acoustic space is the unknown “target space”. And 
these two are of different space. Thus, the performance of emotional speaker recogni-
tion is unsatisfied.   We must construct the translator mentioned before to link these 
two spaces, the development data is selected to serve as this role because it contains 
both a speaker’s neutral and emotional utterance. Selecting the “Bridges” which links 
the source space and the target space in a translator is one of the most important as-
pects of translated learning. 

We consider two grains of the “bridges”. First is the coarse grain. We select the 
emotional model and the neutral model of one speaker, but it’s too rough to explain 
the transformation rule. Thus, we consider the more fine “bridge” – GMM component 
of the same phonetic event. 

2.2 Similar Neighbors of GMM Component of the Same Phonetic Event 

Since Reynolds [7] firstly proposed Gaussian Mixture Model (GMM) in 1995, it  
has been recognized as the robust model representing the distribution of speakers’ 
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acoustic space. A GMM is a weighted sum of Gaussian components and is given by 
equation (1): 

 
1

( | ) ( , , ).
Nc

c c c
c

p x w N u xλ
=

= Σ∑  (1) 

Each GMM component is an acoustic class representing special broad phonetic event, 
such as vowels, nasals or fricatives [7]. The mean cu  is the average of the features of 

the acoustic class, and the covariance matrix cΣ represents the variability of features 

within the acoustic class. Under the framework of GMM-UBM, each model is 
adapted from the Universal Background Model. Thus, we assume that the same GMM 
component of each model represents the same phonetic event.  

In K-nearest neighbors (KNN) method, adjacent samples are clustered within a 
class, the same class means that the samples in this class have similar attribute. Same 
idea is adopted here, and Kullback-Leibler divergence (KL divergence) [8] is selected 
as the criterion to judge whether two samples are neighbors. KL divergence is used in 
measuring the distance of two models, especially probabilistic models.  

There are many factors causing the shift of acoustic space. For the same speaker, 
different emotional states and phonetic events are the major reasons.  If these two 
factors are considered simultaneously, the rule is not obvious. The correlation be-
tween

1 2, ,( , )i j k jKL N N and 
1 2, ,( , )i j k jKL E E  is calculated as equation (2). 

1 2, ,( , )i j k jKL N N  means KL divergence between 1j th GMM component of ith person’s 

and 2j th  GMM component of kth person’s neutral model, while 
1 2, ,( , )i j k jKL E E  

means that of the emotional model. 
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α represents the variable 
1 2, ,( , )i j k jKL N N and β represents the variable 

1 2, ,( , )i j k jKL E E . The correlation is just 0.204. Now, we consider when the phonetic 

event is fixed, how the emotional state affect the shift of the acoustic space. 
Fig.1 depicts KL divergence of a GMM component and that of other people. 

Meaning of the parameters is the same as before ( and are randomly selected). It 

can be observed that under the same phonetic event,  and 

 are almost the same. If we treat  as variable and 

 as another variable , the correlation of these two variables is com-

puted as equation (2).  
According to computing on the development data, the correlation is 0.734. There-

fore, we can draw out that  and  is highly correlated. 
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Fig. 1. KL divergence of the same phonetic event between speaker and other 20 speakers in 
both neutral and emotional state 

For each ,i jN , we select mperson 1 2, ,..., mk k k , so that they are ith speakers’ neu-

tral neighbors. Supposing 0k  is the person satisfying equation (3). 

 0 , ,min arg ( , )i j k jk KL E E=  (3) 

The percentage of 0k  falling into the set of neutral neighbors 1 2{ , ,..., }mk k k is drawn 
in Fig.2. 
 

 

Fig. 2. Percentage of the 1-nearest neighbor of emotional GMM component falling into the m-
nearest neighbors of neutral GMM component 

The closest emotional GMM component can almost be covered when m  reaches 
5. Based on these phenomena, we can conclude that although the acoustic space under 
emotional state will shift from neutral state, the neighbors of neutral and emotion 

panic elation

sadness anger
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GMM component are similar. If we can obtain the neutral-emotional model with the 
same phonetic order in the development data, we can construct a speaker’s emotional 
model in the evaluation corpus.  

3 Description of the Algorithm 

The framework of our system is shown in Fig. 3. Firstly, on the development data, 
neutral and emotional model with corresponding GMM components are built. All 
these pairs compose the translators. The bridge between the neutral component and 
emotional component is the transform rule. Secondly, when a speaker comes, his/her 
neutral model is trained from his neutral utterances. Among all neutral components in 
the translators, we select k  neighbors of each GMM component. By utilizing the k  
bridges, we can construct his/her emotional model. Finally the score is computed on 
the new emotional model. 

 

Fig. 3. Framework of our algorithm 

In Fig. 3, NC is the abbreviation of neutral GMM component, and EC is that of 
emotional GMM component. The score is average of all the likelihood score, just 
shown in equation (4). 

 

min( ( , ( , )))t x
t j

p x E k j

Score
T

=
∑∑

 (4) 

( 1, 2, , )tx t T=  is the feature of the total utterance. 1, 2,...,x m= represents the neigh-

bor index.  
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4 Experiment 

Mandarin Affective Speech Corpus (MASC) [9], an emotional speech database, is 
used in our experiments. The corpus contains recordings of 68 Chinese speakers (23 
female and 45 male). All speeches are expressed under five emotional states: neutral, 
anger, elation, sadness and panic. 20 sentences are spoken for three times under each 
emotional state, and 2 extra paragraphs for neutral. Each sentence is short and the 
length is between 5s and 10s. Each paragraph is longer relatively, with lasting about 
40s length. All speeches are recorded with the same microphone. Only the male’s data 
are used in our experiments. These sentences cover most of the phonemes in manda-
rin speech. The first 20 speakers’ data are used as the developing data, and the other 
25 speakers are used as evaluation data. Among them, the 2 paragraphs are used to 
train neutral model, and the sentences are used to test.  

All the features mentioned in our experiments are 13-order MFCC with 32ms win-
dow length and 16ms frame rate.  We applied voicebox[10] to extract features.  

For training UBM, all data in the development set is applied, and the total length is 
about 2 hours. A single GMM with 1024 mixtures is trained using the Expectation-
Maximization (EM) algorithm. All speaker models are trained by Bayesian adaptation 
from the UBM with the speaker’s 2 neutral paragraphs.We apply netlab[11] to train 
UBM-GMM system.  

The Identification Rate(IR) result of our method is shown in Table 1. 

Table 1. Baseline Reslut 

 IR(%) 
neutral 96.47 
Anger 34.87 

sadness 60.80 
elation 38.07 
panic 36.60 

average 53.36 
 

In the experiment, we select k  neighbors to verify the effectiveness of our system. 
The purpose of this experiment is to verify how k  (number of neighbors) affects the 

performance of our algorithm. The IR of selecting different value of ( 1, 2, ,6)k k =   
is shown in Table 2. 

In Table 2, the column means the value of  ranges from 1 to 5. The row means 
when selecting  neighbors, the IR of all test segments under each emotion. 

It is observed that IR increases with the value of until meeting a certain value. 
IR reaches the maximum at  for neutral, sadness and elation, and  for 
anger and elation. Total IR reaches the maximum at . This is coincide with the 
theory that at , most neighbors can be covered. 

When our algorithm is applied, it is observed that the effects are profound, with an 
IR increase of 2.81% over the GMM-UBM system. And the improvement is more 
obvious under anger, elation and panic emotion state. These states are known as high-
different emotion state mentioned in [2]. It means when the feature space changed 
dramatically, the effect of our algorithm is more profound. 

m
k

m
5m ≤ 6m ≥

5m =
5k =
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Table 2. Result of our algorithm 

 neutral anger sadness elation panic Average 

1 94.73 34.53 57.60 38.20 35.40 52.09 

2 95.07 36.27 59.47 41.93 37.13 53.97 

3 95.40 36.87 60.13 43.60 38.80 54.96 

4 95.37 37.73 61.27 44.33 39.73 55.69 

5 95.37 38.40 61.80 45.20 40.07 56.17 

6 94.80 38.73 60.33 45.20 39.20 55.65 

 
Compared to the method in [3], our method is much faster than NEGT, and it can 

be used to generate UBM-GMM model other than the simplified GMM model. Be-
sides, the improvement of IR is more obvious. 

Because of the data of female is scarce, the translators can’t be built because it 
can’t cover most speakers in female, thus many speakers’ neighbors are missed. Thus, 
the experiment results of female are not reported here. 

5 Conclusion 

This paper proposes a novel method to build emotional model. Based on the trans-
lated learning, our method is proposed to build neutral-emotional translator as the 
hidden mapping function, then each neutral GMM component is mapped into emo-
tional one. Only neutral speech is required to build speaker model and the emotional 
information of the test utterance isn’t needed. This method brings a promising result 
with 2.81% increase of IR over the GMM-UBM system. The future work is to  
construct more precise rule such as risk minimization mentioned in [5] to make the 
transformed rule more robust. 
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Abstract. Gait energy image is an efficient gait descriptor for human gait 
recognition, but gait information in gait energy image is redundant and 
susceptible to shape scaling and drifting. To solve the problem, effective block 
list is proposed to express gait more effectively in this paper. For each row in 
the steady part of gait energy image, two blocks with max variation are selected 
to construct an effective block list. The same subject’s difference sequence of 
effective block lists generally has a lower mean value, so it is used to measure 
the similarity between two subjects. Experimental results show that, the 
proposed effective block list is more efficient than gait energy image, and has a 
good ability to derive more effective feature extraction and expression methods. 

Keywords: biometrics, gait expression, gait recognition, gait energy image,  
effective block list. 

1 Introduction 

Gait recognition identifies individuals in image sequences by their walking styles. 
Human gait is a special biometric feature for human identification since gait is the 
only perceivable biometric for personal identification at a distance. For other biome-
trics such as fingerprints and face, valid data can’t be obtained at a distance, while 
human gait can be distinguished obviously.  

Gait recognition works have focused on analyzing video sequences of human 
walks directly. In a complete gait recognition processing, subjects are segmented from 
video sequences firstly, then features are extracted from the silhouette sequences, and 
subjects are classified based on the extracted gait features. The step of extracting ef-
fective gait features from quality-limited silhouettes is especially important in gait 
recognition, while some works utilize complex classification methods to improve 
recognition rates [1], [2]. 

Gait recognition techniques can be divided roughly into two categories: model-
based [3], [4] and appearance-based approaches [5], [6]. Model-based approaches fit a 
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model to the image data and then analyze the variation of its parameters, while ap-
pearance-based approaches extract statistical features from a subject’s silhouette to 
distinguish different walkers.  

For the gait recognition at a distance, gait model is hard to be established precisely, 
so many appearance-based approaches are proposed in this case. To overcome the 
noisy silhouettes resulted from complex outdoor background and relatively far dis-
tance, silhouettes over one gait cycle can be averaged such that each gait video is 
represented by gait energy images (GEIs): a set of gray-level average silhouette im-
ages [7]. GEI based approaches exhibited good adaptability to the noisy silhouettes, 
and achieve high recognition rates in the gait recognition at a distance [8], [9]. 

A point’s intensity value in a GEI shows the estimated possibility of human body 
shows up at corresponding position. But the error introduced in the silhouette extract-
ing stage may lead to drifted or scaled shape [10], [11]. GEI classification by direct 
template matching can’t overcome the GEI variation. Scaled GEI [7] or special dis-
tance calculation method [2] can achieve better results with increased computational 
complexity. Besides, intensity values of the GEI inner foreground region are near 255, 
and intensity values of the background region are 0. Altogether, gait information in 
GEI is redundant and susceptible to shape scaling and drifting. To solve this problem, 
this paper proposes to use intensity distribution to extract effective block list (EBL) 
from GEI to represent gait subject.  

Various classification techniques have been applied to gait recognition. Han et al. 
[7] utilized (Principal Component Analysis) PCA and Multiple Discriminant Analysis 
(MDA) to reduce the dimensions of GEI. Huang et al. [2] proposed an image-to-class 
distance for human gait recognition. Xu et al. [1] have recently proposed to classify 
gait objects by a kind of sparse representation. To facilitate the comparison with other 
algorithms, many gait recognition researches experiment with nearest neighbor clas-
sifier. This paper also adopts the nearest neighbor classifier in the experiments. 

2 Effective Block List (EBL) 

In this section, we give specific details about the proposed EBL.  
Let GEI be denoted by G(x, y). For each row in the steady part of a GEI, two points 

are selected to construct the EBL. Steady part means the row number is fixed to the 
range from forehead to knee approximately. The range is fixed based on the size of 
GEI. In the paper, the size of GEI is 128×88, so the row number is fixed to the range 
from 3 to 93. The coordinates of the two points in the i-th row of the GEI steady part 
are respectively defined as: 

 ),( 11, jiCi =  (1) 

 ),( 22, jiCi =  (2) 

where j1 and j2 are respectively calculated as: 
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where w is the parameter of local range, n is the width of the GEI, μi,j is the mean 
intensity of a 1×w block centered at point (i, j).  

Let the steady part height of GEI be represented by m, and a 
11 ww ×  block cen-

tered at point (i, j) be represented by Ri,j , the EBL can be described by: 

 { }
2,2,2,22,11,1,1,21,1 ,,,2,1,,,2,1 ,...,,...,,,,...,,...,,

mimi CmCiCCCmCiCC RRRRRRRRR =  (5) 

Fig. 1(a) and Fig. 1(c) show two subjects’ GEIs with EBL center points marked, 
corresponding EBLs are showed in figure 1(b) and figure 1(d) respectively. It can be 
seen from the figure that compared with GEI, EBL composed of the characteristic 
blocks greatly reducing the redundant data and refine the valid information. 

    
(a)                      (b)                      (c)                        (d) 

Fig. 1. Examples of GEI and EBL 

Let the EBL of a probe GEI be denoted by { }2,1;,...,1|
,, === hmiRR p

Ci
p

hi
, 

the EBL of a gallery GEI be denoted by { }2,1;,...,1|
,, === hmiRR g

Ci
g

hi
. The 

intensity distance sequence is defines as: 

 { }2,1;,...,1|
,, ,, ==−= hmiRRR g

Ci
p
CiD hihi

 (6) 

Fig. 2(a) shows a filtered intensity distance sequence of two GEIs belong to a  
same subject, and Fig. 2(b) shows a filtered intensity distance sequence of two GEIs 
belong to different subjects. It can be seen from the figure that same subject’s distance 
sequence has a lower mean value. The mean distance is used as the measuring stan-
dard to calculate the similarity between two GEIs. 

Let the EBL’s coordinates sequence of a probe GEI be denoted by 

{ }2,1;,...,1|, === hmiCC p
hi

p , and let the EBL’s coordinates sequence of a gallery 
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GEI be denoted by { }2,1;,...,1|, === hmiCC g
hi

g . The position distance sequence 

is defines as: 

 { }2,1;,...,1|,, ==−= hmiCCC p
hi

g
hiD  (7) 

  
(a)                                           (b) 

Fig. 2. Examples of intensity distance sequence 

  
(a)                                             (b) 

Fig. 3. Examples of position distance sequence 

Instinctively, position distance is also a good measuring standard to calculate the 
similarity between two GEIs, so we verify the hypothesis in similar way. Fig. 3(a) 
shows a filtered position distance sequence of two GEIs belong to a same subject, and 
Fig. 3(b) shows a filtered position distance sequence of two GEIs belong to different 
subjects. Although same subject’s distance sequence has a lower mean value, the two 
sequences show large variability. So we don’t take position distance as the measuring 
standard to calculate the similarity between two GEIs. 

The Gabor feature has been demonstrated to be an effective feature for face recog-
nition and gait recognition [1], [6]. In order to validate the extension ability of EBL, 
Gabor feature is calculated in this paper. For each GEI, we use 40 Gabor kernel func-
tions from five scales and eight orientations to filter the image, so each point in the 
GEI is represented by a 40 dimensional Gabor feature vector. For each block in the 
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EBL, we use corresponding Gabor features to represent each point in the block. Simi-
lar to EBL defined by Equation (5), the Gabor EBL is denoted as follows: 

{ }
2,2,2,22,11,1,1,21,1 ,,,2,1,,,2,1 ,...,,...,,,,...,,...,,

mimi CmCiCCCmCiCC GGGGGGGGG =  (8) 

3 Similarity Computation 

The distance between a probe’s EBL Rp and a gallery’s EBL Rg is calculated as: 

 ∑∑
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Similarly, the distance between a probe’s Gabor EBL Gp and a gallery’s Gabor 
EBL Gg is calculated as: 
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where p
dCi hi

G ,, ,
 and g

dCi hi
G ,, ,

 are the block matrix compose of the d-th component of 

hiCiG
,,  Gabor vectors of probe and gallery respectively.  

To facilitate the comparison with relevant algorithms, we adopt the nearest neighbor 
classifier. Current subject is classified as the known subject with shortest distance to it. 

4 Experimental Results 

The proposed algorithm was implemented by Matlab R2011a, and evaluated using the 
USF HumanID outdoor gait database [12]. The USF gait database was collected with 
complex background at a relatively far distance. It consists of 1,870 sequences from 
122 subjects. There are five covariates for each subject: change in viewpoints (Left or 
Right), change in walking surface (Grass or Concrete), change in shoe type (A or B), 
change in carrying condition (carrying a Briefcase or No Briefcase), and change in 
time (May or November) and clothing. Sarkar et al. [12] specify one gallery set con-
taining the videos of all the 122 subjects and twelve probe sets (A-L) consisting of 
different numbers of subjects.  

GEI was experimentally demonstrated by many works to be an effective and effi-
cient gait descriptor for human gait recognition [1], [7], [8], [9]. The proposed EBL 
extract effective information from GEI. So GEI is experimentally compared with EBL 
firstly. We implement the GEI [7] with the silhouettes of all cycles in a gait sequence, 
and classify subjects (represented by GEI) using the nearest neighbor classifier. The 
results are listed in Table 1. In the table, rank n means the percentage of the correct 
subjects appearing in any of the first n places of the retrieved rank list. EBL is calcu-
lated with w= w1=6, and the recognition rates with EBL as gait features using the 
same classifier are also listed in Table 1.  
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Table 1. Recognition rates of GEI and EBL 

Probe 
GEI EBL 

Rank 1 Rank 5 Rank 1 Rank 5 
A 83 93 63 85 
B 87 94 94 98 
C 74 91 44 80 
D 22 46 36 53 
E 22 55 38 58 
F 10 32 14 35 
G 17 40 22 42 
H 53 78 63 82 
I 53 78 62 85 
J 38 68 36 63 
K 9 12 18 36 
L 6 12 12 30 

Mean 41 62 43 64 

 
It can be seen from Table 1 that compared with GEI, the proposed EBL has a high-

er mean recognition rate. EBL is extracted from GEI to reduce redundant data and 
refine valid information. The results confirm the effectiveness of EBL. 

As a gait representation method, EBL can be used as the basic of other feature extrac-
tion methods. In order to demonstrate the ability, Gabor features generated from EBL are 
used to classify subjects with Equation (10) with w=w1=5, the recognition rates are listed 
in Table 2 as Gabor EBL. Table 2 also lists the recognition rates with Gabor features gen-
erated from GEI as gait features, the recognition rates are quoted from [1]. 

It can be seen from Table 2 that Gabor EBL has a higher mean recognition rate than 
Gabor GEI, it means EBL has a good ability to derive more effective feature extrac-
tion and expression method. 

Table 2. Recognition rates of Gabor GEI and Gabor EBL 

Probe 
Gabor GEI [1] Gabor EBL 

Rank 1 Rank 5 Rank 1 Rank 5 
A 87 95 85 95 
B 85 94 94 96 
C 74 91 67 87 
D 26 55 34 60 
E 33 47 38 57 
F 14 31 15 45 
G 19 38 18 45 
H 81 93 88 97 
I 69 91 87 98 
J 62 81 58 83 
K 3 24 15 39 
L 6 24 9 36 

Mean 51 68 54 73 
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5 Conclusion 

This paper proposes EBL as a new gait expression method for human gait recogni-
tion. EBL is extracted from GEI to reduce redundant data and refine valid informa-
tion. Besides, EBL can be used as the basic of other feature extraction methods. 

Since EBL contains effective gait information, more EBL based algorithms can be 
developed to achieve higher recognition rates in the future. 
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Abstract. Keystroke dynamics is the process of identifying individual users on 
the basis of their distinctive typing rhythms. Most current approaches implicitly 
assume that individual typing behavior has high consistency as well as high dis-
criminatory ability, both of which underpin the power of the technique. Howev-
er, no earlier work has been done to quantify or measure the consistency of  
typing behavior. This study aims to investigate the consistency of users’ typing 
behavior in keystroke dynamics. We obtain a keystroke benchmark dataset, 
propose a consistency measurement model, develop an evaluation methodolo-
gy, and conduct three studies. We first quantify the consistency of users’  
behavior in repeatedly typing a password, observing that a typical user’s typing 
behavior would become consistent over time, and changes in her typing would 
diminish. We then measure the consistency of keystroke timing features, find-
ing that the combination of all features has the best consistency and smallest 
fluctuation. We finally examine the effect of consistency on keystroke-
biometric systems, observing that the authentication performance gets better as 
the user’s typing behavior becomes more consistent.  

Keywords: Keystroke dynamics, Evaluation and benchmarking, Consistency. 

1 Introduction 

Keystroke dynamics is the analysis of individual typing behavior for use as a biome-
tric identifier. Current research largely uses the timing latencies, which are extracted 
from typing behavior between key-down and key-up events, to discriminate legitimate 
users from impostors. Its prerequisite is the high discriminability and consistency of 
users’ typing behavior.  

It has been established that users’ typing behavior is a form of perceptual-motor 
skill acquisition, and the gradual improvement of a repeated activity [1]. Most com-
puter users have the experience of being required to use a new password or type a 
certain paragraph repeatedly. At the beginning, the typing behavior for the new text 
(either a password or a paragraph) appears to be clumsy, but by time it becomes easy 
and quick, and to the end it would become consistent and fluent [15].  

In the field of keystroke biometrics, the typing behavior is used to discriminate us-
ers, so the influence of gradual skill acquisition may be an issue. However, most cur-
rent approaches implicitly assume the timing latencies have high consistency as well 
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as high discriminatory power. Moreover, due to lack of consistency measure and 
benchmark dataset, no earlier studies have been done to investigate the consistency of 
users’ typing behavior. 

2 Background and Related Work 

Keystroke dynamics is the procedure of measuring and assessing users’ typing 
behavior. Since Forsen et al. [3] first investigated in 1977 whether the way of users 
typing their names could be used to distinguish a legitimate user from an impostor, 
several usages for keystroke dynamics have been proposed. There are really two 
usages of interest for this biometric: static analysis (e.g., verification at login time) 
and continuous analysis (e.g., verification throughout the use of a computer). Most 
static analysis approaches use fixed-text models [4], [5], [6], [7], [8], in which they 
use the same static piece of text (e.g., password), to identify users. In these 
approaches, the length of the required text varies between different studies, and 
usually the use of a long text [5], [6] could lead to a better performance. Recent work 
has explored free-text models for continuous verification [9], [10], in which users’ 
keystroke activities are monitored and analyzed during their routine computing 
activities, and have shown good potential if observing sufficient period of data.  

In terms of consistency considerations, there are only few efforts of implicitly ex-
ploring consistency in keystroke dynamics, by investigating the effect of enrollment 
sample size on detection results or the use of updating strategies for performance 
improvement. Bartmann et al. [13] examined the authentication results at different 
amount of enrollment data, and they observed that the results get better with more 
amounts of enrolment data. Kang et al. [14] showed that the authentication results get 
improved when they continually retrain the classifier with recent typing data. 

3 Problem and Approach 

In this work, our goal is to investigate the consistency of users’ typing behavior in 
keystroke dynamics, in part to assess the effect of the consistency on keystroke-
biometric systems. To achieve this goal, we obtain a benchmark dataset, propose a 
consistency measurement model, develop evaluation methodology, and conduct three 
studies. Specifically, we lay out a set of three questions to guide our investigation: 

1. How is the consistency of a user’s behavior in typing a password? 
2. How is the consistency of the keystroke timing features? 
3. Does the consistency affect the accuracy of keystroke-biometric system?  

Each question concerns a different facet of the consistency of users’ typing beha-
vior in keystroke dynamics. We conduct three studies to answer these questions. In 
Sections 4–6, we describe the three studies in more detail. 
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4 Study1: Consistency and Tying a Password 

In this study, we measure and quantify the consistency of a user’s behavior and its 
change in repeatedly typing a password. The purpose of Study 1 is to answer the 
question: how is the consistency of a user’s behavior in typing a password? 

4.1 Study 1: Method 

4.1.1   Collecting Data 
We used an existing dataset that has been published and shared in our previous study 
[12]. The data were obtained when 51 users typed the same 10-character password 
400 times each. The 400 passwords were typed in 8 sessions of 50 passwords each, 
with the sessions all occurring on different days. The password was .tie5Roanl.  

The reasons for the dataset enabling our study of the consistency of keystroke dy-
namics are that (a) the data set is generated by 51 users, (b) the password is novel, and 
(c) it is typed many times by each user.  

4.1.2   Extracting Features 
We extracted keystroke timing features from key-down and key-up events. Usually 
three types of features are used: (1) the latency between keydown events in a digram 
(keydown-keydown time); (2) the latency between keyup and keydown events in a 
digram (keyup-keydown time), and (3) the length of time that a key is pressed (hold 
time). For each repetition of the password, we extracted 31 timing features: 10 
keydown-keydown times, 10 keyup-keydown times, and 11 hold times.  

4.1.3   Proposing a Consistency Measurement Model 
We developed a simple and effective consistency measure, based on Gini Mean Dif-
ference (GMD) [2]. Since direct use of timing features could not accurately reflect the 
overall picture of a user’s typing behavior, here we employed distance-based metric to 
compute the consistency. We used cosine distance to calculate the distance between 
each feature sample and a reference sample, and then used this distance to represent 
the feature sample. We chose cosine distance instead of commonly used Euclidean 
distance due to its generalized applicability of measuring the similarity of two sam-
ples with result between 0 and 1. We next calculated the mean of the absolute differ-
ence between all possible pairs of the distances as the consistency measurement. We 
defined the consistency measurement of the typing behavior for user k as: 

1 1

1
( )

( 1)

n n

cons i j
i j

GMD k DM DM
n n = =

= −
− ∑∑

 

where the DMi is the distance measure associated with timing features, and n is the 
number of feature samples of that user. This measurement is a real value which is 
zero if the data are identical, and increases as the data become more diverse. 
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4.1.4   Measuring the Consistency 
For a given user, we first computed the distance measurement between each of her 
feature samples and a reference sample. The procedure is as follow: 

Step 1: Generate the reference sample using a one vector due to its simplicity. 
Step 2: Compute the pairwise distance between each feature sample and the reference 
sample by using cosine distance. 

Then given the distance metrics from a reference sample, we could easily obtain 
the consistency measurements across difference sessions. The procedure is as follow: 
Step 1: Compute the consistency measurement of all distance samples in one session 
from a user by using the proposed consistency model. 
Step 2: Repeat Step 1 for all reaming sessions of that user. 
Step 3: Repeat the above procedure and calculate the average consistency measure-
ments for all 51 users in each of 8 sessions. 

4.2 Study 1: Results 

Figure 1 shows a plot of the average consistency measurements and the standard 
deviations of users’ typing behavior in different sessions over all 51 users. The figure 
reveals that the consistency measurement improves greatly within first three sessions, 
but after the fourth session, only small fluctuations with error range are apparent. 
These results suggest a typical user would become consistent when repeatedly typing 
a password, and the changes in her typing diminish after a number of repetitions.  
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Fig. 1. Consistency measurement over different sessions. Error bars represent the standard 
deviation in the consistency measurements of all 51 users. 

The above results show a user would provide better consistency on her typing with 
more repetitions in an average manner. But in many evaluations, an individual user 
may also provide poor consistency in her typing behavior. This poor consistency may 
have an effect on keystroke timing features, as will be explored in Study 2. 

5 Study 2: Consistency and Keystroke Timing Features 

When users’ typing behavior becomes consistent, the keystroke timing features must 
change. Here we conduct a study to answer the question: how is the consistency of the 
keystroke timing features? 
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5.1 Study 2: Method 

We generated all combinations of keystroke timing features, and used the consistency 
measurement model to evaluate the consistency of each feature combination. 

5.1.1   Deriving Feature Combinations 
Current researchers typically used three kinds of time interval as keystroke features: 
keydown-keydown time (KDD), keyup-keydown time (KUD), and hold time (KH). 
Here we derived seven combinations of the individual timing features. They are: (1) 
three individual keystroke features (KDD, KUD, and KH); (2) three two-component 
feature combination (KDD and KUD, KDD and KH, KUD and KH); (3) one three-
component feature combination.  

5.1.2   Measuring Consistency of Each Feature Combination 
We employed the consistency measurement model to calculate the consistency on 
each of seven feature combinations in different data sessions. We first computed the 
consistency measurement of each feature combination in one session overall all users. 
Then we calculated the metric for all other sessions.  

5.2 Study 2: Results 

Figure 2 depicts the consistency measurements of different feature combinations over 
different data sessions.  
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Fig. 2. Consistency measurements of seven feature combinations across different data sessions. 
This figure shows the change and comparison of consistency for three individual features, three 
two-component feature combinations, and one three-component feature combination. 

The results from Figure 2 show that nearly the consistency of all the feature com-
binations (with the exception of KDD feature) gets better when the users type more 
repetitions of the password. Specifically, the combination of all three individual fea-
tures holds best consistency and smallest fluctuation. Moreover, we observe that the 
consistency of the KUD time and its change are much better and more stable than 
other two individual features. These results confirm the earlier logic [4], [5] that using 
multiple features would lead to better overall performance, and are consistent with the 
previous results [5] which showed the discriminability of each feature combination. 
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The above results show the consistency of keystroke timing features will improve 
with more repetitions. But if a biometric system is trained with inconsistent feature 
samples, it may lead to a poor performance. Thus the consistency may have an influ-
ence on the accuracy of keystroke-biometric systems, as will be explored in Study 3. 

6 Study 3: Consistency and Biometric-System Accuracy 

Having shown that the keystroke timing features get more consistent with more repe-
titions of password, it is natural to investigate whether the consistency manifests in 
the error rates of keystroke-biometric systems. The purpose of Study 3 is to answer 
the question: does the consistency affect the accuracy of keystroke-biometric systems? 

6.1 Study 3: Method 

We first develop a keystroke-authentication system. We then examine the 
authentication accuracy at different levels of consistency. 

6.1.1   Keystroke-Authentication System 
We implemented the keystroke-authentication system which was proposed by Araujo 
et al. [11]. The reason is that this approach had the top performance in a field of 
approaches evaluated in our previous work [12]. The system was divided into two 
phase: an enrollment phase and an authentication phase. In the enrollment phase, a 
training dataset composed by several repetitions of the password from a legitimate 
user is used to build a profile of the user. Then, the mean vector and mean absolute 
deviation of each feature are calculated. In the authentication phase, a test sample is 
presented to the system and compared with the profile. The system produces a 
classification score indicating whether the test sample is similar to the profile or 
different from the profile.  

6.1.2   Training and Testing Procedure 
We started by designating one of 51 users as the legitimate user, and the rest as 
impostors. We trained and tested the authentication system as follows: 

Step 1: we run the enrollment phase of the system on the feature vectors from one 
session’s password data (50 repetitions) typed by the legitimate user.  
Step 2: we run the authentication phase of the system on the feature vectors from 
another session’s password data (50 repetitions) typed by the legitimate user, to test 
its ability to classify the legitimate user. 
Step 3: the evaluation procedures of above two steps (Step 1 and Step 2) can be per-
formed by any two of the eight sessions’ data. To examine the effect of consistency 
on performance, we first used Session 1 as the training session and Session 2 as the 
testing session for the legitimate user. We then used Session 2 and session 3 as the 
training and testing sessions respectively. We continued in this way until Session 7 
and Session 8 were used as the training and testing sessions for the legitimate user. 
Step 4: we run the authentication phase of the system on the feature vectors from the 
first session’s password data typed by each of the 50 impostors, to test its ability to 
classify the impostors.  
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This process was then repeated, designating each of the other users as the legiti-
mate user in turn. 

6.1.3   Calculating Authentication Performance 
To convert the classification scores of legitimate users and impostors into aggregate 
measures of classifier performance, we computed false-acceptance rate (FAR) and 
false-rejection rate (FRR). We brought FAR and FRR together to generate an ROC 
curve, and we also set the threshold for the classification scores to make the FAR 
equal with FRR, for presenting the equal-error rate (EER). 

6.2 Study 3: Results 

Figure 3 show the ROC curves for different training and testing data sessions from 
legitimate user, which represents different levels of consistency.  
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Fig. 3. ROC curves for different training and testing data sessions from legitimate user. The 
inside panel details the points of ROC curves at the left corner. 

We can obtain that the EER of the evaluation, which uses the training and testing 
sessions of Session 1 and 2 from the legitimate user, is 14.27%, and the corresponding 
ROC curve is worse than other 6 evaluations. When using the training and testing 
sessions from the legitimate user with more repetitions (like Session 3 and 4), the 
EER reduces to 10.29% and the corresponding ROC curve obviously gets improved. 
Along with the results (obtained in Study 1 and Study 2) that users’ typing behavior 
would become more consistent with more repetitions of the password, we could draw 
a conclusion that the authentication accuracy gets better as the user’s typing becomes 
more consistent with more repetitions of the password. 

7 Conclusion and Future Work 

The goal of this work is to investigate the consistency of users’ typing behavior in 
keystroke dynamics, in part to assess the effect of the consistency on keystroke-
biometric systems. Experimental results show: (1) a typical user’s typing behavior 
would become consistent over time and the changes in her typing would diminish; (2) 
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the use of all features has the best consistency and smallest fluctuation; (3) the 
authentication accuracy gets better as users’ typing behavior becomes more 
consistent. 
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Abstract. With the development of depth sensors, images with high
quality depth can be obtained easily. Using depth information, some
challenging problems in gait recognition can be reconsidered and bet-
ter solutions can be developed. To prompt gait recognition with depth
information, a large RGB-D gait dataset is introduced. It contains 99
subjects, with 8 sequences for each subjects in two different views. A
baseline algorithm, namely Gait Energy Surface (GES), is proposed for
researchers to evaluate their own algorithms. Even it is a baseline algo-
rithm, encouraging experimental results have been achieved.

Keywords: Gait recognition, depth image, RGB-D dataset.

1 Introduction

Vision-based gait recognition is identifying an individual from videos by the
manner in which he or she walks. Gait recognition has recently received an in-
creasing interest from researchers because gait has many unique advantages. Gait
has been considered as a suitable biometric and has great potential for human
identification in visual surveillance. In recent years, many gait recognition meth-
ods have been developed [1–3]. But there are still many challenging problems
in gait recognition. Such problems include robustness to the variations of view,
illumination, clothing, carrying condition, shoes, etc. It is difficult to solve these
problems using 2D color images.

Exciting depth sensors have been developed constantly in these years, such as
TOF cameras [4] from MESA Imaging, Kinect [5] from Microsoft, Xtion PRO
LIVE [6] from ASUS, Leap Motion Controller [7] from Leap Motion, etc. These
kind of sensors can provide useful depth information of a scenery. Using the
shape cue in depth images, we can develop better gait recognition algorithms
which are robust to the variations mentioned above.

To develop gait recognition algorithms using depth images, a large dataset
is needed. Some researchers have created some RGB-D datasets to explore the
potential of depth images. The dataset used in [8] includes 15 subjects. There
are 20 subjects in the experiments in [9] and [10]. The dataset described in [11]

Z. Sun et al. (Eds.): CCBR 2013, LNCS 8232, pp. 417–424, 2013.
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is a little larger, which contains 30 subjects. To the best of our knowledge, the
largest publicly available one is DGait Dataset [12] which contains videos from
53 subjects. The number of subject is still not enough for effective evaluation. A
larger dataset as well as proper a baseline algorithm is needed for the develop-
ment of gait recognition with depth information, which is the main task of this
paper.

The organization of this paper is as follows. Section 2 describes the gait
database. The baseline algorithm is presented in Section 3, and experimental
results are shown in Section 4. Section 5 concludes this paper.

2 SZU RGB-D Gait Dataset

We created a large RGB-D gait dataset, namely SZU RGB-D Gait Dataset 1,
using ASUS Xtion PRO LIVE [6]. ASUS Xtion PRO LIVE is a kind of Kinect-
like sensor. It is lightweight without motor in it. So it can be powered by USB
(do not need an AC adapter). We can capture color and depth images using
OpenNI SDK [13].

The sensor is fixed to a tripod, about 80cm high from the ground. Subjects
walk in the scene, and are demanded to walk in two directions. So gait data
can be captured from two views. The first one is the side view (90 degrees),
the second is about 30 degrees from the side view (60 degrees). For each view,
there were 4 video sequences captured. Two sequences are right walking ones,
and two are left walking. When subjects walk, synthesized color images (RGB
image) and depth images are captured. The depth images have been calibrated,
and pixels from the same position of a color image and the synthesized depth
image represent the same object in the real world.

The dataset contains 99 subjects. Gait data from 99 subjects stored in 792
(99 × 4 × 2views) sequences. The color and depth image resolutions are all
640× 480. Some image samples are shown in Fig. 1.

2.1 Depth to XYZ

The pixel values in depth images represent the distances (in Z direction) from
the camera to the objects. The depth values are stored in two bytes (16 bits),
measured with the unit of millimeter. The pixels in a depth image can be re-
garded as a point cloud. Many methods need the X, Y and Z values of the points,
but depth images can only provide Z values. X and Y values can be recovered
according to the relationship shown in Fig. 2.

The field of view (FOV) in X direction is show in Fig. 2. Suppose O is the
camera. The view angle is α. P is the object in the real world. Line segment LR
is on the image plane, and represents a horizontal line in a depth image. The
length of OZ is equal to P ’s depth value. We can get point P ’s X value ZP as
follows.

ZP = OZ tan θ (1)

1 The dataset will be publicly available at http://yushiqi.cn/dataset/.

http://yushiqi.cn/dataset/.
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Fig. 1. Image samples from SZU RGB-D Gait Dataset. The first row contains color
images, and the second contains depth ones.

tan θ =
CPp tan(α/2)

CL
(2)

Suppose Z is the depth value at (Xp, Yp) in a depth image. Xp and Yp are
measured with the unit of pixel. From the Xtion PRO LIVE specifications, it can
be found that the horizontal and vertical view angles are 58◦ and 45◦ respectively.
According to Equation (1)-(2), the absolute position X and Y can be obtain as:

X = Z
(Xp −W/2) ∗ tan(29◦)

W/2
(3)

Y = Z
(Yp −H/2) ∗ tan(22.5◦)

H/2
(4)

3 Baseline Algorithm

The shape cue in depth images is the unique advantage compared with 2D
images. In most gait recognition algorithms which use 2D images, the human
body silhouettes are normalized to a fixed height. If a child has a similar body
shape with an adult, it will be a little difficult to distinguish their silhouettes
after normalization. If depth images are used, the body heights can be measured
in millimeter, and a great difference can be found.

In the dataset, color images and the synthesized depth images are all captured.
There are two baseline algorithms introduced in the following subsections. For
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Fig. 2. The field of view (FOV) in X direction. O is the position of a camera. P is the
real object. Pp is the position of point P in the image plane.

depth images, Gait Energy Surface (GES) is proposed. For color images, we use
Gait Energy Image (GEI) proposed in [14].

3.1 Gait Energy Surface

In depth images, the depth of a human body is distinctly different from the
depth of the background most of the time. So the human body can be relatively
easy to be obtained using background substraction algorithms. The pixels on
the body can be represented in an XYZ coordinate system using Equation (3)
and (4). They can be regarded as a point cloud.

In our algorithm, the point cloud is put into a cuboid with 2000mm width,
2000mm height, 1000mm depth as shown in the right figure in Fig. 3. Because
most people are not taller than 2000mm, all the points can be in the cuboid.
The center of the gravity of the point cloud is placed on the center of the cuboid.
The points in the cuboid is from the surface of a human body. The surface can
be described by a mesh built from the point cloud.

The cuboid can be divided into many small cells. Suppose there are Nx×Ny×
Nz cells. Each cell is a small cuboid. When the surface crosses with a cell, the
cell will be set to 1. Otherwise, it will be 0 as shown in the right figure in Fig.
3. We can use a 3D matrix with the size Nx ×Ny ×Nz to represent the surface
of a human body.

It is computationally high to estimate whether a surface crosses with a cell.
However, since the body surface has been dense sampled, we can calculate if
there are points in a cell. Our strategy is that only if there are points in a cell,
the cell can be marked as 1. The complexity of this method is much lower than
that of calculating if a surface crosses with a cell. With this strategy, the surface
of a human body can be represented by a 3D 0-1 matrix, which is the raw
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Fig. 3. The left figure shows that the human body surface is located in a cuboid. The
cuboid is divided into a number of small cells. The two cells in the right figure are from
the cuboid. If the surface crosses with a cell, the cell is marked to 1.

feature in our dataset. In [9], the representation is similar. But they “counting
the number of points in each bin”. If a subject is close to the depth camera,
there will be many points in a bin/cell. So their representation is not robust to
the distance between a subject to the camera.

In [8], Sivapalan et al. build a volume, not a surface, for a human body. Since
depth cameras can only capture the surface data, we do not know the body
shape cue behind the surface. So it is difficult to model the body with volumes.

Suppose Vi is extracted from the ith frame in a gait cycle. It is a 3D 0-1
matrix with a size Nx × Ny × Nz. The proposed gait energy surface is defined
as follows:

GES(x, y, z) =
1

N

N∑
i=1

Vi(x, y, z) (5)

where x ∈ {1, 2, · · · , Nx}, y ∈ {1, 2, · · · , Ny}, z ∈ {1, 2, · · · , Nz}, and N is the
number of frames in a gait cycle.

3.2 Gait Energy Image

For gait recognition in color images, gait energy image proposed in [14] is con-
sidered to be the baseline algorithm. Gait energy image is defined as:

GEI(x, y) =
1

N

N∑
i=1

Bi(x, y) (6)

where x ∈ {1, 2, · · · , Nx}, y ∈ {1, 2, · · · , Ny}, Bi is the ith silhouette of a human
body, and N is the number of frames in a gait cycle.



422 S. Yu, Q. Wang, and Y. Huang

3.3 Classifier

Because what we proposed here is a baseline algorithm. Nearest neighbor clas-
sifier is employed for classification. The distance between two sequences is as
follows:

DGES =
∑
x,y,z

|GES1(x, y, z)−GES2(x, y, z)| (7)

DGEI =
∑
x,y

|GEI1(x, y)−GEI2(x, y)| (8)

4 Experiments and Analysis

There are 99 subjects in SZU RGB-D Gait Dataset, and 8 sequences are captured
from each subject. Four of them (Seq. No. 1-4) are captured in side view (90
degrees), and four (Seq. No. 5-8) are with 60 degrees. Four experiments shown
in Table 1 are designed to evaluate an algorithm’s performance. Exp. 1 and Exp.
3 are for evaluation without the change of views, and Exp. 2 and Exp 4 can be
used to evaluate the robustness to the change of views.

Table 1. Four experiments designed for performance evaluation

Exp. 1 Exp. 2 Exp. 3 Exp. 4

Gallery Set Depth seq. #1-2 Depth seq. #1-2 Color seq. #1-2 Color seq. #1-2

Probe Set Depth seq. #3-4 Depth seq. #5-8 Color seq. #3-4 Color seq. #5-8

In Exp. 1 and Exp. 3, GES from depth images and GEI from color images
are employed respectively. For GES the matrix size is 100 × 100. That means
the cell size in the cuboid is 20mm× 20mm × 20mm. For GEI, all silhouettes
in a gait cycle are normalized to 100× 100. The curves of the cumulative match
score are shown in Fig. 4. From the results, it can be found that both of them
achieve high recognition rates. But GES achieves a higher recognition rate than
GEI due to the contribution of the shape cue in depth images.

Exp. 2 and Exp. 4 evaluates the robustness to the change of views since the
view angle of the probe set is different from that of the gallery set. The results
are shown in Fig. 5. In this group of experiments, GEI outperforms GES. We
thought that shape cue in depth images should be helpful to view changing. But
in the baseline algorithm, view invariant features are not extracted. If the body
surface is rotated to the same view, better performance should be obtain. How
to extract view invariant feature is a valuable research topic in future.
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Fig. 4. The cumulative match score of Exp. 1 and Exp. 3. For Exp. 1, the GES method
is used, and for Exp. 3, GEI is used
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is used, and for Exp. 4, GEI is used
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5 Conclusions

A large scale RGB-D gait dataset is described in the paper. It contains 99 sub-
jects with 2 different views. To the best of our knowledge, it is the largest pub-
lic RGB-D gait dataset. Besides, a baseline algorithm is also introduced. The
dataset and the baseline algorithm can provide for researchers a platform to
develop and evaluate their gait recognition algorithm.

For gait recognition using the proposed form of data, many interesting topics
could be studied, such as human body matching in an XYZ space, view invariant
feature extraction, human body modeling for recognition, etc.
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Abstract. In this paper, a novel application of Hidden Markov Model (HMM) 
to online signature verification is proposed, this application utilizes segment 
difference values obtained by segmentation Dynamic Time Warping (DTW) as 
observations of HMM. It combines the advantages of segmentation DTW which 
measures the features in local, and advantages of HMM which models the 
variability of observation sequences in global. Firstly, correspondences of the 
critical points in signatures are marked by segmentation DTW. Then, a variety 
of differences between corresponding segments are calculated by classical 
DTW. Finally, HMM is trained by utilizing these differences. In this paper, the 
practical meaning of the model states is clear and can be illustrated as degrees 
of similarity. Consequently, the HMM topology is set to ergodic. The validity 
of the proposed method was tested on the public SVC2004 signature database. 

Keywords: Online Signature Verification, Segmentation Dynamic Time 
Warping, Hidden Markov Model (HMM). 

1 Introduction 

Signature verification is one of the oldest identity validation methods in the areas of 
financial transactions and document authentication. Compared with the traditional 
signature verification methods in which only static images of signature are utilized, 
online signature verification is more reliable. Because, in order to produce an 
imitation, an impostor has to reproduce more information than the visible signature, 
that is , the “gesture” of signing, which is invisible and, thus, more difficult to be 
imitated than the trajectory of the signature[1]. 

In the online signature verification field, broad and extensive researches have been 
done, and many novel methods have been proposed[2]. Among those existing 
methods, Dynamic Time Warping (DTW), which exploits dynamic programming 
techniques to measure the differences between signatures[3][4][5], and Hidden 
Markov Model (HMM), which adopts statistical methods to model the variability of 
discrete time-random signals, have attracted researcher’s intensive attention[6][7][8]. 
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There are two problems when HMM is applied to signature verification.1) 
Disturbances of noises in samples. The initial applications of HMM, in which sample 
point features are directly used to train the model, usually suffer from such noises that 
degrade the verification performance[6][9]. To soften the disturbances, some 
researchers proposed using the segment features to construct the model[10][11]. 
However, it is very difficult to split signatures consistently. 2) Determination of the 
number of states. Although the state is invisible, it has practical meaning in specific 
applications. For example, in character recognition, each state corresponds to a 
stroke[12].Therefore, the states number can be determined in advance by counting 
strokes number in the template. In signature verification studies, however, it is 
difficult to figure out the states number in advance without the templates. 

DTW can be used to measure signals’ differences based on the best point-to-point 
correspondences[3]. Over-warped problem usually occurs when the best 
correspondences are searched in global. Consequently, forgery signature undergoes 
too much warping so that it seems to be more “authentic”[13]. In order to overcome 
the shortcoming, segmentation DTW is proposed. The basic idea of the algorithm is to 
match the critical points in signatures and calculate the matched segments 
difference[13][14]. However, segmentation DTW may also mismatch critical points 
because of inconsistency and jerk of signing. 

In this paper, we propose a new method of online signature verification that 
overcomes the above disadvantages of segmentation DTW and HMM. Firstly, 
segmentation DTW algorithm is employed to extract segment differences between 
signatures. Secondly, the observation sequences consisting of these segment 
differences are utilized to construct the HMM. The practical meaning of the state  
of the HMM is clear and can be illustrated as degree of similarity. Thus the number  
of states is determined according to the model fitness rather than the length of 
signatures. HMM topology is set to ergodic. According to the inherent nature of 
HMM, a small difference value generally corresponds to a high similarity state with 
high probability, but it’s still possible for a small difference value to correspond to a 
low similarity state; and vice versa. So we can expect that mismatching effects 
produced by the segmentation DTW can be smoothed.   

2 Segment Difference Extraction Based on Segmentation DTW 

2.1 Signature Segmentation 

Zou et al. extended the BBMDTW method to achieve consistent matches between 
template signature and different test signatures [14][15].The consistent 
correspondences between template signature and two testing signatures are presented 
in Fig.1. Each red “*” denotes a critical point, the number beside each “*” is the index 
of the critical point sequence. The critical points that have same index are matched. 
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Fig. 1. Consistent correspondences between a template signature and two testing signatures 

2.2 Calculation of Segment Difference Value and Feature Selection 

The classical DTW are employed to calculate a variety of segment difference 
values(features) based on the consistent correspondences of critical points, including 
horizontal and vertical position trajectories, azimuth and altitude of the pen with 
respect to the tablet, pressure signal, and first/second order time derivative of them. 

In our system, we used the above difference values as features. The inherent nature 
of difference value is that the smaller it is, the more similar two signatures are. 
Therefore, the principle of the mean and deviation minimization is employed to select 
out the discriminative features [15]. 

3 HMM Configuration 

A continuous HMM was chosen to model differences between signatures. A complete 
HMM description can be found in the literature [16]. Formally, a description of a 
continuous HMM begins with hidden states S , … , SH , where H is the number 
of states. The state at discrete time n will be denoted as q .The state transition matrix 
is a , where a P q S q S , 1 i, j H .The observation 
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symbol probability density function in state j is b ( ), 1 j H.The initial state 
distribution is π ,where π P(q S ), 1 j H. 

In the proposed method, the observation symbol probabilities b ( ) are modeled 
as mixtures of M multivariate Gaussian densities, b ( )  ∑ c P( |M  , ),1 j H,where P( |  , ) is a multivariate 
Gaussian distribution with mean µ  and diagonal covariance matrix  , and the 
coefficients are restricted to ∑ c 1M .Thus the observation symbol density 

function can be parameterized as  c , , , 1 j H, 1 m M.The 
symbol λ , ,  denotes the complete parameter set of the model. 

To initialize b ( ), 1 j H , segment difference observations of training 
signatures , … , … , N  are clustered into H*M groups by using the k-
means algorithm according to the maximum likelihood criterion, where  is 
difference observations of the ith testing signature compared with the reference 
signature, N is the number of testing signature, 1 i N. Let ,  , , 1 hH, 1 m M be the mean vector and covariance matrix of the h*mth group. The 
observation symbol probability density function in each state is initialized as the 
following steps. 

1. Let j = 1, F ∑ f , (i)| 1 h H, 1 m M , where f , (i), (i)   , (i, i), K is the number of selected features, S , … , SH . 
2. ,  and ,  which have the minimal ∑ f , (i) inF are set to the mean 

vector and covariance matrix of the b ( ) in the state S  which has the 
top degree of similarity in S. 

3. Remove the minimal ∑ f , (i) from F and S  from . Let j  j  1. 
4. If   j  , end; else jump to step 2. 

The coefficient c  , 1 m M  are randomly selected and are restricted to ∑ c 1M , 1 j H. 

  

Fig. 2. (A) Topology of the HMM with three states. (B) Difference observation distribution in 
each state. 

According to the practical meaning of states, the HMM topology is set to ergodic. 
Fig.2 A shows an example of ergodic topology of HMM where the states number is 3. 
Distributions of difference observation b ( ) in each state are illustrated in Fig.2B. 
The state transition matrix is initially set up to a   1/H, 1 i, j H .The initial 
state distribution π , … , πH  is set up as  1/H, … ,1/H . 
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The Baum-Welch algorithm is employed to train HMM [16]. To prevent the 
covariance from becoming too small, we set a stopping threshold as 10 . The 
similarity score of an input segment difference observation O emitted from HMMλ, ,  is calculated as (1/K)logP( |λ)  by using the forward and backward 
algorithm [16], where K is the length of observation sequence. 

4 Experiments 

4.1 Experimental Protocol 

In our experiment, we used task 2 of SVC2004 to test the validity of the proposed 
method[17]. The corpus consists of 40 sets. Each set contains 20 genuine signatures 
that were written by one signer in two sessions. Time span between two sessions was 
at least one week. In each session10 genuine signatures were written. And another 20 
skilled forgery signatures for the signer were provided by at least four other signers. 

Five signatures randomly selected from the first session compose training set for 
train HMM. The 10 genuine signatures in second session and 20 skilled forgery 
signatures  compose testing set. So we get training set s , s , … , sM  and testing 
set t , t , … , tN , where M and N is the number of signatures in set S and T 
respectively. 

Since the difference is relative, each s ∈ S, 1 i M  is chosen as template 
signature alternately. Segment difference observations S , … , ,… , M  between s and s ∈ S, 1 i, j M and i j  are used to train HMM λ, ,  1 i M  which uses s  as template. In the process of training, the 
feature extraction and selection method described in Section2 are used to construct 
the segment difference observations. The similarity score S  between training 
signature s  and s  emitted from λ  is calculated as (1/K )logP( |λ ) by using the 
forward and backward algorithm, where K  is the number of segment in signature s , ∈ S .Let µ and σ be the mean and deviation of  S( ), … S( ), S( ), … , S( M) , which will be used to normalize the 
similarity score of testing signature emitted from λ . 

Let T , … , M  be the segment difference observation between testing 

signature t ∈ T, 1 j N and template signature s ∈ S, 1 i M . Let S(1/K )logP( |λ ) be the similarity score between testing signature t and template 

signature s  emitted from λ .The equation S‘ (S µS)/σS is applied to 

normalize S . Let sim t ∑ S‘M , 1 j N be the similarity score 

between testing signature t  and training set S. Based on sim t  1 j N, false 
rejection rates (FRR) and false acceptance rates (FAR) are computed for a specific 
threshold values. Then we calculated the equal error rates (EER). 

The above whole procedure was repeated 20 times. The average EER is considered 
as a holistic performance of the system on one signer. 
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4.2 Experiment Setup 

In this section, we evaluated the effects of the proposed method on the verification 
performance with different number of Gaussian mixtures per state and different 
number of states. 

Comparison of the Number of Gaussian Mixtures. The number of HMM states were 
fixed as three. Then we changed the number of Gaussian mixtures from one to seven. The 
experiment results are presented in Fig.3. 

It can be observed from Fig.3 that best average EER over 40 sets is achieved when 
the number of Gaussian mixture is 1, and average EER increases as the number of 
Gaussian mixture increases. Explanation of the degraded performance is the data 
scarcity. As the number of Gaussian mixture increases, the number of parameters 
needed to be estimated increases too. Consequently, the training for HMM become 
inadequate. 

 

Fig. 3. Results of experiment A. H denotes the number of HMM states, Q denotes the number 
of Gaussian mixture, AvgEER is average EER over 40 signature sets. 

Comparison of the Number of States. Based on the results from the experiment A, 
the initial configuration for the experiment B is as follows. We fixed the number of 
Gaussian mixture per states to one and changed the number of states from two to 
seven. The experiment results are presented in Fig.4. 

We can see from Fig.4 that the best average EER over 40 sets is achieved when the 
number of states is 2, and the average EER increases as the number of states 
increases. For the signature sets which have high writing consistency, for example 
16th, 40th signature sets, the verification results are always good whatever the 
number of states is. But for the signature sets which have low writing consistency, for 
example 8th, 33th signature sets, the verification results are bad and usually average 
EER increases as the number of states increases. As the practical meaning of state 
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corresponds to degree of similarity, increasing the number of states will enhance the 
capability of the model, meanwhile, make the model more sensitive to the variation in 
writing. When the number of data is scare and writing consistency is low, average 
EER usually increases as the number of states increases. 

 
Fig. 4. Results of experiment B, H denotes the number of HMM states, Q denotes the number 
of Gaussian mixture, AvgEER is average EER over 40 signature sets 

Comparison with the Competition Results. In Table 1, we present the best average 
EER achieved by our method and the best two average EERs results in the first 
international signature verification competition. According to experiments results 
presented in Table 1, we conclude that the proposed method using segment difference 
as observation of HMM in on-line signature verification outperform the contrast 
methods and thus the effectiveness of our method is verified. 

Table 1. EERs of our method and the best two results in the competition for the task 2 of 
SVC2004 dataset 

EER(%) Average Standard 
deviation 

Maximum 

The proposed method 6.11 6.58 24 
HMM proposed by Fierrez [6] 6.90 9.45 50 
DTW proposed by Kholmatov[5] 6.96 11.76 65 

5 Conclusions 

In this paper, a novel method which utilizes segment difference as observations of 
HMM was presented. The method combined the advantages of segmentation DTW 
and HMM:1)By exploiting the HMM to model on-line signing process, signatures are 

0

5

10

15

20

25

30

1 6 11 16 21 26 31 36

EER%

Signer No.

Q = 1

H=2,AvgEER=6.11

H=3,AvgEER=6.54

H=4,AvgEER=6.91

H=5,AvgEER=6.98

H=6,AvgEER=7.13

H=7,AvgEER=7.51



432 J. Zou and Z. Wang 

 

considered as random but not deterministic sequences,2)By exploiting segment 
features to train HMM, the effects of noise are smoothened. Our verification 
performance results on SVC2004 database in task 2 are 6.11% for skilled forgeries.  

In experiments, we observed that for the signature sets which have bad verification 
results, their consistency of signing is usually not high, and corresponding difference 
scores are big; conversely, for the signature sets which have good verification results, 
their consistency of signing is usually high, corresponding difference scores are small. 
Thus, the difference scores can be used as mean of stability evaluation for signature. 
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Abstract. Multimodal biometrics recognition system suffers from the 
shortcomings of large data processing and much time cost during the 
recognition. To overcome the shortcomings of the traditional methods, in this 
paper, a novel multimodal biometrics recognition method is proposed by using 
image latent semantic analysis and extreme learning machine method. The 
image latent semantic analysis for multimodal biometrics feature extraction will 
extract abandon information from the images and the extreme learning machine 
method has the merits of high accuracy and fast speed. With this new method, 
the latent semantic features from the multimodal biometrics images are digged 
out to improve the recognition accuracy. Finally, the extreme learning machine 
is used as the classifier. The experiments show that the proposed algorithm has 
get better performances both in recognition accuracy and speed. 

Keywords: Multimodal bimetrics, Image Latent Semantic Analysis, Extreme 
Learning Machine. 

1 Introduction 

Reliable and practical security identity authentication system has a great market. 
However, the traditional identity authentication system based on password or ID card 
has a lot of defects. In recent years, biometric authentication has been improved in 
reliability and accuracy [1]. There are many biological characteristics that meet the 
conditions and have been studied for biometrics recognition. The examples of 
biometrics include human face, fingerprints, iris, plamprint, vein, voice, gait, 
signature, retinal pattern and DNA. However, all kinds of biometric features have the 
shortcomings and limitations due to their characteristics of themselves. There is no 
single biometric authentication system can satisfy all the identification applications. 
Because of the complexity of the building actual system and application, each single 
biometrics system is suffered the following problems in different reasons [2].  

However, multimodal biometrics technology takes full advantage of the diversity 
and complementarily between multi-biological characteristics of human body. It will 
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improve the performance of system from the noise immunity, universality, reliability, 
security and so on [3]. There are sizeable amounts of literature proposed different 
approaches for multimodal biometric systems [4][5]. Usually, multi-biometrics data 
can be combined at different levels: fusion at the data-sensor level, fusion at the 
feature level, fusion at the matching level, and fusion at the decision level. Among 
them, fusion at matching score, rank and decision levels has their shortcomings [6]. 
However, comparing with these kinds of fusion levels, fusion at the feature level can 
obtain the most of information. It will achieve a better accuracy if it has a better 
fusion in the feature level. 

Ross and Govindarajan [7] proposed a method for fusing hand and face at the 
feature level. Singh et. al. [8] proposed a method for the infrared and visible face 
recognition fusion. Zhou and Bhanu [9] proposed to fuse face and gait at a distance in 
video. Rattani et. al. [1] proposed to fuse the face and fingerprint. These algorithms 
achieved good performances. However, it is hard to solve the problem if the feature 
set of multimodal modalities is incompatible and with high dimensional data. So, it is 
essential to build a fast and efficient multimodal biometrics system. In this paper, a 
new algorithm is proposed for multimodal biometric recognition based on image 
latent semantic analysis and extreme learning machine. The concept of latent 
semantic analysis proposed by Deerwester [10] was in order to dig out the latent 
relationship mapping between terms and the documents. Inspired by this traditional 
latent semantic analysis, many scholars took this method widely used in the scene 
classification and target discovery.  

In this paper, the algorithm of Latent Semantic Analysis (LSA) is introduced into 
the multi-biometric in order to dig out the latent semantic features among the several 
multimodal biometrics. Moreover, in recently years, Huang [11] proposed a new 
learning algorithm, namely Extreme Learning Machine (ELM) which based on a 
single-hidden layer feed-forward neural network (SLFN). It was proven that it is able 
to quickly solve the classification and regression problems. And ELM for face 
classification usually achieves better generalization performance and much less time 
costs[12]. So here, the ELM method is applied to multimodal biometric system in 
order to improve the speed and so as to achieve a real-time application. The 
experimental results show that the proposed method has better performances both in 
recognition accuracy and speed. 

The rest of the paper is organized as follows. Section 2 introduces some related 
theories on LSA and ELM. Section 3 explains the proposed method in details. Section 
4 shows the experimental results. Finally, conclusions are drawn in Section 5. 

2 Theory 

2.1 Image Latent Semantic Analysis (LSA) 

LSA initially is used for text classification to dig out the latent relationship between 
the terms and documents. It uses Singular Value Decomposition (SVD) to decompose 
the Terms-Document matrix to establish the relative model between terms and 
documents [10]. Through SVD, the approximate terms-document matrix with rank R 
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is built, and it may reduce the “noise” which exists in the original term-document 
matrix. And it will highlight the semantic structures between the term-document.  

In recent years, the method of LSA applied on image analysis has attracted great 
attentions of scholars [13]. Inspired by natural language processing in bag of visual 
words, researchers explore to methods of representation of the document to represent 
the image visual information. Csurka et. al. [14] regard the local image features as the 
bag of visual words. Therefore, it is feasible to analyze and understand the image with 
the mature technique of the text analysis and retrieval.  

The algorithm of the image LSA (ILSA) extraction is summarized as below: First, 
the image is divided into regular sub-block or rectangle region. Then, one or more 
type features extracted from each image piece to form the visual vocabulary, and to 
build the semantic concept modeling by using the bag of visual words and the model 
of visual language [15]. Similar to the text analysis, the Visual vocabulary-Image 
matrix is built. Then the constructed matrix is decomposed to dig out the semantic 
relationship mapping between image semantic features and images. And then the 
image latent semantic features are extracted, which are obtained from the Visual 
vocabulary–Image matrix.  

The image latent semantic feature is more abundant than the traditional image 
semantic information, which is relative to the low-level features; it has stronger 
expression and the classification ability. Meanwhile, the image latent semantic 
features indirectly used to describe the image, so it can overcome the effects of some 
disadvantage factors. 

2.2 Extreme Learning Machine 

In recent years, Huang et. al. [11]  proposed a new learning algorithm, namely ELM, 
which is based on the SLFN. For n samples{ , }i iX T ,

1 2[ , , ..., ]T m
i i i inX x x x R= ∈ , 

1 2[ , , ..., ]T m
i i i imT t t t R= ∈ , a hidden layer has N

~
 units and the excitation function 

( )f x  in the ELM. The unified model for SLFN is defined as follow： 

1 1

( ) ( ) , 1,2,...,
N N

i i j i i j i j
i i

f X f a X b t j Nβ β
= =

= + = =∑ ∑
 

               (1) 

Where 
1 2[ , , ..., ]T

i i i ina a a a= is the input weight with the ith unit of the hidden 

layer and ib  is the deviation. The weight between the ith unit of the hidden layer and 

the output layer is
1 2[ , , ..., ]T

i i i imβ β β β= . ( )f x can be the any of excitation.  

The above equation can be defined as follow: 

H Tβ =                              (2) 

Because of the learning ability of the standard SLFN, the actual output can be 
nearly equal to the ideal output, as in the following formula: 
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~

1

= 0
N

j j
j

t y
=

−∑                          (3) 

Therefore, the above formula can be expressed as follow: 

YHβ =                             (4) 

Huang[11] has proved that the connection weights and the thresholds will appear 
as a fixed value when the training is stable once the excitation function is an infinitely 
differentiable function. The least squares solution of linear equations as follow: 

YH +=β                             (5) 

Where H +
 is the Moore-Penrosefo generalized inverse matrix of the output layer 

matrix H.   

3 Proposed Method 

The proposed multimodal biometric identification system framework is as shown in 
Figure 1, which used face and fingerprint as the biometrics characters. The image 
latent semantic analysis is used for multimodal biometrics feature extraction, and the 
ELM is used as classifier. The system mainly includes the follow steps: pre-
processing, visual vocabulary extraction, image latent semantic analysis and ELM 
classification. 

 

Fig. 1. Multimodal biometric identification system based on face and fingerprint 

(1) Pre-processing. In order to obtain more enough visual vocabulary, first of all, 
the face and fingerprint image are divided into blocks. More visual vocabulary means 
more block numbers. So we adopt dynamic partitioning algorithm to block the image 
face and fingerprint. The size of the block window is set p q×  predefined. Then the 
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block window scan the biometrics image from left to right and top to bottom 
according to the step length L. 

(2) Visual vocabulary extraction. Low-level feature extraction is one of the key 
steps in biometric. So, The features are extracted from the face and fingerprint for 
visual vocabulary. For a face image 

MNA whose size is M N× , the visual vocabulary 

size is p q× , and the total number of visual vocabulary is K. the features are extracted 

to compose a visual vocabulary with Gabor filter, LBP and invariant moment 
features.  

A. Gabor filters features. Gabor filter not only has good directional selectivity and 
frequency selective characteristics, but also can carry on the time-frequency analysis 
of the image. So it is the best choice to extract image features under different 
direction and different frequency. The Gabor filters commonly used in face 
recognition have the following form:  

2 2
,

2 ,

2
2

, 2 2
, 2

( ) [ ]
v

v

k z
v ik z

v

k
z e e e

μ

μ

σ
μ σ

μϕ σ

−−
= −               (6) 

In this paper, the value of scale and direction respectively are 3 and 2. So the 
Gabor filter feature of face is defined as

0 ,0 0 ,1 2 ,1[ , , ... ]
p q p q pqGF G G G= . Similarly, The 

Gabor filter feature of fingerprint is defined as
0 , 0 0 ,1 2 ,1[ , , . . . ]

p q p q p qGF t G G G= . 

B. Local binary pattern (LBP) features. LBP has stronger robustness for 
illumination and expression. The LBP operator standard description as shown 
equation (11): 

1

, 0
( ) ( )2

P p
P R p xP

LBP x S i i
−

=
= −∑ ,       1

( )
0

v
s v

v

δ
δ
≥⎧

=⎨ ≤⎩
            (7) 

The LBP features of face are defined as LF , the size is 59 dimensions. Similarly, 

the LBP features of the fingerprint are defined as LFt . 

C. Invariant moment features. Invariant moment has a special strengthen in 
rotating, scaling and translation invariance. It has very strong ability to describe the 
image of regional characteristics. The Hu invariant moment is commonly used [16]. 
Seven Hu invariant moment features of face are defined as 

HF . Similarly, the Hu 

invariant moment features of fingerprint are defined as 
HFt  and fingerprint fusion 

feature
BFt . Then, the visual vocabulary is formed by the face and fingerprint 

fusion [ , , ]B G H LF F F F=  and [ , , ]B G H LFt Ft Ft Ft= , So the visual vocabulary is 

defined as [ , ]B B BF f F F t= . 

(3) Image Latent Semantic Analysis. Firstly, the visual vocabulary-image matrix M 
is built. In order to get the image latent semantic features and retain the spatial 
information of the visual vocabulary-image matrix, 2D-PCA is used to decompose the  
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matrix M [17]. Then, the proximity matrix 
kY is obtained. For a given image sample 

matrix M, we can get , 1,2,...k kY FX k d= = , where 
1 2( , ,..., )k dX X X X=  is the 

eigenvector corresponding biggest d Eigen values of the test images. And kY is the 

principal component. 

(4) ELM for classification. For the n samples (Ytk, tj), ELM can be summarized as 
follows. Firstly, randomly assign input weight and bias. Second, calculate the hidden 
layer output matrix by the formula (8). Finally, calculate the output weight.  

1 1

( ) ( ) , 1,2,...,
N N

i i tk i i tk i j
i i

f Y f a Y b O j Nβ β
= =

= + = =∑ ∑
 

               (8) 

4 Experiments 

For experiments, there are few public multimodal biometrics database includes both 
face and the corresponding fingerprint databases. Usually, the synthesis databases 
were often used [18]. In our experiments, the multimodal biometric databases of face 
and fingerprint image were established by selecting from the two famous public 
databases: the ORL face database and the FVC2002 fingerprint database. The total 
number of images was 640 in the database. Among them, there were 320 face images 
and 320 fingerprint images which were selected from the ORL database and 
FVC2002 DB2A database with 40 different people and each people have 8 face and 
fingerprint images, respectively.  

Experiments were done on the established multimodal biometrics database 
ORL_FVC2002. Firstly, to compare with different feature extraction methods, the 
Support Vector Machine (SVM) was used as the classifier. The results were shown in 
Table 1. In Table 1, the Face-Gabor filter and Fingerprint-Gabor filter method mean 
experiment in a single face or fingerprint with Gabor filter. The individual face 
recognition experiments were tested on the ORL face database, and the individual 
fingerprint recognition experiments were tested on the FVC2002 database. And the 
Face- low-level fusion method means that the three low-level features were extracted 
by Gabor filter, LBP and Hu invariant moment for feature level fusion. The method of 
Face+Fingerprint-Fusion feature method means that fusing the one or more types low-
level features of face and fingerprint. And Face+Fingerprint-ILSA feature method 
means that the image latent semantic features were extracted from the Visual 
vocabulary-Image matrix after fusing each image piece.  

Table 1. Experiment results of different methods on the ORL_FVC2002 database 

Algorithms\Sample(N) N=4 N=5 N=6 N=7 Mean 
Face-Gabor filter method 0.85625 0.89 0.95 0.967 0.9158 
Face- low-level fusion feature method 0.925 0.925 0.95 0.95 0.9375 
Fingerprint-Gabor filter method 0.600 0.683 0.85 0.875 0.752 
Fingerprint- low-level fusion feature method 0.61 0.722 0.8889 0.8889 0.77745 
Face+Fingerprint-Fusion feature method 0.8375 0.8583 0.8875 0.875 0.8646 
Face+Fingerprint-ILSA feature method 0.925 0.933 0.9875 1.000 0.9614 
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From Table 1, we can see that the method of directly fusion the low-level features 
of the face and fingerprint, the average accuracy is lower than the single face 
recognition, but it is higher than the single fingerprint recognition, which reaches to 
86.46%. The main reason may be the texture information of fingerprint has a certain 
effects on the overall recognition. However, the algorithm of the face+fingerprint 
LSA feature method has the best accuracy, which reaches to 96.14%.  

Table 2 and Table 3 are the recognition accuracy results and time costs for three 
learning algorithm of BP, SVM, and ELM, respectively. From Table 2, we can see 
that the accuracy of ELM and SVM is almost the same. The average accuracy of 
ELM is 95.57%, and the SVM is 96.14%. Both of them are higher than the BP neural 
network learning. However, from Table 3, we can see that the learning algorithm of 
ELM has an obvious advantage. The time cost of the BP and SVM is dozens of times 
and even hundred of that of ELM. The total time is only 1.9314 seconds consists of 
the training time and testing time. 

Table 2. Recognition Accuracy for three learning algorithms (ORL_FVC2002) 

Method\Sample N N=4 N=5 N=6 N=7 Mean 

BP 0.74375 0.775 0.8125 0.825 0.7891 

SVM 0.925 0.933 0.9875 1.000 0.9614 

ELM 0.91875 0.9417 0.9875 0.975 0.9558 

Table 3. Time costs for three learning algorithm (ORL_FVC2002) 

Method\Training Time Training Time Testing Time Total Time 

BP 358.2365 0.3860 358.6225 

SVM 67.9155 4.7130 72.6285 

ELM 1.7871 0.1470 1.9314 

5 Conclusion 
In this paper, a novel and effective multimodal biometrics recognition system is 
proposed based on image latent semantic analysis and extreme learning machine. We 
introduce the concept of image latent semantic analysis into the multimodal 
biometrics recognition system, and the visual vocabulary—image matrix is used to 
dig out the latent relationship between the visual vocabulary and biometrics image as 
to further improve the performance. In the classification phase, the novel ELM 
learning algorithm is applied for classifier. It is not only has better classification 
accuracy, but also greatly improves the speed of the system.  
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Abstract. We proposed a real-time system based on multiple frames in this 
paper to estimate age and gender using facial images. Most of the previous 
proposed methods are basically based on using a single frame to estimation age 
and gender. However, limited resources and unpredictable factors on real-time 
systems are possible to make the result unstable and inaccurate. In order to 
calibrate the inaccuracy and instability of the previous systems, we decide to 
construct our system with multiple frames and multiple databases. The first 
approach we proposed is detecting faces and labeling features from the source 
images with Stacked Trimmed Active Shape Model (STASM). Then, we 
perform the alignment of the 76 feature points. Afterwards, we extract features 
using Speeded Up Robust Features (SURF). After that, we apply the Support 
Vector Machine (SVM) on the data for preliminary classification. Finally, the 
data will be sent to the multiple-image and multiple-database classification 
system to classify the final result. In our experiments, both the training and 
testing data are from three public available databases which are MORPH, FG-
NET, and FERET databases. The experimental result of our proposed method is 
extremely accurate. Furthermore, the robustness of our system outperforms the 
previous system based on a single frame. 

Keywords: Age Estimation, Gender Estimation, Stacked Trimmed Active 
Shape Model, Speeded Up Robust Feature, Support Vector Machine, MORPH, 
FG-NET, FERET. 

1 Introduction 

In our daily lives, the face information [4, 7] of human has been widely explored and the 
related applications have also been well developed by companies and government 
agencies. Age and gender estimation has become one of the top surveyed topics in the 
academicfield of computer vision. This technique is also extensively applied to various 
kinds of systems, such as authorization and surveillance systems in malls, customs, and 
banks. We can generally separate the application of age and gender estimation into two 
aspects. The first one will be related to the field of Human-Computer Interaction (HCI). 
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The estimation technique will be a positive factor that helps the computer to vary its 
response to different users. The other usage of age and gender estimation is surveillance 
systems, for instance, the authorization system and automatic surveillance system based 
on facial image can cover up some defects for systems only based on other information 
such as fingerprint which will be very helpful on preventing crimes. Moreover, this system 
can be used in malls and stores to automatically authorize people for buying some adult 
product (e.g. tobacco, alcohol) or some restricted goods. It can also be used as a 
recommendation system. 

As the need of the application increases, the studies in age estimation do not 
require the accuracy to be perfect. The progress of this study has not improved rapidly 
in the past few years since the applications using age estimation simply need a wide 
range of age. For better usage, the development of the application is based on the 
fundamental robust techniques and strong theories. Hence, increasing the accuracy of 
a narrow range of age is going to be a top priority in this field of research. For 
achieving this goal, analyzing with both human and machine perspectives will be 
necessary [6]. We also notice that most researchers in this field neglect the influence 
of race. Since the speed of aging and other biological variation will be different 
between different races, it will be a major factor to affect the result of age estimation. 
On the other hand, the cultural difference will vary people’s appearance from others. 
This will also be another major factor that influences the result for the estimation. 

2 Background 

Most previous proposed methods focus on improving the accuracy by trying different 
kinds of features [3] or some slight modification on the current classifier using 
regression methods [5]. However, the inaccuracy seems inevitable no matter how the 
methods of finding features are improved. Facing this situation, we will propose a 
method based on some basic concepts to make some improvement. Using single 
image on age and gender estimation is still a trend since the database with single 
image is easier to acquire compared with multiple image databases. Therefore, a 
compromising method is proposed by accepting multiple-input on a single person to 
improve the accuracy for this part of the system. 

In fact, this approach is not the first time to be proposed in this field of research. 
However, the previous research [13] focused on both multi-view image and local 
features. Local features will sometimes be an inaccurate factor in both age and gender 
estimation. Therefore, some modifications have been done in our research which will 
make the result of the estimation more accurate. 

3 Approach 

Fig. 1 shows the modules of our proposed system. Before the main procedures, some 
pre-processing should be done in order to decrease the complexity of time and space. 
We accept both webcam videos and database images as our input format. This design 
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will be helpful for the following procedures. Since color information of human faces 
is ignored in our current research, converting the input images into grayscale image 
will be necessary for time and space concern. Using the landmarks to detect faces in 
the entire image is a crucial step. We can easily separate the face from the image 
using the feedback information from the Stacked Trimmed Active Shape Model 
(STASM) [9]. However, this method could be vulnerable in a single-image based 
system since the system will crash if the STASM landmark cannot be found in that 
single input. It is fortunate that the problem will not occur based on multiple inputs 
since we can calibrate the detection by calculating the movement of the person in 
different frames. In this instance, we can ignore the defects this method will bring. At 
the end of pre-processing, we have to remove the background of the image for the 
accuracy of the later work. 

 

Fig. 1. Flow diagram 

After the pre-processing, the image will be the raw data for the remaining system. 
We use a self-modified version of STASM to process our image. The first step is 
labeling the feature points. As Fig. 2 shows that we will generate 76 landmarks on the 
human facial features and outline. The landmarks here will not be used as feature 
points to classify our result. These landmarks are for our next step: alignment and 
warping. After labeling all the images in the databases, we have to choose a proper 
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image as a standard image. Fig. 2 is also the standard image in our research. We have 
to align all 76 landmarks on the image to the landmarks on the standard image. After 
this step, we will get a new image after warping. Fig. 3 is the original image, and Fig. 
4 is the image after alignment and warping. An important step before we extract 
features is resizing the image into a smaller size (e.g. 30x40, 45x60, 60x80, pixels). 
The design of the resizing step can vary for different hardware or even be ignored in 
some circumstances. In this research, since time is a major factor in a real-time 
system and limited hardware is available. The minor difference of the accuracy can be 
neglected. We use the size with 60 pixels of the maximum edge in our research. 

In the feature extraction module, we use Speeded Up Robust Features (SURF) [1]. 
SURF features are typically a robust local feature detector used for 3D reconstruction 
and object recognition (e.g. Fig. 5), and so on. The development of SURF features are 
inspired by Scale-Invariant Feature Transform (SIFT) [8] which is another kind of 
features. SIFT feature slightly outperforms SURF feature when time is not a critical 
factor. The main reason we choose SURF feature instead of SIFT feature is that since 
our system is designed as a real-time system and SURF feature is several times faster 
than SIFT feature. 

 

 

 

 

Fig. 2. After STASM labeling Fig. 3. Original image Fig. 4. After alignment and warping 

The final module is for model training and classification. A library for Support 
Vector Machines (LIBSVM) [2] is used as our tool. This tool is based on the theory of 
Support Vector Machine which is a study in machine learning and often used for 
regression analysis and classification. The basic concept of SVM is to construct a set 
of hyper-plane in a high dimensional space which can be defined into a kernel 
function K(x,y). We can measure the relative nearness of the test data to each category 
of datas using the information of the kernel function. The LIBSVM tool also provides 
a training program with different modes. A Python-based program in LIBSVM is able 
to select appropriate parameters for nonlinear classification training. After the input 
data and parameter are given to the program the training will start. We have tried 
three difference sizes of images with the maximum edge of 40, 60, and 80 pixels in 
our research. The result for 40 pixels is awful, and the results for 60 and 80 pixels are 
similar. In this case, we decide to use the image of 60 pixels for speed. As for the 
detail of training, we train age and gender into two models separately for different 
purposes. After the model is trained, the system will be ready for testing. The same 
step will be performed on all training and testing images. Then we input the model 
and the testing image into the SVM classifier. The basic concept of our research is 



 Age and Gender Estimation Using Multiple-Image Features 445 

 

based on multiple images, we will capture 3 or 7 frames from the video to vote for the 
final result. If we are performing gender estimation, one more step will be done 
before classification result is shown on the screen. Since there are three different 
databases (e.g. FERET [10, 12], MORPH [11], FG-NET.) available, we will have 
three different trained models from these three databases. The testing image will test 
with three models separately and we will take the majority as the final result. Fig. 6 
shows the design details of our classification system. 

  
Fig. 5. SURF feature tool in OpenCV          Fig. 6. Classification flow diagram 

4 Experiments 

Our experiments run on a Windows x86/x64 platform. The input will be either videos 
captured by the webcam or simply any image files. As for our modified version of 
STASM, we reserve the part of finding landmarks yet modify it to feedback to our 
system for finding the bounding box of the image. We also add a damaged image 
removal mechanism after the process of alignment and warping. For speed concern, 
we resize the image. Although the result for using the original image will be 
obviously better, it is unreliable for a real-time system since it will take tens of 
seconds to generate the result. We have done the comparison using the original 
STASM landmark features and SURF features. SURF features always perform better 
in accuracy than STASM landmark features. Therefore, we replace STASM features 
with SURF feature. We have also done the comparison between SURF features and 
SIFT features. A compromising decision has been done since SIFT features  
perform better in accuracy, yet SURF feature is much faster than SIFT feature.  
The model training is a time-consuming task which usually take hours for each model 
to complete training. Fig. 7 is the testing interface of our system using webcam. The 
block in the figure shows the result of our classification. 
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Fig. 7. Testing interface 

5 Discussion and Conclusion 

Since our research focus on real-time systems, time becomes a major factor. 
Therefore, the design of our system makes the calculation of the result extremely fast 
(e.g. less than 3 seconds). However, accuracy has been sacrificed in the compromise 
we have done which causes the accuracy of our system is not able to out-perform 
other researcher’s result. In this situation, using the voting system constructed by both 
multiple databases and multiple images is helpful for us to maintain the accuracy on a 
standard level. The model-training method is reliable yet a time-consuming work. 
Also, the quality of the databases we used can still be improved despite they are the 
most popular public available databases in age and gender estimation currently. 
Furthermore, the databases we use mostly include three particular races in, 
Europeans, Caucasians and African Americans. We have done some experiments of 
picking out the Asian from the database and simply use these data to train another 
model since our test data are mostly Asians. Statistics shows that it will be more 
accurate on both age and gender estimations for filtering the race of training data. 
Therefore, we consider race an important factor in this research. The result of the 
gender estimation for sizes of 40, 60, and 80 pixels are shown in Table 1, 2, and 3. 
We can tell by the chart that for gender estimation using bigger training data will 
obviously lead to a better result. For age estimation, however, the difference between 
different sizes is minor which are showed in Fig. 8. Some contradictions may even 
occur in some cases. Hence, we conclude that for age estimation we have to add more 
age-related features to help improve the accuracy. 
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Table 1. Result of gender estimation for size 
60 pixels 

Table 2. Result of gender estimation for size 
40 pixels 

 Accuracy 

Set1 90.81 

Set2 91.56 

Set3 94.14 

Set4 88.29 

Set5 88.62 

Average 90.68 
 

 Accuracy 

Set1 89.34 

Set2 91.93 

Set3 94.32 

Set4 89.01 

Set5 90.64 

Average 91.05 

Table 3. Result of gender estimation for size 80 pixels 

 Accuracy 

Set1 90.63 

Set2 92.29 

Set3 94.51 

Set4 99.82 

Set5 89.91 

Average 93.43 

 

 

Fig. 8. Comparison between sizes of 40, 60, and 80 pixels for age estimation 
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Abstract. Sex determination from skeletons is a significant step in the analysis 
of forensic anthropology. The relationship between morphological 
characteristics and the gender of skull is of great importance in forensic 
anthropology research. This paper presents an automatic method relating the 
local morphological characteristics of the skull to the sex classification based on 
sparse principle component analysis (SPCA). Our contributions are: (1)A set of 
important local characteristics on the skull are obtained using sparse principal 
component analysis, which correspond to local areas on the skull. The 
importance of the local characteristics in sex classification are obtained; 
(2)Experiments on Chinese skulls including 127 males and 81 females are 
given. The results show the effectiveness of SPCA on Sex determination. 

Keywords: Sex determination, Forensic anthropology, Morphology, Sparse 
principal component analysis, Fisher discriminant analysis. 

1 Introduction 

In the forensic anthropology, sex identification for unknown skeleton is an important 
work. According to experience and previous studies [1-3], sex classification using 
pelvis morphological characteristics has the highest accuracy. However, not all cases 
of forensic anthropology has complete skeleton, as skull is composed of hard tissue, it 
is easily preserved, and in most cases, we could only get the skull completely. So, sex 
identification through the skull becomes the core content of forensic anthropology, 
and it also is the first step in craniofacial reconstruction [4]. The common 
investigations of sex classification include morphology discriminant method and 
measurement discriminant method. Morphology discriminant method relies mainly on 
expert’s understanding of the morphology characteristic differences between the male 
skull and the female skull. The subjectivity of the expert’s understanding about the 
skull’s morphology characteristics has an important influence in sexing identification. 
Measurement discriminant method is to measure some geometric quantities of the 
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skull first, then to establish discriminant function through these quantities to identify 
the gender. Measurement discriminant method is realized easily by using computer, 
but the requirement for the measuring precision is very high, and the precise 
measurement of the skull is quite difficult. Moreover, as the age changes, the size of 
the skull will also change. All these make the difficulty of the measurement 
discriminant method increased. 

In this article, we proposed an automatic method for relating the local 
characteristics of the skull to the gender classification accuracy by sparse principal 
component analysis. This method explains how the features of the local areas 
influence the classification result. Compared with the traditional methods, the 
innovation and the main contribution of this method are: 1) it gives a clear 
explanation about the importance of the skull local area for classification. 2) it 
proposes a promising tool for inexperienced observers to determine the gender of a 
skull without much human-computer interaction 3) it is without tedious manual 
measurement and got rid of the influence of the skull size. This article is arranged as 
follows: the second section is about the related work; the third part is about the 
materials and the methods; the fourth quarter presents the experiment and the results; 
the last part is conclusion.  

2 Related Works 

Some researchers used x-ray photograph for identification[5-8]. Another methods[3] 
are to use morphological traits for sex determination; Recently, people proposed to 
build discriminant function using some geometric quantities for identification. 
Chunbiao Li[9] got the frontal sagittal arc shape curve through measuring some points 
on the frontal median sagittal contour, Then used multivariate stepwise discriminant 
analysis to establish gender discriminant function for the Fourier transform coefficient 
of the curve, did sex identification to the adult cranial from northeast area of China, 
and the recognition rate is up to 84.21% for the male skull and 83.33% for the female 
skull. Walker[10] measured the characteristics in five regions, such as in orbital 
margin and glabella, and identified the gender by means of quadratic discriminant 
function; the accuracy reaches to 90%.Jant Z and Ousley[11] issued the computer-
aided software called Fordisc® for skeleton analysis. This software got skeleton 
characteristics through a human-computer interactive way, utilized the American 
criminal investigation database to establish the gender discriminant function. Wuyang 
Shui[12] defined 14 geometrical quantities, utilized 94 samples in the Chinese 
craniofacial database to establish the statistics discriminant function by using stepwise 
fisher discriminant method, then used another 39 samples for test, and the accuracy 
can reach to 87%. 

3 Materials and Methods 

3.1 Materials 

This study has been approved by the Institutional Review Board (IRB) of Image 
Center for Brain Research, National Key Laboratory of Cognitive Neuroscience and 
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Learning, Beijing Normal University. It is carried out on a database of 208 whole 
skull CT scans on voluntary persons that mostly come from Han ethnic group in 
North of China, age 19–75 years for females and 21-67 years for males. There are 81 
females and 127 males. The CT images were obtained by a clinical multi-slice CT 
scanner system (Siemens Sensation 16) in the Xian yang hospital located in western 
China. The images of each subject are restored in DICOM format with a size of 
approximately512 512 250× ×  . Each 3D skull surface is extracted from the CT images 
and represented as a triangle mesh including about 150,000 vertices. All the skulls are 
substantially complete, i.e. each skull contains all the bones from calvarias to jaw, and 
has the full mouth of teeth. 

 

Fig. 1. One skull in the uniform coordinate system 

  

Fig. 2. The back part of the reference skull is cut away 

All the samples are transformed into a uniform coordinate system, to eliminate the 
inconsistence in position, pose and scale caused by data acquirement. The uniform 
coordinate system is determined by four skull landmarks, left porion, right porion, left (or 
right) orbitale and glabella (denote as Lp, Rp, Lo, G). The Frankfurt plane[13] is 
determined from three points, Lp, Rp, Lo. The coordinate origin (denotes as O) is the 
intersection point of the line LpRp and the plane that contains point G and orthogonally 
intersects with line LpRp. We take the line ORp as x axis. The z axis is the line through 
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the point O and with the direction being the normal of the Frankfurt plane. Then y axis is 
obtained by the cross product of z and x axis. Once the uniform coordinate system is 
defined, all the prototypic skulls are transformed into it. Finally, the scale of all the 
samples is standardized by setting the distance between Lp and Rp to unit, i.e. each 

vertex ( , , )x y z  of the skull is scaled by , ,
⎛ ⎞
⎜ ⎟
⎜ ⎟− − −⎝ ⎠p p p p p p

x y z

L R L R L R
. One skull in 

the uniform coordinate system is shown in Figure.1. 
The original skull meshes have different connectivity. In statistical learning, a 

dense correspondence has to be established across the training set. Here we adopt the 
dense registration method described in [5]. Since there are too many vertices in the 
whole head and the face recognition mainly depends on the front part of the head, 
same as the ones in [5], the reference for registration is also a selected skull whose 
back parts are cut away. As shown in Figure.2, the reference skull has 41,059. After 
registration, all skulls have same connectivity with same number of vertices. 

3.2 Sparse Principal Component Analysis (SPCA) 

PCA is a powerful tool to build statistical shape model, which can efficiently describe 
the shape variance and ensure that only statistically likely shapes are represented. It 
has been used in many applications [14,15].PCA suffers from the fact that each 
principal component is a linear combination of all the original variables, thus it is 
often difficult to interpret the results. Zou et al.[16]take the advantage of PCA and 
adopt methods from Elastic Net regression[17] to put forward a new feature 
extraction method which is called sparse principal component analysis(SPCA).SPCA 
is quite useful in extracting the sparse principal component which represents the local 
feature of the sample. In our research, we construct a model based on SPCA and 
Fisher discriminant analysis to propose a promising method for determining the sex of 
a skull.  

SPCA can be described as an extension of PCA, where a constraint of the number 
of nonzero loadings is added. Zou et al. take advantage of formulating PCA as a 
regression problem leading to the SPCA criterion[18] 

 

2 2

, 1 1 1 1
arg min

. .

n k kT
i i j j ji j j

Ts t

λ η
= = =

− + +

=

∑ ∑ ∑A B x AB x b b

Α A I
  (1) 

Here, ix  is the i  th column of TX , n  denotes the number of the samples, k  

is retained in the model. The columns of B  represent the principal directions 

( ), 1,2, ,j j k= ⋅ ⋅ ⋅b  and B  projects sample ix onto those directions. The matrix 

A  converts the sample back to the original space. Thus, the first part measures the 
reconstruction error of the model. The second part is to ensure a unique solution by  
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including L2 penalty, and this is also applicable when p n>  ( p  denotes the 

number of variables, n  denotes the number of samples), and the third part introduces 
sparsity by L1 penalty. These two latter parts are adopted from Elastic Net regression. 
The parameter λ  should be the same for all principle components and be set 
beforehand. For providing good flexibility, η  can be different for each principle 

component. Here, we use the same algorithm in [16] to solve SPCA.  

3.3 Fisher Discriminant Analysis 

The Fisher criterion is to find a projection vector space in which the samples of the 
different class are separated, while the samples of the same class are aggregated, the 
criterion can be represented as the following rules: 

 
2

1 2
2 2

1 2

( )
max ( ) b

F
w

S m m

S S S

−= =
+

J w
  
     (2) 

We define the within-class scatter matrix to be wS , and the between-class scatter 

matrix to be bS , w to be the projection vector, the fisher criterion is as follows:
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  (3) 

Equation (3) can be solved by lagrangian multiplier method. 
In our experiment, we project each skull feature vector b  onto the Fisher vector. 

The classification threshold 0ω  is chosen according to prior knowledge. The 

decision rules are: 

If 0 0,T ω+ >w b   b  belongs to the first class; otherwise, b  belongs to the 

second class. 
We project the skull vectors onto the principal directions by SPCA. For each 

principal direction, a Fisher discriminant score (F-score) is calculated to describe the 
classification ability. The larger the F-score is, the higher the classification ability will 
be. The F-score is defined as follows: 
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Where  ( )1,2i iμ =  and ( )2 1,2i iσ =  denotes the mean and the variance of the 

projected skull vectors respectively. 
The procedure of our algorithm is as follows: 
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Step1: perform sparse decomposition model by using SPCA to get several local 
characteristics of the skull. 

Step2: sort the F-scores corresponding to the principal directions from big to small, 
project each of the skull vector onto the first eight directions respectively, and find a 
threshold to discriminate the gender of the skull. Then, find out the classification 
ability of these local areas of skull. 

Step3: after project each of the skull vectors onto these eight directions, use Fisher 
discriminant analysis to find out the classification ability when all these eight local 
areas are taken into consideration together. 

Step4: project each of the skull vectors onto all the principal directions, use Fisher 
discriminant analysis to find out the classification ability.  

4 Results 

In our experiment, we use 208 whole skull CT scans, as described in Section 2. The 
samples include 127 males and 81 females. The dimension of each skull is 40969*3, 
which is high. We set the sparsity parameter as 4000 for each principal component in 
the experiments. Using trial and error technique, we choose the best principal 
component number. As the correct rates are always the same, we determined 33 as 
our principal component number. Then by SPCA, we get the eight directions which 
represent the eight corresponding local features of a skull, and choose the four most 
remarkable features shown in figure.3. 

 

Fig. 3. The four most important local areas for sex determination, the light color area denotes 
the local area which is surrounded by the ellipse circle 

We project the skull data onto all of the principal directions with varying the 
principal component number from 30 to 140, and determine the gender of the skull by 
Fisher discriminant analysis. The variation of the correct rates are shown in Figure.4, 
from the figure, we find out that the more principal component we choose, the higher 
the classification rate will be . So we decide the number as 135, and the classification 
is shown in Figure.5. 

 No matter how the principal component number is changed, the correct rates are 
always the same. The cause of this result is that the local area corresponding to the 
feature has almost no change with the varying of the number. The four most important 
skull local areas for classification in our experiment are consistent with the 
corresponding morphological results. With the increase of the principal component 
number, the classification effect is getting better and better. The result shows that 
when we take all the local areas into consideration to classify the gender, the correct 
rate is close to a quite high value, which proves that SPCA is a powerful tool for sex 
determination, and it also can explain the result clearly. 
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Fig. 4. Variation of classification accuracy when take all the local features into consideration 

 

Fig. 5. Classification of samples 

5 Conclusion 

Traditional morphological methods depend heavily on physical anthropologists’ 
subjective understanding of population differences in sexual dimorphism. Different 
observers usually have a significant difference when performing the visual assessment 
of the morphological traits, especially for those inexperienced observers. On the other 
hand, discriminant analysis for skeletal measurements depends less on the examiner’s 
professional qualification and experience, but it requires a high measurement 
precision, which is not easy to realize. In this paper, instead of depending on 
geometric measurements or experience of observers, we use 3d point cloud data to 
extract features, which represent the local characteristics of the skull by SPCA. And 
this method can take the advantages of both morphological and metrical methods.  

From our experiment, we can get the importance of each skull local area in sex 
determination, which is consistent with the morphological results. Moreover, 
experimental results show the effectiveness of SPCA in sex determination.  
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Abstract. Head pose estimation is an important step in many face re-
lated applications. In this paper, we propose to use random regression
forests to estimate head poses in 2D face images. Given a 2D face image,
Gabor filters are first applied to extract raw high-dimensional features.
Linear discriminant analysis (LDA) is then used to reduce the feature
dimension. Random regression forests are constructed in the low dimen-
sional feature space. Unlike traditional random forests, when generating
tree predictors in the forests we weight the features according to the
eigenvalues associated with their corresponding LDA axes. The proposed
method has been evaluated on a set of 2D face images synthesized from
the BU-3DFE database and on the CMU-PIE database. The experimen-
tal results demonstrate the effectiveness of the proposed method.

Keywords: Head pose estimation, Random regression forests, Feature
weighting.

1 Introduction

Head pose estimation is usually considered as an important part of human be-
havior analysis. It is essentially a classification or regression problem. Accurate
and robust algorithms for head pose estimation can be beneficial to many appli-
cations, such as gaze estimation, fatigue driving detection, and posture correc-
tion. Research on head pose estimation has been attracting much attention of
researchers from the fields of computer vision, machine learning, pattern recog-
nition, medical imaging, etc. During the past decades, a number of methods have
been proposed [1],[2]. However, it is still a challenge problem to estimate head
pose from a single 2D face image.

Random forests, proposed by Breiman [3], are an effective tool for classification
and regression. Recently, Gabriele et al. [4] used random forests to estimate 3D
head pose in 3D face images, and obtained impressive results. They utilized
depth information as feature vectors when constructing the tree predictors in
random forests. Therefore, their method can not be directly applied to 2D face
images, which have limited information compared with 3D face images and are
more sensitive to illumination variations.
� Corresponding author.

Z. Sun et al. (Eds.): CCBR 2013, LNCS 8232, pp. 457–465, 2013.
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In this paper, we attempt to solve the problem of estimating 3D head pose
in 2D face images by using random forests. To this end, we first extract Gabor
features from 2D face images, and then use Linear Discriminant Analysis (LDA)
to reduce the feature dimension and associate with each feature an importance
index (i.e., a weight). Finally, we construct random forests based on the obtained
features. Unlike the methods in [4], our method considers the importance of
different features when constructing random forests. As a result, our constructed
random forests are more effective, which has been proven by our experimental
results.

The remainder of this paper is organized as follows. Section 2 briefly introduces
related work. Section 3 presents the improved random regression forests based
head pose estimation method. Section 4 then reports the experimental results.
Finally, conclusions are drawn in Section 5.

2 Related Work

2.1 Random Regression Forests

Random forests are an ensemble of tree predictors that can cope with classifica-
tion and regression problems. To construct one tree in a forest, N samples are
randomly chosen with replacement from the given set of training data. Assuming
each sample is represented by M features, m (m � M) of them are selected at
random at each non-leaf node in the tree. The samples arriving at a non-leaf
node are split into two subsets (one for the left branch and the other for the
right branch) based on a binary test on the selected m features of these sam-
ples. The tree keeps growing until the number of samples arriving at the node
is sufficiently small, or the samples are all of the same class, or the tree reaches
the maximum number of layers. Figure 1 shows an example random regression
forest.

Fig. 1. An example of random regression forests. For each tree, the binary tests at the
non-leaf nodes direct an input sample towards a leaf, where a real-valued, multivariate
distribution of the output parameters is stored. The forest combines the results of all
leaves to produce a probabilistic prediction in the real-valued output space.
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2.2 Linear Discriminant Analysis

Linear discriminant analysis (LDA) is a tool for data dimension reduction. It has
been widely used in face recognition [9]. The aim of LDA is to find projection
axes such that samples, after being projected onto the axes, are far from each
other if they are from different classes, or close to each other if they are of the
same class. A complete description of LDA can be found in [5].

Given a number of N n-dimension samples x1, x2, . . . , xN ∈ Rn belonging to
K classes c1, c2, . . . , cK , the objective function of LDA is defined as follows:

αopt = argmax
αTSbα

αTSwα
, (1)

Sb =
K∑

k=1

Nk(μ
k − μ)(μk − μ)T , (2)

Sw =

K∑
k=1

∑
xi∈ck

(xi − μk)(xi − μk)T , (3)

where Nk is the number of samples in the k -th class, μ is the global centroid,
μk is the centroid of the k -th class. Sw and Sb are called, respectively, the
within-class scatter matrix and the between-class scatter matrix. The projection
axes α are commonly obtained by maximizing the between class covariance and
simultaneously minimizing the within class covariance.

It can be mathematically shown that the optimal projection axes are the
eigenvectors corresponding to the non-zero eigenvalues of the following general
eigen-decomposition problem:

Sbα = λSwα. (4)

The eigenvalue associated with an eigenvector gives a natural measure of the
significance of the corresponding feature dimension.

3 The Proposed Method

Our goal is to estimate the rotation angles of the head in a 2D face image. The
rest of this section introduces in detail the proposed method.

3.1 Feature Extraction

Given a training set of 2D face images with annotated head pose labels (in this
paper, we consider yaw and pitch), the Gabor features are first calculated by
convoluting the face images with the following Gabor filters,

g = exp(−x
′2 + γ2y

′2

2σ2
) exp(i · (2πfx′

+ ψ)), (5)
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x
′
= x cos θ + y sin θ, (6)

y
′
= −x sin θ + y cos θ, (7)

where f represents the spatial frequency of the sinusoidal factor, θ represents
the orientation of the normal to the parallel stripes of a Gabor function, ψ is
the phase offset, σ is the standard deviation of the Gaussian envelope, and γ
is the spatial aspect ratio specifying the ellipticity of the support of the Gabor
function.

In this paper, 5 spatial frequencies (i.e., f = 1,2,. . .,5) and 8 orientations (i.e.,
θ = 0◦, 22.5◦, 45◦, . . . , 135◦, 157.5◦) were used. The resulting Gabor features are
of very high dimension, and not suitable for constructing random regression
forests. Hence, LDA is applied to reduce the dimension. In the lower dimensional
feature space, the i-th feature is assigned with a weight, which is defined as
follows,

wi =
λi

M∑
j=1

λj

, (8)

where λi is the eigenvalue associated with the i-th eigenvector, and M is the
dimension of the reduced feature space. This weight measures the importance of
the feature, and will be used to guide the selection of features in constructing
tree predictors in the random regression forest.

3.2 Training Random Forests

To train a random forest of S trees T = {T1, T2, . . . , TS}, the trees are built one
by one from a set of annotated samples, which are randomly chosen from the
given set of training data. For each tree, N samples are randomly chosen, and
then at each non-leaf node in the tree, m features are randomly chosen out of
the M features to learn a binary test for the node. The tree keeps growing until
the maximum depth is reached or a minimum number of samples are left, where
a leaf is created. The leaf stores the mean of the pose angles of all the samples
arriving at it. As proven by Breiman [3], the generalization error of a forest of tree
classifiers depends on the strength of the individual trees in the forest and the
correlation between them. Motivated by this fact, we choose features according
to their weights. That is, the feature with larger weight has higher probability
to be chosen. At each non-leaf node, we randomly generate m features from M
features without repeat. Specifically, the larger the weight of a feature is, the
higher the probability of choosing it. In this way, the constructed trees are more
effective, and a better random forest can be obtained.

3.3 Binary Test

At each non-leaf node in a tree, a binary test, denoted as φ, is conducted to
determine which branch the sample should be forwarded to. The binary test is
defined by a chosen feature and its associated threshold. Given a sample, the
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binary test compares its feature with the threshold, and forwards the sample to
the left branch if the evaluation result is lower than the threshold, or forwards it
to the right branch otherwise. In the training phase, a pool of binary tests {φi}
is generated at every non-leaf node by randomly choosing a feature from the m
features and a threshold for it. In order to choose the best binary test from these
randomly generated binary tests, we use the information gain to evaluate the
effectiveness of each binary test. Specifically, all the training samples (denoted
as X ) arriving at the node are first split into the left and right branches by
the binary test under evaluation. The two subsets are denoted as XL and XR,
respectively. The information gain of this splitting is then computed as follows,

IG(φi) = H(X)−H(XL)−H(XR), (9)

where H(•) is information entropy. The binary test with the highest information
gain is taken as the best one for the node.

3.4 Predicting Head Poses

Once the random regression forest is constructed, it can be used to predict the
head pose in a new unseen 2D face image. The head poses predicted by different
trees are averaged to give the final estimation of the head pose in the input 2D
face image.

Fig. 2. Example 2D face images of a person with different poses in the synthetic
database

4 Experiments

4.1 Databases and Protocols

We evaluate our proposed method using the BU-3DFE database [6] and the
CMU-PIE database [7]. The BU-3DFE database contains the 3D full faces of
100 persons taken under standard illumination and various expressions. The
background in these data has been removed. In order to construct ground truth
data for evaluating the proposed method, we first correct the poses of these 3D
faces to frontal pose. They are then rotated with known angles and projected
to 2D images. We simulate the yaw angles from -60 to 60 degrees and the pitch
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angles from -30 to 30 degrees (both with an interval of 10 degrees). Figure 2
shows some example face images in this synthetic database. In our experiments,
we use the images of 50 persons for training and the rest for testing.

The CMU-PIE database includes 2D face images of 68 persons. Each person
has 13 different poses. An illustration of the pose variation in the CMU database
is shown in Figure 3. In our experiments, we first crop the face regions from the
original images. We randomly select the images of 34 people for training, and
the rest for testing.

In order to evaluate the effectiveness of weighting features in constructing
random forests, we compare the Gabor+LDA random forests without weighting
features (denoted as GLRF) and with weighting features (denoted as WRF).
In addition, we implement the probabilistic framework based method proposed
in [8] (denoted as MBPF), and compare it with our proposed method. For each
method, we do 10-fold cross validation experiments on both of the two databases,
and report the average head pose estimation errors.

Fig. 3. An illustration of the pose variation in the CMU-PIE database

4.2 Experimental Results on the Synthetic Database

In the synthetic database, the size of face images is 16 × 16 pixels, and the
resulting Gabor features of a face image are of 10240 (16× 16× 40) dimension.
The features are reduced to 90 dimension by LDA. There are two important
parameters in random forests: The number of trees and the number of randomly
selected features at each node. We will experiment on these two parameters
to see their effects on pose estimation accuracy. Figure 4 shows the estimation
errors of yaw and pitch angles by different methods when different numbers of
trees are used (for all cases 9 features are chosen). Table 1 summarizes the best
results achieved by different methods. Obviously, the proposed method is much
better than the existing method in [8]. By comparing the results of GLRF and
WRF, it can be seen that (i) weighting features is effective in improving the
pose estimation accuracy of random forests, and (ii) WRF is less sensitive to
the number of trees and uses fewer number of trees. This proves that weighting
features can help to construct more effective tree predictors. Figure 5 shows the
estimation errors of yaw and pitch angles by the WRF method when 0 to 25
features are chosen (for all cases, 45 trees are used). The accuracy of the random
forests is apparently improved when the features are weighted. Table 2 lists the
best accuracy of different methods. Again, the proposed method with weighting
features achieves the best results.
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Fig. 4. Average estimation errors of yaw (left) and pitch (right) angles vs. the number
of trees on the synthetic database

Table 1. The minimum pose estimation errors of different methods on the synthetic
database when different numbers of trees are used

Method Yaw (No. of Trees) Pitch (No. of Trees)

GLRF 13.0(70) 10.5(35)
MBPF 14.0(N/A) 12.0(N/A)
WRF 5.3(45) 5.5(25)
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Fig. 5. Average estimation errors of yaw (left) and pitch (right) angles vs. the number
of features on the synthetic database

4.3 Experimental Results on the CMU-PIE Database

Unlike the 2D face images in the synthetic database, the images in the CMU-
PIE database were captured in real scenarios. The results on the CMU-PIE
database are shown in Figures 6 and 7, and Tables 3 and 4, which again prove
the effectiveness of our proposed method. However, compared with the accuracy

Table 2. The minimum pose estimation errors of different methods on the synthetic
database when different numbers of features are chosen

Method Yaw (No. of Chosen Features) Pitch (No. of Chosen Features)

GLRF 9.6(17) 9.8(17)
MBPF 14.0(N/A) 12.0(N/A)
WRF 5.5(15) 5.4(22)
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Table 3. The minimum estimation errors of different methods on the CMU-PIE
database when different numbers of trees are used

Method Yaw (No. of Trees) Pitch (No. of Trees)

GLRF 8.0(90) 7.8(30)
MBPF 10.2(N/A) 10.0(N/A)
WRF 4.9(40) 4.2(50)
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Fig. 6. Average estimation errors of yaw (left) and pitch (right) angles vs. the number
of trees on the CMU-PIE database
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Fig. 7. Average estimation errors of yaw (left) and pitch (right) angles vs. the number
of chosen features on the CMU-PIE database

Table 4. The minimum estimation errors of different methods on the CMU-PIE
database when different numbers of features are chosen

Method Yaw (No. of Chosen Features) Pitch (No. of Chosen Features)

GLRF 9.6(16) 8.9(17)
MBPF 10.2(N/A) 10.1(N/A)
WRF 5.8(16) 5.2(19)

achieved on the synthetic database, the accuracy on the CMU-PIE database is a
little bit worse. This is because of the more complicated background in the face
images in the CMU-PIE database.
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5 Conclusions

We have presented an improved random forest based method for estimating
the head pose in 2D face images by weighting the features when constructing
tree predictors in the random forest. We have conducted a series of experi-
ments on two databases. The experimental results demonstrated that the ran-
dom forests generated with our proposed method indeed improve the head pose
estimation accuracy. In our future work, we are going to further improve the
accuracy of the proposed method on real-world face images by incorporating
into the method more advanced face image preprocessing techniques and feature
extraction methods.
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Natural Science Foundation of China (No. 61202161).
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