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Preface

Lasers in Materials Science is the title of both this book and the Third Interna-
tional School, SLIMS-2012, held on S. Servolo Island, Venice (Italy) from July 8
to 15, 2012.

The selection of topics covered in the book and the combination of didactic
introduction to the fundamentals of laser-materials interactions with up-to-date
presentation of state-of-the-art techniques and emerging applications of laser
processing reflect the content and spirit of the lectures and discussions at the
School. One of the goals of this biennial school is to provide Ph.D. students and
young research scientists working in the field of laser-materials interactions with
robust fundamental knowledge that is often lacking in their training, so that they
may profitably interact with colleagues working in areas neighboring their own
research fields. The general area of Lasers in Materials Science spans fields where
the interaction between laser radiation and matter plays a basic role to engineer
new materials, or to enhance specific properties, mainly surface related, of irra-
diated matter. The laser community offers several established International Con-
ferences where young researchers can meet with their peers, exchange
experiences, establish collaborations, or display their own results to a qualified
audience. However, a structured training opportunity, specifically geared toward
young researchers, was lacking before the SLIMS series was established.

Focusing on the strong interplay between experimental and theoretical inves-
tigations of laser-induced phenomena, the program of the one-week residential
School included 17 lectures on the fundamentals and principles of laser-materials
interactions and laser materials processing. The syllabus covered the mechanisms,
relevant experimental and computational techniques, as well as current and
emerging applications in nanoscience, biomedicine, photovoltaics, analysis, and
industry. The topics ranged from laser-surface and -bulk interactions, to the role of
defects, nonlinear absorption phenomena, surface melting, vaporization, super-
heating, homogeneous and heterogeneous nucleation, phase explosion and plasma
formation, nanosecond, femtosecond and attosecond laser pulses, film synthesis by
pulsed laser deposition, nanoparticle nucleation, growth and assembling, laser
nanostructuring of soft matter, development of new light and X-ray sources, free
electron lasers, and laser interactions with biological tissues.

One of the distinctive features of SLIMS-2012 was the active participation of
students in the activities of the School. This was facilitated by structured
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classroom discussions and ample opportunity for students to discuss their ongoing
projects or research plans with the School lecturers in informal settings. The
students presented posters that were displayed over the School duration in the
lecture hall. All posters were discussed during three extensive poster sessions and
at coffee breaks. The students also gave brief oral presentations highlighting key
points of their research in dedicated sessions and participated in a competition for
the Best Student Presentation Award (dedicated to the memory of Prof. Roger
Kelly). The School was attended by 36 students from 13 countries, with 25 stu-
dents coming from EU countries, six from the USA, and four from the Mediter-
ranean Sea area.

All lecturers, coming from both leading research centers and academic insti-
tutions, are actively involved in research topics covered by their lectures. The
School Directors are grateful to School lecturers for the attention they put in the
preparation of truly didactic, though high level, presentations and for the relevant
work they did to convert the didactic material into self-contained book chapters
that offer excellent reviews of the different topics.

Venice International University (VIU) quarters at S. Servolo Island provided
superior lecturing and logistic structures in a pleasant working ambience,
immersed in a quiet, beautiful garden, a few minutes from the heart of the city.
This confirmed to be strategic for the success of the School.

The positive evaluation of SLIMS-2012 by the participants stimulated the
planning of the forthcoming Fourth International School on Lasers in Materials
Science, SLIMS-2014 that will be held on S. Servolo Island from July 13 to 20,
2014 under the direction of N. M. Bulgakova, Y. Lu, P. Schaaf, and P. M. Ossi.

Madrid, Spain M. Castillejo
Milan, Italy P. M. Ossi
Charlottesville, USA L. V. Zhigilei
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Chapter 1
Laser Physics for Materials Scientists:
A Primer

Richard F. Haglund

Abstract Laser processing of materials has achieved significant successes in
pulsed laser deposition, micro- and nanostructuring and surface modification and
analysis. However, materials scientists often do not think about the physics of
those lasers, which determines their properties and therefore also the way in which
these lasers can be employed in laser processing. This chapter discusses the
essential theory of laser gain, oscillation and amplification, and provides examples
drawn from lasers now frequently used in materials processing. The implications
for the design of new lasers and new materials-processing strategies are consid-
ered, using the example of a picosecond laser system for polymer processing.

1.1 Introduction

To optimize laser processing for specific applications and materials, it is useful to
understand how lasers function, not only to select the correct lasers for particular
processes, but also to provide input to laser designers and builders for new
developments. In the future, an increased understanding of laser-materials inter-
actions as these relate to laser properties will feed back into the laser-building
community, to enable materials scientists to play a role in:

• Designing and constructing broadly tunable laser systems, at reasonable cost,
capable of being tuned to the parameters that optimize process throughput based
on fundamental laser-matter interactions;

• Understanding how the choice of amplified versus oscillator-only laser systems
enables or limits the application of lasers in new processing applications as well
as efficiency and overall throughput; and

R. F. Haglund (&)
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• Developing figures of merit that will enable comparisons among laser systems in
selecting scalable tools for applications, such as thin-film deposition, where
current laser processes are not competitive with conventional processing tools.

Meeting these challenges would not only enlarge the palette of materials that
can be built, assembled and fabricated using the unique electronic and vibrational
interactions of light with matter, but also expand the emphasis from bulk and thin-
film processing to micro- and nanoscale materials modification where the
incomparable precision of laser processing holds sway.

Lasers commonly used for processing advanced materials can be categorized
according to their (1) temporal pulse structure; (2) laser frequency range; and (3)
tradeoffs between intensity and fluence based on pulse energy and duration. The
throughput or processing rate will, as will be shown later, depends on average
power. Especially during the last decade, the number of different laser types used
in materials processing has expanded significantly; commercially available laser
systems cover a range of all these properties, as shown in Table 1.1.

Figure 1.1 illustrates the parameter space relevant to laser processing materials,
spanned by laser pulse duration and laser intensity. Solid and dashed diagonal lines
show contours of constant fluence. For example, the line 1 J/cm2 is the line rep-
resenting the threshold for many laser processes initiated by pulsed nanosecond
lasers, as in pulsed laser deposition. Below the line representing a fluence of
10 mJ/cm2, mesoscale atomic motion within a material is relatively unlikely; in
this region, local phase changes and other subtle modifications to local materials
properties can be achieved. Above the fluence of 100 J/cm2, on the other hand,

Table 1.1 Characteristics of lasers used in materials processing

Laser type Pulse
duration

Repetition
frequency

Wavelength range
(lm)

Fluence Intensity

Fiber laser
oscillators

CW-1 ps CW-MHz 1.07–2.1 Modest High

Amplified fiber
lasers

Ns-fw kHz-MHz 1.07–2.1 High High

Diode lasers CW-ls CW-kHz 0.8–1.2 Modest Low
Excimer oscillator 10–20 ns 200 Hz 0.308, 0.248, 0.193 High Modest
Excimer amplifier 1–10 ps 10 Hz 0.248 High High
Nd:YAG

oscillators
5–20 ns 20 Hz 1.06, 0.532, 0.355,

0.266
High Modest

Nd:YVO4

oscillators
5–10 ns 20 kHz 1.06, 0.532, 0.355,

0.266
Modest Low

Yb:YAG
amplifiers

0.5–20 ps 20 MHz 1.06, 0.532, 0.355,
0.266

Modest High

Ti:sapphire
oscillator

10–100 fs 100 MHz 0.7–1.0 Low High

Ti:sapphire
amplifier

100–150 fs 5 kHz 0.7–1.0 High High

Yb:YAG ? OPA 10–100 ps 1–5 kHz 0.2–20 Modest High
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most materials modifications that are induced by lasers tend to be destructive for
short- and ultrashort-pulse lasers, while at the limit of very long pulses, the
changes tend to be thermal. As shown in Fig. 1.1, the laser systems listed in
Table 1.1 nevertheless cover a wide range of the parameter space available for
useful materials processing.

In this chapter, we first consider the fundamentals of laser interactions with
materials as these relate to the choice of laser systems, and develop a simple
figure-of-merit that makes it possible to see how various properties of a laser
influence overall process throughput—and hence the economic merit of laser
processing that can be compared to other processes. Next, we consider the fun-
damental theory of laser oscillators and amplifiers that are germanely to laser
processing of materials, including ways of controlling laser pulse duration and
repetition frequency. Finally, we present an example of a tunable, picosecond

Fig. 1.1 A map of the parameter space occupied by current lasers used in materials processing.
Lines of constant fluence are shown covering the range where most materials processing can
occur

1 Laser Physics for Materials Scientists 3



mid-infrared laser system based on currently available oscillators, amplifiers and
parametric generators, illustrating how considering laser physics and laser prop-
erties can drive new modes of materials processing.

1.2 Fundamentals of Laser-Materials Interactions

Materials modification by lasers requires the motion of atoms, ions or molecules—
which of necessity requires complex interactions in the material since photons
carry very little momentum. To achieve atomic motion, three conditions must, in
general, be met: First, a threshold intensity is needed to initiate the process,
generally a few MW � cm�2: Second, vibrational energy—whether generated
directly by infrared photon absorption or by multi-phonon cascades following
electronic excitation—must be localized on a small group of atoms or a molecular-
size cluster in the laser-irradiated solid for longer than a few vibrational periods.
Third, the energy absorbed must be sufficient to initiate and sustain the breaking of
bonds and the mesoscale motion of atoms, ions, molecules and clusters. In laser
ablation, for example, the ejection of mesoscale volumes of material also creates a
dense plume in which the interactions of atoms, ions, molecules and clusters with
each other and with the laser light play a significant role.

Efficiency in materials modification and processing is enhanced by attending to
the hierarchical character of laser-materials interactions. The crucial roles played
by localized temporal and spatial excitation density in materials processing were
first adumbrated by Stoneham and Itoh [1] and Itoh and Stoneham [2]. Their
fundamental concept of localized excitation density is central to the idea of
selective or non-thermal materials processing ranging from the visible-ultraviolet
to the ‘‘molecular fingerprint’’ regions of the electromagnetic spectrum. This
perspective is based on an atomic- or molecular-scale photon-matter interactions
that generate mesoscale effects on time scales that are short compared to thermal
equilibration times. Ultimately, the development of resulting in macroscale
materials modifications on micro- to millimeter length scales.

Figure 1.2 shows schematically the sequence of processes through which the
initial absorption of laser photons ultimately leads to macroscopic effects, such as
those found in laser ablation, laser cutting and multiphoton structuring. By
choosing the laser pulse duration or scanning speed to illuminate the target volume
for a duration shorter than the thermal confinement time [3]

sthermal ¼ L2
p

.
Dthermal ð1:1Þ

(where Lopt is the optical penetration depth and Dthermal is the thermal diffusivity),
which in many technologically important materials is typically 0.1–10 ls, energy
deposition into thermal modes of the target can be confined and the creation of a
heat-affected damage zone by diffusion largely avoided, provided of course that
the desired processing effect also occurs on a shorter time scale. Analogously,
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when the micropulse duration is shorter than the stress confinement time defined
by [4–6]

sstress ¼ Lp

�
Csound ð1:2Þ

(typically 001–0.1 ls), materials modification due to the propagation of photo-
mechanically generated shock waves, spallation and exfoliation will likewise be
limited to the volume in which the laser energy is absorbed.

When laser pulses excite a resonant electronic or vibrational mode of a solid,
the persistence of the deposited energy in that mode and the specific relaxation
mechanisms that relax or release the deposited energy determine whether or not a
non-thermal process results from the laser excitation [7]. The time evolution of the
laser-excited process follows from the basic quantum–mechanical result for the
time rate of change of the yield of a particular process:

dN0

dt
¼ gN0rðkÞ

I

�hx

� �k

ð1:3Þ

where N0 is the number of atoms or molecules per unit volume in the process
volume, g is the quantum efficiency of the process, including loss channels; r(k) the
kth order cross section for the laser interaction with the material; and U ¼ I=�hx is
the photon flux, the number of photons per unit time per unit area.

Fig. 1.2 Dynamics of photon absorption, electronic or vibrational excitation and relaxation
processes leading to materials modifications such as ablation, melting and the formation of recoil-
induced ejecta. The time scales relevant to stress confinement and thermal confinement are also
shown
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From (1.3) it is evident that the rate at which a process occurs—critically
important to the economics of materials processing—must then be proportional to
average power. Since the probability for initiating nonlinear processes scales with
powers of the intensity, rather than fluence, pulse durations of order a few pico-
seconds appear to have significant advantages for materials modification and
processing. In particular, when the material is excited by ultrashort pulses, the
initially spatially localized, anharmonic electronic or vibrational excitations are
diluted only after enough time has elapsed for them to begin mixing with the
delocalized, harmonic modes of the phonon bath following the laser pulse, whereas
with nanosecond laser pulses, this relaxation begins already during the exciting
laser pulse.

In choosing lasers for application to materials properties, it is useful to
remember that the macroscopic observables—such as total yield—necessarily
scale with energy deposited per unit volume ðE=VÞ:

Yield / E

V

� �
¼ FLaðx; IÞ ffi I0sL a0ðxÞ þ b � Iðz; tÞ½ � ð1:4Þ

where FL is the laser fluence, a and b are the linear and nonlinear absorption
coefficients, x and I are the laser frequency and intensity, respectively, and z and t
are the relevant space (penetration depth) and time coordinates.

The interplay of laser energy and intensity can be understood in a qualitative
way by calculating the effective temperature reached in a given target volume,
where the effective temperature is simply the proxy for the energy required to
effect a particular materials modification. The temperature reached by absorption
of a single laser pulse, the number of pulses and the rate at which they are
delivered by the laser turn out to be key parameters for calculating the effect of the
laser-materials interaction, assuming that the laser energy is ultimately converted
into processes that eventually reach thermal equilibrium. From the analytical
solution to the one-dimensional heat-conduction equation, the target temperature
during a single laser pulse reaches an average value [8]

Th i ¼
ffiffiffi
2
p

r
Iabs

ffiffiffiffiffiffiffiffiffiffiffi
a � sL
p

j
; a � j

Cvq0
ð1:5Þ

If all the absorbed energy is converted into the desired materials modification
(e.g., vaporization, melting, annealing), then the specific energy input per unit
volume is given by

Eabs

V
¼ Cpq0 Th i ¼ q0X ð1:6Þ

where X is the binding energy per atom, another material-dependent parameter.
Once thermal equilibrium is reached—typically in a few picoseconds—the tem-
perature rise in the laser-irradiated volume as a function of laser and materials
parameters can be computed as follows:
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DT ¼ FabsðxÞ � aðx; IÞ
Cvq0

¼ FabsðxÞ � aðx0Þ þ bIabs½ �
Cvq0

; Iabss
1=2 ¼

ffiffiffiffiffiffiffiffiffiffi
pa

2
X

r
� f ða;XÞ

ð1:7Þ

The processing rate Y—for example, the rate of material removal in a laser
ablation process leading to the deposition of a thin film—for a laser producing
pulses at a rate Npps with energy EL per pulse is given by

Y ¼ gðx; IÞ E

V

� �
Npps ffi gðx; IÞ ELf ða;XÞ

LoptAðF0;xÞ
Npps ð1:8Þ

Here Lopt is the optical absorption length, AðF0;xÞ is the laser spot size at the
material modification threshold for the given laser frequency, and F0 is the
threshold fluence.

From (1.8), the yield (in units of processing events per unit time) depends
critically both on the materials parameters f ða;XÞ and Lopt, and on the pulse
repetition frequency, whereas the specific energy deposition benefits from non-
linear effects in the target material. Hence, it becomes virtually axiomatic that the
most efficient lasers for many materials processing protocols will be high-intensity
(hence ultrashort pulse), high pulse-repetition frequency devices. Optimal laser
processing conditions can be achieved by choosing short optical depth, small focal
spots, and high pulse-repetition frequency to achieve efficient materials modifi-
cation, as reflected in (1.8) that describes the overall processing rate.

1.3 Fundamentals of Laser Physics

The characteristics of the photon beam that emerges from the laser are determined
by three essential components: the gain medium, the pump or excitation source,
and the optical cavity. The abbreviated treatment here illustrates how the char-
acteristics of all three contribute to the properties of the beam, and follows the
general lines found in [9]; additional details can be found in [10–12].

1.3.1 Electromagnetic Waves in a Medium with Gain
and Absorption

Consider an atomic, ionic or molecular system with two energy levels, E1 and E2,
in thermal equilibrium. The relative population densities of the two levels N1 and
N2 are given by Boltzmann’s equation:
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N1 ¼ N0 exp �ðE1 � E0Þ=kBT½ �;N2 ¼ N0 exp �ðE2 � E0Þ=kBT½ �

) N2

N1
¼ exp �ðE2 � E1Þ=kBT½ �

ð1:9Þ

where kB is the Boltzmann constant, T is the absolute temperature, and N0 is the
ground-state population density. When an electric field interacts with such a two-
level atomic system, its evolution in space and time is expressed by

E x; tð Þ ¼ E0 exp i xt � k0ðxÞz½ �f g ð1:10Þ

The propagation constant is related to the susceptibility of the two-level
medium by

k0ðxÞ ¼ k þ k
v0ðxÞ þ iv00ðxÞ

2n2
� ia

2
¼ k þ k

v0ðxÞ
2n2

þ icðxÞ
2
� ia

2
ð1:11Þ

where the vacuum wave number is k and a is the distributed loss. The optical gain
or loss at the frequency x is thus proportional to the imaginary part of the
propagation constant; the sign of cðxÞ also depends only on the relative size of the
populations in states N1 and N2.

cðxÞ � k
iv00ðxÞ

n2
¼ N2 �

g2

g1

� �
N1

� �
pc2A21

2x2
g x0;xð Þ ð1:12Þ

As an electromagnetic wave propagates through a medium with a complex
dielectric function, the change in intensity is related to the average power absorbed
per unit volume by

dI

dz
¼ � Power

Volume
¼ �xe0

2
v00 Eðx; zÞj j2¼ I0 exp cðxÞ � a½ �zf g ð1:13Þ

Thus if the gain at any given frequency exceeds the distributed loss, the
incoming wave with intensity I0 will be amplified; if the loss dominates, an
incoming electromagnetic wave will be attenuated. The key to making a successful
laser oscillator or amplifier is therefore to create a population inversion that makes
the factor in braces in (1.13) positive; the second is to reduce the distributed losses
a due to scattering, reflection and absorption in the laser medium and the optical
resonator to a minimum.

1.3.2 Creating Gain in a Laser Medium

In any system of atoms, ions or molecules in thermal equilibrium, the population
in state 2 is always exponentially less than that in state 1. Hence, creating gain,
rather than loss, in a laser medium requires the creation of a highly non-equilib-
rium distribution of atoms. This is the function of the laser ‘‘pump,’’ which may be
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a flashlamp, an electron beam, an electric discharge, an electric current or even
another laser. While flashlamps and electric discharges are still used in many
nanosecond laser oscillators, the development of high-efficiency laser diodes
operating in the near infrared has made optical pumping an increasingly popular
choice, especially for mode-locked and fiber lasers, because of the uniformity and
stability of their output and the efficiency with which the diode lasers can be
coupled directly into the desired pump transition.

1.3.3 Laser Oscillators: Theory

The possibility of light amplification by stimulated emission leads naturally to the
question of how to build an oscillator—that is, an optical device in which a very
small input signal can grow into a self-sustaining optical beam, either continuous
or pulsed. Such an oscillator may be either pulsed or continuous-wave (CW);
regardless of which it is, the basic principles remain the same. As a model system
(Fig. 1.3), we consider a simple laser cavity with a gain medium of length L, which
is essentially a pair of resonator mirrors that are perfectly aligned. For the sake of
definiteness, we assume that one mirror is a high reflector, with reflection and
transmission coefficients (r1, t1), while the other mirror, the output coupler, is
partially transmitting with coefficients (r2, t2). If we imagine the initially infini-
tesimally small light signal E0 entering through mirror 1, with transmission
coefficient t1, by the time it passes through mirror 2 with transmission coefficient t2
it has acquired an additional phase exp �ik0Lð Þ that has both real and complex
components and also incorporates the effects of optical gain at frequency x and the
distributed loss a. Describing the electric field in complex exponential notation, we
can write the output wave as an infinite series of waves reflected back and forth

Fig. 1.3 Schematic of a Fabry–Perot resonator, showing how phase and amplitude accumulate
with increasing numbers of round trips through the cavity
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within the Fabry–Perot cavity while allowing for partial transmission of the wave
at mirror 2, as shown in Fig. 1.3. Summing the series yields

Et ¼ E0t2t1e�ik0L 1þ r2r1e�2ik0L þ r2
2r2

1e�4ik0L þ � � �
� 	

¼ E0t2t1e�ið~kþDkÞLeðc�aÞL=2

1� r2r1e�2ið~kþDkÞLeðc�aÞL

ð1:14Þ

For laser oscillation to occur, it is necessary that the denominator of this
equation approach zero, so that a finite output can be generated by amplification of
an infinitesimally small input signal. This can happen when the denominator
vanishes, leading to two conditions for oscillation, one on the threshold gain
required to overcome the distributed losses in the cavity, and the other on the phase
of the waves:

r1r2 exp cthðxÞ � a½ �Lf g ¼ 1ðamplitudeÞ and

2 k þ DkðxÞ½ �L ¼ 2pm; m an integer ðphaseÞ
ð1:15Þ

The phase condition effectively guarantees that a standing electromagnetic
wave will be generated in the resonant cavity, and the amplitude condition says
that the wave will grow in amplitude as long as the gain exceeds the threshold
value. The mth frequency at which the cavity will oscillate can be derived from the
phase condition to be:

k þ DkðxÞ½ �L ¼ kL 1þ v0ðxÞ
2n2

� �
¼ mp) xm ¼ x 1� x� x0

Dx
cðxÞ

k

� �
ð1:16Þ

If the laser resonator has a photon lifetime s0, we can use this to calculate the
threshold population inversion as well, assuming that the population in the level N1

is initially negligible:

s0 ¼
2nL

cð1� R1R2e�2aLÞ �
2nL

c 2aL� ln(R1R2Þ½ � ) N2threshold ¼
8p

A21k
2gðvÞcs0

ð1:17Þ

In laser oscillators typical of those used in most materials-processing applica-
tion, the mechanism described here results in the emission of a laser pulse that will
persist until the population inversion has been extinguished, typically on a time
comparable to the photon lifetime in the cavity (1.17). Figure 1.4 shows how the
longitudinal modes of a Fabry–Perot cavity are modulated by the gain profile of
the laser medium. Those modes on which the net gain exceeds the lasing threshold
as defined by (1.15) will oscillate randomly; in a kind of Darwinian competition,
various modes will oscillate until all are driven down to the threshold gain level.
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Fig. 1.4 a Schematic laser gain profile, derived from the atomic or molecular laser line.
b Longitudinal cavity modes, spaced by the inverse of the cavity round-trip time. c Output
spectrum convoluting the cavity modes with the laser gain profile; those modes that have
intensity above threshold all cavity modes can lase in competition with one another
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1.3.4 Mode-Locked Oscillators

Because the gain created in the excitation cycle is subject to statistical fluctuations,
there may be substantial pulse-to-pulse variations in duration and energy. How-
ever, there is another approach that is designed to minimize these fluctuations,
called mode-locking. The fundamental idea of mode-locking is the following: At a
given frequency m, the gain c(m) satisfies

cthresholdðvÞ ¼ a� 1
L

r1r2 , cðvÞ ¼ ðN2 � N1Þ
c2

8pn2v2sspont
gðvÞ ð1:18Þ

Moreover, we know that wherever the gain at a given frequency is sufficient to
overcome the losses in the optical cavity, laser oscillations can occur over a range
of frequencies mq defined by

vqþ1 � vq ¼
c

2nL
or xq � xq�1 ¼

xc

L
� X ð1:19Þ

In essence, as long as there is sufficient gain, all the frequencies that differ from
each other by the inverse of the round-trip propagation time in the cavity can
oscillate. The total electric field at some arbitrary point in the cavity can be made
periodic in the cavity round-trip time

EðtÞ ¼
X

n

En exp iðx0 þ nXÞt þ /n½ � ¼ Eðt þ TÞ; T ¼ 2p
X
¼ 2L

c
ð1:20Þ

provided that the phase /n, which normally fluctuate in a random fashion in the
cavity, can be made equal to each other, that is locked. In this circumstance, the
cavity modes En all have the same phase relationship with each other, and if the
amplitude of all the electric field modes is constant, the total electric field is

EðtÞ ¼
Xþ�ðN�1Þ=2

�ðN�1Þ=2

E0 exp iðx0 þ nXÞ½ �t ¼ exp ix0t½ � sinðNxt=2Þ
sin(xt=2Þ ð1:21Þ

where x0 is the frequency at the center of the gain profile. The average oscillator
output power, which is proportional to the square of the electric field, is then given
by

PðtÞ / EðtÞj j2¼ sin2ðNxt=2Þ
sin2ðxt=2Þ

ð1:22Þ

What this means is that the power is emitted in a train of pulses separated from
other by the cavity round-trip time, and where the individual pulse duration is 2L/
cN. Just as the intensity of light from N coherently interfering apertures is N2 times
the intensity from a single aperture, the power from N interfering modes is N2

times the power from a single mode. Moreover, the pulse duration, approximated
as the time from the peak to the first zero of the mode-locked train, is 1/N times the
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round-trip time T. Estimating the number of oscillating modes as the ratio of the
transition linewidth Dx to the intermode frequency spacing X, the pulse duration
s0 is

s0�
2p
Dx
¼ 1

Dv
ð1:23Þ

Hence the larger the transition linewidth for the laser transition is, the shorter is
the pulse that can be obtained by mode-locking. Importantly, in solid-state laser
materials, this linewidth depends not only on the lasing atom or ion, but also on the
host material in which the optically active ion is embedded. In addition, since the
laser is being pumped continuously, the pulse-to-pulse variation in the mode-
locked train tends to be substantially smaller than in laser oscillators in which the
pumping or excitation cycle produces a single output pulse.

As long as the mode-locked laser cavity is continuously excited, pulses will be
generated continuously at a frequency c/2L, which for typical cavity dimensions of
tens of centimeters leads to pulse repetition frequencies from tens of MHz to a few
GHz. The energies of these pulses are usually in the nJ range and must therefore be
amplified to reach the typical J/cm2 fluences required for laser processing. How-
ever, at the very highest pulse-repetition frequencies, even the thermal loading
produced by the oscillator pulses is often unacceptably high, creating a require-
ment either to scan the beam at high speeds so that the requirements of thermal and
stress confinement are satisfied, or to reduce the pulse-repetition frequency to an
acceptable level. This is generally accomplished by time-dependent modification
of the resonant cavity, as will be explained below.

1.3.5 Laser Amplifiers

The majority of lasers used in materials processing are oscillators, either contin-
uous-wave (such as diode lasers) or pulsed. However, increasingly the advantages
of mode-locked oscillators—pulse durations in the femtosecond and picosecond
range, and excellent power stability—are generating interest in their use in
materials processing. The chief difficulty with that is the output of mode-locked
oscillators comes at very high pulse-repetition frequencies, leading to undesirable
thermal loading for some applications, but very low pulse energies. This leads to
the need for amplification.

We assume for purposes of discussion that we are dealing with a two-level
system, and that for simplicity, the amplifier medium is homogeneously broadened.
Then the processes we need to deal with are: the pumping rates per unit volume into
level 2 and level 1, the radiative decay from those two levels, stimulated absorption
or emission on the laser transition arising from interaction with a beam of radiation,
and the population of the lower level by the process of spontaneous emission. With
these assumptions, it is possible to write down a pair of rate equations that describe
the time evolution of these two levels.
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dN2

dt
¼ R2 � N	r21ðxL � x0Þ

1
�hxL
� N2

s2
; where N	 � N2 �

g2

g1
N1

dN1

dt
¼ R1 � N	r21ðxL � x0Þ

1
�hxL
� N1

s1
þ N2A21

ð1:24Þ

Assuming that we are in a steady state, that is, that the lifetimes are long
compared to whatever processes lead to loss of inversion, we have

N2 ¼ R2s2 � N	r21
I

�hxL
s2

N1 ¼ R1s1 þ N	r21
I

�hxL
s2 þ N2A21s1

)
) N	 ¼ R2s2 1� ðg2=g1ÞA21s1½ � � ðg2=g1ÞR1s1

1þ r21
I

�hxL
s2 þ ðg2=g1Þs1ð1� A21s2Þ½ �

ð1:25Þ

Since this inversion density basically determines the magnitude of the gain and
its duration, we can now notice that the numerator in the equation for N* is the gain
in the absence of the radiation field, which we denote N*(0), while the denominator
contains a time-dependent term which is essentially the relaxation time for the
population inversion:

N	ðIÞ ¼ N	ð0Þ
1þ I

IsatðxL�x0Þ

IsatðxL � x0Þ �
�hxL

sR

1
r21ðxL � x0Þ

; sR � s2 þ
g2

g1
s1 1� A21s2½ �

ð1:26Þ

The saturation intensity Isat is a measure of how much the population inversion
is affected by the presence of radiation in the cavity: If I 
 Isat, the population
inversion is changed very little by the intensity in the cavity; if I � Isat, then the
population inversion is strongly depleted by the presence of the radiation in the
cavity. These (1.25) can be recast into a particularly useful form if we define a
net pumping rate R*, leading to an expression for the inversion rate per unit
volume

dN	

dt
¼ R	 � 1þ g2

g1

� �
N	

sR

I

Isat
þ spontaneous emission terms ð1:27Þ

In any of the lasers commonly used in materials processing, the spontaneous
emission terms are small compared to the other two terms, and can be safely
neglected. Equation (1.26) essentially states that the inversion rate—which
determines the gain—is proportional to the pumping rate diminished by a term that
is inversely proportional to the relaxation time and directly proportional to the
laser intensity in the cavity.

The practical effect of this situation for a laser amplifier is that as the intensity
in the amplifier increases, the intensity gain for light traversing the amplifier in the
z direction changes from exponential in the small-signal region to linear in the
saturated region:
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1
I

dI

dz
¼ c0ðx� x0Þ

1þ ðI=IsatÞ x� x0ð Þ ) ln
IðzÞ
Ið0Þ

� �
¼ c0z� IðzÞ � Ið0Þ

Isat
ð1:28Þ

There are two limiting cases to be considered: When the intensity in the
amplifier is respectively small or large compared to Isat. The solutions to (1.28) in
the two cases are:

IðzÞ � Ið0Þ expðc0z), I 
 Isat and IðzÞ � Ið0Þ þ ðc0zÞIsat ð1:29Þ

This equation is strictly valid only for a continuous, rather than a pulsed,
amplifier and for a homogeneously broadened gain medium. Nevertheless, rigor-
ous analysis of the more complex cases of inhomogeneously broadened laser
media and pulsed amplification comes to what is for all practical cases essentially
the same conclusion: in the region of small signals, the gain increases exponen-
tially with increasing distance z, while as the intensity in the amplifier rises to well
above the saturation intensity, the gain is essentially linear. Plots of the two cases
are shown in Fig. 1.5.

1.4 Laser Systems Used in Materials Processing

Historically, most lasers used in laser processing in industry have been oscillators;
this is particularly true of lasers used in cutting, welding and similar applications,
which are mostly of the continuous-wave (CW) type. However, nanosecond-
pulsed, solid-state (e.g., Nd:YAG) and gas (e.g., KrF, ArF) lasers are also in
widespread use. Increasingly, pulsed fiber lasers are also finding application both
in research laboratories and on the factory floor. In this section, we briefly sketch
the characteristics of four different types of laser oscillators to illustrate how
different laser types embody the basic principles described in Sect. 1.2.

1.4.1 Laser Oscillators

Here we consider four examples of laser oscillators used in materials processing in
order to illustrate the principles of laser physics from the preceding section.
Further details about these specific lasers and other laser types may be found
particularly in [10, 11].

Excimer lasers The rare-gas halide lasers have been part of the standard rep-
ertoire of lasers for thin-film processing since their first application in the depo-
sition of thin films of high-temperature superconductors more than a quarter
century ago. Rare-gas halide lasers—such as KrF, ArF and XeCl—are essentially
two-level lasers in which the lower laser level is so weakly bound that it decays on
a time scale short enough to prevent the accumulation of population in the lower

1 Laser Physics for Materials Scientists 15



laser level [13, 14]. The energy-level diagram appropriate to this family of lasers is
shown in Fig. 1.6a. The KrF laser, for example, is based on the three-body
recombination reaction Krþ þ Fþ þ Ar ! KrF	 þ Ar, where the ions may be
created from the initial gas mixture by electron-beam excitation, or by preion-
ization of the laser gas followed by an electric-field discharge. In current excimer
laser designs, the preionization step seeds the discharge with 108–109 electrons—
usually by a corona discharge from both sides of the laser cavity—so that the

Fig. 1.5 Intensity
normalized to the saturation
intensity Isat as a function of
the gain-length product c0z in
(a) the small-signal and
(b) large-signal regimes
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Fig. 1.6 Three different
oscillator types. a Energy
level diagram of the KrF rare-
gas halide laser. b Energy
level scheme for the Nd:YAG
oscillator showing the highest
gain 1.06 lm transition. c An
optical parametric oscillator,
showing the pump and seed
beams, with outputs of the
residual pump, signal and
idler beams. The springs
symbolize the wave-wave
interactions in the nonlinear
medium.
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discharge can be homogeneous throughout the laser excitation volume; to facilitate
the formation of a uniform discharge rather than plasma filaments, the gas mixture
is typically 90 % He.

In a typical excimer laser, the laser cavity is bounded by plane mirrors. Since
the round-trip gain is of order 100, the laser output is limited by the duration of the
uniform discharge in the gain medium, typically 10–20 ns. This means, however,
that the laser beam is of relatively poor quality compared to a continuous-wave
laser oscillator, in which the very large number of round trips built up in the
resonator tend to compress the radial mode volume and improve the output mode
to the desirable and familiar TEM00 shape with a Gaussian radial distribution.

Nd:YAG lasers The Nd:YAG laser is one of a family of lasers that are based on
laser transitions in rare-earth ions embedded in a variety of crystal hosts, including
yttrium–aluminum-garnet (YAG), glass, and vanadate (YVO4). These lasers are
the classic examples of a four-level laser system as shown in the diagram in
Fig. 1.6b. A recent development in multipass amplifiers has made possible a
Yb:YAG laser producing over 800 W of output power in the infrared in 400 fs
pulses in a compact, two-stage amplifier design [15]. One of the practical
advantages of the rare-earth laser oscillators is that it is possible to generate
harmonics that are often themselves intense enough for materials modification.

Optical parametric oscillators Optical parametric oscillators (OPOs) are
increasingly popular as sources of moderately tunable radiation, especially for
spectroscopy. However, with increasing crystal quality and output power, there is
growing interest in using OPOs directly for materials research. An OPO is typi-
cally a singly- or doubly-resonant oscillator cavity in which a crystal with a large
second-order susceptibility is driven by a pump beam, and possibly with a seed
beam for the signal output. Well-known examples of such crystals are uniaxial,
periodically poled LiNbO3 or beta barium borate (BBO) pumped by a Nd:YAG
laser at 1.064 or 0.532 lm wavelength. A parametric oscillator generates two
output waves at the signal and idler wavelengths that simultaneously satisfy the
requirements of collinear propagation and energy conservation according to:

nsignal

ksignal
¼ npump

kpump
� nidler

kidler
and

1
ksignal

¼ 1
kpump

� 1
kidler

ð1:30Þ

Just as in an ordinary laser oscillator, the signal and idler wavelengths develop
from random noise in the oscillator cavity that satisfies the condition for differ-
ence-frequency mixing. The input angle and cut of the nonlinear, birefringent
crystal must be adjusted—typically by a combination of angle and/or temperature
tuning—so that the requisite phase-matching condition between signal and idler
are satisfied. While OPOs are still found primarily in analytical applications, their
growing efficiency and output power/energy are leading to renewed interest in
their use for laser processing [16].

Fiber lasers Fiber oscillators with output powers of a few Watts now dominate
such laser-processing applications as marking. However, high-power fiber laser
oscillators and large-mode-aperture systems (LMAs) are beginning to displace
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Nd:YAG and CO2 gas lasers that historically have been industry workhorses for
high-power laser applications such as cutting and welding [17]. With powers in
excess of 50 kW, these fiber lasers are much easier to incorporate into laser tools
than lasers emitting free-space beams that may require complicated beam-steering
optics in articulated mechanical arms to follow complex cutting or welding tra-
jectories. Moreover, their compact construction, fundamental simplicity and
durability are making it possible to use these lasers in applications for which older
high-power laser types are too expensive or too complicated. While low-power
fiber lasers have been under development since the 1960s and have been deployed
in telecommunications applications since the 1970s, serious development of high-
power fiber lasers became possible only with the discovery of the cladding-
pumped fiber laser in 1988, shown schematically in Fig. 1.7a [18]. Current fiber
lasers are based on a lasing transition in Yb ions in a variety of optical fibers, and
emit at 1,070–1,080 nm; pumping in most cases is accomplished by 915 nm laser
diodes that directly pump the 2F7/2–2F3/2 transition of the Yb3+ ions. Output
powers are now well into the multi-kW range, and growing at nearly exponential
rates, as suggested by Fig. 1.7b. The most powerful fiber lasers use an oscillator-
amplifier configuration; two different designs for these large mode-aperture fiber
amplifiers are shown in Fig. 1.7c. Moreover, rapid progress is being made in
developing fibers with lasing wavelengths in the mid-infrared; these will be
powerful pumps for tunable mid-IR parametric amplifiers [19].

Fig. 1.7 a Cladding-pumped fiber geometry, from [19]. b Growth in fiber-laser output power as
a function of year, from [17]. c, d Two different pumping schemes for large mode-area fiber
amplifiers, also from [17]
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1.4.2 Amplified Laser Systems

As pulse durations in the picosecond and femtosecond range have come into use,
first as laboratory tools and more recently in a few industrial applications, master-
oscillator, power-amplifier (MOPA) systems are becoming more common. The
basic principles of laser gain and oscillation also apply here; however, most laser
amplifier systems do not incorporate an optical cavity surrounding the gain
medium. In the following paragraphs, we briefly note important characteristics of
several of the most common types of laser amplifiers.

Fig. 1.8 Three different
amplifier geometries: a the
Innoslab

�
multipass

geometry. b Regenerative
amplifier, with a Faraday
rotator to act as an optical
diode. c the chirped-pulse
amplifier, showing the
stretcher grating pair, the
amplifier medium and the
grating-pair pulse compressor
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Multi-pass amplifiers One way of avoiding some of the problems of regener-
ative amplifiers is to use a multipass geometry like that shown in Fig. 1.8a [20].
This is in some ways a natural geometry for solid-state lasers that use cw laser
diodes as a pump source, as the gain is being continually repumped, and thus is not
depleted each time a pulse to be amplified passes through the gain medium. This
generally requires a more complex optical arrangement and the overlap between
the input or pump beam and the amplified pulses may not be as good as it is in a
regenerative amplifier. While poor beam overlap may in principle lead to a loss of
efficiency, in practice efficiencies of order 30 % may be achieved in multipass
power amplifiers, comparable to the best regenerative devices. Moreover, the fact
that amplification does not take place in an optical cavity means that problems of
prepulse and amplified spontaneous emission are not a factor in multipass
geometries.

Regenerative amplifiers are used to amplify laser pulses with durations ranging
from femtoseconds to tens or even hundreds of picoseconds. As shown in
Fig. 1.8b, amplification is carried out in an optical cavity into which the pulse to be
amplified is injected, usually from a mode-locked oscillator. When the Pockels cell
is off, incident laser pulses will exit the cavity via the polarizer after being
reflected from the end mirror. If the Pockels cell is on because a quarter-wave
voltage has been applied to it, the orthogonally polarized pulse returns to the intra-
cavity polarizer and is trapped in the cavity, where it may make many passes
through the laser gain medium. When a second quarter-wave voltage pulse is
applied to the Pockels cell, the amplification cycle is ended and the amplified pulse
exits the cavity. The Faraday rotator acts as an optical diode, ensuring that the
amplified pulse travels only in the desired direction.

Chirped-pulse amplifiers To achieve the highest possible output intensities for
femtosecond amplifiers, chirped-pulse amplifier (CPA) configurations are used, as
shown schematically in Fig. 1.8c. The CPA solves the problem that amplification
of a femtosecond laser pulse in a highly saturated gain medium is likely to exceed
the damage threshold for the laser crystal, the laser optics, or both [21, 22]. For
example, in a Ti:sapphire amplifier, the saturation fluence is of order 1 J/cm2;
hence the peak intensity of a 100 fs pulse at saturation fluence is of order
1013 Wcm2—perilously close to the damage limits of most optical elements. This
problem is solved in the CPA by stretching the oscillator pulse to the nanosecond
regime in a dispersive medium (prism or grating pair), amplifying in one or more
stages, and then temporally compressing the pulse using all-reflective dispersive
media such as a diffraction grating pair. In this way, amplification takes place at
moderate intensities, avoiding the optical damage issues, while high output
intensity is achieved using all-reflective optics.
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1.4.3 Control of Laser Pulse Duration

In nanosecond and microsecond oscillators, control of the pulse generation is
generally achieved by manipulating the time-dependent gain in the laser resonator,
a practice often called ‘‘Q-switching’’ or ‘‘Q-spoiling.’’ The idea is to allow the
optical gain to be built up while not permitting oscillation, and then suddenly
allowing the cavity to resonate. While the principle on which Q-switching is based
is very different in concept from pulse-duration control by mode-locking, the
electro-optic and acousto-optic modulators described here are also found as intra-
cavity devices in mode-locked lasers.

The oldest of these techniques, illustrated in Fig. 1.9a, is the rotating mirror or
prism. In the rotating mirror scheme, the rear high reflector in the laser cavity is
rotated, so that positive feedback to the gain medium and light amplification can
occur only during the brief interval of time when the output coupler and the high
reflector are aligned. In between those brief intervals, the gain medium is pumped,
allowing the buildup of gain far above threshold.

Electro-optic modulators make use of the Pockels effect, a second-order non-
linear effect in non-centrosymmetric crystals that allows for preferential selection
of polarization in the same way that a quarter-wave plate can select for polari-
zation. In a ‘‘Pockels cell,’’ the polarization selectivity is created by applying a
‘‘quarter-wave voltage’’ that induces the necessary birefringence to block optical
feedback between the high reflector and the output coupler. When the Pockels cell
is turned on by applying the quarter-wave voltage, light passing through the
Pockels cell converts vertically polarized light transmitted by the polarizer to
circularly polarized light whose handedness is changed by reflection at the output
coupler. When light can pass through the polarizer and Pockels cell with low loss,
gain builds up in the cavity; horizontally polarized light is rejected by the polarizer

Fig. 1.9 Intracavity schemes for Q-switching. a Rotating mirror. b Electro-optic modulator.
c Acousto-optic modulator. d Semiconductor saturable absorber mirror
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and exits the cavity. The beam paths are shown schematically in Fig. 1.9b. The
pulse durations achieved can be as short as 2–5 ns. However, the disadvantages of
this modulation scheme is the insertion of the Pockels cell into the optical cavity
with its high circulating power and attendant possibility of optical damage.
Moreover, the Pockels effect is relatively weak, so that achieving the desired level
of birefringence requires several kV to be applied.

The acousto-optic modulator is an intracavity device in which the lattice planes of
a piezoelectric crystal are distorted by a radio-frequency drive signal applied at one
end of the crystal. When the rf power is on, the crystal planes are slightly distorted
and light incident on the crystal planes, typically at near grazing angles is diffracted
out of the cavity. On the other hand, when the rf power is turned off, the cavity Q is
high, and lasing can occur. As with the rotating mirror, while the Q of the laser
resonator is low, gain builds up as long as the laser medium is being pumped;
switching from low to high gain then allows all of the gain above threshold to be
extracted for as long as the rf power remains off. Given the speed of sound of a few
times 103 m/s, a 1 mm beam will be deflected out of the cavity for a few hundred
nanoseconds. This switching time can be decreased by focusing the intracavity beam
inside the acousto-optic crystal. A typical arrangement is seen in Fig. 1.9c.

Saturable absorbers are materials that bleach at high intensities when all the
ground-state atoms (or molecules or quantum wells) have been pumped into an
excited state, precluding further absorption. If inserted into the laser cavity, a
saturable absorber blocks transmission as gain is building up—thus effectively
lowering the Q of the cavity—until the gain is so far above threshold that the
population in the upper level of the absorber begins to saturate. As positive
feedback into the cavity continues, the absorber begins to bleach until it is
essentially fully transparent, and a giant, Q-switched pulse develops. Solutions of
dyes and doped crystals have been widely used. In recent years, the semiconductor
saturable absorber mirror (SESAM) has become increasingly popular because it is
readily adapted to short cavity lengths and thus to pulse durations as short as tens
of picoseconds [23]. Such an absorber is illustrated schematically in Fig. 1.9d; the
saturable element is the quantum well. The advantages of the SESAM are that it is
easily fabricated, has no moving parts, requires no intracavity optics, and good
mode discrimination because it has a turn-on time corresponding to many cavity
round trips. Since the pulse-repetition frequency of the SESAM is determined by
the pump beam for the laser, it can easily operate at repetition rates up to the MHz
range.

For ultrashort laser pulses, it is also possible to optimize the temporal sequence
of materials processing using techniques in which a single ultrafast laser pulse is
converted by opto-electronic components into a train of coherent pulses that can
interact sequentially with the material to be modified [24]. In a typical pulse
shaper, an ultrashort laser pulse is spatially dispersed by a diffraction grating and
then passed through a spatial light modulator (SLM) that imposes a phase delay on
different portions of the wavefront [25]. This SLM is often an array of liquid
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crystalline pixels that are individually controlled by a voltage specified via a
computer. The temporal pulse sequence imposed on the input beam is then
monitored by an autocorrelator or similar device. In coherent-control schemes, the
SLM parameters are altered by computer control using a genetic or evolutionary
algorithm based on a figure of merit that reflects the quality of the desired process
outcome, such as an ion yield or a material removal rate.

1.5 A Tunable Picosecond Laser for Polymer Processing
in the Mid-Infrared

To illustrate how the basic principles and systems concepts can be used to develop
a novel table-top laser system for research in materials processing, we conclude by
discussing a conceptual design for a table-top laser system that could replicate
studies previously accomplished using an infrared free-electron laser for resonant,
mid-infrared materials processing [26–28]. The system is designed to produce
approximately 500 mJ/pulse at a pulse duration of 10 ps and a pulse repetition
frequency of order 1 kHz; this would be adequate to reach measured thresholds for
picosecond ablation of model polymers [29]. Such a system would significantly
outperform the infrared free-electron laser at vastly reduced cost and complexity.

While laser processing of inorganic materials has historically been based on
electronic transitions initiated by ultraviolet, visible or near-infrared lasers, pro-
cessing of organic and polymer materials seems to be optimized in many cases by
mid-infrared laser excitation. Most experiments in polymer or organic processing
to this date have targeted O–H, C–H and N–H bands in the 3–4 lm region (see

Fig. 1.10 Major vibrational
bands in the ‘‘molecular
fingerprint’’ region of the
mid-infrared where polymer
processing by resonant
infrared excitation is possible
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Fig. 1.10); however, extension to other wavelength bands—such as the techno-
logically important 5–6.5 and 8–9.5 lm stretching vibrations—with appropriate
frequency-conversion elements will be highly desirable to meet laser-materials
processing challenges in organic and polymer electronics and opto-electronics. In
particular, developments in quasi-phase-matched frequency-conversion materials
make it realistic to think about band-tunable picosecond lasers that can cover most
of these absorption modes [30].

Picosecond, tunable, high-repetition lasers in the mid-infrared control the light-
matter interactions selectively excite spectroscopically well-characterized vibra-
tional states, in contrast to the multiplicity of often unknown states excited in
multi- or multiple-photon electronic transitions. These localized, anharmonic
vibrational states couple relatively slowly to the harmonic phonon bath. Mesoscale
materials modifications can, in principle, be achieved by tuning the laser across the
resonance to modify the local density of vibrational excitation.

It has now become possible to acquire from commercial sources all the com-
ponents needed to build a tunable, mid-infrared (MIR) picosecond laser whose
output is characterized by high intensity (up to 100 GW/cm2), modest fluence
(0.1–5 J/cm2), and high pulse-repetition frequency (1–5 kHz). With these
parameters and reasonable frequency-conversion efficiency, the average power in
the targeted mid-infrared tuning range (2.7–3.7 lm) will need to be 10–20 W.
These characteristics are sufficiently robust to enable not only proof-of-concept
experiments in laser-materials interactions, but some modest scaling studies to test
realistic laser-materials processing regimes at industrial scale.

Fig. 1.11 Schematics for the ps-MIR laser system. a Block diagram of major system
components. b Schematic of the regenerative amplifier. c Schematic of the optical parametric
generator
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Schematically, an example of a tunable, picosecond MIR laser is shown in
Fig. 1.11a, and comprises three subsystems: the master-oscillator power-amplifier;
a regenerative amplifier; and the optical parametric generator. The design is based
on the successful operation of such a system used for proof-of-concept mid-
infrared laser ablation and thin-film deposition experiments, first reported in 2010.
We note in particular that the regenerative amplifier could be replaced by a multi-
pass device; importantly, however, at pulse durations of a few picoseconds one
avoids the need for chirped-pulse amplification with its added optical complexity.

The major subsystems of the ps-MIR laser are the oscillator-preamplifier
(MOPA), the regenerative amplifier, and the optical parametric generator. The
latter contains both the optical parametric oscillator (OPO), seeded by a tunable
semiconductor diode laser, and the two-stage optical parametric amplifier for the
mid-infrared generation. A collateral benefit of this design is that the pump laser
can be used to provide harmonics of the Nd:YAG laser either for inorganic
materials modification or for a narrow-band picosecond driver for time-resolved
photoluminescence or other monitoring applications.

Based on currently available laser components, one can construct or acquire a
MOPA with a linearly polarized, air-cooled fiber oscillator and high-energy fiber
power amplifier. Several such MOPA systems are currently either available or
under discussion for industrial applications, with typical maximum pulse energies
of order 1 lJ, pulse duration of 1–10 ps and in some cases, a user-selectable pulse
repetition frequency ranging from single-shot to 1 MHz. The regenerative
amplifier is the most critical and most expensive component; however, the fact that
the oscillator is based on a mode-locked pulse train should lead to very stable
operation owing to favorable thermal (amplitude noise below ±2 %) and optical
ðM2\1:3Þ characteristics.

The regenerative amplifier shown schematically in Fig. 1.11b could comprise
one or two side-pumped Nd:YAG laser amplifier modules, and would be entirely
conventional in design, differing from the typical end-pumped configuration only
in the fact that the pump diodes are integral to the side-pumped modules. The
amplifier module selected would need to be designed for a few tens of Watts
average power.

The optical parametric generator (OPG) shown schematically in Fig. 1.11c
incorporates a tunable semiconductor diode laser seeding an optical parametric
oscillator (OPO) based on periodically poled lithium niobate (ppLN), and a two-
stage optical parametric amplifier (OPA) using potassium tantalate (KTA) as the
frequency conversion material. These robust and widely used materials produce an
idler beam in the 2.8–3.8 lm range and a signal beam in the 1,450–1,690 nm band

Table 1.2 ‘‘Three-band’’
OPG output

Pump (nm) Signal (nm) Idler (nm)

1,064 1,670–1,690 2,872–2,932
1,064 1,520–1,540 3,442–3,560
1,064 1,450–1,470 3,852–3,996
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with reasonable efficiencies. This gives adequate coverage of the O–H, N–H and
C–H bands using the idler beam, and usable signal beam in the longer-wavelength
telecommunications bands (Table 1.2). The OPG design is sufficiently flexible that
other frequency-conversion elements could be incorporated to reach the C=C and
N–N stretching vibrations (5–6.5 lm) and the fluorocarbon vibrational spectrum
(8–9.5 lm). For example, quasi-phase matched GaAs could be substituted for the
PPLN in the present design in order to reach even longer wavelengths [30].

1.6 Conclusion

An understanding of laser physics is the critical first step in using lasers with
greatest efficiency to produced desired results in laser processing of materials.
Basic considerations that relate the properties of lasers—attainable intensity and
fluence, pulse duration and pulse-repetition frequency—to parameters of meso-
scale and macroscale materials modifications suggest that requirements for stable,
reproducible laser interactions with materials will probably lead away from many
of the currently used lasers. In particular, the figure of merit suggested by (1.8) for
laser processing rate clearly favors higher intensity (that is, shorter pulses) and the
highest-possible pulse-repetition frequency. The versatility, growing tunability and
increasing cost effectiveness of amplified, mode-locked laser systems will in all
probability lead to their increasing adoption, at first in the research laboratory but
inevitably in production environments.
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Chapter 2
Material Response to Laser Energy
Deposition (Thermal and Hyperthermal
Processes)

Juergen Reif

Abstract We consider the laser absorption mechanisms, the energy dissipation
processes, and the consequences for the target material after pulsed irradiation
of—mainly—solid targets. The strong dependence on laser pulse duration is
emphasized. Both, the classical thermodynamic equilibrium route (heating, melting,
and evaporation) and hyperthermal processes beyond thermodynamic equilibrium
(superheating, phase explosion, surface/bulk instability) are comprehensively dis-
cussed, under particular consideration of relevant time scales. The implication of
different processes for laser ablation and material structuring is addressed.

2.1 Introduction

With the advent of the laser, a very powerful type of light source was created, with
a power up to several kW or a pulse-energy in the kJ range. At the same time, it
allowed for a tight focusing never encountered before, resulting in unmatched
irradiance. Consequently, very soon strong interest was stimulated in using this
powerful energy source in materials processing. Considered first almost as a type
of concentrated, focused Bunsen burner, it became soon obvious, however, that for
pulsed lasers, in particular, the effect can much more sophisticated. It is the topic
of this chapter to shed some light on this complexity and to discuss the material
response to intense, pulsed laser irradiation in some more detail. For this purpose,
we will not deal with individual electronic bond-breaking or photo-chemical
processes (those will be covered by the chapter by W. Kautek: Material Response
to Laser Energy Deposition (Non-Thermal Processes) in this book) but concentrate
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on the response of the material as a continuum. Therefore, we will consider mainly
thermal processes [1]. It will be shown, however, that the fast interaction of very
short pulses can drive the irradiated matter into a state far from thermodynamic
equilibrium. Then, we will define the material response as hyperthermal.

2.2 Basic Considerations

When laser light impinges on a material, at least part of its energy is absorbed,
leading to an increase of internal energy of the target, classically denoted by the
target temperature:

DE ¼ DU ¼ cmDT ð2:1Þ

(DE is the absorbed light energy, DU is the increase of internal energy, c, m are
heat capacity and mass of the target, respectively, and DT is the increase in
temperature).

In an atomistic view, temperature is a measure for the average kinetic energy of
the target constituents. Consequently, an increase in temperature reduces the ratio
of inter-atomic binding energy to kinetic energy, thus enabling phase transitions in
the target, as indicated in Fig. 2.1 by the bold, horizontal arrow.

Fig. 2.1 Generalized phase
diagram and influence of
increasing temperature
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2.2.1 Thermodynamics

In classical thermodynamics, we always deal with systems in thermal equilibrium,
i.e. all target constituent atoms behave like a statistical ensemble in equilibrium. If
we consider a system of N particles, their velocities, and thus kinetic energies,
follow a MAXWELL-BOLTZMANN distribution (Fig. 2.2).

As indicated before, temperature is a measure of the mean kinetic energy of the
target constituting particles:

T ¼ 2
3k

E ¼ 2
3k

1
2

mv2

� �
ð2:2Þ

(k is BOLTZMANN’s constant, E is the mean kinetic energy, m, v2 are the particle
mass and mean squared velocity, respectively).

In order to establish thermal equilibrium, i.e. a purely statistical distribution of
kinetic energies, the particles need to interact and exchange their velocities. This
occurs via collisions between particles or rather, in condensed matter, phonons (i.e.
coherent particle oscillations).

Obviously, it takes several collisions before equilibrium is reached after a first
excitation by absorption of a photon. This corresponds to typical time scales at the
order of 10 … 100 ps.

The actual energy transfer from the incident irradiation to core vibrations is
comparable to the optical excitation of molecular vibrations, as is indicated in
Fig. 2.3a. Figure 2.3b indicates the transition from an individual vibration to a
phonon.

In this picture, it appears straight forward to understand thermodynamic phase
transitions: Once the vibrational energy is sufficiently large, i.e. the internal energy
U about matches the maximum binding energy and total energy approaches 0, the
particles can move around almost freely: this is the liquid state. When the total
energy increases even more and becomes positive, the particles don’t feel, ideally,
any more binding forces and the inter-particle distance can increase almost arbi-
trarily: this is the gaseous state.

In a real system, the phase transitions are not really a smooth, steady increase of
inter-particle distance. Instead, during melting resp. evaporation additional energy
input is only used to overcome the residual binding energy, without significantly

Fig. 2.2 MAXWELL-
BOLTZMANN distribution of
kinetic energy E in an
ensemble of N particles. The
dashed line indicates the
mean kinetic energy E
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increasing the particle separation. This additional energy (melting/evaporation
enthalpy) can be considered as an activation energy EA beyond which the particle
energy is increased, again, together with the number of widely moving particles.
The situation is schematically shown in Fig. 2.4.

From the BOLTZMANN distributions shown schematically in Fig. 2.4 we see that
the number of ‘‘liquid’’ resp. ‘‘gaseous’’ particles increases significantly, once the
activation energy is overcome. This behavior can be analyzed by an ARRHENIUS

equation, known from chemical kinetics, which describes the temperature-
dependence of chemical reaction rates:

D ¼ A exp �EA=kBTf g ð2:3Þ

(D is the reaction rate, A the so-called pre-exponential factor, accounting for the
total collision rate, EA the activation energy, kB BOLTZMANN’s constant and T the
temperature).

The effect is demonstrated in Fig. 2.5, where the temperature dependence of
melting and evaporation rates for silicon is shown in an ARRHENIUS plot, where the
slopes indicate the activation energies, corresponding to the respective melting/
evaporation enthalpies.

2.2.2 Deposition of Laser Energy

The energy deposition from the incident laser radiation occurs via an increase of the
target electrons’ energy. Then, this energy has to be transferred to the target lattice.
Generally, this transfer occurs on a time scale much slower than the electronic
response. This is accounted for in the two-temperature model, introduced by
ANISIMOV [2, 3], where the laser input [S(t) in (2.4a, b)] heats the electrons, which
immediately equilibrate by electron–electron collisions. Electron–phonon

Fig. 2.3 a Schematic of the
excitation of a molecular
vibration by a photon (dashed
arrow): the increased energy
of an excited vibronic level
corresponds to a varying
distance between atoms a and
b, limited by the binding
potential (here a Lennard-
Jones potential).
b Continuation of a molecular
vibration to a phonon
(vibration of a molecular
chain)
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collisions then transfer the energy to the lattice which equilibrates by phonon–
phonon collisions (Fig. 2.6). This is usually described by a pair of coupled equa-
tions (2.4a, b):

Ce Teð Þ
oTe

o t
¼ r Ke Teð ÞrTe½ � � c Te � Tlð Þ þ S tð Þ ð2:4aÞ

Cl Tlð Þ
oTl

o t
¼ r Kl Tlð ÞrTl½ � � c Te � Tlð Þ ð2:4bÞ

Fig. 2.5 Arrhenius plot of
melting (open circles) and
evaporation (full squares)
rates for silicon

Fig. 2.4 Model potential describing phase transitions from a solid (strong binding, negative total
energy) via a liquid (total energy & 0) to a gas (positive energy). Indicated are the melting and
evaporation barriers/activation energies. In the left part, BOLTZMANN distributions are shown for
three temperatures. For the lowest temperature, T1, practically all particles are in the bound state,
for the highest temperature, T3, most particles have only kinetic energy (gas)

2 Material Response to Laser Energy Deposition 33



C, K are the heat capacity and the thermal conductivity for electrons (index e) and
lattice (index l), respectively. c is the electron–phonon coupling constant. Note
that, in contrast to classical heat diffusion [cf. (2.5)], the thermal conductivities are
assumed to be not necessarily constant but may depend on electron and lattice
temperature.

In the following of this chapter we will consider the situation when a steady
state is reached after energy transfer to the lattice and phonon–phonon
equilibration.

Classically, melting and evaporation occur when heat is transferred to the target
through the surface and, then, is dissipated by heat flow into the target volume. This
heat flow is associated with a corresponding temperature evolution. Consequently,
melting and heating starts at the surface and penetrates into the target volume.

In contrast to the classical case, an excitation takes place in the whole
absorption volume, given by the laser beam cross section and the penetration or
absorption depth1 d, the reciprocal of absorption coefficient a. Typically, in silicon
the penetration depth is some lm for visible light, in metals it corresponds to the
skin depth, some percentage of the wavelength k, and in transparent dielectrics it is
the whole target. It is, however, not straight forward to assume that simply the
absorption volume is molten and then evaporated during ablation. Already a
simple estimate for metals or silicon indicates that this model is not really ade-
quate, as shown in Table 2.1. Assuming that ALL absorbed energy is used to bring
the material to the boil (i.e. corresponds to the sum of melting and evaporation
enthalpies), we calculate the volume which should be ablated for an absorbed
fluence of 1 J/cm2.

Fig. 2.6 Schematic representation of the Two-Temperature-Model. Only after a substantial time
elapsed since the laser pulse (grey shaded) electrons (dashed line) and lattice (solid line) are in
thermal equilibrium (for simplicity, we did not take into account, in this schematic, the effect of
heat diffusion out of the considered volume)

1 For simplicity, we assume a rectangular absorption volume, neglecting the details of the spatial
beam profile and the exponential intensity decay according to BEER’s law.

34 J. Reif



It appears that the ablation volume does not simply correspond to the absorption
volume. So, laser ablation is not simply a ‘‘boiling-off’’ of the absorbing volume.
Instead, we have to consider the energy transfer from the electrons to the lattice in
more detail. First, the energy absorbed by the electrons is locally transferred to
phonons in the absorption volume (electron–phonon collisions). The phonon-
excitation is dissipated further into the target volume by phonon–phonon colli-
sions, heating a larger and larger volume by heat diffusion, increasing the tem-
perature in an increasing volume to overcome the evaporation enthalpy.

On a sufficiently slow time scale, i.e. when enough electron–phonon and
phonon–phonon collisions establish thermal equilibrium, we can analyze the heat
diffusion classically (Fig. 2.7).

The absorption–volume heating induces a temperature gradient rT. This
induces the diffusion of heat according to

oT=o t ¼ Kr2T ð2:5Þ

If, as usual, a pulsed laser of pulse duration s is used, the total heat flow q can be
determined:

q ¼ q0ðT1 � T0Þ exp �x2=4 Ks
� �1=2

; ð2:6Þ

with the diffusion length

‘ ¼ 2 Ksð Þ1=2; ð2:7Þ

Table 2.1 Estimated ablation depth for several materials if absorbed fluence is fully converted in
melting and evaporation

Al Au Cu Ni Si

Melting enthalpy (kJ/kg) 397 65 205 303 1,792
Evaporation enthalpy (kJ/kg) 10,900 1,650 47,900 6,480 12,821
Density (kg/m3) 2,700 19,300 8,920 8,900 2,336
Ablation depth @1 J/cm2 (m) 3.0 9 10-7 3.0 9 10-7 2.3 9 10-7 1.6 9 10-7 2.9 9 10-7

Fig. 2.7 Heat flow and melt
front propagation in the
presence of a temperature
gradient
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which determines the effective heated volume. It is quite obvious, that melting and
evaporation follows the heat diffusion, like in the classical case of external heating.
This is indicated in Fig. 2.7 by the propagation of the melt front. In general, this is
the case for a ‘‘modest’’ temperature gradient, and is the typical situation exploited
for laser annealing of crystal defects. It is a typical case of equilibrium thermal
processes, all occurring on a time scale which is slow compared to the time (resp.
number of phonon–phonon collisions) required for the establishment of thermal
equilibrium. Such classical melt-front propagation from the surface to the interior
bulk, following heat diffusion, is usually termed ‘‘heterogeneous melting’’.

2.3 Beyond Thermal Equilibrium (Hyperthermal
Processes)

All processes considered so far require that all dynamics is slow compared to the
establishment of thermal equilibrium by a sufficient number of phonon–phonon
collisions. The time scales are very sensitive to both the duration and the intensity
of the laser pulses involved in the interaction.

2.3.1 Homogeneous Boiling

Let us, first, consider very strong excitation, i.e. very high laser intensity. Then, the
absorption not only creates free electrons in the conduction band (for non-metals)
but also can heat conduction electrons to rather high kinetic energy. Subsequent
electron–electron and electron–phonon collisions cannot thermalize all that energy
to the lattice. Instead, a non-negligible number of electrons remain with sufficient
energy to penetrate well into the target bulk. We call those ‘‘ballistic electrons’’
because they behave just like high-kinetic energy particles obeying Newton’s laws
of motion. In contrast to the low energy case, they will not lose their excess kinetic
energy close to the surface but will penetrate well inside the target bulk before the
energy is transferred to the phonon bath and, correspondingly, converted to heat
(Fig. 2.8).

As a consequence, we find ‘‘boiling’’ nucleation well distributed in the whole
target bulk, even outside the original absorption region. Thus, boiling does not
‘‘propagate’’ from the surface deeper into the bulk but occurs simultaneously in a
very large bulk region. Consequently, this is called ‘‘homogeneous boiling’’ [4].
The boiling centers are, however, surrounded by non-excited, cold matter,
resulting in a strong confinement. Thus, the boiling centers experience a significant
pressure increase from their environment, resulting in an increased boiling tem-
perature, compared to that required for the lower-pressure environment. So,
finally, we generate a ‘‘superheating’’ [5] of the excited volume which has to relax
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in an explosive energy release (phase explosion [6]). It should be noted here that,
though this can be fully explained by thermodynamic principles, it is NOT really
in thermodynamic equilibrium.

Nevertheless, the term ‘‘temperature’’ is often used to describe also processes
which are not in thermal equilibrium (cf. superheating, phase explosion), which we
will call ‘‘hyperthermal’’ in the further course of this chapter.

Hyperthermal: = ‘‘Not in thermal equilibrium’’

• Hyperthermal processes are typical for situations occurring in a time shorter
than equilibration time (usually a few generations of phonon–phonon collisions;
i.e. several tens of picoseconds)

• Hyperthermal processes are, generally, observed for ultrashort (sub-picosecond)
pulses or very high excitation.

Hyperthermal processes are characterized by a very rapid build-up of a highly
energetic volume surrounded by a cold lattice. This corresponds to a steep gradient
in atomic order, resulting in very fast relaxation; too fast for proceeding in thermal
equilibrium.

2.3.2 Ultrashort Excitation: Self-organized Nano-structure
Formation

The excitation by ultrashort laser pulses of duration of much less than one pico-
second presents a very convenient way of studying hyperthermal processes. The
pulse duration—and thus excitation—is much faster than any intrinsic relaxation
processes (during the pulse duration, massive particles at thermal velocities will
move less than a typical lattice spacing [a Si-atom at T & 1,000 K will move
about one BOHR radius]). So, intrinsic dynamic processes will be almost com-
pletely decoupled from the mere excitation.

It has been shown both in theoretical simulations [7] as in ultrafast X-ray
diffraction [8], that the high electronic excitation upon absorption of the laser pulse

Fig. 2.8 Homogeneous
nucleation
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immediately results in a significant softening of the crystalline binding.
(Remember that ‘‘binding’’ is stable only for electrons in the ground state, cf.
Figs. 2.3, 2.4). In fact, a soft state is created, being neither liquid nor solid. The
individual atoms/cores can move almost freely over large distances (like in a
liquid) but are still ‘‘attached’’ to their equilibrium position [8].

The rapid relaxation of the resulting instability has very much in common
with—at first glance—very different other phenomena in nature: e.g. the formation
of Aeolian dunes (Fig. 2.9), or the relaxation upon surface erosion by energetic ion
beams [9]. Very complex, almost regular nano-structures are formed upon ablation
(Laser-induced Periodic Surface Structures, LIPSS; Fig. 2.10).

It is commonly observed, that such LIPSS structures strongly depend on the
polarization of the incident laser light [10], as is shown in Fig. 2.11.

In an attempt based on Sigmund’s explanation of ion-beam induced regular
surface structures [11], we have developed a model of self-organized structure
formation. The surface instability between surface erosion (ablation) and surface
smoothing (atomic diffusion) of the soft phase can be described by a system of
semi-numerical of equations [12, 13]. The strong influence of the laser polarization
can be introduced into this model by assuming an anisotropic energy coupling
(light absorption or electron-lattice dissipation) [14] which can be provided, e.g.,
by near field effects [15] or field dependent electron mobility or stress.

Obviously, a simulation along this model can well reproduce the observed
surface patterns, as is shown in Fig. 2.12.

Fig. 2.9 Aeolian dunes in a sandy basin at the Rocky Mountains (Photo by Gediminas
Raçiukaitis)
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Fig. 2.10 Typical LIPSS
structure after multi-pulse
femtosecond-laser irradiation.
The double arrow indicates
the laser polarization. Note
the different scales appear in
ONE single laser spot

Fig. 2.11 Dependence of
LIPSS on the polarization of
the incident laser. For linear,
elliptical, or circular
polarization the length of the
generated ripplets is
proportional to the
excentricity, given by the
semi-axes of the polarization
ellipse
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2.4 Summary

We have reviewed in this chapter the relevant response phenomena in materials
occurring during and upon laser irradiation. In contrast to merely electronic pro-
cesses like, e.g., photochemical bond-breaking, here we review more or less a
continuum response. As usual, our first approach is to consider the interaction in
terms of thermodynamic, i.e. collective equilibrium effects. We show, that for very
high excitation or very short pulses, the assumption of equilibrium is not really a
good description of the material response. Instead, we have to consider non-
equilibrium, but nevertheless continuum, processes, which we call ‘‘hyperther-
mal’’. The most prominent type is, certainly the phenomenon of phase explosion
upon homogeneous bulk excitation/melting in contrast to the classical propagation
of a melt front from the surface into the material.

More interesting, however, seems to be the generation of thermal non-equi-
librium by the excitation with pulses shorter than typical equilibration times. Then,
it appears, non-thermal relaxation results in self-organized formation of (regular)
nano-structures on the irradiated resp. (slightly) ablated surface. The detailed
mechanism of such nano-structure formation are, however still (2012) under
discussion.

Acknowledgments The author gratefully acknowledges fruitful collaboration with Markus
Ratzke, Tzanimir Arguirov, Michael Bestehorn, Sergej Varlamov, and, particularly, Olga Var-
lamova, which was essential for the preparation of this manuscript.

Fig. 2.12 LIPSS formation on silicon (lower row), using different polarization of the laser beam
as indicated in the panels (linear, tilted linear, elliptical, circular), in comparison with simulated
patterns [14] for similar conditions. The inserts represent Fourier spectra of the observed/
generated patterns
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Chapter 3
Non-Thermal Material Response to Laser
Energy Deposition

Wolfgang Kautek and Oskar Armbruster

Abstract The absorption of sub-picosecond pulse laser radiation by the electronic
system of dielectrics and metals leads to non-thermal processes such as ballistic
transport, electron–electron collision, and electron emission across interfaces.
Multi-photon excitation and impact ionization with subsequent avalanche ioniza-
tion occur in dielectrics and single photon absorption in metals. Finally, electron–
phonon-scattering sets in, electrons and lattice equilibrate, and thermal phenomena
take over. The state of the current understanding of non-thermal phenomena is
reviewed.

3.1 Introduction

The laser-matter interaction can be divided in a non-thermal (or pre-thermal)
domain up to time periods of 1–10 ps and a thermal region at longer times [1–3].
Figure 3.1 shows the processes occurring during and after ultrafast laser excita-
tion. The non-thermal processes start with the absorption of the radiation in the
attosecond time domain. The absorption mechanism depends on the class of
material irradiated as well as the intensity of irradiation. For ultrafast lasers, even
moderate fluences allow nonlinear coupling of near-infrared radiation into wide-
bandgap semiconductors and dielectrics. Multiphoton processes increase the
effective absorption coefficient aeff and thus decrease the threshold fluence Fth

according to Fth / 1=aeff : This effect is stronger the shorter the pulse duration s
becomes. In a very simple approximation, aeff for an n-photon process is related to
the laser intensity I by aeff / In�1: Furthermore, I is related to the laser fluence
F by I / Fs�1: We thus find Fth / s n�1ð Þ=n: Apparently, ultrashort pulses are
necessary to study the non-thermal phenomenon of multi-photon excitation
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(Fig. 3.2b). A competing process to multi-photon excitation is impact ionization
with subsequent avalanche ionization (Fig. 3.2c) [4–7]. The ultrafast excitation of
metals creates hot electrons in a cold lattice, which can be described by the
two-temperature model discussed later in this chapter. At high fluence ultrafast
excitation, a solid-state plasma is formed in a thin surface layer of dielectrics and
wide-bandgap semiconductors, resulting in Coulomb explosion, a phenomenon
discussed later in this chapter. After these processes, electron–phonon-scattering
sets in, i.e., electrons and lattice start equilibrating. All processes occurring during
or after this are entitled thermal and are not the scope of this chapter.

The most commonly used ultrafast laser is the titanium-doped sapphire laser
that radiates in the near infrared spectral region, most commonly around 800 nm.
For low fluences, ablation is only expected for metals, narrow-bandgap semi-
conductors and materials with strongly nonlinear absorptivity. The advantage of
ultrafast lasers in this regime is the prevention of plasma shielding which reduces
the coupling efficiency of the radiation. Most dielectrics and wide-bandgap
semiconductors, however, are transparent in this near-infrared spectral region.

3.2 Response of Metals

3.2.1 The Two-Temperature Model

The two-temperature model (TTM) [8] is successfully employed to describe the
thermal balance and heat fluxes between laser-excited electrons and the lattice via
electron–phonon coupling. The model assumes the validity of the heat equations
on ultrashort time scales as well as thermalized electrons (i.e. the describability of
the excitation states of the electrons by a temperature).

In metals and narrow-bandgap semiconductors, the photons are absorbed by
electrons, which, in turn, transit to an excited state. The now excited electronic
system thermalizes in a time span of typically 10 fs to 1 ps by electron–electron
scattering. Electron–phonon scattering is slow compared to electron–electron
scattering, resulting in a temporary disequilibrium between electron temperature
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Fig. 3.1 Processes during
and after ultrafast laser
excitation
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and lattice temperature. The coupled nonlinear equations for the electronic
temperature Te and the lattice temperature Tl can be written as

Ce Teð Þ ¼ r Ke Te; Tlð ÞrTe½ ffi � G Teð Þ Te � Tl½ ffi þ S ~r; tð Þ ð3:1Þ

and

Cl Tlð Þ _Tl ¼ r Kl Tlð ÞrTl½ ffi þ G Teð Þ Te � Tl½ ffi ð3:2Þ

where C is the heat capacity and K is the thermal conductivity of the electrons
(subscript e) and the lattice (subscript l), G is the electron–phonon coupling factor,
and S is a source term, accounting for the energy deposition by the laser [3, 8].

Figure 3.3 shows a typical transient graph of Te and Tl. The TTM allows a
qualitative and in some cases even a quantitative description of the interaction of
ultrafast laser radiation and matter. For example, the difference between the
ablation threshold of noble metals and transition metals can be explained [9].

There are however experimental evidences that do not agree with calculations
based on the TTM. For example, the TTM assumes thermalized electrons, which is
not the case immediately after excitation. They rather need 10 fs to 1 ps to

(a)

(b)

(c)

Fig. 3.2 Excitation
mechanisms of
semiconductors and
dielectrics. a Single-photon
absorption. b Multi-photon
absorption (two-photon
absorption as an example).
c Impact and avalanche
ionization
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thermalize via electron–electron scattering [10–12]. The TTM has thus been
phenomenologically extended to cover for example energy transport by ballistic
electrons and scattering on grain boundaries [13, 14].

An often applied simplification of the TTM is the assumption of temperature-
independent heat capacities and a constant electron–phonon coupling factor. It has
been shown that this is not justified in many cases, as e.g., with aluminium, copper,
gold, silver, nickel, platinum, tungsten and titanium [15]. The electronic heat
capacity Ce was calculated according to

Ce Teð Þ ¼
Zþ1

�1

de
of e; l; Teð Þ

oTe
g eð Þ ð3:3Þ

where g(e) is the electron density of states at the energy level e; l is the chemical

potential at Te and f e;l; Teð Þ ¼ exp e� lð Þ= kBTeð Þ½ ffi þ 1ð Þ�1 is the Fermi distri-
bution function. Due to the conservation of the number of electrons Ne, the
chemical potential l can be calculated according to

Ne ¼
Zþ1

�1

def e; l; Teð Þg eð Þ ð3:4Þ

The electron density of states can be determined ab initio within the density
functional theory employed e.g. the Vienna ab initio simulation package (VASP).
In addition to the electronic heat capacity Ce, the electron–phonon coupling factor
G is needed to calculate the electronic temperature Te within the TTM:

G Teð Þ ¼
p�hkBn x2

� �
g eFð Þ

Zþ1

�1

de� g2 eð Þ of

oe
ð3:5Þ

Fig. 3.3 Transient electron
temperature Te and lattice
temperature Tl of a gold film
with a thickness of 100 nm,
excited by a laser pulse
(200 fs, 400 nm,
23 mJ cm-2) [9]
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where x2
� �

is McMillan’s second moment of the photon spectrum and n is the
electron–phonon mass enhancement parameter [15]. An example for titanium is
represented in Fig. 3.4. It is clearly visible that neither the electronic heat capacity
Ce nor the electron–phonon coupling factor G are well approximated by a constant.

3.2.2 Hot Electron Transport

Metals can be described by the free electron gas model. The non-equilibrium
dynamics of hot electrons is determined by the competition between ballistic
transport and hot-electron diffusion driven by the electron temperature gradient
and electron–phonon coupling [13, 16]. The electrons show ballistic motion
immediately after excitation [3]. The excited electrons thermalize by colliding
with electrons close to the Fermi energy. This theory could be supported by an
experiment where the change in reflectivity (which is proportional to the density of
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free electrons at the surface) of thin gold films was measured for different pump-
probe delays (Fig. 3.5) [13]. The depth of ballistic penetration into the bulk can be
up to 100 nm. This means that ballistic hot electron transport has to be considered
for gold film thicknesses of the order of 100 nm and becomes more pronounced
with decreasing film thickness. A 20 nm thick film shows an almost linear time
evolution in reflectivity change. This can be understood in terms of the TTM
(see 3.1). The electronic temperature Te is constant in the entire film and rTe

becomes zero when it is much thinner than the depth of ballistic motion. Thus, the
first term on the right side of (3.1) can be neglected. Furthermore, the source term
S vanishes for times greater than the pulse duration. The heat capacity of the

electrons can be approximated with Ce(Te) = C0 Te where C0 ¼
p2NekBð Þ

2Tfð Þ if Te �

Tf ¼ EF
kB

holds. In this expression, Ne is the density of electrons, TF is the Fermi

temperature, EF is the Fermi energy and kB is the Boltzmann constant. The lattice
temperature Tl is much smaller than the electronic temperature Te and can thus be
neglected in the second term on the right hand side of (3.1). The electron–phonon
coupling factor G can be assumed as constant in a first order approximation.

Taking this into account results in C0
dTe

dt
¼ �G Solving this differential equation

yields

Te tð Þ ¼ T maxð Þ
e � G

C0

t ð3:6Þ

This predicts a linear decay of the electronic temperature Te with time after the
laser excitation as has been observed in Fig. 3.5 (20 nm case). The slope yields the
electron–phonon coupling factor G. Such experimental observations demonstrated
on gold have also been reported for other noble metals like silver and copper [9,
13, 16, 17]. Transition metals such as nickel, chromium and molybdenum do not
show ballistic transport of electrons. This explains why structuring of thin films of

Fig. 3.5 Transient
reflectivity of gold films with
various thicknesses. Dashed
curves TTM. Solid curves
TTM with ballistic range of
105 nm. Pump pulse 400 nm,
200 fs. Probe pulse 500 nm,
100 fs, p-polarized [13]
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transition metals with ultrafast lasers is more precise than for noble metals. Noble
metals, unlike transition metals, spread their energy by ballistic transport and
electron diffusion. In metal-like thin films such as laser-deposited tetrahedral
amorphous carbon and amorphous carbon nitride ballistic and diffusional electron
transport lengths can be neglected in comparison to the penetration depth of light
controlled by two-photon absorption [18].

As soon as the electron gas is thermalized, it can be described by the TTM and
thus by an electronic temperature Te. The dashed curves in Fig. 3.5 have been
calculated this way. The gradient in electronic temperaturerTe is the driving force
for the diffusion of electrons into deeper regions of the material. The diffusion
length is determined by the strength of electron–phonon coupling. Experiments
show that the TTM overestimates the change in reflectivity and thus the density of
free electrons at the surface. This is an indication for an additional transport
mechanism like ballistic motion [3].

3.2.3 Hot Electron Pressure

The thermal expansion of metals has two fundamental causes: the inharmonicity of
the ion–ion interaction and the thermal pressure of the free electron gas. The
electron pressure gives a dominant contribution to the thermal expansion at tem-
peratures on the order of a few Kelvin. At elevated temperatures, however, it is
negligible compared to the ionic contribution [19]. The main cause of thermal
expansion (at thermal equilibrium between electrons and lattice) at temperatures
close to 0 K is mainly governed by the pressure of the free electron gas. At higher
temperatures than a few Kelvin, the electron pressure does not play a role and
thermal expansion is mainly caused by the inharmonicity of the ion–ion
interaction.

If however, the electrons and the lattice are not in thermal equilibrium, the
electrons can have a very high temperature, causing a significant contribution of
the electron gas pressure to thermal expansion, even at elevated lattice tempera-
tures. The transient change in transmissivity of spheroid silver nanoparticles upon
ultrafast laser excitation was studied. It is related to the elongation and thus to the
two constitutes (i.e. inharmonicity of the ion–ion interaction and pressure of the
free electron gas) of thermal expansion. The nanoparticles had a short axis of about
40 nm and a long axis of about 100 nm. They show surface plasmon resonances at
400 nm for the short axis and at 660 nm for the long axis.

The frequency-doubled pump pulse (400 nm) of an ultrafast laser system with a
pulse duration of 150 fs was focussed on the nanoparticle array on a glass sub-
strate. The probe pulse was a spectral part of an ultrashort white-light continuum
pulse, yielding the change in transmission. Figure 3.6 shows the transmission
transient for the long axis probed with a wavelength of 700 nm and the short axis
probed with a wavelength of 550 nm.
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Remarkably, the transient change in transmissivity shows distinct oscillations
after an initial phase of relaxation. According to an elastic continuum model, the
time dependence of the particle elongation Dx is given by a damped harmonic
oscillator equation

D€xþ 2qD _xþ x2
0Dx ¼ A

r
m

ð3:7Þ

where q is the damping coefficient due to the substrate, x0 is the vibrational
eigenfrequency, A is the surface area of the particle, r is the stress, and m is the
mass of the nanoparticle. Due to the linearity of the harmonic oscillator equation,
the stress r can be decomposed into stress from the lattice r1 and from the
electrons re and treated separately. The stress can be calculated according to

rl;e ¼ �cl;e

ZTl;e

T0

dTCl;e Tð Þ ð3:8Þ

where T0 is the ambient temperature, Tl,e are the temperature of lattice and elec-
trons, Cl,e are the heat capacity of lattice and electrons and cl;e are the Grüneisen
constants cl ffi 2:4; ce ffi 1:2ð Þ: The electronic and lattice temperature can be cal-
culated according to the TTM (3.1 and 3.2). Figure 3.7 shows the calculated
electronic and lattice temperature (top), the resulting elongation (middle) and the
change in transmittivity (bottom). Apparently, the pressure of the hot electron gas,
which reaches a peak temperature of more than 3000 K, has a significant influence
on the experimentally observed change in transmittivity.

Fig. 3.6 Change of optical
transmittivity measured at the
given wavelength for the long
axis (top), short axis (middle)
of spheroid silver
nanoparticles and of spherical
silver nanoparticles (bottom).
The results were obtained by
ultrafast pump-probe
spectroscopy [19]
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3.2.4 Hot Electron Emission

Ultrafast excitation of metals can cause emission of hot electrons into the sur-
rounding environment, either vacuum, gas or condensed phase (Fig. 3.8). These
hot electrons exhibit the potential to initiate various physical and chemical pro-
cesses depending on the environment they are emitted to. This process was
investigated, e.g., for gadolinium films in vacuum. A pump-probe setup with
ultrashort s-polarized pump laser pulses (800 nm, 55 fs) and p-polarized probe
pulses (200 nm, 90 fs) was employed [20]. Figure 3.9 shows the time-of-flight
photoelectron spectra for various pump-probe delays.

Highly efficient super-linear electron emission from metal electrodes into
aqueous electrolyte solutions induced by visible sub-picosecond laser pulses
(300 fs) with a photon energy hm � 2 eV; 615 nmð Þ less than the threshold of the
linear photo-effect has been reported [21–24]. The emitted charge density was
monitored by the charging of the electrochemical Helmholtz layer. It increased,
e.g., on mercury from 10-9 to 10-5 C cm-2 in the intensity range
I = 4–30 GW cm-2 (Fig. 3.10). At silver, 10-9–10-7 C cm-2 were generated in
the range of I = 7–70 GW cm-2. The charge density grew practically linearly
with the concentration of electron acceptors such as H3O+ and CHCl3 at
I \ 20 GW cm-2, because the capture of emitted electrons prevented them from

Fig. 3.7 Transient electronic
(Te) and lattice (Tl)
temperature calculated for
spheroidal silver
nanoparticles upon ultrafast
excitation based on the TTM
(a). Resulting oscillations of
the elongation according to
(3.7) (b). Change of
transmittivity resulting from
elongation (c) [19]
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returning to the electrode surface. One can assume an approximate equality of the
hot electron current pulse duration with the electron–phonon relaxation time of the
respective metal, 4 ps for Hg and 14 ps for Ag. With this and the measured
emission charge densities one can derive maximum current density pulses of more
than 106 A cm-2. These results conform with theoretical predictions of charge-
laser intensity, pulse duration, and electrode potential characteristics dependencies
for thermoemission of electrons from a non-equilibrium electron gas from metals
into electrolyte solutions [24]:

j ¼ B exp �
Ea � a E0

H2=Hþ � E
� ffi

kBT

2
4

3
5 ð3:9Þ

Fig. 3.8 Sequence of processes initiated by photo-thermoemission of electrons from metal into
an electrolyte solution
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According to this model, the hot electron emission current density j exhibits a
Tafel-like semi-logarithmic dependence on the electrode potential E.

3.3 Response of Dielectrics and Semiconductors

3.3.1 Impact/Avalanche and Multiphoton Ionization

Dielectrics and wide-bandgap semiconductors are transparent in and around the
visible wavelength range. They become absorbing when high laser intensities are
employed so that non-linear optical coupling occurs. This can be realized when
ultrashort laser pulses are used.

Fig. 3.10 Electron charge density emitted from mercury into aqueous 0.2 M K2SO4 by 300 fs
laser pulses with intensity I. Asterisk *4 eV, 308 nm. Triangle, square, circle *2 eV, 615 nm.
Triangle -0.7 VSCE. Square -1.2 VSCE. Circle -1.7 VSCE. Electrode potentials versus the
saturated calomel electrode (SCE) [21]
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The generation rate of the free electron density Ne due to photon absorption can
be described by [25, 26]:

dNe tð Þ=dt ¼ fNe tð ÞI tð Þ þ
X

n

N nrð ÞIn tð Þ � keeN2
e tð Þ � kepNe tð Þ ð3:10Þ

The positive signs on the right hand side denote the generation terms and the
negative the loss terms. The first term represents the impact and avalanche ioni-
zation with the avalanche coefficient f: It depends not only on the intensity I but
also on the instantaneous free electron density Ne(t). In contrast, the second term of
(3.10) describes the n-photon absorption which is entirely independent of Ne(t). N
is proportional to the n-photon absorption cross section nr: Only the lowest
n-photon excitation bridging the band gap Eg, i.e. the lowest n satisfying nhc/
k[ Eg, is practically significant. In the loss terms, kee is the coefficient of inelastic
electron–electron scattering, and kep the coefficient of electron–phonon scattering.

The initial generation of free electrons can occur via thermal excitation, pri-
marily from defect states within the gap [3], by resonant optical excitation from
defect states, or by strong-field ionization [2, 27, 28]. When the laser electric field
strength becomes sufficiently strong, it can perturb the Coulomb potential that is
binding the electron to the nucleus. In this case the electron can tunnel through the
suppressed barrier and ionization can occur [29]. When the field becomes even
stronger the electron can directly escape into the continuum by an over-the-barrier
ionization.

Impact ionization represented by the first term on the right hand side of (3.10) is
a de-excitation mechanism for electrons which is practically the reverse Auger
process (Fig. 3.2c) [1, 27, 28, 30]. The excited electron releases its excess energy
by the generation of another free carrier in the conduction band. In the presence of
a strong electric field of an ultrashort laser pulse, the free electrons are subject to a
strong acceleration, collide with bound electrons in the valence band, and generate
free electron–hole pairs. If the electric field is high enough, a chain (avalanche)
reaction sets in and more and more free electrons are formed.

The second term in (3.10) accounts for a competitive generation mechanism,
multiphoton (or n-photon) absorption (Fig. 3.2b). Two-photon absorption e.g. is a
third-order process several orders of magnitude weaker than linear absorption. The
strength of n-photon absorption depends on the nth power of the light intensity,
thus it is a nonlinear optical process. Multiphoton ionization is, in contrast to
impact and avalanche ionization, a deterministic process [4].

This contrasting behaviour could be demonstrated by the determination of
ablation precision. The ablation depth per pulse (ablation rate) is of the order of the
penetration depth of light, which, in turn, scales with the density of electrons in the
conduction band. These electrons are either created by multiphoton or by impact
ionization. Impact ionization implies an electron density that is dependent on the
fluence and not on intensity. The ablation rate of barium borosilicate glass exposed
to pulses with durations below 100 fs showed a strong dependence on the pulse
duration (Fig. 3.11) indicating multiphoton absorption [4, 31]. A lateral extension
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parameter q of the ablation craters served as a measure for the deterministic nature
of the multiphoton coupling process [7]:

q ¼ 1
2

ln
F0

Fth

� �
ð3:11Þ

It is the ratio between the observed cross-section area of the ablated crater and
the illuminated area of a Gaussian beam. The solid lines in Fig. 3.12 depict the
predictions of (3.11). For pulse durations [100 fs the observed q(F) dependence
strongly deviates from the theoretically predicted straight line indicating a sto-
chastic process. q-results obtained at shorter pulse durations show agreement with
the prediction of (3.10) suggesting a deterministic process due to multiphoton
absorption [5, 7].

Fig. 3.11 Pulse duration dependence of the ablation depth per pulse of barium borosilicate glass
illuminated with ultrashort pulses (780 nm, 4 J cm-2). Filled circle 20 fs, filled triangle 50 fs,
triangle 120 fs, circle 300 fs [4]
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3.3.2 Non-Thermal Melting

Thermal melting results in the phase transition of a substance from a solid to a
liquid. In this classic melting process, lattice and electrons are in thermal equi-
librium. Upon ultrafast illumination, strongly excited electrons can be created.
This strongly influences the properties of the material, which is electronically
softened until electron–phonon relaxation sets in. The material can rearrange and
change its structure.

X-ray diffraction is a convenient technique to measure the crystallinity of a
surface layer. The application of ultrashort X-ray pulses allows to probe the
transient change in crystallinity upon ultrafast laser irradiation [32–34]. An ul-
trashort X-ray source was realized by the interaction of an ultrafast laser pulse with
a silicon target. This generated the Ka-line of silicon (0.713 nm) with a duration
similar to that of the exciting ultrafast laser pulse. The laser and the X-ray pulse
were focussed with a variable delay on the same spot of an indium antimonide
crystal. The first-order Bragg reflection in the (111) orientation was detected
(Fig. 3.13). Apparently, the crystalline structure starts to decompose immediately
after laser excitation with a time constant of the order of 1 ps, which is less than
electron–phonon relaxation. This is a clear indication of non-thermal melting.

Non-thermal melting processes are also supported by a simulation of ablation
by sub-picosecond laser pulses [35]. Rapid excitation of electrons can cause
massive instability in the crystal lattice within a few 10 fs due to a perturbation of
the interatomic bonds. Below ablation and above modification threshold fluences,
this instability can relax on a several 100 fs time scale by surface reorganization in
laser-induced periodic surface structures [36–38]. Molecular dynamics (MD)
simulations on the basis of an electronic tight-binding Hamiltonian in real-space
took into account all atomic degrees of freedom. Non-equilibrium occupation
numbers for the energy levels of the system led to lattice dynamics on time-
dependent potential energy surfaces. Thus, a theoretical framework was provided

Fig. 3.12 Lateral extension
parameter versus laser
fluence for the ablation of
fused silica at air (780 nm,
N = 50), filled circle 5 fs,
circle 12 fs, filled triangle
120 fs, diamond 220 fs. The
straight lines are calculated
from (3.11) with the values
Fth(5 fs) = 1.4 J cm-2 and
Fth(12 fs) = 1.9 J cm-2 [7]
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for the treatment of strong non-equilibrium situations in materials where atomic
and electronic degrees of freedom play an equally important role.

3.3.2.1 Formation of Laser-Induced Periodic Surface Structures

The formation of self-organized, laser-induced periodic surface structures (LIPSS)
on various semiconductors was reported soon after the construction of the first
operative laser [39]. The periodicity of LIPSS was approximately equal to the
wavelength of the incident light. Such LIPSS can be called low spatial frequency
LIPSS or LSFL. Investigations with different types of lasers (different gain media/
different wavelength and different operation modes from cw to ns pulses) of such
structures followed on a variety of different material classes (semiconductors,
metals, glasses, polymers) [40–49]. The LSFL were explained by the interference
of the incident beam with surface-scattered waves originating from surface
inhomogeneities [48, 50]. Scattering of the incident beam may be supported by
microscopic rough surface features, by defects, spatial variations in the refractive
index, etc. The interference between the various waves leads to an inhomogeneous
energy input, which, together with a positive feedback mechanism, may generate
surface instabilities [3]. For normal incidence irradiation, ripples with a periodicity
K are formed for p-polarized light according to: K ¼ k=n:

An alternative theory describing the mechanisms of LSFL formation was
developed [41–43] which criticises the above interference model. It is based on the
electrodynamics of randomly rough surfaces, introducing a variation principle
concerned with longitudinal fields responsible for local field corrections. When
absorption of energy within the material occurs, it was found not clear why the
surface-scattered wave should propagate with a wavelength of k as opposed to k=n
(n is the refractive index). Further, a normal-incidence excitation would lead to a
longitudinally polarized scattered wave, which does not satisfy the Maxwell
equations. Actually, plane waves of any polarization, propagating parallel to an
interface, do not satisfy the Maxwell equations. It is worth mentioning that this
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work is regularly cited erroneously in order to support LSFL formation by the
interference model.

Besides LSFL formation, ultrafast lasers also trigger the formation of high
spatial frequency LIPSS (HSFL), which have a periodicity far below the wave-
length of the incident light. Along a Gaussian beam profile, intensity-dependent
periodicities can be observed, i.e. sub-wavelength HSFL (K � k) at the low
intensity irradiation edges and the coarser LSFL (K � k) at the high intensity
irradiation centre with an abrupt transition in periodicities [51–53]. Figure 3.14
shows a scanning electron micrograph of a modified silicon surface that has been
irradiated with 5 ultrafast pulses (5 fs, 780 nm, 2.5 J cm-2). The sub-wavelength
structuring of the material is clearly visible.

Systematic studies of the influence of various parameters influencing the for-
mation of HSFL have been conducted [2, 37, 53–62]. HSFL are only observed on
laser-treated surfaces where the pulse duration is less than the electron–phonon
relaxation time [63]. In case of linearly polarized light, the direction of the HSFL
follows the direction of polarization and is either normal or perpendicular,
depending on the type of material. They can be either normal or perpendicular to
LSFL [2]. Circularly polarized light produces nanodots rather than HSFL, ellip-
tically polarized light induces nanorod-like structures [55, 61, 62]. The periodicity
of HSFL increases with the number of laser pulses applied to a surface given that
the fluence per pulse is kept constant [59, 60].

Although extensive studies on HSFL formation have been performed, no
conclusive and general theory was formulated that describes their formation. Most
studies solely concentrate on the influence of excitation parameters (such as
polarization and double-pulse properties) on LIPSS formation.

The HSFL structures (K � k) are still controversially discussed in literature,
such as by interference effects along with transient changes in the optical prop-
erties during laser irradiation [64], second harmonic generation at compound
semiconductors [65, 66], generation of surface excited waves [67, 68], transient

Fig. 3.14 Silicon surface
irradiated with ultrashort
laser pulses exhibiting laser-
induced periodic surface
structures (5 fs, 780 nm,
2.5 J cm-2, N = 5) [36]
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nanoplasmonic model involving near-field enhancements generating plasma
gratings [68], or self-organisation [37, 38, 53].

Investigations with high-performance ceramics like silicon carbide, aluminium
nitride, and a composite compound SiC–TiC–TiB2, revealed that a direct corre-
lation between chemical composition and HSFL character exists [52, 69]. More-
over, femtosecond laser interaction with the silicon-water interface showed that
also an adjacent condensed phase may have a physico-chemical influence on these
phenomena [37, 70]. Sequential ultrafast irradiation of silicon surfaces immersed
in water can lead to high-density regular arrays of 50 nm-scale rods [71]. It was
proposed that the surface energy relaxation would be the driving force for self
organisation on a non-thermally melted surface film [38]. This picture is becoming
more detailed by the scanning probe observation of surface potential changes on Si
of about 100 mV localised in the nm-scale. This suggests a mechanism related to a
segregation-like accumulation of dopant concentration during the self-organised
nanostructure formation and a crystal phase transformation of the silicon upon
ablation, completely changing the material properties [72, 73]. Nanoscale ablation
is obviously preferentially induced on the crest of the ripples where the local field
intensity would be enhanced by the high surface curvature along the laser electric
field direction, implying that localized nanofields (nanoscale potential changes)
play a key role in nanostructuring [67, 68]. The bottom–up nanostructuring by
ultrafast lasers may open up a wide field of applications in surface technology,
such as the preparation of super water repellent surfaces [74].

3.3.3 Coulomb Explosion

Dielectrics and (wide-bandgap) semiconductors can undergo a transition to near-
surface metal-like properties upon ultrafast illumination with high peak intensities.
The coupling of the light to the solid-state plasma layer can generate strong
photoemission of electrons [3, 75–77]. This charge separation results in a high
surface electric field of several 108 V cm-1 due to the remnant excess of positive
charge in the surface layer of the solid. If the electrostatic repulsion is greater than
the binding energy of the lattice, the emission of a thin layer of surface ions occurs.
This process is called Coulomb explosion. The electron sea of metals, on the other
hand, can compensate the loss of emitted electrons and thus neutralize the surface
electric field inhibiting Coulomb explosion.

The transient time-of-flight mass spectrometry yield for thermal and fast Al+ ions
emitted from sapphire is shown in Fig. 3.15. Fast electrons are emitted immediately
after excitation, whereas thermal ions exhibit their peak emittance approximately
10 ps after the excitation. This time span between excitation and peak emission of
thermal ions is governed by the electron–phonon relaxation time. The fact that the
emission of fast electrons sets in immediately after excitation is a clear indication for
a non-thermal process. Similar results where obtained for silicon dioxide. Metals
and narrow-bandgap semiconductors show ion emission only after the electron–
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phonon relaxation time suggesting a thermal mechanism of ablation. According to a
universal model of charge dynamics the surface electric fields of sapphire, silicon
and gold upon ultrafast excitations with fluences just above the ion emission
thresholds could be calculated (Fig. 3.16) [78]. In this simulation, the surface
electric field of silicon and gold is much less than the threshold of Coulomb
explosion. It however remains not completely resolved whether Coulomb explosion
is possible in metals and narrow-bandgap semiconductors.

3.3.4 Photochemical Ablation

The threshold of sub-picosecond ablation of transparent dielectrics coincides with
the onset of avalanche or multiphoton ionization (see above). In contrast, there still
exists some ambiguity for (bio)polymeric dielectrics [31, 79–86]. Ablation due to
heating can occur at fluences less than that needed for avalanche or multiphoton

Fig. 3.15 Transient time-of-
flight mass spectrometry Al+

ion yield from sapphire
target. Circle ‘‘thermal’’ ions,
filled square Coulomb
explosion [77]

Fig. 3.16 The transient
surface electric field of
sapphire, silicon and gold
upon ultrafast laser excitation
(100 fs, 800 nm). The
fluences where chosen to be
above the ion emission
threshold for the respective
material (4 J cm-2 for
sapphire, 0.8 J cm-2 for
silicon and 1.2 J cm-2 for
gold) [78]
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ionization. Two-pulse ablation experiments on sub-picosecond ablation of poly-
tetrafluoroethylene (PTFE), poly-methylmethacrylate (PMMA) and polyimide (PI)
by 500 fs laser pulses at 248 nm resulted in a thermal relaxation time of about
30–50 ps [87]. It was mentioned, however, that within time interval of 200 ps after
a single pulse there was no evidence of material removal from the surface. It
should be noted, that additional experiments are necessary to identify photo-
chemical mechanism [88].

The photochemical ablation behaviour of PMMA has been studied by combined
molecular dynamics/Monte Carlo simulations [89]. There, photolysis of C–CO
and C–CH2 bonds were assumed. Depending on the bond broken, different small
molecules are formed and ejected from the surface. Figure 3.17 shows the number
of broken bonds per 10 Å thick surface layer as a function of the distance from the
surface into the bulk. The simulation was carried out for two different laser flu-
ences. The squares connected with solid lines correspond to the results obtained by
the combined molecular dynamics/Monte Carlo simulation for a laser fluence of
15 mJ cm-2. The squares that are interconnected with a dashed line are calcula-
tions for the same laser parameters, assuming a thermal model. The diamonds
describe the same situation as the squares however with an increased fluence of
20 mJ cm-2. The line marked with circles represents a fraction of 10 % of the
bonds present in the material and it is assumed that ablation sets in as soon as 10 %
of the bonds are broken. This line thus marks the threshold for ablation [89].

3.3.5 3D Stereolithography

Stereolithography is a rapid prototyping approach where a three-dimensional work
piece is built up layer by layer through the materialization of raster-points. A
contact-free implementation of stereolithography is scanning a laser beam (usually

Fig. 3.17 Number of broken
bonds per 1 nm thick layer as
a function of depth. Solid
lines photochemical. Dashed
lines photothermal. Filled
square 15 mJ cm-2. Filled
diamond 20 mJ cm-2. Filled
circle 10 % of bonds present
in the 1 nm thick layer. This
coincides with the number of
bonds per layer that need to
be broken for ablation [89]
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visible or ultraviolet radiation) over a resin, thus building up the structure layer by
layer. The resin cross-links in a single-photon process and converts into the solid
parts of the structure.

Multi-photon-polymerization allows to build three-dimensional structures by
focussing an ultrafast laser beam into the bulk of a transparent (at the laser
wavelength) photosensitive material [90–95]. Cross-linking takes place by multi-
photon absorption and thus only in the focal volume of the laser. Different resins
can be employed for multi-photon-polymerization. Normally they are viscous
liquids like acrylates and epoxies. The minimum feature size that is achievable is
well below 100 nm [96, 97]. The technique has been demonstrated by the fabri-
cation of microscopic models (see Fig. 3.18) and optical components [98–106].

3.4 Conclusion

Non-thermal material response to laser energy deposition takes place in time
periods less than 1–10 ps. It follows the absorption of laser radiation which occurs
in the attosecond time domain. The absorption mechanism depends on the class of
material irradiated as well as the intensity of irradiation. Ultrafast lasers allow

Fig. 3.18 Scanning electron micrograph of a micro-scale model of St. Stephen’s Cathedral
(Vienna, Austria) fabricated by two-photon-polymerization [107]
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nonlinear coupling of near-infrared radiation into wide-bandgap semiconductors
and dielectrics by two competing processes, multi-photon excitation and impact
ionization with subsequent avalanche ionization. The ultrafast excitation of metals
creates hot electrons in a cold lattice, which can be described by the two-tem-
perature model. After these processes, electron–phonon-scattering sets in, i.e.,
electrons and lattice start equilibrating, and thermal phenomena take over.

The non-equilibrium dynamics of hot electrons in metals is determined by the
competition between ballistic and hot-electron diffusion driven by the electron
temperature gradient and electron–phonon coupling. Transition metals do not
show ballistic transport of electrons. Therefore, structuring of these with ultrafast
lasers is more precise than of noble metals.

Ultrafast excitation can cause emission of hot electrons into the surrounding
environment, either vacuum, gas or condensed phase. These hot electrons exhibit
the potential to initiate various physical and chemical processes depending on the
environment they are emitted to. Highly efficient thermo-electron emission from
metal electrodes into aqueous electrolyte solutions induced by sub-picosecond
laser pulses with a photon energy less than the threshold of the linear photo-effect
can be monitored by the charging of the electrochemical Helmholtz layer. One can
derive maximum current density pulses of more than a million A cm-2.

Dielectrics can undergo a transition to near-surface metal-like properties upon
ultrafast illumination with high peak intensities with subsequent photoemission of
electrons. This charge separation results in a high surface electric field. The rem-
nant excess of positive charge in the surface layer of the solid causes electrostatic
repulsion and emission of a thin layer of surface ions (Coulomb explosion).

Rapid excitation of electrons can cause massive instability in the crystal lattice
due to a perturbation of the interatomic bonds due to time-dependent potential
energy surfaces. This instability can relax by surface reorganization in laser-
induced periodic surface structures (LIPSS). When the periodicity is approxi-
mately equal to the wavelength of the incident light they are called low spatial
frequency LIPSS or LSFL. They were explained by the interference of the incident
beam with surface-scattered waves originating from surface inhomogeneities or by
the electrodynamics of randomly rough surfaces, introducing a variation principle
concerned with longitudinal fields responsible for local field corrections. Also so-
called high spatial frequency LIPSS (HSFL) occur with a periodicity far below the
wavelength of the incident light. Their origin is still under vivid discussion.

Ablation of polymers which represent transparent dielectrics can occur also by
heating at fluences less than that needed for avalanche or multiphoton ionization.

Multi-photon-polymerization allows building three-dimensional structures by
focussing an ultrafast laser beam into the bulk of a transparent photosensitive
material which cross-links by multi-photon-polymerization.

3 Non-Thermal Material Response to Laser Energy Deposition 63



References

1. S.K. Sundaram, E. Mazur, Nat. Mater. 1, 217 (2002)
2. W. Kautek, M. Forster, Springer Ser. Mater. Sci. 135, 189 (2010)
3. D. Bäuerle, Laser Processing and Chemistry, 4th edn. (Springer, Berlin Heidelberg, 2011)
4. W. Kautek, J. Krüger, M. Lenzner, S. Sartania, C. Spielmann, F. Krausz, Appl. Phys. Lett.

69, 3146 (1996)
5. M. Lenzner, J. Krüger, S. Sartania, Z. Cheng, C. Spielmann, G. Mourou, W. Kautek, F.

Krausz, Phys. Rev. Lett. 80, 4076 (1998)
6. M. Lenzner, J. Krüger, W. Kautek, F. Krausz, Appl. Phys. A 69, 465 (1999)
7. M. Lenzner, F. Krausz, J. Krüger, W. Kautek, Appl. Surf. Sci. 154, 11 (2000)
8. S.I. Anisimov, B.L. Kapeliovich, T.L. Perelman, Sov. Phys., JETP 39, 375 (1974)
9. S.-S. Wellershoff, J. Hohlfeld, J. Güdde, E. Matthias, Appl. Phys. A 69, 99 (1999)

10. R.H.M. Groeneveld, R. Sprik, A. Lagendijk, Phys. Rev. B 51, 11433 (1995)
11. B. Rethfeld, A. Kaiser, M. Vicanek, G. Simon, Phys. Rev. B 65, 214303 (2002)
12. E. Carpene, Phys. Rev. B 74, 027301 (2006)
13. J. Hohlfeld, S.-S. Wellershoff, J. Güdde, U. Conrad, V. Jähnke, E. Matthias, Chem. Phys.

251, 237 (2000)
14. P.E. Hopkins, P.M. Norris, Appl. Surf. Sci. 253, 6289 (2007)
15. Z. Lin, L.V. Zhigilei, V. Celli, Phys. Rev. B 77, 075133 (2008)
16. M. Bonn, D.N. Denzler, S. Funk, M. Wolf, S.-S. Wellershoff, J. Hohlfeld, Phys. Rev. B 61,

1101 (2000)
17. J. Krüger, D. Dufft, R. Koter, A. Hertwig, Appl. Surf. Sci. 253, 7815 (2007)
18. M. Forster, L. Egerhazi, C. Haselberger, C. Huber, W. Kautek, Appl. Phys. A 102, 27

(2011)
19. M. Perner, S. Gresillon, J. Marz, G.V. Plessen, J. Feldmann, J. Porstendorfer, K.-J. Berg, G.

Berg, Phys. Rev. Lett. 85, 792 (2000)
20. M. Lisowski, P. Loukakos, A. Melnikov, I. Radu, L. Ungureanu, M. Wolf, U. Bovensiepen,

Phys. Rev. Lett. 95, 137402 (2005)
21. A.G. Krivenko, J. Kruger, W. Kautek, V.A. Benderskii, Berichte der Bunsengesellschaft für

physikalische Chemie 99, 1489 (1995)
22. V.A. Benderskii, A.V. Benderskii, Laser Electrochemistry of Intermediates (CRC Press

Inc., Boca Raton, 1995)
23. A.G. Krivenko, W. Kautek, J. Krüger, V.A. Benderskii, Russ. J. Electrochem. 33, 394

(1997)
24. A.G. Krivenko, V.A. Benderskii, J. Krüger, W. Kautek, Russ. J. Electrochem. 34, 1068

(1998)
25. M. Li, S. Menon, J.P. Nibarger, G.N. Gibson, Phys. Rev. Lett. 82, 2394 (1999)
26. R. Stoian, Doctoral Dissertation
27. L.V. Keldysh, Sov. Phys. JETP 20, 1307 (1965)
28. P.B. Corkum, Phys. Rev. Lett. 71, 1994 (1993)
29. S. Augst, D. Strickland, D.D. Meyerhofer, S.L. Chin, J.H. Eberly, Phys. Rev. Lett. 63, 2212

(1989)
30. L.V. Keldysh, Sov. Phys. JETP 7, 788 (1958)
31. J. Krüger, W. Kautek, Adv. Polym. Sci. 168, 247 (2004)
32. A. Rousse, C. Rischel, S. Fourmaux, I. Uschmann, S. Sebban, G. Grillon, P. Balcou, E.

Förster, J.P. Geindre, P. Audebert, J.C. Gauthier, D. Hulin, Nature 410, 65 (2001)
33. K. Sokolowski-Tinten, C. Blome, C. Dietrich, A. Tarasevitch, M. Horn Von Hoegen, D.

Von Der Linde, A. Cavalleri, J. Squier, M. Kammler, Phys. Rev. Lett. 87, 225701 (2001)
34. A.M. Lindenberg, Science 308, 392 (2005)
35. H.O. Jeschke, M.E. Garcia, M. Lenzner, J. Bonse, J. Krüger, W. Kautek, Appl. Surf. Sci.

197–198, 839 (2002)
36. J. Bonse, S. Baudach, J. Krüger, W. Kautek, M. Lenzner, Appl. Phys. A 74, 19 (2002)

64 W. Kautek and O. Armbruster



37. W. Kautek, P. Rudolph, G. Daminelli, J. Krüger, Appl. Phys. A 81, 65 (2005)
38. W. Kautek, Springer Ser. Opt. Sci. 129, 215 (2007)
39. M. Birnbaum, J. Appl. Phys. 36, 3688 (1965)
40. M. Csete, Z. Bor, Appl. Surf. Sci. 133, 5 (1998)
41. J.F. Young, J.E. Sipe, H.M. van Driel, Phys. Rev. B 30, 2001 (1984)
42. J.E. Sipe, J.F. Young, J.S. Preston, H.M. van Driel, Phys. Rev. B 27, 1141 (1983)
43. J.F. Young, J.S. Preston, H.M. van Driel, J.E. Sipe, Phys. Rev. B 27, 1155 (1983)
44. P.M. Fauchet, A.E. Siegman, Appl. Phys. A 32, 135 (1983)
45. H.M. van Driel, J.E. Sipe, J.F. Young, Phys. Rev. Lett. 49, 1955 (1982)
46. J.F. Young, J.E. Sipe, J.S. Preston, H.M. van Driel, Appl. Phys. Lett. 41, 261 (1982)
47. N.R. Isenor, Appl. Phys. Lett. 31, 148 (1977)
48. D.C. Emmony, R.P. Howson, L.J. Willis, Appl. Phys. Lett. 23, 598 (1973)
49. M. Siegrist, G. Kaech, F.K. Kneubühl, Appl. Phys. 2, 45 (1973)
50. M. Oron, G. Sorensen, Appl. Phys. Lett. 35, 782 (1979)
51. C.R. Phipps, B.S. Lukyan’chuk, Laser Ablation and its Applications (Springer, New York,

2007)
52. P. Rudolph, W. Kautek, Thin Solid Films 453–454, 537 (2004)
53. J. Reif, F. Costache, Adv. Atom. Mol. Opt. Phys. 53, 227 (2006)
54. F. Costache, M. Henyk, J. Reif, Appl. Surf. Sci. 186, 352 (2002)
55. O. Varlamova, F. Costache, J. Reif, M. Bestehorn, Appl. Surf. Sci. 252, 4702 (2006)
56. J. Bonse, A. Rosenfeld, C. Grebing, G. Steinmeyer, N.A. Mailman, G.A. Botton, H.K.

Haugen, J. Appl. Phys. 106, 074907 (2009)
57. J. Bonse, A. Rosenfeld, J. Krüger, J. Appl. Phys. 106, 104910 (2009)
58. J. Bonse, J.M. Wrobel, K.-W. Brzezinka, N. Esser, W. Kautek, Appl. Surf. Sci. 202, 272

(2002)
59. J. Reif, O. Varlamova, M. Bounhalli, T. Arguirov, AIP Conf. Proc. 1278, 446 (2010)
60. J. Reif, O. Varlamova, M. Ratzke, M. Schade, H.S. Leipner, T. Arguirov, Appl. Phys. A

101, 361 (2010)
61. O. Varlamova, J. Reif, S. Varlamov, M. Bestehorn, Appl. Surf. Sci. 257, 5465 (2011)
62. J. Reif, O. Varlamova, S. Varlamov, M. Bestehorn, Appl. Phys. A 104, 969 (2011)
63. M. Forster, N. Faure, E. Audouard, R. Stoian, W. Kautek, in publication (2013)
64. Q. Wu, Y. Ma, R. Fang, Y. Liao, Q. Yu, X. Chen, K. Wang, Appl. Phys. Lett. 82, 1703

(2003)
65. A. Borowiec, H.K. Haugen, Appl. Phys. Lett. 82, 4462 (2003)
66. X. Jia, T.Q. Jia, Y. Zhang, P.X. Xiong, D.H. Feng, Z.R. Sun, J.R. Qiu, Z.Z. Xu, Opt. Lett.

35, 1248 (2010)
67. G. Miyaji, W. Kobayashi, K. Miyazaki, Electrochim. Acta 53, 167 (2007)
68. G. Miyaji, K. Miyazaki, Appl. Phys. Lett. 91, 123102 (2007)
69. P. Rudolph, K.-W. Brzezinka, R. Wäsche, W. Kautek, Appl. Surf. Sci. 208–209, 285 (2003)
70. G. Daminelli, J. Krüger, W. Kautek, Thin Solid Films 467, 334 (2004)
71. M. Shen, J.E. Carey, C.H. Crouch, M. Kandyla, H.A. Stone, E. Mazur, Nano Lett. 8, 2087

(2008)
72. J. Reif, M. Ratzke, O. Varlamova, F. Costache, Mater. Sci. Eng. 134, 114 (2006)
73. O. Varlamova, F. Costache, M. Ratzke, J. Reif, Appl. Surf. Sci. 253, 7932 (2007)
74. M. Groenendijk, Laser Tech. J. 5, 44 (2008)
75. J. Reif, Opt. Eng. 28, 1122 (1989)
76. J.C. Zink, J. Reif, E. Matthias, Phys. Rev. Lett. 68, 3595 (1992)
77. R. Stoian, A. Rosenfeld, D. Ashkenasi, I.V. Hertel, N.M. Bulgakova, E.E.B. Campbell,

Phys. Rev. Lett. 88, 097603 (2002)
78. N.M. Bulgakova, R. Stoian, A. Rosenfeld, I.V. Hertel, W. Marine, E.E.B. Campbell, Appl.

Phys. A 81, 345 (2005)
79. S. Küper, M. Stuke, Appl. Phys. B 44, 199 (1987)
80. S. Küper, M. Stuke, Microelectron. Eng. 9, 475 (1989)
81. R. Sauerbrey, G.H. Pettit, Appl. Phys. Lett. 55, 421 (1989)

3 Non-Thermal Material Response to Laser Energy Deposition 65



82. W. Kautek, S. Mitterer, J. Krüger, W. Husinsky, G. Grabner, Appl. Phys. A 58, 513 (1994)
83. S. Baudach, J. Bonse, W. Kautek, Appl. Phys. A 69, S395 (1999)
84. S. Baudach, J. Bonse, J.r. Krüger, W. Kautek, Appl. Surf. Sci. 154–155, 555 (2000)
85. S. Baudach, J. Krüger, W. Kautek, Rev. Laser Eng. 29, 705 (2001)
86. S. Gaspard, M. Forster, C. Huber, C. Zafiu, G. Trettenhahn, W. Kautek, M. Castillejo, Phys.

Chem. Chem. Phys. 10, 6174 (2008)
87. S. Preuss, M. Spath, Y. Zhang, M. Stuke, Appl. Phys. Lett. 62, 3049 (1993)
88. N. Bityurin, B.S. Luk’yanchuk, M.H. Hong, T.C. Chong, Chem. Rev. 103, 519 (2003)
89. M. Prasad, P.F. Conforti, B.J. Garrison, Appl. Phys. A 92, 877 (2008)
90. S. Hong-Bo, M. Shigeki, M. Hiroaki, Appl. Phys. Lett. 74, 786 (1999)
91. H.-B. Sun, S. Kawata, Adv. Polym. Sci. 170, 169 (2004)
92. J. Koch, E. Fadeeva, M. Engelbrecht, C. Ruffert, H. Gatzen, A. Ostendorf, B.N. Chichkov,

Appl. Phys. A 82, 23 (2006)
93. R. Inführ, N. Pucher, C. Heller, H. Lichtenegger, R. Liska, V. Schmidt, L. Kuna, A. Haase,

J. Stampfl, Appl. Surf. Sci. 254, 836 (2007)
94. R. Liska, M. Schuster, R. Inführ, C. Turecek, C. Fritscher, B. Seidl, V. Schmidt, L. Kuna, A.

Haase, F. Varga, H. Lichtenegger, J. Stampfl, J Coat. Technol. Res. 4, 505 (2007)
95. P.J. Bártolo (ed), Stereolithography . (Springer, 2011)
96. B. Tan, K. Venkatakrishnan, J. Micromech. Microeng. 16, 1080 (2006)
97. W. Haske, V.W. Chen, J.M. Hales, W. Dong, S. Barlow, S.R. Marder, J.W. Perry, Opt.

Express 15, 3426 (2007)
98. M. Deubel, G. Von Freymann, M. Wegener, S. Pereira, K. Busch, C.M. Soukoulis, Nat.

Mater. 3, 444 (2004)
99. M. Straub, L.H. Nguyen, A. Fazlic, M. Gu, Opt. Mater. 27, 359 (2004)

100. A. Ostendorf, B.N. Chichkov, Photonics. Spectra. 40, 72 (2006)
101. R. Kiyan, C. Reinhardt, S. Passinger, A.L. Stepanov, A. Hohenau, J.R. Krenn, B.N.

Chichkov, Opt. Express 15, 4205 (2007)
102. C. Reinhardt, R. Kiyan, S. Passinger, A.L. Stepanov, A. Ostendorf, B.N. Chichkov, Appl.

Phys. A 89, 321 (2007)
103. C.-F. Li, X.-Z. Dong, F. Jin, W. Jin, W.-Q. Chen, Z.-S. Zhao, X.-M. Duan, Appl. Phys. A

89, 145 (2007)
104. M. Farsari, A. Ovsianikov, M. Vamvakaki, I. Sakellari, D. Gray, B.N. Chichkov, C. Fotakis,

Appl. Phys. A 93, 11 (2008)
105. H. Luo, Y. Li, H.-B. Cui, H. Yang, Q.-H. Gong, Appl. Phys. A 97, 709 (2009)
106. A. Mautner, X. Qin, H. Wutzel, S.C. Ligon, B. Kapeller, D. Moser, G. Russmueller, J.

Stampfl, R. Liska, J. Polym. Sci. Part A: Polym. Chem. 51, 203 (2013)
107. J. Stampfl, Vienna University of Technology, Austria

66 W. Kautek and O. Armbruster



Chapter 4
Atomic Movies of Laser-Induced
Structural and Phase Transformations
from Molecular Dynamics Simulations

Chengping Wu, Eaman T. Karim, Alexey N. Volkov
and Leonid V. Zhigilei

Abstract Molecular dynamics (MD) simulations of laser-materials interactions
are playing an important role in investigation of complex and highly
non-equilibrium processes involved in short pulse laser processing and surface
modification. This role is defined by the ability of MD simulations to reveal in-
depth information on the structural and phase transformations induced by the laser
excitation and, at the same time, to provide clear visual representations, or ‘‘atomic
movies,’’ of laser-induced dynamic processes. This chapter provides a brief
overview of recent progress in the description of laser coupling and relaxation of
photo-excited states in metals, semiconductors, insulators and molecular systems
within the general framework of the classical MD technique and presents several
examples of MD simulations of laser melting, generation of crystal defects,
photomechanical spallation, explosive boiling and molecular entrainment in laser
ablation. Possible directions of future progress in atomistic modeling of laser-
materials interactions and the potential role of MD simulations in the design of an
integrated multiscale computational model capable of accounting for interrelations
between processes occurring at different time- and length-scales are discussed.

4.1 Introduction

Computer modeling is playing an increasingly important role in the development of
the theoretical understanding of laser-materials interactions and the advancement of
laser applications. The need for computer modeling is amplified by the complexity
of the material response to the rapid laser energy deposition. Short pulse laser
irradiation brings the target material to a state of strong electronic, thermal, and
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mechanical non-equilibrium and triggers a cascade of interrelated processes that
may involve structural and phase transformations, such as melting and resolidifi-
cation, generation of crystal defects, fracture and disintegration of the region of the
laser energy deposition due to photomechanical stresses (front surface spallation),
vaporization and explosive boiling of strongly overheated surface region, ionization
and plasma formation. Computer modeling of this diverse range of processes is
challenging and requires a combination of different computational techniques.

Computational models used in the simulations of laser-materials interactions can
be separated into three distinct groups: (1) quantum mechanics based (ab initio)
electronic structure calculation methods, (2) classical atomistic and coarse-grained
MD techniques, and (3) continuum-level kinetic and hydrodynamic models.

The electronic structure calculations are capable of reproducing the initial
material response to the laser excitation, including transient changes in interatomic
bonding and corresponding modifications of material properties [1–3], non-thermal
structural transformations [3–8], bond-breaking/rearrangement and atomic ejection
under conditions of strong electronic excitation [9–11], as well as relaxation of
excited states and electron–phonon equilibration [12, 13]. The high computational
cost of electronic structure calculations, however, limits the size of the computa-
tional systems treated in ab initio simulations to several hundreds of atoms, thus
preventing realistic modeling of laser-induced structural and phase transformations.

Continuum models of laser-materials interactions, on the other hand, are
capable of computationally efficient treatment of laser-induced processes at
experimental time and length-scales. These models are typically based on the
solution of a set of partial differential equations describing the laser energy
deposition, heat transfer, thermoelastic and plastic deformation, photolytic and
pyrolytic chemical reactions, phase transformations (melting, resolidification,
vaporization and volume ablation processes), as well as ablation plume expansion,
e.g., [14–24]. Hydrodynamic models that adopt multi-phase equations of state to
describe the evolution of thermodynamic parameters of the material have also
been used for simulation of laser-induced phase transformations, including pho-
tomechanical spallation, vaporization, and ablation [25–33]. The predictive power
of the continuum-level models, however, is limited by the need for a priory
knowledge of all the processes that may take place during the simulations. The
fundamental understanding of the mechanisms and kinetics of complex and highly
non-equilibrium structural and phase transformations occurring in the irradiated
target is often lacking, making it difficult to design a reliable continuum
description of laser-materials interactions.

Given the limitations of the continuum and ab initio approaches to modeling of
laser-materials interactions, classical MD simulation technique [34–36] has
emerged as a promising alternative approach capable of providing insights into
collective atomic dynamics responsible for laser-induced structural and phase
transformations. The MD technique is based on the numerical integration of the
classical equations of motion for all atoms in the system. The interatomic inter-
action is described by a potential energy function that defines the equilibrium
structure and thermodynamic properties of the material. The interatomic potentials
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are often designed with the help of ab initio simulations and are fitted to reproduce
some of the basic properties of the materials of interest (e.g., elastic moduli,
cohesive energy, energies of formation/migration of point defects, coefficient of
thermal expansion, melting temperature). Once the interatomic potential is chosen
and the initial conditions (positions and velocities of all particles in the system) are
defined, the equations of motion for all atoms are solved numerically and atomic
trajectories (positions and velocities as a function of time) are obtained. The main
strength of the MD method is that it does not require any assumptions about the
processes taking place in the systems that are investigated. This characteristic of
the MD technique presents a significant advantage over the continuum-level
methods where all relevant processes have to be known (and described mathe-
matically) before the simulations can be performed.

The atomic trajectories generated in MD simulations provide a clear visual pic-
ture, or ‘‘atomic movies,’’ of the laser-induced processes and, at the same time, can be
used to study the evolution of temperature, pressure, structure and phase state of the
irradiated material, thus revealing complete mechanistic information on the complex
phenomenon of laser-materials interactions. The MD technique has been actively
used in investigations of laser melting and resolidification [37–48], generation of
crystal defects [49–51], photomechanical spallation [40, 45, 48, 52–58], and ablation
[39, 43, 45, 48, 52, 59–91] of various material systems.

A comprehensive review of the applications of the MD technique to simulation
of laser-materials interactions has been provided in a book published as a follow
up on the first Venice School on Lasers in Materials Science [36]. In this chapter,
therefore, the discussion of the computational models in Sect. 4.2 is limited to a
brief overview of methods developed for the description of laser coupling to
different materials and relaxation of photo-excited states within the classical
atomistic or coarse-grained MD technique. Recent results from simulations of laser
melting, generation of crystal defects (dislocations, vacancies and interstitials),
photomechanical spallation, explosive boiling and molecular entrainment in laser
ablation are discussed in Sect. 4.3. The ability of MD simulations to provide visual
representations of laser-induced dynamic processes is highlighted by providing
series of snapshots taken at different moments during the MD simulations. Finally,
in Sect. 4.4, the potential role of the classical MD simulations in the general
approach of multiscale modeling of laser-materials interactions is discussed.

4.2 Representation of Laser Excitation in Classical
Molecular Dynamics

The interatomic interactions, described in classical MD by pair or many-body
potential energy functions [92–94], are ultimately defined by the electronic
structures of the materials. The electrons and quantum effects, however, are not
explicitly represented in the classical MD method. Therefore, the optical properties
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of an irradiated material, as well as the mechanisms and kinetics of the relaxation
of optically excited states, can not be obtained in the course of an MD simulation,
but have to be assumed prior to the simulation and incorporated into the model.
The diversity of physical mechanisms of laser coupling and relaxation/thermali-
zation of the absorbed laser energy necessitates the design of material-specific
computational approaches for the description of the laser excitation within the
general framework of the classical MD method. A brief overview of computational
models developed for MD simulations of laser interactions with molecular sys-
tems, metals, semiconductors and insulators is provided below.

In molecular systems, photoexcitation of a particular vibrational mode or a
group of modes can occur through direct resonant absorption of infrared (IR)
irradiation [95] or internal conversion of molecular chromophores electronically
excited by ultraviolet (UV) irradiation. The vibrational excitation is followed by a
rapid, within picoseconds, intra-molecular redistribution of the deposited energy
within the excited molecule [96, 97] and a slower, within tens to hundreds of
picoseconds, inter-molecular energy transfer leading to the vibrational cooling of
the excited molecule [98–100].

The relatively fast, compared to the timescale of the collective molecular
ejection in laser ablation, rate of the vibrational thermalization of the deposited
laser energy may serve as a justification for simulation of the laser excitation by
fast temperature increase in the surface region of the irradiated target, an approach
adopted in a number of atomistic MD simulations of short pulse laser ablation of
molecular targets [65, 71, 101]. An internal vibrational excitation followed by the
dynamic energy transfer to the translational degrees of freedom has been used in
simulations of laser-induced molecular desorption from an oxygen crystal [102].

The finite rate of the vibrational relaxation of photo-excited molecules is
accounted for in a coarse-grained ‘‘breathing sphere’’ model developed for sim-
ulation of laser interactions with molecular targets [60, 75]. In this model, each
molecule is represented by a spherical particle, with parameters of inter-particle
interaction potential chosen to approximately reproduce the physical properties of
a molecular target. In order to simulate molecular excitation by photon absorption
and vibrational relaxation of the excited molecules, an additional internal degree
of freedom is added to each molecule by allowing the particles to change their
radii, or to ‘‘breathe.’’ The laser irradiation is simulated by vibrational excitation of
molecules that are randomly chosen during the laser pulse duration within the
penetration depth appropriate for a given wavelength. The vibrational excitation is
modeled by depositing a quantum of energy equal to the photon energy into the
kinetic energy of the internal breathing mode of a given molecule. In the case of
UV laser irradiation, the breathing mode can be considered as the recipient of the
energy released by internal conversion from electronically excited states. The
parameters of a potential function attributed to the internal motion control the
characteristic frequency of the breathing mode and, as a result, define the rate of
the conversion of the internal energy of the molecules excited by the laser to the
translational and internal motions of the surrounding molecules. The breathing
sphere model has been actively used in investigations of laser desorption, ablation,
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and spallation of molecular targets [52, 53, 55, 60–62, 66–69, 74, 75] and polymer
solutions [72, 86, 87, 103, 104]. A description of ionization mechanisms has also
been included into the breathing sphere model and used for investigation of the
processes that control the yield of ions in matrix-assisted laser desorption/ioni-
zation (MALDI) mass spectrometry technique [105–107]. Several examples of the
applications of the coarse-grained MD to investigation of laser ablation of
molecular targets, including polymer and carbon nanotube solutions, are provided
in Sects. 4.3.4 and 4.3.5.

An alternative result of the photon absorption, photodissociation of the excited
molecule into fragments, has also been considered in coarse-grained MD simu-
lations. In early simulations of laser ablation of polymer targets, the pressure
generated by products of photolytic reactions is reproduced through activation of
repulsive interactions between the molecules in the absorption region of the target
[108, 109]. More recently, a methodology for semi-quantitative representation of
photochemical reactions (bond scission followed by abstraction and recombination
reactions) within the coarse-grained MD model has been developed and applied
for investigation of UV laser ablation of a chlorobenzene [70, 75, 110] and
poly(methyl methacrylate) [81, 88].

Substrate-assisted laser-driven ejection of a layer of volatile molecular or atomic
material has been investigated in MD simulations performed for various systems,
including a water ice film deposited on a Au substrate [111–113], a generic fluid-
substrate two-dimensional system [114], a liquid Ar film deposited on a Pt substrate
[115, 116], and a solid Xe overlayer deposited on a Si substrate [117]. The laser
energy deposition is simulated by instantaneous [111, 112, 114–116] or gradual
[113] temperature increase in the substrate. A realistic temperature profile defined
by the laser heating and cooling due to the thermal conduction to the bulk of the
substrate has also been simulated by solving the heat conduction equation with a
source term describing irradiation of a Si substrate by a 5 ns laser pulse [117]. The
simulations suggest that energy transfer from an absorbing substrate to a transparent
layer can result in superheating and fast vaporization (or explosive boiling) of a part
of the layer adjacent to the hot substrate, leading to the separation and ejection of
the layer from the substrate.

In metals, the absorption of laser light by the conduction band electrons is
followed by quick, within femtoseconds, equilibration among the electrons
(establishment of Fermi-Dirac distribution) and slower, from fractions of a pico-
second to several tens of picoseconds (depending on the strength of electron–
phonon coupling [118]), equilibration between the electrons and atomic vibrations
(phonons). Several computational approaches have been developed for the
description of the electronic excitation, thermalization of the absorbed laser
energy, and electron contribution to the heat conduction in metals within the
framework of the classical MD method [38, 40, 58, 73, 79, 119–121]. In particular,
the model suggested in [40, 73], is based on the well-known two-temperature
model (TTM) [122] that describes the time evolution of the lattice and electron
temperatures in the irradiated target by two coupled nonlinear differential equa-
tions. In the combined TTM–MD model, MD substitutes the TTM equation for the
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lattice temperature. The TTM equation for the electron temperature is solved by a
finite difference method simultaneously with MD integration of the equations of
motion of atoms. The electron temperature enters a coupling term that is added to
the MD equations of motion to account for the energy exchange between the
electrons and the lattice. The cells in the finite difference discretization are related
to the corresponding volumes of the MD system, and the local lattice temperature
is defined for each cell from the average kinetic energy of thermal motion of
atoms. In simulations of laser intertactions with bulk targets, e.g., [45, 46, 48, 49,
51, 55], the atomistic representation is used only in the surface region of the target,
where active processes of laser melting, resolidification and/or ablation take place,
whereas the heat transfer in the deeper region of the target is represented by the
conventional TTM or one-temperature thermal diffusion equation. The TTM–MD
model has been successfully applied for investigation of laser melting [38, 40–42,
44–48], generation of crystal defects [49–51], photomechanical spallation and
ablation [40, 45, 48, 55, 58, 73, 78, 79, 90, 91] of metal targets. Several examples
of the applications of the TTM–MD model are provided in Sects. 4.3.1–4.3.3.

The adaptation of classical MD for simulation of laser interactions with semi-
conductors and insulators is more challenging compared to metals, as the models
should account for the formation and diffusion of electron-hole pairs, localized
weakening of interatomic bonding, ionization and generation of free electrons,
absorption of the laser energy by the free electrons, as well as the energy coupling
between the excited electrons and ions. First models developed for Si are based on a
local treatment of individual excitation events and include a description of bond
weakening, ionization and electron–ion recombination [64, 123], as well as tran-
sition of Si to the metallic state upon melting and a stochastic (Monte Carlo)
treatment of carrier diffusion and scattering [76, 82]. The development of atomistic
models for laser interaction with insulators has been limited to exploratory work for
fused silica [124] and LiF [125] films, where a continuum description of the laser
coupling and generation of free electrons is combined with MD treatment of atoms
that accounts for the energy transfer from the excited electrons to ions [124, 125]
and local changes in interatomic interactions due to the ionization [124].

4.3 Atomic Movies from MD Simulations of Laser-
Material Interactions

One of the main advantages of the MD technique is in its ability to provide
complete atomic-level information on the material response to short pulse laser
irradiation. A mere visual analysis of snapshots obtained in MD simulations is
often sufficient for drawing preliminary ideas on the physical processes responsible
for laser material modification or removal. These ideas can then be used to design
more advanced data analysis methods capable of quantitative thermodynamic or
structural characterization of the laser-induced processes. In this section, we
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exploit the ability of the MD method to provide the atomic-level ‘‘movies’’ of the
material behavior under conditions of fast laser energy deposition to develop a
better intuitive understanding of the mechanisms of laser melting, generation of
crystal defects, photomechanical spallation and ablation of irradiated targets.

4.3.1 Laser Melting

Although melting is a common and well-studied phenomenon that plays a
prominent role in many laser processing applications, the microscopic mechanisms
and kinetics of laser-induced melting has been and still remain subjects of active
discussions in literature, e.g., [41, 126–136]. Under conditions of slow energy
deposition by long (nanoseconds and longer) laser pulses, the melting process
starts from surfaces and internal crystal defects and proceeds by propagation of
melting fronts at low levels of superheating above the equilibrium melting tem-
perature, Tm. The kinetic description of the melting process in this case reduces to
a linear relationship between the velocity of the melting front and the superheating
[137, 138], or the melting process is considered to be heat flow limited and the
superheating at the melting front is neglected altogether. Irradiation by short (pico-
and femtosecond) laser pulses, however, can result in extremely high heating rates
exceeding 1014 K/s, making the time of the temperature increase shorter than the
time needed for any significant advancement of the melting front. The homoge-
neous nucleation of liquid regions inside the superheated crystal can be expected
to make the dominant contribution to the melting process induced by the short
laser pulses.

Experimental probing of the short pulse laser melting with optical, X-ray and
electron diffraction time-resolved techniques have provided valuable information
on the characteristic time-scales and mechanisms of melting occurring under
conditions of strong superheating [126–135]. The important role of MD simulations
has been to provide detailed atomic-level information on the rapid laser-induced
phase transformations in the irradiated targets and to assist in interpretation of the
results of the experimental probing. Indeed, MD simulations of laser melting and
resolidification of bulk metal targets and thin films of various thickness [37–51] has
revealed a wealth of information on the microscopic mechanisms and kinetics of
laser melting. In particular, the relative contributions of the homogeneous and
heterogeneous melting mechanisms have been analyzed and related to the irradi-
ation conditions in simulations performed for different metals (Ni, Au, Al, Cu and
Cr), target geometries (thin films [40–42, 44, 47, 50, 56], bulk targets [45, 48, 49]
and metal bilayer systems [46, 51]), and laser pulse durations (from 200 fs to
150 ps). The lattice distortions associated with relaxation of laser-induced stresses
have been found to significantly reduce the crystal stability against melting,
resulting in homogeneous nucleation of the liquid phase at temperatures close to the
equilibrium melting temperature [41]. The calculations of the changes in the dif-
fraction profiles and density correlation functions during the melting process [44]
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have been used to establish direct connections between the results of MD simu-
lations and time-resolved electron diffraction experiments [129, 131, 132].

The atomic-level view of the two distinct melting mechanisms identified in MD
simulations, heterogeneous melting by propagation of melting fronts from external
surfaces of the target and homogeneous melting by nucleation of liquid regions
inside a strongly superheated crystalline material, is provided in Fig. 4.1a, b,
where snapshots from two simulations performed for a 20 nm single crystal Au
film irradiated with a 200 fs laser pulse are shown for absorbed fluences of 45 and
180 J/m2 [47]. In both simulations, the ballistic energy transfer by nonthermal
electrons and relatively weak electron–phonon coupling in Au result in the
establishment of a uniform distribution of the electron and lattice temperatures
throughout the 20 nm film during the time of the electron–phonon equilibration.
At a fluence of 45 J/m2 (Fig. 4.1a), the lattice temperature increases due to the
electron–phonon energy exchange and reaches the maximum value of 1.16 Tm by
the time of *20 ps. Two melting fronts emerge from the free surfaces of the film
and propagate toward the center of the film. The velocities of the melting fronts
gradually decrease from their maximum values of *100 m/s down to zero as the
temperature decreases (due to transformation of the thermal energy to the heat of
melting) and eventually saturates at Tm by the time of 500 ps. The snapshot shown
in Fig. 4.1a for 500 ps corresponds to the final state of the partially melted film
with a crystalline layer located in the middle. At a higher fluence of 180 J/m2

(Fig. 4.1b), the high level of the electronic excitation leads to a transient increase
of the strength of the electron–phonon coupling [118] and to a much faster lattice
heating. By the time of 2 ps the lattice temperature exceeds the level of *1.25 Tm

that corresponds to the limit of thermal stability of the crystal lattice [41, 44, 136,
139, 140], resulting in a rapid collapse of the crystal structure within the next
several picoseconds. Rapid nucleation and growth of liquid regions throughout the
film are preceded by thermally activated generation of a large number of vacancy-
interstitial pairs that can be identified in the snapshots shown for the time of 4 ps in
Fig. 4.1b. The high density of point defects introduces lattice distortions and
reduces stability of the crystal structure against melting [47].

The effect of high density of grain boundaries in nanocrystalline metals on the
characteristics of the laser melting process is illustrated in Fig. 4.1c, d, where
snapshots from MD simulations performed for Au films with nanocrystalline
structure are shown for the same irradiation conditions as the ones discussed above
for single crystal films. Although at all laser fluences the melting process starts
from the grain boundary regions as soon as the lattice temperature approaches and
exceeds the equilibrium melting temperature, the contribution of the grain
boundary melting to the overall melting process is very different in the low fluence
regime (below or close to the threshold for the complete melting of the film) and in
the high fluence regime (significantly above the melting threshold).

At low laser fluences, when the maximum lattice temperature does not exceed
the limit of crystal stability against homogeneous melting, the microstructure of
the film is found to have a much stronger effect on the characteristics of the
melting process. In particular, in contrast with the partial melting of about a half of
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Fig. 4.1 Snapshots of atomic configurations generated in TTM–MD simulations of the melting
process in a 20 nm single crystal (a, b) and nanocrystalline (c, d) Au films irradiated by 200 fs laser
pulses at absorbed fluences of 45 J/m2 (a, c) and 180 J/m2 (b, d). Atoms are colored according to the
local structure: blue atoms have local crystalline surroundings, red and green atoms are at the free
surfaces, near crystal defects (grain boundaries, vacancies and interstitials) or belong to the liquid
phase. In the right panel of (b), the atoms in the crystalline parts of the film are blanked to provide a
clear view of the emerging point defects and disordered regions. In the right panels of (c) and (d), the
atoms that belong to the liquid phase are blanked to expose the remaining crystalline regions. The
interstitials and vacancies show up in the snapshots as large green clusters and smaller red clusters,
respectively. The simulations of laser melting of Au films are discussed in [47]
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a 20 nm single crystal Au film illustrated in Fig. 4.1a, the nanocrystalline film
undergoes complete melting at the same absorbed fluence of 45 J/m2, Fig. 4.1c.
Surprisingly, the melting of the nanocrystalline film is found to continue even after
the temperature of the film drops below the equilibrium melting temperature
at *30 ps and the last crystalline regions (e.g., the ones shown in the right panel
in Fig. 4.1c) continue to shrink under conditions of about 6 % undercooling below
the melting temperature and disappear by a time of 250 ps. This unusual melting
behavior of the nanocrystalline films is explained in [47] based on thermodynamic
analysis of the stability of small crystalline clusters surrounded by undercooled
liquid.

At high laser fluences, e.g., Fig. 4.1d, the kinetics and mechanisms of melting
are only weakly affected by the nanocrystalline structure of the film. Although the
grain boundary melting in nanocrystalline films results in a moderate decrease of
the size of the crystalline grains at the initial stage of the laser heating, the overall
timescale of the melting process is largely defined by the fast temperature increase
and rapid (within several picoseconds) collapse of the crystal structure as soon as
the lattice temperature exceeds the limit of superheating [41, 44, 47, 136, 139, 140].

4.3.2 Generation of Crystal Defects

The fast rate of energy deposition in short pulse laser processing applications may
result not only in the rapid melting and resolidification of a surface region of an
irradiated target but also lead to the generation of strong compressive stresses. The
laser-induced stresses are particularly high in the regime of stress confinement [45,
52, 55, 75, 141–145], when the time of the laser heating (defined by the laser pulse
duration, sp, or the time of the electron–phonon equilibration, se-ph, whichever is
longer) is shorter than the time required for the mechanical relaxation (expansion)
of the heated volume, ss * Lp/Cs, where Cs is the speed of sound in the target
material and Lp is the effective depth of the laser energy deposition (optical
penetration depth or, in the case of metals, the depth of diffusive/ballistic energy
transport during the time of the electron–phonon equilibration [42, 45, 55]). The
relaxation of the laser induced stresses, taking place simultaneously with melting
and resolidification of the surface region of the irradiated target, can result in the
generation of a high density of crystal defects (vacancies, interstitials, dislocations,
grain boundaries) and corresponding modification of physical and mechanical
properties of the surface layer.

Small size of the laser-modified region (on the order 100s of nm) in femto-
second and picosecond laser processing of metals enables, with appropriate design
of boundary conditions, the direct MD modeling of the laser-induced generation of
crystal defects. Indeed, the emission of partial dislocations from the melting front
[36, 146], plastic deformation of films heated by a laser pulse [147], generation of
nanocrystalline structure [50] and dislocations [43, 63] around regions of localized
laser energy deposition, strong supersaturation of a surface layer with vacancies
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[49], and transformation of a lattice-mismatched interface into a three-dimensional
periodic array of stacking fault pyramids outlined by stair-rod partial dislocations
[51] have been observed in MD simulations. In two examples considered below,
the generation of a region of high vacancy concentration and the emission of
partial dislocations from a melting front are illustrated by the results of TTM–MD
simulations performed for bulk Cr and Ag targets.

The generation of vacancies in a surface region of a Cr target experiencing
transient melting and rapid resolidification in response to the irradiation by a
200 fs laser pulse at an absorbed fluence of 850 J/m2 is illustrated in snapshots
shown in Fig. 4.2. The atoms that retain the original body-centered cubic (bcc)
local structure are blanked in the snapshots to provide a clear view of the crystal
defects and the melted part of the target. The first snapshot is taken at 40 ps after
the laser pulse, the time when the depth of the melted layer reaches its maximum.
The red spot in the lower part of the melted layer corresponds to a void generated
during the passage of the tensile component of the laser-induced stress wave
through the liquid–crystal interface. The void collapses by about 90 ps after the
laser pulse and is not present in the snapshot shown for 120 ps. As discussed in
Sect. 4.3.3, at higher laser fluences the growth and coalescence of voids can result
in the separation (spallation) and ejection of a liquid layer from the target. The
fluence of 850 J/m2, however, is just below the threshold for laser spallation of
the Cr target [48]. A strong temperature gradient created in the surface region of
the target by the short pulse laser irradiation results in a fast cooling and epitaxial
resolidification of the melted region. The solidification front advances with
velocity that increases with increasing degree of undercooling below the equi-
librium melting temperature and reaches its maximum value of about 80 m/s by
the end of the resolidification process at about 330 ps, when the temperature at the
solidification fronts drops down to about 0.8 Tm.

Two types of crystal defects can be identified in the snapshots shown in
Fig. 4.2. The first type is exhibited by atomic planes with elevated energy
appearing below the melted region in the snapshot shown for 40 ps. Detailed
analysis of the atomic configurations [49] reveals that these planes correspond to
the intrinsic stacking faults generated as a result of multiple internal slips on {110}
crystallographic planes in response to the rapid uniaxial expansion of the crystal
during the dynamic relaxation of the laser-induced stresses. The intrinsic stacking
faults are unstable in an unstrained bcc crystal [49, 148] and disappear shortly after
the tensile component of the laser-induced stress wave leaves the surface region of
the target. Only isolated islands of the stacking faults can be observed in the
snapshot shown for 120 ps and no stacking faults are present after 160 ps. The
second type of crystal defects is vacancies that appear as clusters of atoms with
elevated energy in the snapshots shown in Fig. 4.2. The vacancies are largely
concentrated in the region of the target that experienced transient melting and
resolidification (above the dashed line in the snapshots). The distribution of
vacancies in the top 40 nm surface region of the target at the end of the simulation
is shown in Fig. 4.3. The distribution confirms that the overwhelming majority of
vacancies are located in the resolidified part of the target. Analysis of the

4 Atomic Movies of Laser-Induced Structural and Phase Transformations 77



78 C. Wu et al.



mechanisms of the vacancy formation indicates that the majority of vacancies are
generated at the rapidly advancing solidification front and are stabilized by the fast
cooling of the surface region.

The observation of very high vacancy concentrations, up to 2–5 vacancies per
1,000 atoms, in the surface regions of the irradiated targets may have important
practical implications, including the formation of nanovoids and degradation of the
mechanical properties of the surface region of the target in the multi-pulse irra-
diation regime. The generation of vacancies, therefore, may be related to experi-
mental observations of the incubation effect, when the laser fluence threshold for
ablation/damage decreases with increasing number of laser pulses applied to the

b Fig. 4.2 Snapshots of atomic configurations generated in TTM–MD simulations of melting and
resolidification of a bulk Cr target irradiated by a 200 fs laser pulse at an absorbed fluence of
850 J/m2. The atomic configurations are quenched for 1 ps to reduce thermal noise in atomic
positions and energies. Atoms are colored according to their potential energies and the atoms that
have low potential energy and belong to local configurations with the original bcc structure are
blanked to expose crystal defects. The dashed lines mark the maximum depth of melting reached
in the simulation at about 40 ps. Each blue ball (a cluster of atoms with elevated energies) in the
snapshots corresponds to a vacancy

Fig. 4.3 Distribution of vacancies in the surface region of a bulk Cr target irradiated by a 200 fs
laser pulse at an absorbed fluence of 850 J/m2 at 400 ps after the laser pulse. The bars in the
histogram show the number of vacancies in individual (001) atomic planes oriented parallel to the
irradiated surface. The number of atoms in a defect-free (001) plane is 900. The gray area in the
left part of the figure corresponds to the surface layer of the target where identification of
vacancies is not possible. The dashed line marks the depth of the region that experiences a
transient melting and resolidification during the first 330 ps of the simulation. The snapshots of
atomic configurations for this simulation are shown in Fig. 4.2
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same area, e.g., [149–153]. The high density of vacancies generated in the surface
region may also play an important role in the redistribution of impurities or
mixing/alloying in multi-component or composite targets.

To illustrate the sensitivity of the generation of crystal defects in short pulse
laser processing to the crystal structure of the target material, snapshots from a
simulation performed for a face-centered cubic (fcc) Ag target are shown in
Fig. 4.4. In contrast to the bcc Cr target, where only a transient appearance of
intrinsic stacking faults has been observed, the snapshots shown in Fig. 4.4 pro-
vide a clear view of a massive emission of partial dislocations from the melting
front formed during the first tens of picoseconds after irradiation with a 100 fs
laser pulse. Similarly to Fig. 4.2, the atoms that retain the original fcc local
structure are blanked in Fig. 4.4 and the green planes extending down from the
melted surface region correspond to low-energy stacking faults left behind by the
partial dislocations (yellow lines) propagating from the melting front.

The physical conditions leading to the emission of the dislocations can be
understood by considering the evolution of temperature and pressure in the irra-
diated target shown in Fig. 4.5a, b. In accord with the discussion of the stress
confinement regime provided above, the fast energy transfer from the excited
electrons to the lattice vibrations and the corresponding temperature increase in the
surface region of the target (Fig. 4.5a) lead to the buildup of high compressive
stresses (Fig. 4.5b). These stresses then relax by driving a compressive stress wave
deeper into the bulk of the target and inducing an unloading tensile wave that forms
due to the interaction of the compressive stresses with free surface of the target and
follows the compressive component. The compressive and tensile components of
the pressure wave leave the surface region by about 100 ps and pass through the
boundary separating the MD and continuum parts of the model [154, 155] without
any noticeable reflection. The onset of the emission of dislocations in the first
snapshots of Fig. 4.4 coincides with the time when the tensile component of the
stress wave passes through the melting front at 50–90 ps. In the single crystal fcc
target oriented along h100i direction, the partial dislocations are activated in four
different active {111} slip planes. Interactions between the dislocations propagating
along the different slip planes result in the formation of immobile dislocation
segments (so-called stair-rod dislocations) that ensure stability of the dislocation
configurations generated during the initial spike of temperature and thermoelastic
stresses. These stable dislocation configurations remain in the target after it cools to
the ambient temperature, resulting in the hardening of the laser-treated surface.

The contrast between the observation of the active emission of dislocations in
the fcc Ag target and the absence of dislocations in the bcc Cr target is related to
the dependence of the stress required to overcome the resistance of the crystal to
the movement of dislocations (the so called Peierls stress) on the crystal structure.
It is generally low in fcc crystals, where 12 close-packed 111f gh1�10i slip systems
are present, but is higher in bcc crystals. Note that the generation of vacancies in
the process of rapid solidification of the transiently melted surface layer, discussed
above for the Cr target, is also observed in simulations performed for fcc metals.

80 C. Wu et al.



4.3.3 Photomechanical Spallation

The laser-induced stresses generated under conditions of stress confinement (see
Sect. 4.3.2, Fig. 4.5b, and [45, 55, 141, 142]) can be sufficiently strong to cause
mechanical fracture of a solid material or disruption and sputtering of a melted

Fig. 4.4 Snapshots of atomic configurations generated in a TTM–MD simulation of a bulk Ag
target irradiated by a 100 fs laser pulse at an absorbed fluence of 900 J/m2. Only a part of the
computational cell in the vicinity of the melting front (below 40 nm from the initial surface) is
shown in the snapshots. The atoms are colored according to the local structure: yellow atoms
belong to the melted part of the target or defect configurations (mostly cores of partial
dislocations), green atoms have local hcp structure and belong to the stacking faults left behind
by partial dislocations. The atoms that have local fcc structure are blanked to provide a clear view
of the emission of the dislocations from the melting front. The contour plots of temperature,
pressure and density evolution in this simulation are shown in Fig. 4.5
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Fig. 4.5 Temperature,
pressure and density contour
plots in a TTM–MD
simulation of a bulk Ag target
irradiated by a 100 fs laser
pulse at an absorbed fluence
of 900 J/m2. The density
scale is normalized to the
initial density before the
irradiation, q0. The laser
pulse is directed along the
Y axes from the top of the
contour plots. The red solid
curves separate the
continuum (TTM) and
atomistic (TTM–MD) parts
of the computational system.
The black solid curves
separate the melted surface
region from the crystalline
bulk of the target. Snapshots
of atomic configurations for
this simulation are shown in
Figs. 4.4 and 4.6b
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layer. The ejection of large liquid droplets or solid particulates caused by the
relaxation of the laser-induced stresses is often called photomechanical ablation or
spallation [45, 52, 55, 141–145]. First MD simulations of laser spallation per-
formed for molecular targets [52, 53, 69] revealed the dynamic process of
nucleation, growth and coalescence of multiple voids in a subsurface region of the
target leading to the separation and ejection of a melted layer. The results of
subsequent simulations performed for metal films [40, 55, 56, 58, 90, 156] and
bulk targets [45, 48, 55, 73], silicon [82], and systems with interatomic interactions
described by the Lennard-Jones potential [54, 85, 157] suggest that spallation is a
general process that can occur in a wide class of materials. Moreover, the void size
distributions in targets as dissimilar as molecular solids [55] and metals [156] are
found to follow almost identical evolution in the course of spallation, suggesting
that the process of void nucleation, growth and coalescence may be similar in
different materials.

The processes responsible for laser spallation are illustrated by three series of
snapshots shown in Fig. 4.6 for TTM–MD simulations performed for Ag and Al
targets irradiated by 100 fs laser pulses. To capture the evolution of multiple voids
in the sub-surface region of the target, the simulations are performed for relatively
large computational systems, where the atomistic parts of the TTM–MD model
consist of 84.2 and 106.7 million atoms and have dimensions of
98.7 9 98.7 9 150 nm and 93.9 9 93.9 9 200 nm for the Ag and Al targets,
respectively. The continuum (TTM) part of the model extends down to 4 lm in all
simulations. The two simulations for the Ag target are performed at absorbed
fluences of 850 and 900 J/m2, just below and above the spallation threshold. The
sharp increase of the electron–phonon coupling in Ag in the electronically excited
state [118] creates the conditions for the confinement of the deposited laser energy
in a relatively shallow surface region of the target, as can be seen in the tem-
perature contour plot shown in Fig. 4.5a. The rapid heating of the lattice due to the
energy transfer from the excited electrons results in the build up of high com-
pressive stresses in the surface region of the target, as can be seen in Fig. 4.5b. The
relaxation of the compressive stresses in the presence of free surface leads to
the generation of an unloading tensile wave that propagates from the surface of
the target and increases its strength with depth. At a certain depth under the surface
the tensile stresses exceed the dynamic strength of the melted metal, leading to the
generation of multiple voids. The voids can be observed at a depth of *40–60 nm
in the first snapshots shown in Figs. 4.6a and 4.6b, as well as in the top parts of the
snapshots shown in Fig. 4.4. The appearance of the voids is also apparent in the
density contour plot shown in Fig. 4.5c, where a low density region can be seen to
appear at *60 ps and expand as voids grow and coalesce. The depth of the laser-
induced void nucleation and growth does not coincide with the depth where the
maximum tensile stresses are generated, Fig. 4.5b. Rather, the voids are generated
closer to the surface, where the ability of the melt to withstand the dynamic
loading is diminished due to higher temperatures [40, 45, 48, 55].

In the simulation performed at 850 J/m2, below the threshold for laser spallation
of Ag, the growth of the voids slows down with time and turns into recession at
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about 800 ps. At the same time, the fast cooling of the surface region creates
conditions for fast epitaxial solidification of the melted region (see snapshot for
900 ps in Fig. 4.6a), with the velocity of the solidification front increasing with
increasing undercooling. The solidification front reaches the deepest voids at about
500 ps and crosses the region where the voids are evolving during the following
1,000 ps. As a result, by the time of 1,500 ps (see the corresponding snapshot in
Fig. 4.6a) all the remaining voids are trapped by the solidification front and are
completely surrounded by the crystalline material. By this time, the temperature of

Fig. 4.6 Snapshots of atomic configurations generated in TTM–MD simulations of bulk
Ag (a, b) and Al (c) targets irradiated by 100 fs laser pulses at absorbed fluences of 850 J/m2

(a) and 900 J/m2 (b, c). Only top parts of the computational cells are shown in the snapshots. The
atoms are colored according to their potential energy in (a, b) and by local density of their
immediate surroundings in (c)
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the remaining liquid layer drops down to 0.69 Tm, triggering massive homogeneous
nucleation of randomly oriented crystalline regions. The homogeneous nucleation
and growth of multiple crystallites result in a rapid solidification of the remaining
liquid and generation of nanocrystalline structure of the top layer of the target (see
snapshot for 1,700 ps in Fig. 4.6a). The voids captured by the solidification front
increase the volume of the surface region, leading to an effective ‘‘swelling’’ of the
irradiated target by about 17 nm. The computational prediction of the generation of
porous structure of a surface region of the irradiated target provides a hint for
explaining the recently reported experimental observation of surface swelling, or
‘‘frustrated ablation,’’ in Al and Ag targets irradiated by 100 fs laser pulses [158].
The larger thermal conductivity and smaller melting depth near the spallation
threshold in Ag, as compared to Al, make it possible to explore the swelling
behavior with smaller computational systems and shorter simulation times.

In experiments, a non-uniform laser energy deposition within the laser spot and
restraining effect of the cold periphery of the laser spot on the separation and
ejection of the liquid layer accelerated during the initial relaxation of the laser
induced stresses are likely to suppress the onset of spallation and to extend the
range of laser fluences where the effect of surface swelling is observed. In the
simulations, on the contrary, the use of periodic boundary conditions facilitates
percolation of voids in the lateral directions and separation of the liquid layer from

Fig. 4.6 continued
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the target. As a result, a relatively small increase of the laser fluence, from 850 to
900 J/m2, leads to the ejection of a 55 nm-thick liquid layer from the Ag target,
Fig. 4.6b. In this simulation, the growth and coalescence of the voids lead to the
formation and eventual break down of an elongated bridge between the substrate
and the top liquid layer. The expansion of the bridge hardly decelerates the layer
that moves away from the target with a velocity of about 100 m/s. Although the
ejected liquid layer is stabilized in the simulation by the use of the periodic
boundary conditions, one can expect a rapid decomposition of the layer into liquid
droplets under experimental conditions, where the variation of local fluence within
the laser spot and the dynamics of the layer separation from the target are likely to
cause disruption in the thin liquid shell expanding from the irradiated area of the
target.

As the laser fluence increases above the spallation threshold, the size of the
region affected by the void formation is increasing and the thickness of the ejected
liquid layer is decreasing. These trends are illustrated in Fig. 4.6c, where snapshots
are shown for a simulation performed for an Al target at a laser fluence that is
about 25 % above the spallation threshold. The appearance, growth, and coales-
cence of voids in this case proceed at a higher temperature and lead to the for-
mation of a complex structure of interconnected liquid regions. The top liquid
layer separates from the target by 500 ps and moves away with a velocity of about
650 m/s. Although this simulation has not been continued until the complete
resolidification, we can speculate that the competition between the solidification of
the surface region and a relatively slow collapse/flattening of the foamy liquid
structure generated in the course of spallation may be responsible for the formation
of complex nanoscale surface morphology commonly observed in femtosecond
laser processing experiments, e.g., [159–162].

4.3.4 Phase Explosion and Cluster Ejection

The photomechanical spallation discussed above is responsible for the onset of the
collective material removal (or ablation) from the target in the regime of stress
confinement. Further increase of the laser fluence above the spallation threshold
results in the separation and ejection of thinner layers and/or droplets from the
target and, at a sufficiently high laser fluence, induces transition to a different
ablation regime commonly called the regime of ‘‘phase explosion’’ or ‘‘explosive
boiling.’’ In this regime, the surface region of the irradiated target is overheated
above the limit of its thermodynamic stability, leading to an explosive decom-
position of the overheated melted material into a mixture of vapor and liquid
droplets. The transition to the regime of phase explosion is signified by an abrupt
change in the composition of the ejected plume, from liquid layers and large
droplets to a mixture of individual atoms, small clusters and droplets [45, 48, 52].
The sharp (threshold-like) increase in the amount of the vapor-phase atoms at the
transition from photomechanical spallation to the phase explosion regime reflects
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the difference in the physical mechanisms responsible for the material ejection in
these two regimes. An explosive release of vapor, rather than the relaxation of
photomechanical stresses, provides the main driving force for the collective
ejection of the overheated surface region of the target in the regime of phase
explosion.

In the ablation by longer laser pulses, in the absence of stress confinement, the
spallation is not activated and the explosive boiling is the mechanism responsible
for the direct transition from the regime of surface evaporation (desorption) to the
collective ejection of a mixture of vapor and liquid droplets (ablation) [45, 52, 69,
74, 75, 86, 89]. Experimental observations of the existence of a threshold fluence
for the onset of droplet ejection, as well as a steep increase of the rate of the
material removal at the threshold, have been interpreted as evidence of the tran-
sition from normal vaporization to the phase explosion in nanosecond laser
ablation [163–166].

The thermodynamic conditions leading to the onset of the phase explosion and
the dependence of the ablation process on irradiation conditions and properties of
the target material have been extensively investigated in MD simulations [39, 43,
45, 48, 52, 59–91]. One of the findings of the simulations is the existence of a well-
defined threshold fluence for the transition from surface evaporation to the ablation
regime [45, 52, 62, 69]. This threshold behavior is related to the sharp increase in
the rate of homogeneous nucleation of the vapor phase in a narrow temperature
range close to about 90 % of the critical temperature, which has been predicted
based on the classical nucleation theory [166–169] and confirmed in simulations
[45, 48, 170]. In contrast with the assumptions of the classical nucleation theory,
however, the release of the vapor phase does not involve the formation of well-
defined spherical bubbles but proceeds through the formation and decomposition
of a transient foamy structure of interconnected liquid regions [74, 75, 86, 171].
Similarly to the fast melting at the limit of crystal stability discussed in Sect. 4.3.1,
where the homogeneous melting proceeds through the collapse of the crystal
structure on the picosecond timescale, there is no time for the vapor phase regions
rapidly evolving in the course of the phase explosion to minimize the liquid–vapor
interfacial energy and to form spherical bubbles.

The ablation dynamics in the phase explosion regime is illustrated in Fig. 4.7,
where snapshots are shown for a MD simulation of laser ablation of a molecular
target irradiated by a 50 ps laser pulse at an absorbed laser fluence of 80 J/m2,
which is about 2.3 times above the ablation threshold [74, 86]. Computational
system used in the simulation consists of 22 million ‘‘breathing sphere’’ molecules
(see Sect. 4.2) and has initial dimensions of 169 9 169 9 109 nm. With the
optical penetration depth of 50 nm, the irradiation conditions in this simulation
correspond to the absence of stress confinement and the material ejection is driven
by the release of the vapor phase in the phase explosion. In the first snapshot,
shown for 200 ps after the beginning of the laser pulse, one can see the expansion
of the top layer of the target where the deposited energy density is sufficient to
completely vaporize the material. Deeper into the target, the energy density is not
high enough to vaporize the material, but is sufficient to induce an phase explosion

4 Atomic Movies of Laser-Induced Structural and Phase Transformations 87



of the overheated material. The expansion of this part of the target is driven by the
rapid release of vapor and proceeds through appearance of density fluctuations and
formation of a transient foamy structure of interconnected liquid regions sur-
rounded by vapor. The foamy structure eventually decomposes into individual
liquid droplets, clusters and vapor-phase molecules that join the multi-component
ablation plume moving away from the target (see snapshots for 600 and 1,000 ps
in Fig. 4.7).

A prominent feature of the ablation process illustrated in Fig. 4.7 (and observed
in MD simulations performed for different target materials, from metals to multi-
component molecular systems [45, 48, 52, 74, 75, 86]) is the effect of spatial
segregation of clusters/droplets of different sizes in the ablation plume. The front
part of the expanding plume mostly consists of the vapor-phase molecules and
small clusters, the medium size clusters are localized in the middle of the

Fig. 4.7 Snapshots from a MD simulation of laser ablation of a molecular target irradiated by a
50 ps laser pulse at an absorbed fluence of 80 J/m2. The optical penetration depth assumed in the
simulation is 50 nm. Each molecule is shown as a black dot. Only a central part of the
computational cell near the irradiated surface is shown in the snapshots
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expanding plume, and the large liquid droplets formed at the final stage of the
plume development tend to be slower and are closer to the original surface. The
effect of the spatial segregation of clusters/droplets of different sizes in the ablation
plume has been analyzed in detail for simulations performed for molecular targets
with both long (no stress confinement) [74] and short (stress confinement) [172]
laser pulses and has been shown to be defined by the variation of the mechanisms
of the cluster formation with the depth of origin (and the energy density deposited
by the laser pulse) of the material contributing to different parts of the ablation
plume. The cluster segregation effect, predicted in the simulations, can be related
to the results of plume imaging experiments [173–177], where splitting of the
plume into a fast component with optical emission characteristic for neutral atoms
and a slow component with blackbody-like emission attributed to the presence of
hot clusters [178] is observed. Similarly, and consistently with the results of the
simulations discussed above, a layered structure of the plume (vaporized layer
followed by small particles and larger droplets) observed in nanosecond laser
ablation of water and soft tissue [179] is attributed to the succession of phase
transitions occurring at different depth in the irradiated target [179, 180].

An interesting observation in the simulations is that the larger droplets in the
plume tend to have substantially higher internal temperatures as compared to the
smaller droplets and clusters [74, 172]. Given that the larger droplets are ejected
from deeper parts of the target, where the energy density deposited by the laser
pulse is smaller, this observation is surprising from the first sight and calls for
analogy with so-called Mpemba effect named after a secondary school student in
Tanzania who observed that hot milk freezes faster than cold milk when placed
into a refrigerator at the same time [181]. Similarly to the Mpemba effect, different
pathways of the thermal energy dissipation are activated at different levels of the
initial thermal energy, leading to the faster cooling of the parts of the plume where
the initial overheating is higher. In particular, the stronger overheating of the upper
part of the ablation plume leads to a more vigorous phase explosion with a larger
fraction of the released vapor-phase molecules, a faster expansion, and a more
efficient cooling, as compared to a slower evaporative cooling of the large droplets
ejected in the tail of the plume.

4.3.5 Matrix-Assisted Pulsed Laser Evaporation

In the previous sections, the mechanisms of laser spallation and ablation are dis-
cussed for one-component metals and molecular targets. Many systems of practical
importance, however, have a more complex composite structure and/or consist of
multiple components. Molecular dynamics technique describes material with
atomic- or molecular-level resolution and, therefore, the extension of this tech-
nique to investigation of laser interactions with multi-component targets of arbi-
trary structural complexity is relatively straightforward. Recent computational
study of laser interactions with frozen dilute polymer solutions [72, 86, 87, 103,
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104, 171] provides an example of adopting the MD model for multi-component
molecular targets. This study was motivated by the need for understanding the
mechanisms of molecular transport in matrix-assisted pulsed laser evaporation
(MAPLE) technique for deposition of polymer and nanocomposite thin films [182,
183] and, in particular, the origin of unexpectedly large roughness of the films
deposited by MAPLE [87, 103, 104, 184–193]. The simulations reveal that,
contrary to the original picture of the ejection and transport of individual polymer
molecules [182, 183], the deposition of polymer films is only possible in the
ablation regime, when the polymer molecules are ejected as parts of polymer-
matrix clusters/droplets generated in the process of the explosive disintegration of
the overheated matrix [86]. The entanglement of the polymer molecules is found to
facilitate the formation of intricate elongated viscous droplets that can be related to
the ‘‘nanofiber’’ or ‘‘necklace’’ polymer features observed in SEM images of films
deposited by MAPLE [103, 104, 186]. Moreover, in-flight molecular rearrange-
ments in the ejected polymer-matrix droplets [87] and the dynamic processes
occurring upon landing of the droplets on a substrate [104] have been connected to
the formation of characteristic surface features observed in MAPLE experiments,
such as wrinkled ‘‘deflated balloons,’’ ‘‘collapsed pipes,’’ and interconnected
polymer filaments [87, 104, 186, 188–190].

The simulations of MAPLE has been recently extended to targets loaded with
carbon nanotubes (CNTs) [171] and the ability of the MAPLE technique to
transfer large structural elements that may be required for deposition of nano-
structured films and coatings has been demonstrated. To enable the investigation
of the mechanisms of the ejection and transfer of CNTs in MAPLE, the coarse-
grained model for laser interactions with molecular systems has been integrated
with a mesoscopic dynamic model recently developed for CNTs [194–196]. The
model represents each individual CNT as a sequence of stretchable cylindrical
segments. The dynamic behavior of CNTs is governed by a mesoscopic force field
that accounts for the internal stretching, bending, and buckling of nanotubes as
well as for the van der Waals interactions among the CNTs. The simulations
performed for MAPLE targets loaded with CNTs of different length (from 16 to
150 nm) and at different CNT concentrations (from 1 to 17 wt %) demonstrate
that, similarly to MAPLE of polymer molecules [86], the ejection CNTs is driven
by the explosive boiling of the overheated matrix. The CNTs with length com-
parable to or even exceeding the laser penetration depth can be efficiently
entrained in the expanding matrix plume, lifted off from the target, and transferred
to the substrate. Moreover, the ejection of CNT bundles and large tangles has been
observed in simulations performed for targets containing networks of intercon-
nected CNT bundles.

The dynamics of disintegration of the network structures driven by the explo-
sive boiling of the matrix material is illustrated in snapshots shown in Fig. 4.8. The
MAPLE target used in this simulation is composed of a network of bundles
consisting of more than a thousand of 150-nm long (10, 10) single-walled CNTs
immersed into a frozen matrix represented by about 20 million molecules. The
simulation is performed at the same laser fluence of 80 J/m2 that is used in the

90 C. Wu et al.



simulation of laser ablation of one-component molecular matrix illustrated in
Fig. 4.7. The visual picture of the explosive boiling of the overheated matrix,
leading to the formation and disintegration of a transient foamy structure of
interconnected liquid regions, is similar in the two simulations. The rapid
expansion of the matrix plume in the simulation illustrated in Fig. 4.8 entrains the
CNT bundles and tears several large CNT tangles out of the continuous network.
The mass of the largest CNT tangle ejected in the simulation exceeds 50 MDa (not
counting the mass of the attached matrix molecules), even though the simulation is
performed for a relatively short laser penetration depth of 50 nm. No signs of any
significant splitting or thinning of the thick bundles present in the initial network
structure is observed in the simulation, suggesting that large fragments of the
network ejected from the target can be expected to be transported to the substrate.
This computational prediction is consistent with experimental observations of
MAPLE deposition of CNT bundles and agglomerates with sizes comparable to or
exceeding the laser penetration depth in the target [186, 197, 198]. The survival of
large CNT structures held together by relatively weak van der Waals forces

Fig. 4.8 Snapshots from a MD simulation of the ejection of CNTs from a MAPLE target loaded
with 17 wt % of 150 nm long CNTs and irradiated by a 50 ps laser pulse at an absorbed fluence
of 80 J/m2. The CNTs in the target are arranged into a continuous network of bundles that is
embedded into a frozen matrix. The nanotubes are shown as red cylinders and the matrix
molecules are shown as small gray dots. This and other simulations of MAPLE of CNTs are
discussed in [171]
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suggests that fragile structural elements or molecular agglomerates with complex
secondary structures can be transferred and deposited to the substrate with the
MAPLE technique.

4.4 Concluding Remarks and Future Directions

The development of several computational approaches for the description of laser
coupling and relaxation of photo-excited states in metals, semiconductors, insu-
lators and molecular systems within the general framework of the classical MD
technique, combined with the fast growth of the available computing resources,
puts MD modeling at the forefront of computational investigation of laser-mate-
rials interactions. The examples of recent applications of MD technique to
investigation of laser melting, generation of crystal defects, photomechanical
spallation, explosive boiling and molecular entrainment in laser ablation, briefly
reviewed in this chapter, demonstrate the ability of atomic/molecular-level sim-
ulations to provide insights into the mechanisms of laser-materials interactions, to
assist in interpretation of experimental observations, and to clarify some of the
research questions of direct relevance to practical applications. Clear visual rep-
resentations of laser-induced dynamic processes provided by series of snapshots
taken at different moments during the simulations [199] is a bonus feature of MD
simulations that offers a path towards the development of an intuitive picture of the
complex phenomenon of laser-materials interactions.

Future progress in atomistic simulations of laser-materials interactions is likely
to take advantage of the ability of massively parallel simulations to model
increasingly large systems (hundreds of nanometers or 108–109 atoms) for longer
simulation times (tens of nanoseconds), thus approaching the experimental time-
and length-scales of processes induced by laser energy deposition. The increased
accuracy of interatomic potentials in the description of phase transformations and
material properties under conditions of high temperature and high pressure,
characteristic of laser-materials interactions, is likely to enable material-specific
computational predictions that can be quantitatively related to experimental data.
The design of novel mesoscopic dynamic models may result in expansion of the
domain of applicability of the MD-type coarse-grained dynamic simulations into
the area of laser interactions with complex multi-phase and multi-component
systems, such as nanocomposite materials and biological tissue.

Finally, MD simulations can play a key role in the design of an integrated
multiscale computational model capable of accounting for interrelations between
processes occurring at different time- and length-scales and providing a compre-
hensive picture of laser-materials interactions. In particular, classical MD simu-
lations can serve as a bridge between the ab initio electronic structure calculations,
which reveal the transient changes in the interatomic bonding and the ultrafast
atomic dynamics in the electronically excited states, and continuum-level mod-
eling of the effective (macroscopic) material response to the laser excitation.
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To enable the incorporation of the predictions of ab initio calculations into the
framework of MD simulations, new computational methods should be developed
for the description of changes in the interatomic interactions due to the electronic
excitations, as well as modification of the thermophysical and transport properties
of materials in electronically excited states. Recent work in this direction includes
incorporation of the contribution of so-called electron pressure [200] exerted on
atoms due to the sharp electron temperature gradient generated by femtosecond
laser irradiation of metals into the TTM–MD model [201–204] and the design of
electron temperature dependent interatomic potentials for Si [205–207] and W
[208] based on ab initio calculations performed at different levels of electronic
excitation. The electron temperature dependences of the thermophysical material
properties (electron–phonon coupling factor, electron heat capacity, and heat
conductivity) [118], revealed in the computational analysis based on first-princi-
ples electronic structure calculations of the electron density of states, have been
incorporated in the TTM–MD model and resulted in an improved agreement
between the computational predictions and experimental observations [47, 132,
209, 210].

Further advancements of computational models are needed to achieve more
accurate representation of the material behavior and properties in the electronically
excited state in MD simulations. In particular, the uncertainty in the contribution of
non-equilibrium electrons to the initial ultra-fast energy redistribution, inherent to
the TTM–MD model (e.g., see discussion of the ballistic energy transport in [46, 51,
211, 212]), may be resolved by adding spatial dependence to the kinetic approaches
based on the solution of the Boltzmann equation for electrons [213, 214] or Monte-
Carlo treatment of individual photo-excitation and scattering events [215] and
incorporating these approaches into MD models. The effect of the electronic
excitation in metals cannot be entirely described by the introduction of electron
pressure and additional modifications of the effective interatomic interactions
should be introduced to match the predictions of ab initio calculations and exper-
imental probing. Similarly, it may be difficult to design an adequate description of
the effect of laser excitation on interatomic bonding in semiconductors and
dielectrics based solely on the concept of electronic temperature, making it nec-
essary to consider local changes in interatomic bonding in the vicinity of the
optically excited states, particularly at low excitation densities.

The extension of the integrated multiscale computational approach to larger
time- and length-scales that are beyond the reach of atomistic modeling can be
achieved by using the detailed information on laser-induced structural and phase
transformations, revealed in MD simulations, in the design of continuum-level
models. The continuum modeling of laser-materials interactions have to include
assumptions on the kinetics of phase transformations far from equilibrium, evo-
lution of photomechanical damage under the action of laser-induced tensile
stresses, characteristics of the ablation plume generated as a result of the explosive
decomposition of the overheated surface region in laser ablation, etc. The results
of MD simulations can be formulated in terms of the thermodynamic parameters
such as pressure, temperature, and density distributions, as well as the structural/
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phase transformations in the material, and can be used to provide the necessary
information for a reliable description of fast nonequilibrium processes within a
continuum model. The information on the kinetics of the homogeneous and het-
erogeneous melting processes [41, 44, 45, 47, 136], evolution of void size dis-
tribution in laser spallation [55, 156], and the cluster size distributions in the
ablation plume [74, 86, 174] can provide ideas for the design of new constitutive
relations for continuum modeling of the material behavior under conditions of
rapid temperature variations and ultrafast mechanical loading realized in short-
pulse laser processing.

The parameters of the ablation plume (velocity, spatial and size distributions of
the ejected atoms/molecules, clusters, and droplets) predicted in MD simulations
can also be used as initial conditions in the direct simulation Monte Carlo (DSMC)
method [216] capable of following the evolution of the ablation plume on the time-
and length-scales characteristic for experimental conditions, up to hundreds of
microseconds and millimeters [217–225]. First applications of the combined MD-
DSMC model for simulation of laser interactions with molecular systems [75, 174,
226–228] have demonstrated the ability of the model to reveal connections
between the processes occurring at the initial stage of the plume formation and
during the long-term plume expansion. In particular, the initial generation of
clusters in the phase explosion, predicted in MD simulations, is found to provide
cluster precursors for condensation during the long-term plume expansion, thus
eliminating the three-body collision bottleneck in the cluster growth process. The
presence of clusters facilitates the collisional condensation and evaporation pro-
cesses, thus affecting the cluster composition of the plume as well as the overall
dynamics of the plume expansion.
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Chapter 5
Continuum Models of Ultrashort
Laser–Matter Interaction in Application
to Wide-Bandgap Dielectrics

Nadezhda M. Bulgakova and Vladimir P. Zhukov

Abstract This chapter is aimed to provide a basic introduction into the principles
of modeling approaches which have been developed for getting insight into var-
ious interconnected processes initiated inside transparent materials under the
action of ultrashort laser pulses with consequences in volumetric modification of
material structure. In view of extreme complexity of the problem, modification
mechanisms and their driving processes are still far from complete understanding
and require further considerable research efforts. Here we focus our consideration
on established approaches that treat matter as a continuum medium. They include
models describing laser beam propagation through a non-linear transparent glass
or crystal with kinetics of electron plasma generation upon beam focusing and
attempts to consider further material evolution with insights into thermodynamic
state, stress dynamics, and plastic deformations. We underline that the quality of
the final structures is determined by the synergetic action of laser excitation/
relaxation kinetics, thermodynamics, and mechanics. The chapter does not pretend
to completeness and aims to outline main ideas, achievements, and most intriguing
findings which are still waiting for explanations and theoretical treatments.
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5.1 Introduction

Since 1996 when it was demonstrated that tightly focused femtosecond laser
pulses could induce a local internal increase of the refractive index inside bulk
transparent glasses [1], the interaction of ultrashort laser pulses with transparent
optical materials has attracted a lot of attention as a powerful tool for modification
of material properties [2] resulting in generation of surface [3–7] and volume [5,
8–13] periodic structures, densification and refractive index changes [1, 14–20],
formation of micro- and nanovoids [9, 21–27], phase transitions (crystallization in
amorphous materials and amorphization of crystalline ones) [23, 28]. This gives
rise to numerous technological applications based on three-dimensional photonic
structures in bulk optical materials, such as waveguides [1, 14–20], Bragg gratings
[29, 30], Fresnel zone plates [31], waveplates based on volume nanogratings
(VNG) [32], splitters [33], couplers [34, 35], amplifiers [36], rewritable optical
memories [37, 38], and computer-generated holograms [39]. As seen from the
above citations, the field of laser writing of optical structures in glasses has been
rapidly developing during last 15 years and the laser-written structures become the
key elements of integrated photonic devices.

While tremendous achievements have been demonstrated toward laser-writing
techniques and assembling integrated photonic devices, the physical mechanisms
underlying glass modifications have not been fully understood. Here we discuss
general principles of applying continuum approaches for numerical modeling of
the variety of interconnected processes induced in wide-bandgap dielectric
materials by ultrashort pulse laser radiation, starting from the excitation stage and
extending to microsecond timescales when a final structure is imprinted into the
material matrix. Apart from the fact that the theory and modeling of the laser-
induced processes can be the cost reducing tools which may allow choosing the
optimal conditions and most appropriate materials for particular desired modifi-
cations, they provide a detailed physical understanding of the phenomenon and
required material properties for technological applications. We underline, that in
view of extreme complexity of the problem, modification mechanisms and their
driving processes are still far from complete understanding and require further
considerable research efforts as well as developing novel advanced models of both
continuum and atomistic/molecular kinds. It should be noticed that this chapter can
be considered as a continuation of [40] where the general principles of continuum
modeling in application to ultrashort pulsed laser ablation of solids are discussed.

5.2 Ultrafast Laser Excitation of Wide-Bandgap
Dielectrics

First we consider the fundamental aspects of ultrafast laser excitation specific for
inorganic dielectric materials with an assessment of the state-of-art and further
research directions. Successful development of applications based on laser-induced
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micro- and nanomodifications of transparent materials requires deep understanding
of the whole chain of the intricate processes initiated in dielectrics by fs laser pulses
and extending up to millisecond time scales with formation of permanent
mechanically deformed and/or chemically modified states. The mentioned chain of
the processes starts from material photoionization with creation of seed free elec-
trons. The latters absorb laser energy and, at proper conditions, can produce sec-
ondary electrons in collisions with neutral atoms of dielectric matrix, thus
generating electron avalanche. This results in considerable change of optical
response of the laser-irradiated region towards its ‘‘metallization’’. Laser beams
focused inside the bulk of a transparent material can experience self-focusing
starting from a material-dependent threshold power. However, the beam self-
focusing collapse is arrested by scattering from the laser produced plasma. In some
dielectrics, active recombination of free electrons starts already at sub-ps time
scales while in other dielectrics the free electron gas survives up to hundreds of ps
[41]. Rapid recombination of free electrons leads to swift heating of the photoex-
cited region that occurs at ps timescale when heat conduction effects are negligible.
As a result of rapid heat release into the atomic subsystem and corresponding
pressure rise, thermoelastic stress waves are generated which, depending on the
heating level and heat localization, can either completely dissipate, or lead to
significant plastic deformations of the material, or even to mechanical damage in
the form of micro- and nanovoids in the energy-release zone [42].

It should be underlined that the stress waves not only induce deformations in a
hot laser-excited region but also create a hoop stress in an extended cold zone
around it. The thermomechanical effects terminate at *10 ns after the laser pulse
action when the three-dimensional pressure waves propagate a distance of several
micrometers and substantially dissipate. However, under some experimental
conditions the ‘mechanical scenario’ can repeat at microsecond timescale after
laser pulse termination when the locally released energy spreads due to heat
conduction and reaches the regions of ‘cold’ deformation. Softening of the
deformed regions can cause secondary redistribution of matter in the laser-affected
zone [20] and even emission of secondary thermoelastic waves.

The main mechanisms involved in generation of free carriers in wide-bandgap
dielectrics irradiated by visible and near-IR fs laser pulses are the multiphoton and
avalanche ionizations. To describe temporal evolution of the free electron density
ne(t), a simple but intuitive rate equation can be written in the following form
[43–47]:

oneðtÞ
ot
¼ rkIkðtÞ þ dIðtÞneðtÞ : ð5:1Þ

Here I(t) is laser intensity; rk and d are the multiphoton ionization (MPI) cross
section and the avalanche coefficient respectively: k is the number of photons
required for an MPI event. This equation represents a simplest way for estimating
the experimental conditions taking into account generating non-homogeneous
profiles of the electron density in the surface layer or inside the bulk depth and
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changing the optical response of laser-excited matter [43–52]. The excitation
process can conventionally be divided into two stages. At the initial stage, free
electrons are generated via the multiphoton ionization while avalanche (colli-
sional) ionization develops when a definite ‘‘seed’’ level of the free-electron
density is reached which is sufficient to efficiently absorb laser light.

At relatively high radiation intensities, the tunneling ionization mechanism can
dominate over multiphoton ionization as determined by the Keldysh parameter

c ¼ xð2meffEgÞ0:5=ðeELÞ [53–56] where meff is the effective electron mass; EL is
the electric field of the laser wave; Eg is the band gap width in dielectric materials
or ionization potential of individual atoms or molecules; here and everywhere
below the symbol e denotes the elementary (positive) charge. The Keldysh
parameter can be presented as a ratio between the characteristic time that an
electron takes to overcome the energy barrier (the ionization potential whose value
can vary in the strong-wave field) and the electromagnetic wave field period. At
c � 1, the MPI mechanism prevails while at c � 1 the tunneling mechanism
becomes dominating. It is widely accepted that, for the tunneling ionization to
produce a noticeable effect, the condition c\ 0.5 should be met. However, a
number of experimental facts indicate that multiphoton ionization can dominate
even at c � 1 [55]. These facts gave rise to numerous generalizations of the
Keldysh theory of photo-ionization of dielectric materials [56], as well as for
atoms and molecules in the gas phase [55].

It must be admitted that the tunneling mechanism of ionization can play a
significant role upon focusing on the surface layer of material in vacuum or a low-
pressure gas environment. At focusing into material bulk or on its surface in the
presence of a dense ambient gas or a liquid surrounding, ionization of medium
starts before focus at reaching a definite level of laser intensity. As a result, a high-
energy beam is attenuated in its way to the laser focus that leads to the intensity
constraints at levels at which the MPI mechanism prevails unambiguously (so-
called clamping effect, see [57–59] and Sect. 5.3). It should be noted that, for
relatively long wavelengths of femtosecond laser pulses, toward the mid-IR range,
the MPI rate strongly decreases and tunneling ionization will inevitably play the
dominant role. Although the femtosecond lasers at mid-IR wavelengths are seldom
used today, this trend should be mentioned for providing more complete
understanding.

The role of avalanche ionization in the breakdown of dielectrics in ultrafast
irradiation regimes is still debated [60–63]. Some authors completely deny its
existence for sub-ps pulsed irradiation regimes [61] while the others assert that its
effects can be even more pronounced with decreasing pulse duration due to a
decrease of the potential barrier in a strong laser field (cold avalanche) [63].
Electron recombination in inorganic dielectrics proceeds in the form of trapping in
localized states (the recombination rate may be expressed as Re = ne/str where str

is a characteristic recombination time), accompanied by creation of excitons, color
centers, non-bridging oxygen hole centers, and other defects [64–67]. Defect
generation leads to pronounced incubation effects manifested as a decrease of the
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damage threshold in multipulse irradiation regimes [66]. For some materials with
very short trapping time (e.g., for fused silica where str & 150 fs [67]), the
incubation effect, i.e. accumulation of the defect states and their preferential
ionization, can appear already during fs laser pulse action.

Based on the above consideration, the kinetic scenario of excitation of an
inorganic dielectric material can be described as following. Multiphoton ioniza-
tion, whose order is determined by the ratio between the bandgap width and
photon energy �hx, results in excitation of electrons from the valance band to a
low-energy state within the conduction band. At high laser intensities when c B 1,
the tunneling mechanism of ionization becomes dominating in photo-production of
free carries. The free electrons may now efficiently absorb laser radiation due to
inverse bremsstrahlung. When an electron has absorbed a sufficient amount of the
laser energy ([Eg), it can collisionally ionize a neutral atom of the material matrix.
The development of avalanche (collisional multiplication of free electrons)
changes optical properties of the laser-excited region of the material. Spatiotem-
poral dynamics of optical parameters can be described within the Drude formalism
via the complex dielectric function e*(ne) whose value can be seen as contributions
from unexcited matter and generated dense plasma [47, 68]:

effi neð Þ ffi 1þ eg � 1
� �

1� ne

nval

� ffi
� ne

ncr
1þ i

1
xsc

� ffi�1

: ð5:2Þ

Here ncr = e0n0meffx
2/e2 is the critical electron density nval is the total valence-

band electron density in the unexcited state; n0 is the refractive index; eg is the
dielectric function of unexcited material; e0 is the vacuum permittivity; xsc is the
damping factor [64] determined by the finite electron collision time sc (see
comments in Sect. 5.3.2). We underline that the reflection coefficient from an
inhomogeneous dense plasma at the sample surface layer should be calculated
within a multilayer reflection model [42, 68, 69].

Several examples of successful models constructed to simulate laser-induced
excitation of surfaces of dielectric and semiconducting materials and their heating
dynamics can be found in [41–47, 49–52, 70–72]. They are usually based on the
rate equations for charge-carrier generation and recombination and an analog of
the two-temperature model either for the average charge-carrier energy or the
temperature as a measure of the average energy under the conditions of incomplete
thermalization within the electron subsystem. In this section, the main processes in
wide-bandgap dielectrics have been outlined for the case of laser beam focusing on
the sample surface. Actually the dynamics of laser-induced excitations of
dielectric materials is much richer that motivates their utterly wide applications in
various optical technologies. In the following sections we concentrate on the
peculiarities of optical material modifications by ultrashort laser pulses upon
focusing in the bulk depth.
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5.3 Volume Modifications of Wide-Bandgap Dielectrics

The regimes of focusing of ultrashort laser pulses inside transparent crystals and
glasses which result in local volume modifications of the properties of the irra-
diated sample are of paramount interests for applications in photonics and opto-
electronics among which the main well-established application field is direct
writing of waveguide structures, based on a controlled change in the refractive
index in laser-modified zones [14–20, 34, 73–80]. Formation of a phase object
embedded in the dielectric matrix is caused by rearrangement of bonds in the
sample with the displacement of atoms and corresponding change in density,
accumulation of stresses, and appearance of defect states. Improved control over
modifications in laser-irradiated materials requires detailed studies of both indi-
vidual laser-induced processes and their interrelations on the timescales from
photo-excitation to imprinting a final 3D structure into the matrix of the original
material. In the last years, a progress has been achieved in theoretical modeling of
laser-excited processes, both during the laser pulse propagation through a trans-
parent material sample and post-irradiation effects though understanding of
mechanisms and dynamics of modifications are far from being compete and
require further considerable efforts. Here we review the main approaches for
investigations of in-volume laser-induced processes and outline future modeling
directions.

5.3.1 Propagation of Focused Laser Beams Through
Non-linear Absorbing Media

Several types of modeling approaches can be listed which have been developed for
studies of propagation of an electromagnetic wave in transparent materials with
accounting laser energy absorption. A simple quasi-analytical model [58] can be
useful for an estimative analysis of the geometry of laser energy absorption regions
and light transmission through the sample. The model relates qI(z,r,t)/qt and
qne(z,r,t)/qt to I and ne (r and z are the radius and propagation distance of the laser
beam). For the regimes considered in [58], it was unambiguously shown that, in
transparent solids, the laser intensity is strongly clamped to the maximal reached
levels of order of 5 9 1013 W/cm2 due to non-linear absorption. Another impor-
tant observation is that the absorbed laser energy is proportional to the pulse
duration. It must be underlined that a more rigorous approach based on solving the
non-linear Schrödinger equation supports the latter conclusion, indicating however
that at longer pulses the laser energy is deposited into a more localized region [20].

The models of laser light propagation in transparent media based on the non-
linear Schrödinger equation (NLSE) are widely utilized for studying the processes
of laser excitation of dielectrics in the regimes of modification. The NLSE is an
asymptotic parabolic approximation of Maxwell’s equations [81] applicable for
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describing unidirectional propagation of slowly varying envelopes of laser pulses.
This equation describes the self-focusing effect which manifests itself as a laser
beam collapse at beam energies beyond a critical value particular for a Kerr
medium with the positive non-linear refractive index n2. We note that for trans-
parent crystals and glasses the n2 values are typically in the range of 10-16–
10-14 cm2/W. To account for additional physical effects such as a small non-
paraxiality, plasma defocusing, multiphoton ionization, etc., the additional terms
are introduced to the scalar models based on the NLSE [18, 19, 82–84]. An
important detailed review of NLSE application for various laser beam propagation
conditions is given in [85].

A generalized NLSE which takes into account radiation losses for generation of
electron plasma on the beam way and plasma-induced changing of the permittivity of
the medium can be written in the cylindrically symmetric form as [18, 19, 82–85]:
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where ���C is the complex envelope of the electric field strength of the light wave
which is assumed to be slowly varying in time. For a Gaussian beam with
cylindrical symmetry one has

���Cðr; t; 0Þ ¼ ���C0 exp �r2=w2 � t2=s2
L � ik0r2=2f

� �
: ð5:4Þ

Here ���C2
0 ¼ 2EL=ðpw2sL

ffiffiffiffiffiffiffiffi
p=2

p
Þ is the input pulse intensity; EL is the pulse

energy; w ¼ wbð1þ d2=z2
f Þ

1=2 and wb are the beam radius at the distance d from the
geometric focus and the beam waist respectively; the curvature radius f and the
focusing distance d are related as f = (d ? zf

2/d); zf is the Rayleigh length; sL is the
pulse duration (half-width determined by a decrease in the field envelope by 1/
e times compared to the maximum value); k0 = n0x/c and x are the wave number
and the frequency of the carrier wave; n0 is the refractive index of the medium; c is
speed of light; the parameter k00 describes the second-order group velocity dis-
persion; Eg ¼ Eg0 þ e2 ���C2= 2cn0e0mrx2ð Þ is the effective ionization potential in
the electromagnetic wave field expressed here via the electric field envelope [19];
mr is the reduced mass of the electron and hole. Equation (5.3) takes into account
the beam diffraction in the transverse direction, group velocity dispersion, the
optical Kerr effect with a term corresponding to the delayed (Raman) response of
the non-linear material (characterized by the parameter fR), plasma defocusing,
energy absorption due to photoionization and inverse bremsstrahlung. The operator
T = 1 ? (i/x) 9 (q/qt) describes the self-steepening effects. The inverse
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bremsstrahlung process is described in the frames of the Drude model with the
absorption cross section r = k0e2xsc/[n0

2x2e0me(1 ? x2sc
2)]. The characteristic

collisional time of electrons sc is a variable value dependent on electron energy and
density (see comments in Sect. 5.3.2).

It should be noted that the linear term in (5.3) gives only an approximate esti-
mation of the absorption efficiency when the free electron concentration consider-
ably increases as the influence of the electron concentration on the absorption cross
section is not taken into account. Additionally, the possibility of multiphoton
absorption by free electrons is neglected which can be important at relatively high
radiation intensities [86]. However, at laser beam focusing into the sample volume,
the clamping effect limits the attainable intensities [57–59]. The rate equation
describing generation and recombination kinetics of free electrons can be written as:

one

ot
¼ WPIð ���Cj jÞ þ rne

ð1þ mr=meÞEg

���Cj j2
� �

nat � ne

nat

� ne

str

: ð5:5Þ

Here nat is the atomic density in the undisturbed material matrix. Equation (5.5)
takes into account free electron production in the processes of photoionization and
avalanche as well as electron recombination in a trapping-like process associated
with local deformations of the atomic lattice (see Sect. 5.2). The rate of photo-
ionization WPI can be described by the Keldysh formalism [53, 54] or in a sim-
plified form for purely multiphoton ionization regimes when the clamping effect
limits laser intensity levels to cJ1 [58].

Numerical investigations based on the NLSE allow elucidating important fea-
tures of laser pulse propagation through transparent solids such as filamentation
[83, 85], clamping [42, 83, 85], strong dependence of the laser energy deposition
geometry on pulse duration [19, 42] for different irradiation conditions. Remarkable
is the temporal dynamics of laser energy deposition into bulk dielectrics in the
modification regimes [19, 42]. On an example of fused silica, it has been demon-
strated that only a small fraction of the pulse leading edge, containing 10–15 % of
the pulse energy, is absorbed with a high efficiency near and in front of the geo-
metric focus. Due to strong defocusing scattering of the electron plasma generated
by the pulse leading edge, the rest laser beam does not fall into the region near the
geometric focus. However, as a result of the self-focusing effect, the later parts of
the beam are absorbed before the geometric focus and, integrally, they generate the
second region of efficient absorption (compare Figs. 11 and 12 in [42]). An
important consequence of the complex correlation between self-focusing and
plasma defocusing effects is that the local intensity over the whole pulse does not
exceed app. 5 9 1013 W/cm2, pointing once more to unavoidable intensity
clamping. In the context of the clamping effect, the problem of the efficient delivery
of laser energy into a local region inside transparent samples remains open. In
particular, at high numerical apertures (NAJ1) the laser light may be concentrated
to a small focal volume with consequences of strong material damage [23].

The validity of the NLSE for ultrashort laser beams focused inside transparent
crystals and glasses can be broken down in many situations that is conditioned by
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neglecting some small terms upon its derivation from Maxwell’s equations. The
condition of a slowly varying envelope limits applications of the NLSE to rela-
tively long laser pulses. For pulse durations of order of 10 fs and shorter, either the
NLSW has to be generalized with additional terms to accounting features of such
extremely short pulses or, more appropriate, the complete set of Maxwell’s
equations are to be used for describing light propagation through a non-linear
medium. Another strong limitation imposed on using the NLSE is the requirement
of unidirectionality of the light beam. This requirement makes impossible to apply
the NLSE to describing tightly focused beams as well as to the cases when dense
electron plasma is generated causing light scattering to large angles. Maxwell’s
equations are free of the above limitations.

To describe laser beam propagation through an absorbing ionizable medium,
Maxwell’s equations are appropriately supplemented to account for multiphoton
ionization, multiphoton absorption (that is the depletion of the laser beam due to
multiphoton ionization), the Kerr effect, and plasma dispersion while the optical
response of the plasma is described in the frames of a plasma fluid model [87].
Maxwell’s equations and the plasma fluid equations are coupled via the free
electron current. However, comparing the codes with the NLSE and Maxwell’s
equations in application to the same irradiation conditions [88], it has been shown
that the NLSE considerably overestimates the generated electron plasma density
and, as a result, the locally absorbed laser energy that may lead to misinterpre-
tation of the simulation results. The mentioned overestimation is caused by the fact
that the NLSE does not take into account laser light scattering to large angles
which becomes significant at relatively high electron densities.

The complete set of Maxwell’s and electron plasma dynamics equations can be
solved using a Finite-Difference Time-Domain (FDTD) algorithm. At present,
such models represent the best choice for modeling tightly-focused laser beams
which can potentially generate dense electron plasma inside transparent dielectric
materials. In the three-dimensional (3D) geometry, the model allows to elucidate
the effects of laser light polarization [87]. However, such 3D modeling is extre-
mely time and labor consuming and requires unreasonable computer memory
resources. In the next section we present a detailed description of a new 2D model
based on Maxwell’s equations which however accounts for laser light polarization,
including the electron oscillatory motion [88, 89]. Compared to similar 3D codes,
the 2D model is a much more time- and cost-efficient tool which allows eluci-
dating many important features of laser light absorption inside transparent solids
accompanied by dense electron plasma formation.

5.3.2 2D Model of Electron Plasma Generation upon Laser
Beam Focusing Inside Transparent Solids

The basics of the model are essentially similar to those reported in [87] with
further development by taking into account avalanche ionization and light dis-
persion. The model is two-dimensional (2D) that implies cylindrical symmetry of

5 Continuum Models of Ultrashort Laser–Matter Interaction 109



laser intensity distribution with, however, electron oscillations along laser polar-
ization direction. Maxwell’s equations for laser beam propagation through a non-
linear absorbing medium can be written in the following form [87–89]:

1
c
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~H ¼ �rot~E: ð5:7Þ

Here we use the standard denotations with E, D, H, and j to be the electric field,
the electric displacement field, the magnetic field, and the electric current
respectively; all other parameters as in Sect. 5.3.1. In (5.6, 5.7) we assume
that the electric field of the beam wave can be presented in the form ~E ¼
ð~E0e�ixt þ~Effi0eixtÞ=2 and for the plane wave the laser field intensity is expressed as

I ¼ cn0

8p
~E2

0

		 		:

Taking into account the energy clamping effect which saturates the laser
intensity at levels with the Keldysh parameter c[ 1, the multiphoton mechanism
of ionization is accepted with the rate WPI = rkI

k(nat - ne)/nat reduced by the
available ionization centers. Note that we limit consideration to single ionization
per atom as a higher order ionization implies a lower ionization cross section
whose theory has not yet been developed. Below the simulation results are pre-
sented for fused silica for which k = 6, r6 = 2 9 10-47 cm9/(s W6) [83], and the
atomic (not molecular) density of 6.6 9 1022 cm-3 are adopted. For convenience,

the term WPI is rewritten to the form WPI ¼ WPI0ð E2
		 		=E2

ffiÞ
kðnat � neÞ=nat. Here

WPI0 = 3.7 9 1034 cm-3 s-1 and E2
ffi ¼ 8pIffi=n0c with Iffi ¼ 3:5� 1013 W=cm2 to

be the laser intensity at which the Keldysh parameter c = 1. The intensity
dependent band gap width Eg ¼ Eg0ð1þ e2 E2

		 		=ð4mrx2ÞÞ can be rewritten as

Eg ¼ Eg0ð1þ E2
		 		=ð4E2

ffiÞÞ; Eg0 = 9 eV and mr = 0.64me [83].
The electric displacement field can be presented as

~D ¼ ~E þ
X

m

~Pm þ~Pnl: ð5:8Þ

The linear part of the medium polarization is modeled as a set of oscillators

o~Pm

ot
� ix~Pm ¼ ~VPm; ð5:9Þ
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ot
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mð~Pm � Bm~EÞ; ð5:10Þ

where ~Pm and ~VPm are the local material response and its derivative. For fused
silica m = 1, 2, 3; x1 = 27.539 fs-1; x2 = 16.21 fs-1; x3 = 0.19034 fs-1;
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B1 = 0.6962; B2 = 0.4079; and B3 = 0.8975 [83]. In a particular case of
~E = const, the linear refractive index is expressed as

n2
0 ¼ 1þ

X
m

Bmx2
m

x2
m � x2

¼ 1þ
X

m

Bmk2
m

k2 � k2
m

and for fused silica at k = 800 nm we have n0 = 1.45.
In the general case, the non-linear polarization part of (5.8) takes into account

the optical Kerr effect with a term corresponding to the delayed Raman-Kerr
optical response (see [19, 85]). Here in order to decrease the computation costs, we
restrict our consideration to relatively small numerical apertures when the con-
tribution of the delayed Raman-Kerr response is small. Hence, in our case

~Pnl ¼
c

4p
n2

0n2 ~E
2

		 		~E: ð5:11Þ

The equations for the density and momentum of free electrons are written as
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~j ¼ �nee~v: ð5:14Þ

For fused silica str = 150 fs [67, 90] is used in modeling.
A special comment must be made on the electron collision time sc. In the

general case, this value is electron density and energy dependent and may be
treated similar to [62] with, however, a serious caution in respect of the electron
temperature issues. In the fs-laser excited band-gap materials, the electron energy
distribution may stay far from equilibrium during the whole pulse duration [54]
that does not allow a simple Maxwellian approach for deriving analytical
expressions for this characteristic time. The electron collision time is one of the
core parameters of the Drude model which is used for evaluation of the electron
density in pump-probe measurements of transient dynamics of phase shift and
transmission signal intensity [61, 91–93]. For fused silica glass, the averaged
values of sc reported in literature scatter in the range from 0.2 to 23.3 fs [18, 48,
61, 67, 83, 94–97] that is definitely determined by the excitation conditions. As a
result, attempts to evaluate the levels of electron plasma densities may lead to an
error more than an order of magnitude [88]. A more detailed analysis of Drude-
based evaluations of laser-induced electron plasma density upon ultrafast laser
excitation will be given in [88]. Here we accept the sc value to be equal to 1.27 fs,
accounting that the damping factor xsc = 3 [19]. It must be underlined that,
according to simulations, the change in the sc value affects but insignificantly the
maximum electron density and intensity distributions while influencing the bal-
ance between multiphoton and collisional ionization mechanisms. This is
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apparently due to a self-consistent nature of beam focusing, self-focusing, plasma
absorption and defocusing mechanisms.

From the collisional ionization cross section (see Sect. 5.3.1), one may derive
the following avalanche ionization rate

Wav ¼
e2scne ~E2

		 		
n0ce0meEgð1þ x2s2

cÞð1þ mr=meÞ
nat � ne

nat

: ð5:15Þ

In (5.15) all the parameters are expressed in SI units. The system of (5.6)–(5.14)
was solved for the cylindrically symmetric case for fused silica irradiated by
femtosecond laser pulses with linear polarization of light at 800 nm wavelength
along the x axis, assuming that ~E2 weakly depends on the azimuthal angle u. The
components of the electric field depend on u as Er ¼ Êrðr; z; tÞ cos u;
Eu ¼ Êuðr; z; tÞ sin u; Ez ¼ Êzðr; z; tÞ cos u. The validity of cylindrical symmetry is

controlled by ensuring the condition jjÊ2
r j þ jÊ2

z j � jÊ2
ujj � jÊ2

r j þ jÊ2
z j þ jÊ2

uj. The
incoming laser beam is focused inside the bulk at the distance d from the surface
and at the sample surface (z = 0) it corresponds to the linear polarized light:

Êr ¼ Ein expð�r2=w2 � t2=s2
L � ik0r2=ð2f ÞÞ; Êu ¼ �Êr: ð5:16Þ

Accordingly, Ey = 0; Ex = Êr; Ein ¼ ½16EL=ðn0cw2sL

ffiffiffiffiffiffiffiffi
p=2

p
Þ�1=2; all other

parameters are defined in Sect. 5.3.1. Note that the generated free electrons
oscillate along the x axis while the problem symmetry implies cylindrically
symmetric distribution of laser intensity. At the other boundaries, the zero
boundary conditions lead to the reflected waves and the necessity of using a large
computational region (r0, z0). To avoid this, the conditions of the zero Riemann
invariants on the incoming characteristics are applied:

n0Er�Bu ¼ 0; n0Eu þ Br ¼ 0 at z ¼ z0;

n0Eu�Bz ¼ 0; n0Ez þ Bu ¼ 0 at r ¼ r0:

It must be noted that in (5.12) and (5.13) the terms of the div(~vne) and
oðnevivjÞoxj kinds and the term involving the Lorentz force have been disregarded.
The contributions of the convective terms for the typical irradiation regimes were
analyzed and it was found that the plasma density change due to these terms was of
order of 10-4 as compared to the results with disregarding such terms. As for the
Lorentz force, its contribution to the electron current (5.13) is smaller by the factor
of v/c as compared to the electric field force and thus it may be safely neglected.
For simulations, an implicit numerical scheme was used in the frames of the FDTD
method.

Below the results of simulations are presented which are characteristic for the
two modification regimes of fused silica, of a relatively low energy pulse (LEP)
when volume nanograting structures are obtained at multipulse irradiation
(EL = 1 lJ, 150 fs pulse duration [8]) and of a higher energy pulse (HEP) above
which one may expect the transition to a strong modification [19] resulted from
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material melting that may involve creation of void-like structures by single laser
pulses (EL = 2.5 lJ, 80 fs). Note that the power of both pulses studied is well
above the self-focusing threshold (2.8 MW for fused silica [85]).

A comment should be made on the effect of focusing conditions found in the
present simulations. Here we limit simulations to the beam waist of 1 lm.
Attempts of beam waist decreasing lead to violation of cylindrical symmetry
caused by electron current and, additionally, to the energy nonconservation in the
simulation process. For the regimes with NAJ0:35 the problem becomes essen-
tially three-dimensional. The realization of a 3D code for describing laser-induced
plasma generation inside transparent solids which requires extremely large com-
putational resources is now under development.

Figures 5.1 and 5.2 present snapshots from the calculations [89] which show
respectively how the free electron plasma is developing during the laser pulse
propagation through the focal zone and how plasma created by the beam front
affects propagation of the rest beam. We compare the instantaneous distribution
maps of the free electron density (Fig. 5.1) and the laser intensity (Fig. 5.2) for
two pulses whose energy differs by 2.5 times. The more energetic pulse has shorter
duration so its peak intensity in vacuum is app. 4.6 times higher as compared to the
lower-energy pulse. The geometric focus is marked by the white dashed lines
while the location of the laser pulse maximum is indicated by the black dot on the
z axis. Several important aspects can be noticed. In the LEP regime (Fig. 5.1a,
410 fs), ionization is evidently induced by the very front of the laser pulse when it
is approaching the geometrical focus. In the HEP case (Fig. 5.1b) at the same time
moment the ionized region is located well before the geometrical focus. This
difference is explained by the fact that in the HEP regime the laser intensity level
capable to induce considerable ionization is reached earlier relative to the geo-
metric focus as compared to the LEP case. As a result, the pulse front is depleted
of energy earlier in space (see Fig. 5.2) and, thus, cannot induce noticeable ion-
ization by this time moment closer to the focus. One can notice that, at the early
stages of the LEP propagation, the electron plasma develops rather in the direction
toward the laser whereas in the HEP regime the ionization front moves forward
with the laser beam. Interesting is that the maximum levels of the plasma density
are essentially the same for the two cases and remain considerably subcritical.

Another important difference which has allowed us to realize the features of
VNG formation (see [89] for the details) is that in the LEP case the density
distribution of the developed electron plasma (at t C 500 fs) is almost quasi-
uniform within the excited region whereas in the HEP case ionization is more
localized and one may recognize the signs for double focusing with arising the
second maximum (see Fig. 5.1b). During further evolution, the more energetic
pulse penetrates deeper to the focal zone with creation plasma behind the geo-
metric focus [88]. Plasma decays quite slowly and, as the simulations show, in
three hundred femtoseconds after reaching its maximum it still stays at a level of
one-third of the maximum value.

Interesting is that in the LEP regime the snapshots resemble a known hydrody-
namic picture of flow over the blunt body where a plasma ‘‘body’’ generated by the
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beam front completely displaces the rest beam from the plasma region (Fig. 5.2a).
The situation is even more dramatic for the HEP regime where strong plasma
scattering completely displaces the beam from the beam axis to its periphery from
where it again experiences self-focusing behind the plasma region (Fig. 5.2b). Beam
self-focusing after strong defocusing (scattering) by the electron plasma is condi-
tioned by the fact that, according to the simulation results, though the laser energy
absorbed in the sample during the beam propagation can integrally reach several
dozens of percent depending on the beam energy, the beam power still stays well
above the self-focusing regime. The simulations clearly demonstrate a strong
intensity clamping effect: for the beams with considerably different power the
maximum intensity levels differ insignificantly and safely fall to the regimes of
multiphoton ionization, thus supporting the results of simplified modeling [58].

Fig. 5.1 Dynamics of free electron density in fused silica for EL = 1 lJ, sL = 150 fs (a) and
EL = 2.5 lJ, sL = 80 fs (b) [89]. The laser beam propagates from the bottom. The electron
density is normalized by the critical electron density, ncr = e0mex

2/e2, whose value is
1.74 9 1021 cm-3 for the laser wavelength of 800 nm. Geometric focus of the beam (marked
by dashed lines) is located at the distance z = 120 lm from the sample surface. At time moment
t = 0, the maximum of the beam is at z = 0 (sample surface) and its location upon beam
propagation is marked by the black dots. Calculations are started at a negative time moment to
ensure that the intensity of the beam front cannot induce any excitation at the initial time
moments
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The presented model as well as those reported in [18–20, 23, 41–47, 49–52, 54, 58,
62, 71, 72, 83–87, 94] both simplified and more comprehensive have a great potential
for supplementing experimental studies and is a powerful tool to predict and foresee
the underlying physics of the observed phenomena. Many detailed aspects which can
be overlooked in experiments due to limited resolutions of up-to-date measurement
techniques may be revealed with the help of numerical simulations.

5.3.3 Single-Pulse Material Heating and Laser-Induced
Stresses

In the model presented above, the absorbed laser energy distribution integrated over
the simulation time can be converted to the lattice temperature map, assuming that,
at picosecond timescale, all the locally absorbed energy is spend solely to heat the

Fig. 5.2 Instantaneous maps of the laser beam intensity for the conditions of Fig. 5.1 [89].
a EL = 1 lJ, sL = 150 fs; b EL = 2.5 lJ, sL = 80 fs. The intensity is normalized by the value Iffi
at which the Keldysh parameter c = 1 (Iffi ¼ 3:5� 1013 W=cm2)
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lattice after electron-lattice thermalization and electron recombination. On the other
hand, once the energy absorbed due to electronic excitation is stored in a localized
volume of the sample, the level of heating of the material matrix can be evaluated,
assuming the definite levels of the density of free electrons and their average energy
(temperature). The energy balance may be written in the following form:

cpqðTffi � T0Þ ¼ nee Ee þ Eg0
� �

: ð5:17Þ

Here cp is the lattice heat capacity, the average energy of free electrons Ee and
the band gap energy are expressed in electron-Volt. In (5.17) it is assumed that all
the energy from the electronic subsystem including the bandgap energy is finally
transmitted to the lattice. Although free electrons are first trapped to the self-
trapped exciton (STE) states, the STE population decays at subnanosecond time
after excitation [90] and only a small fraction of the STEs (app. 10-3) actually
turns to the defect states such as E0-centers [98]. Thus, in (5.17) the energy
accumulated in the defect states after single pulse excitation is disregarded. Fig-
ure 5.3 [88] shows an example of such Ee–ne diagram for fused silica which
matches pairs of the free electron temperature and density securing material
heating to a threshold temperature T*: annealing (1,400 K), softening (1,858 K
[99]), melting (2,006 K [100]), sublimation (2,523 K [100]).

According to a number of studies [42, 45, 54], the typical values of free electron
energy in wide-bandgap dielectrics upon excitation with laser pulses of C100 fs
duration are in the range 5–15 eV. This is explainable from the viewpoint of
ionization kinetics. Free electrons absorbing photons may produce secondary
electrons by collisional ionization if their energy exceeds the material band gap.
This sets upper limits on the average electron energy to app. 1.5Eg at relatively long
pulse durations (at least C100 fs) when electrons have time to gain enough energy
from the beam for developing the avalanche process [62]. The electron number
density is much more debated. The pump-probe experiments report the maximum
electron densities of 5 9 1019 cm-3 or even lower upon beam focusing into the
glass volume (see, e.g., [93]) while the simulation results obtained in the frames of
different models give values in the range *(2–8) 9 1020 cm-3 [19, 20, 83, 85, 87].
We notice that in the typical modification regimes already single laser pulses
produce material expansion (see, e.g., Fig. 5 in [19]). This unambiguously indicates
material irreversible expansion in the laser-affected zone which can be produced
only if matter is heated at least above the annealing point or even close or above the
softening point. Hence, one may roughly circumscribe the electron plasma
parameters upon volumetric laser processing of fused silica by the shaded region in
Fig. 5.3 where, the higher is the pulse energy, the closer the material state is to the
softening point (both higher the electron density and energy). We note that the
regimes with plasma parameters above the sublimation point and, partially, above
the melting point will result in void (or bubble) generation [88]. Such diagrams can
be drawn for any transparent material interesting from the viewpoint of laser
processing in order to get a view of the post-irradiation material state.
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Using Expression (5.17), the spatial distributions of the lattice temperature may
be mapped while, applying the thermoelastoplastic model [20, 101], we can obtain
instantaneous distributions of the material stress. An example is given in Fig. 5.4
for the LEP case which corresponds to Figs. 5.1a and 5.2a. As can be seen, the
matter stays below the melting point (Fig. 5.4, left). The compressive stress has a
maximum of *65 MPa that is higher than the material tensile strength of
48.3 MPa tabulated for fused silica under the normal conditions (Fig. 5.4, right).
The tensile stress which is generated upon material expansion from the com-
pressed state may have the same or lower amplitude as compared to preceded

Fig. 5.3 The diagram
matching the energy and
density of free electrons
excited in fused silica for
reaching different levels of
heating (annealing, softening,
melting, and sublimation
points). The dashed lines are
added for heating silica glass
from 300 K to several fixed
temperature levels (350, 500,
and 800 K)

Fig. 5.4 The maps of the temperature (left) and thermal stress (right) after the laser beam
propagation through fused silica sample for the LEP regime that corresponds to Figs. 5.1a and
5.2a. The stress level of 48.3 MPa is the static tensile strength value tabulated for fused silica
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compressed stress. Although the transient tensile stress may exceed the material
static strength, materials can usually withstand the levels of the dynamic stresses
much higher than the static ones. However, the induced high stress gradients of
order of (60–70) MPa/lm (Fig. 5.4b) will result in formation of a strong com-
pressive wave which will lead to rarefaction of the regions of the enhanced
temperature and creation of a densified envelope surrounding the expanded core
[20]. If the matter is heated above the melting point, its strength drops by several
orders of magnitude. Hence, it may be expected that at higher laser energies
bubble/void formation may be observed (see, e.g., [19, 27]). According to simu-
lations, our HEP regime (see Figs. 5.1b, 5.2b) falls to a boundary above which
bubble/void formation may be already expected [88]. We underline that, for
bubble/void formation, reaching stresses of order of the Young’s modulus is far
not obligatory though such stress levels may be attainable by beam focusing with
high numerical apertures (NAJ1), resulting in creation of warm dense matter
conditions [23, 102].

5.3.4 Comments on Multipulse Irradiation Regimes

Laser writing of local structures of modified matter in transparent materials for
different application purposes is performed mainly in a gentle manner by multi-
pulse irradiation at relatively low beam energies (B1 lJ) in order to avoid material
failure. Depending on a desired final structure, writing is performed either into a
fixed volume inside the sample or by moving the sample relative to the laser beam
focus with different scanning speeds. Under such conditions, accumulation of
laser-induced modifications from pulse to pulse is a topic of prime importance for
designing structures with desired properties.

To provide crack-free laser writing of permanent structures with positive
refractive index changes for waveguiding applications, laser irradiation should be
applied gently in an accumulative manner avoiding conditions of material failure.
Several accumulation mechanisms responsible for gentle modification of trans-
parent materials towards waveguiding properties are established among which heat
accumulation is best demonstrated [15, 76, 103–109]. At relatively high repetition
rates, the energy absorbed at the focal volume from each pulse has no time to
diffuse out completely before the subsequent pulse, thus forming a point source of
heat. The process of heat accumulation upon waveguide writing can be controlled
by several means: variation of pulse energy, pulse repetition rate, scanning speed,
and focusing conditions. A simple analysis of the heat accumulation effect can be
performed on the basis of the heat flow equation. The characteristic time of heat
propagation by the distance r can be estimated as theat * r2(qc/k) where q, c, and
k are the material density, heat capacity, and thermal conductivity respectively.
For fused silica, the heat wave propagates by *1 lm during first microsecond
after the laser pulse termination while complete dissipation of heat from the focal
volume of few micrometer size may take time up to dozens of microseconds (note
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that, according to the heat flow equation, dissipation is determined by both the
thermal conductivity and the temperature gradient and is slowing down with
decreasing the latter). For unmoved silicate glass samples at a pulse energy suf-
ficient for noticeable heating of a localized focal zone, pulse repetition rate of
order of 100 kHz and higher is required for pronounced accumulation of heat
[106]. For fixed laser pulse energy, the higher the repetition rate is, the fewer
pulses are required for considerable accumulative heating of the sample within the
focal volume. The morphologies of laser-induced modifications with and without
the heat-accumulation regimes may be completely different [108]. The structures
produced at low repetitions rates are strongly localized. In fact, only a zone
absorbing laser energy is modified while surrounding material looks essentially
unchanged. At high repetition rates when the conditions for heat accumulation are
realized, an extended volume around the light absorbing region shows signs of
modification where one can recognize two distinct zones, the interior with indi-
cations of material melting and a halo whose outer boundary is presumably
determined by reaching the softening temperature upon laser exposure (see Fig. 1
in [108]).

Translating the sample relative to the laser pulse imposes further restrictions on
the minimal repetition rate. The requirement here is the number of pulses coupling
with the same sample volume upon translation which should be sufficient for heat
accumulation inducing local modification. Increased laser pulse energy or a higher
repetition rate result in larger radius of heat modified zone and allow faster
translating for producing a similar final structure that is beneficial for practical
applications [75]. This process must be thoroughly controlled as excessive heat
accumulation causes material failure with formation of random or organized voids
[109]. On the other hand, such regimes are exploited for writing microfluidic
channels for biosensing and biomicrochip applications [78, 110, 111]. However, in
such regimes heat accumulation cannot be considered separately from the for-
mation of highly stressed states of matter resulting in stress wave emission with
possible consequences in the form of plastic deformations. Another parameter
considerably influencing the modification structure is focusing. As an example, a
laser pulse with the energy of only 20 nJ applied at tight focusing (0.65 NA)
induces a similar refractive index change (though in a smaller volume) as the 1-lJ
pulse with loose focusing (*0.1 NA) [103]. Hence, a tighter focusing, being
energetically advantageous as compared to loose focusing conditions, results also
in miniaturization of written structures. This has especially strikingly demon-
strated with NA [ 1 [23, 102].

In spite of the evidence that accumulative processes play a key role in glass
modification, the accumulative modification mechanisms have not completely
been understood. Additionally, it must be remarked that in multipulse irradiation
regime each subsequent pulse arrives to already modified matter as compared to
the previous pulses. Thus, a gradual accumulation of the defect states with larger
excitation cross sections makes excitation easier for subsequent pulses. On the
other hand, the refractive index also varies due to defect generation [67], local
densification/rarefaction, and stress accumulation, thus affecting laser pulse
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propagation through the modified volume. However, such aspects of laser mi-
cromachining still require further studies, both experimental and theoretical, while
their modeling is still in a very primeval state. More detailed reviews of this and
other issues on ultrafast laser writing in transparent materials can be found in
[112, 113].

5.4 Concluding Remarks

In this chapter we have reviewed an intricate interconnection of the physical
processes which can be initiated by ultrashort laser pulses inside transparent solids
with consequences in the form of structural material modifications. Some modi-
fication kinds have already been utilized in various applications such as integrated
optical devices while the others are still waiting for adoption to practice. In the
majority of technologies based on laser directly-written material modifications,
practice develops well ahead as compared to fundamental understanding of
underlying physics and chemistry of the phenomena. On one hand, this is condi-
tioned by possibilities of using new discovered structures and phenomena for
growing practice demands but, on the other hand, the effectiveness of laser-based
direct writing is of limited utility namely because of lacking knowledge-based
optimization. One of the striking examples is volume nanograting formation inside
fused silica glass whose nature is still highly debated. After discovery in 2003 [8],
the VNGs, in particular in fused silica, have become an exciting object for research
[see, e.g., 9, 10, 114–116] and an important element for a variety of existing and
promising applications in optics and photonics [117]. The origin of the VNGs is
attributed to several mechanisms such as interference of plasma waves with laser
light [8, 9], formation of nanoplasmas followed by self-organization into nano-
planes through the memory effects [10, 38], and interference of the two modes of
ultrashort-living excitons-polaritons [118]. All these explanations remain to be
unconvincing.

We note that the VNG explanation by light interference with the main mode of
plasma oscillations requires the near-critical electron density and the free electron
energies of hundreds or even thousands eV [8]. Such electron energies lead to
creation of multiply charged ions, complete braking of bonds inside the excited
area, followed by hydrodynamics similar to that described in [23, 102]. The exci-
ton–polariton interaction [118] may be important only at low densities of low-
energetic free electrons which rapidly transform into self-trapped excitons after
excitation to the conduction band [90, 119]. At ne C 1019 cm-3, the exciton–po-
lariton interaction is to be heavily screened by the electron plasma when it begins to
efficiently absorb laser energy. The nanoplasma mechanism of nanograting for-
mation may be initiated between the two extremes mentioned above with evolution
toward the critical density at nanoplane sites [10, 38] though the evolution routes
remain vague. Modeling presented in Sect. 5.3.2 has allowed us to get aware on a
paramount role of collective behavior of free electron plasma excited on the surface

120 N. M. Bulgakova and V. P. Zhukov



and inside transparent solids, the topic which still remains unexplored though well-
established in dense plasma physics. As a result, a new mechanism of VNG for-
mation based on scattering of the laser light by developing electron plasma cul-
minating with ionization scattering instability [120] has been proposed [89].
Additionally, writing anisotropy inside isotropic materials with tilted laser pulses
observed in [11] has also been explained on the basis of plasma scattering effects
within the model described in Sect. 5.3.2 [89]. We stress that the above explana-
tions would not be possible without the comprehensive modeling efforts.

Returning to the importance of the different continuum approaches, we refer
readers to [40] and again underline the incipient stage in modeling efforts to
investigate the whole route of laser-induced evolution of transparent materials
towards obtaining new unusual practicable properties. Finally, we repeat that the
theory and modeling of the laser-induced processes can be the cost reducing tools
which may allow choosing the optimal conditions and most appropriate materials
for particular desired modifications and provide a detailed physical understanding
of the phenomenon and required material properties for technological applications.

The authors acknowledge financial support of the European Commission
funding under the 7th Framework Programme (Marie Curie International Incom-
ing Fellowship grant of the principal author, No. 272919) and of the Russian
Foundation for Basic Research (RFBR project No. 12-01-00510) which made
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Chapter 6
Attosecond Pulses for Atomic
and Molecular Physics

Francesca Calegari, Giuseppe Sansone and Mauro Nisoli

Abstract The natural temporal scale of ultrafast electronic processes in atoms,
molecules, nanostructures and solids is in the attosecond range. In this work we
briefly review advances in attosecond science. Particular attention is devoted to the
generation, temporal characterization and application of isolated attosecond
pulses.

6.1 Introduction

High-order harmonic generation (HHG) in noble gases driven by high-intensity
femtosecond laser pulses is a widely used technique for the generation of extreme-
ultraviolet (XUV) radiation. The physical processes at the basis of HHG lead to the
generation of trains of attosecond pulses, separated by half the optical cycle of the
driving radiation, as first theoretically reported in 1992 by Farkas and Toth [1]. In
2001 the first experimental measurements of attosecond pulses have been reported.
Trains of attosecond pulses have been measured by Paul et al. [2] by using the
reconstruction of attosecond beating by interference of two-photon transitions
(RABITT) technique; isolated attosecond pulses have been measured by Hentschel
et al. [3] by using the attosecond streak-camera technique [4]. In the last ten years
important applications of attosecond pulses have been reported for the investigation
of ultrafast electron dynamics in atoms, molecules, solids and nanostructures [5, 6].

In this work we will review progress in attosecond technology and in the
application of attosecond pulses to the investigation of electron localization
dynamics in diatomic molecules. We will concentrate on the generation, charac-
terization and application of isolated attosecond pulses. Section 6.2 is devoted to a
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brief review of various techniques for the generation of high-peak-power few-
optical-cycle pulses, required for the production of isolated attosecond pulses. A
very important characteristic of the driving pulses is the carrier-envelope phase
(CEP): active and passive stabilization of the CEP of femtosecond pulses is dis-
cussed in Sect. 6.3. Section 6.4 presents various methods implemented for the
confinement of the harmonic generation process to a single event, with particular
emphasis on the temporal gating schemes. Temporal characterization of isolated
attosecond pulses is analysed in Sect. 6.5, while the application of isolated atto-
second pulses to the investigation of electron localization dynamics in D2 mole-
cules is reviewed in Sect. 6.6.

6.2 High-Peak-Power Few-Cycle Pulses

Few-optical-cycle pulses with energy from hundreds of microjoules to tens of
millijoules can be generated by implementing various techniques: optical para-
metric chirped pulse amplification (OPCPA), optical parametric amplification,
external compression techniques based on the use of gas-filled hollow fibers. The
OPCPA method, first introduced by Piskarskas et al. in 1986 [7] and demonstrated
in a proof-of-principle experiment by Dubietis et al. [8] (for a review of OPCPA
progress see [9]), offers the possibility to produce ultrashort laser pulses with peak
power up to the PW range. 7.9-fs pulses with an energy of 130 mJ (corresponding
to a peak power of 16 TW) and a repetition rate of 10 Hz, have been generated in
2009 by using an OPCPA in noncollinear geometry [10]; temporal contrast of
1010, when measured as close as 2 ps to the pulse peak has been recently achieved
[11]. The laser technology for routine use of OPCPA systems is still in a
development phase and high-energy systems are in operation only in a few
laboratories.

6.2.1 Optical Parametric Amplification for the Generation
of mJ-Energy Pulses with Stable CEP

Optical parametric amplification has proven to be an excellent technique for the
generation of high-energy, few-optical-cycle pulses tunable in broad spectral
regions. Sub-20-fs pulses with stable CEP have been produced by using an optical
parametric amplifier based on a Ti:sapphire laser system (800 nm, 60 fs, 120 mJ,
10 Hz) [12]. A portion of the laser energy of about 12 mJ was used for the
experiment. A first portion of the laser pulse was used for the generation of a broad
continuum by filamentation in a cell filled with krypton. The continuum was then
compressed by chirped mirrors and used to produce radiation by difference fre-
quency generation (DFG) in a b-barium borate (BBO) crystal. The DF seed was
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then amplified in a two-stage optical parametric amplifier (OPA) based on BBO in
type II configuration pumped by the remaining fraction of the fundamental 800-nm
laser source. The amplified DF pulses had an energy of 1.6 mJ and a nearly
transform limited pulse duration of about 18 fs [12].

Due to the DFG process, these pulses are intrinsically CEP stabilized. CEP
stability has been demonstrated, with a residual rms fluctuation of the order of
200 mrad [13], as displayed in Fig. 6.1. The carrier wavelength of the IR pulses
could be tuned, by changing the OPA phase-matching configuration, between 1.4
and 1.6 lm without significantly affecting pulse duration and energy.

6.2.2 Hollow-Fiber Compression Technique

High-repetition rate, few-cycle pulses are routinely generated in several laboratories
by using external pulse compression techniques. In particular, a powerful method for
the generation of millijoule-level, sub-6-fs light pulses is the hollow fiber com-
pression technique [14], in combination with ultrabroadband dispersion compen-
sation. Such compression technique is based on the propagation of intense laser
pulses in dielectric capillaries filled with noble gases. Owing to nonlinear effects
occurring during propagation, the pulses undergo spectral broadening; optical
compression is then achieved by a dispersive delay line. Wave propagation along
hollow fibers can be thought of as occurring by grazing incidence reflections at the
dielectric inner surface. Since the losses caused by these reflections greatly dis-
criminate against higher order modes, only the fundamental mode, with large and
scalable size, will be transmitted through a sufficiently long fiber [15]. In 1996 the
hollow-fiber compression technique was first demonstrated using 140-fs, 0.66-mJ
pulses from a Ti:sapphire laser system [14]. Pulses as short as 10 fs, with an energy
up to 0.24 mJ were generated. In 1997 20-fs pulses have been compressed to 4.5 fs

Fig. 6.1 Sequence of
interferograms acquired with
a f-to-2f interferometer,
showing the stability of the
CEP of the pulses at the
output of the near-infrared
OPA described in the text.
(Adapted from [13])
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by using spectral broadening in a krypton-filled capillary and by using a dispersive
delay line based on chirped mirrors and two pairs of fused silica prisms of small apex
angle [16]. Scaling the input energy to higher values, the generation of sub-10-fs
pulses at the sub-terawatt peak power level was also demonstrated. Sub-5-fs pulses
with hundreds of microjoules energy have been generated using a tapered hollow
fiber (input diameter 0.5 mm, output diameter 0.3 mm) and a set of ultrabroadband
chirped mirrors [17]. The hollow-fiber technique has been extended also to the sub-
4-fs regime: in 2003 pulses as short as 3.8 fs have been generated by using two gas-
filled hollow fibers and ultrabroadband dispersion compensation by using a liquid–
crystal spatial light modulator [18].

Recently, 5-fs pulses with an energy up to 5 mJ (1-TW peak power) have been
obtained [19] by using a hollow fiber with a pressure gradient [20]. In this case the
gas pressure inside the fiber increases from zero at the entrance to the maximum at
the output of the fiber. In order to increase the energy throughput of the setup,
chirped pulses have been injected into the hollow fiber filled with helium. Due to
the excellent spatial beam characteristics at the output of the hollow fiber, such
beam has been focused to a nearly diffraction-limited spot size without the need of
wavefront correction, with an estimated peak intensity of 5 9 1018 W/cm2. Cir-
cularly polarized pulses have been also used at the input of a gas filled hollow fiber
[21]: circular polarization lowers both the ionization rate and the nonlinear
refractive index.

6.2.3 High-Energy Pulse Compression by Using Gas
Ionization

Another technique recently proposed and implemented for the compression of
high-energy femtosecond pulses is based on the use of fast gas ionization in a
hollow fiber [22]. 40-fs pulses with an energy of 70 mJ were focused into a 40-cm-
long hollow fiber with a 420-lm inner diameter. Upon increasing the pressure of
the gas (helium) inside the capillary upto a few millibars, a significant blue-shift
and broadening of the spectrum were observed. The use of gas at very low pressure
prevents self-focusing limitations. Assuming a one-dimensional geometry, the
instantaneous angular frequency of the pulse after propagation through an ionizing
gas of length L is given by the following expression [23]:

x tð Þ ¼ x0 �
x0

c

ZL

0

on t; zð Þ
ot

dz ð6:1Þ

where: x0 is the central angular frequency of the input pulse, z is the propagation
coordinate, t the time and n is the plasma refractive index:
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n2 t; zð Þ ¼ 1� neðt; zÞ
nc

ð6:2Þ

with ne the free electron density and nc the critical density. Due to the ultrafast
temporal evolution of tunnel ionization and to the large plasma dispersion, large
spectral broadening can be obtained at low gas pressure and relatively short
interaction lengths. The bandwidth increases up to 107 nm at 8 mbars. The output
pulses were compressed by using chirped mirrors with negative dispersion. Pulses
as short as 11.4 fs with an energy of 13.7 mJ were obtained.

6.3 Active and Passive Stabilization of the CEP
of Femtosecond Pulses

In the case of few-optical-cycle pulses the CEP value is a particularly important
parameter, crucial for the generation of isolated attosecond pulses. The pulse-to-
pulse variation of the CEP value can be tracked and stabilized by using a f-to-
2f interferometer [24–26]. The spectrum of the pulse is first broadened to a full
octave (e.g., by using a photonic crystal fiber) and the heterodyne beat between the
frequency doubled low frequency spectral components and the high frequency
components, which corresponds to the offset frequency, is detected and used for
active phase stabilization. The amplification process and the beam pointing fluc-
tuation introduce a slow CEP drift [27], which can be monitored using a second f-
to-2f nonlinear interferometer. To this purpose a small fraction of the amplified
beam is focused on a sapphire plate for the generation of an octave-spanning
spectrum by self-phase modulation. The interference between the high-frequency
portion of the broadened spectrum and the frequency-doubled light is then mea-
sured using an optical multichannel analyzer. The position of the interference
fringes depends on the pulse CEP and can be used to extract the CEP drift, using a
Fourier-transform-based algorithm. The residual slow CEP drift can be corrected
using a second feedback loop.

A different technique has been recently implemented for the active stabilization
of the CEP, the feed-forward method [28]. The idea at the basis of this method is
simple and effective (see Fig. 6.2). The laser beam is divided into two beams by
diffraction off the index grating in an acousto-optic frequency shifter (AOFS). The
zero-order beam is used to measure the CEP frequency fCE ¼ fruCE=2p, where fr is
the laser repetition frequency and uCE is the phase difference, per round-trip,
between carrier and envelope inside a femtosecond oscillator. The frequency comb
in the Bragg diffracted first-order beam is shifted by the driver frequency fRF . If
fRF ¼ fCE tð Þ, the frequency comb in the first-order beam is down-shifted to zero
offset, thus corresponding to a train of laser pulses with the same electric field
evolution. By using this method a residual phase jitter of 20 mrad has been
achieved, corresponding to a timing jitter of only 8 as between carrier and
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envelope [29], and with a RMS phase error of less than 50 mrad over 10 h of
operation [30].

It is also possible to use passive techniques for the stabilization of the CEP, as
already mentioned in Sect. 2.1. Phase-stable pulses can be produced by DFG if the
two pulses undergoing the DFG process have the same CEP drift / (i.e., /2 ¼
/þ c2; /3 ¼ /þ c3; where c2 and c3 represent constant phase contributions). In
this case the CEP of the pulse at the difference frequency (DF) is given by
/1 ¼ /3 � /2 � p=2 ¼ c3 � c2 � p=2 ¼ const., i.e., the phase fluctuations are
automatically cancelled in a passive, all-optical way [31].

6.4 Generation of Isolated Attosecond Pulses

In this section we will briefly review various methods used in the last few years for
the generation of isolated attosecond pulses, based on temporal gating of the
harmonic generation process [32]. The basic idea is pictorially displayed in
Fig. 6.3. A femtosecond driving field generates a train of attosecond pulses,

Fig. 6.2 Basic idea of the direct feed-forward method for stabilization of CEP introduced by
Koke et al. [28]. The comb modes in the zero-order transmitted beam are unaffected, while each
frequency of the diffracted beam is shifted by the input frequency of the acousto-optic frequency
shifter (AOFS). (Adapted from [28])
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separated by half an optical cycle, T0=2: isolated attosecond pulses can be gen-
erated using a temporal gate, which confines the XUV generation process to a
short window, whose temporal extensions depends on the separation between
consecutive attosecond pulses.

6.4.1 Polarization Gating

6.4.1.1 One-Color Polarization Gating

The polarization gating method is based on the temporal modulation of the
polarization state of the driving pulses isolated attosecond pulses [33–35]. Two
birefringent plates can be used to generate a driving field characterized by almost
linear polarization in a temporal window shorter than the separation between two
consecutive attosecond pulses, as first proposed by Tcherbakoff et al. [36]. A first
multiple-order quarter wave-plate introduces a temporal delay, s, between the
ordinary and extraordinary field components. The angle a between the axes of the
plate and the incident polarization direction is usually set to a = 45�. The second
plate is a zero-order quarter wave-plate, with axis forming an angle b with respect
to the polarization direction of the incident beam. When b = 0� the second plate
transforms the linear polarization into circular and vice versa and a short temporal
gate of linear polarization can be obtained. The temporal gate of almost linear
polarization, defined as the temporal interval during which the ellipticity modulus
is smaller than the threshold value eth (corresponding to the ellipticity value for
which harmonic conversion efficiency is decreased by half), can be written as:

sg ¼
eths2

p

s cos 2bð Þj j ln2
ð6:3Þ

where sp is the pulse duration. By applying this temporal gating scheme, in
combination with 5-fs driving pulses with stable CEP, the generation of isolated
attosecond pulses at 36-eV photon energy, with a duration of 130 as has been
demonstrated in 2006 [35]. In this experiment the first quartz plate was 181 lm-
thick, thus splitting the incoming linearly polarized pulse in two orthogonally
polarized pulses separated by s = 5.8 fs, the second one was a zero-order quarter

Fig. 6.3 Basic idea of the
temporal gating technique for
the generation of isolated
attosecond pulses. (Adapted
from [32])
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wave-plate. It has been demonstrated that the temporal and spectral characteristics
of the XUV radiation generated by using the polarization gating scheme can be
easily shaped by rotating the birefringent plates used to achieve the temporal gate.
In particular, in the case of isolated attosecond pulses it is possible to tune the
XUV radiation in a relatively broad spectral range by rotating the first plate [37].

6.4.1.2 Double Optical Gating

The use of a two-color driving field for the generation of high-order harmonics
allows one to break the symmetry of the process, so that a train of attosecond
pulses separated by a complete optical cycle of the fundamental radiation can be
produced, as shown in Fig. 6.4 [38].

The combination of a two-color field, produced by the combination of the
fundamental radiation and its second harmonic, with the polarization gating
technique (double-optical gating, DOG) allows one to generate isolated attosecond
pulses starting from longer driving pulses [39]. The added second harmonic field in
the DOG scheme also reduces population depletion caused by the leading edge of
the driving field. The collinear configuration of DOG requires two quartz plates
and a b-barium borate (BBO) crystal, as shown in Fig. 6.5a: the first quartz plate
creates two delayed replica of the incoming pulse with perpendicular polarizations;
the optical axis of the second quartz plate and the BBO are aligned and form an

Fig. 6.4 Basic idea of the
temporal gating technique for
the generation of isolated
attosecond pulses by using a
two-color driving field.
(Adapted from [32])

Fig. 6.5 Basic experimental
setups for the generation of
isolated attosecond pulses
using a the double-optical
gating and b the generalized
double-optical gating
techniques. (Adapted from
[32])
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angle of 45� with respect to the axis of the first plate. They work together as a
quarter wave plate to create a polarization which varies from circular to linear and
back to circular. In contrast to the usual polarization gating configuration, the first
plate thickness is set to obtain a polarization gate with a duration of one full optical
period of the fundamental field. As a result, the longest pulse duration which can
be used for generating single attosecond pulses with DOG is almost two times
larger compared to the one used by conventional polarization gating. Pulses as
short as 107 as have been obtained by using this method [40].

6.4.1.3 Generalized Double Optical Gating

This two-color polarization gating technique can be extended to longer driving
pulses by introducing the generalized double optical gating (GDOG) method [41].
The idea is to create a driving field having a polarization which varies from
elliptical to linear and back to elliptical with an ellipticity e. It is possible to
demonstrate that in these conditions the width of the temporal gate sg is given by:

sg ¼ e
eth s2

p

s ln2
ð6:4Þ

where eth is the threshold ellipticity, s is the delay, and sp is the input pulse
duration. It is possible to demonstrate that the field strength before the gate is
lower for GDOG than for DOG, thus allowing a strong reduction of population
depletion even for very long laser pulses. The GDOG experimental setup is similar
to the DOG one, as shown in Fig. 6.5b: a fused silica Brewster window is placed in
between the two plates in order to create the desired ellipticity by rejecting half of
the driving pulse. By applying the GDOG method, isolated attosecond pulses with
a duration of 148 as have been generated by using 28-fs driving pulses [41].

6.4.2 Ionization Gating

The role of ionization in the generation of attosecond pulses has been theoretically
studied in several works [42–44], and experimental investigated in the case of 8-fs
[45] and 15-fs [46] driving pulses. In the case of high-intensity driving fields the
plasma density rapidly increases on the leading edge of the pulse, thus creating a
phase mismatch responsible for the suppression of HHG for all later half-cycles.
Even if the excitation intensity is not high enough to create a temporal gate as
narrow as required to select a single attosecond pulse, the ionization gating can be
used in combination with bandpass filtering to overcome this problem [46, 47].
Recently a different approach based on the combined action of complete popu-
lation depletion and spatial filtering of the XUV beam has been implemented for
the generation of isolated attosecond pulses with duration down to 155 as and
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energy in the nanojoule range [48]. 5-fs driving pulses with stable CPE and peak
intensity of 2.3 9 1015 W/cm2 have been used for XUV generation in xenon.

The physical mechanisms at the basis of this temporal gating is related to the
temporal evolution of the gas ionization. The fast depletion of the neutral atom
population induced by the intense and ultrashort driving pulse leads to the con-
finement of the generation process to a single contribution in correspondence to the
leading edge of the excitation pulse. A theoretical calculation based on the Am-
mosov, Delone and Krainov (ADK) theory [49], clearly indicates a strong
dependence of the temporal evolution of the ionization rate on the CEP value of
the driving field. This dependence strongly affects the shape of the temporal gate,
thus leading to the production of isolated attosecond pulses or a couple of atto-
second bursts depending on the CEP value.

6.4.3 Two-Color Gating with Infrared Pulses

The maximum photon energy achievable in the HHG process is given by
hm = Ip ? 3.17 Up, where Ip is the ionization potential of the neutral atom and Up

is the ponderomotive energy, which turns out to be proportional to k0
2I, where k0 is

the wavelength of the driving field and I is the excitation intensity. For this reason
parametric sources operating in the IR have been developed to extend the har-
monic emission up to keV energies [50–52]. However, the main drawback of using
longer wavelength is the reduction of the harmonic yield expected to decrease as
k-6 [53, 54].

The first demonstration of an efficient generation of an XUV continuum by
using a two-color excitation obtained by mixing 0.8 and 1.45-lm pulses has been
reported by Calegari et al. [55]. Figure 6.6 shows the harmonic spectrum generated

Fig. 6.6 XUV spectra
generated in argon as a
function of the temporal
delay between the 0.8 and
1.45-lm pulses. (Adapted
from [55])
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in Argon as a function of the delay between the two-color pulses. At zero delay the
harmonic emission is dramatically extended and the harmonic spectrum becomes
continuous, while when the two pulses do not overlap in time the harmonic
spectrum is dominated by the 0.8-lm component. In this experiment the role of the
IR pulse is to significantly extend the harmonic emission to higher photon ener-
gies, whereas the intense 0.8-lm pulse improves the conversion efficiency of the
process. In 2010 Takahashi and co-workers demonstrated that continuous XUV
spectra can also be obtained by mixing an 800-nm, 30-fs pulse with a 1300-nm,
40-fs pulse [56]. The idea is to combine long driving pulses in order to relax the
constraint on the CEP stabilization of the source. Moreover the synthesized field
significantly reduces the ionization probability in the multiple-cycle region, thus
allowing to efficiently generate intense attosecond pulses from the neutral medium.

6.5 Attosecond Metrology

A very powerful method for the temporal characterization of attosecond pulses is
based on the use of an IR streaking pulse with stable CEP. The basic idea of the
measurement, schematically showed in Fig. 6.7 is the following: the attosecond
pulse ionizes a gas, by single photon absorption, thus generating an attosecond
electron pulse, which, far from any resonance, is a perfect replica of the optical
pulse. The conversion of the XUV pulse into an electron wavepacket is obtained in
the presence of a streaking IR pulse, whose electric field acts as an ultrafast phase
modulator on the generated electron wavepacket. The evolution of the photo-
electron spectra as a function of the delay, s, between the attosecond and the IR
pulses allows one to retrieve the temporal intensity profile and phase of the XUV
pulses and the electric field of the IR pulse. This technique has been called Fre-
quency Resolved Optical Gating for Complete Reconstruction of Attosecond
Bursts (FROG CRAB) [58].

A simple expression of the transition amplitude av is the following [58, 59]:

av sð Þ ¼ �i
Z1

�1
dt eiu tð Þdp tð Þ EXðt � sÞ ei WþIpð Þt ð6:5Þ

where EX(t) is the electric field of the XUV pulse; s is the temporal delay between
XUV and IR pulses, W = v2/2 is the final kinetic energy of the electron (in atomic
units); Ip is the atom ionization potential, p(t) = v ? A(t) is the instantaneous
kinetic momentum, A(t) is the vector potential of the IR field, dp(t) is the dipole

Fig. 6.7 General scheme for
the measurement of the
duration of attosecond pulses
by using a streaking pulse.
(Adapted from [57])
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transition matrix element from the ground state to the continuum with kinetic
momentum p(t) and u(t) is the temporal phase modulation imposed by the IR field
to the electron wavepacket, d � EX(t), generated by the attosecond pulse in the
continuum. It is possible to demonstrate that the photoelectron spectra |av(s)|2 as a
function of the delay between the XUV and IR pulses contains all the information
required for a complete reconstruction of the temporal characteristics of both the
attosecond XUV pulse and the IR streaking pulse, and can be seen as a FROG
trace. The frequency-resolved optical gating (FROG) is a well known technique
used for complete temporal characterization of ultrashort light pulses [60]. In a
FROG measurement the pulse to be characterized is divided into temporal slices
by using a proper gate pulse. The FROG trace, S(x, s), is given by the evolution of
the spectra of such temporal slices, measured as a function of the delay s between
the pulse to be measured, with electric field E(t), and the gate pulse, G(t), which
can be an amplitude or a pure phase gate:

Sðx; sÞ ¼ Z1

�1
dt G tð ÞEðt � sÞ eixt

�����

�����
2

ð6:6Þ

Comparing (6.6) and (6.5) it is evident that the FROG CRAB trace |av(s)|2 can
be considered as a FROG spectrogram of the electron wavepacket generated by the
attosecond pulse, with a phase gate G(t) = eiu(t). In order to retrieve the temporal
phase and intensity profile of the attosecond pulse it is possible to use various
iterative algorithms, such as the principal component generalized projection
algorithm (PCGPA) [61].

Figure 6.8 shows the FROG CRAB experimental trace corresponding to an
isolated attosecond pulse with a duration of 130 as, close to the transform-limited
value. The trace follows the temporal evolution of the vector potential of the
streaking pulse (5-fs pulse with stable CEP). Due to the almost negligible chirp of
the pulse, the bandwidth of the photoelectron spectra is almost constant in the
whole range of temporal delays of the measurement [35].

Fig. 6.8 Experimental
FROG CRAB trace
corresponding to a 130-as
isolated pulse. (Adapted from
[35])
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6.6 Application of Isolated Attosecond Pulses to Molecular
Physics: Electron Localization in D2

In various molecular processes the time scale relevant for chemistry is set by
electronic motion, which can precede any motion of the nuclei: this is the case
when the motion of an electron or a hole along a molecule is the crucial step in the
process. Biophysics offers several examples where charge transfer plays a crucial
role, such as photosynthesis and various chemical reactions in large peptides and
proteins. Theoretical studies have pointed out that very efficient charge transfer
can be driven by purely electronic effects, which precede any rearrangement of the
nuclear skeleton and which can evolve on a temporal scale ranging from few
femtoseconds down to tens of attoseconds [62–64].

This charge dynamics, driven by electron correlations, has been referred to as
charge migration. The process is initiated by the generation of a non-stationary
electronic state, for example by sudden removal of an electron from a neutral
molecule, giving rise to a coherent superposition of electronic states of the
resulting cation, which corresponds to the generation of an electron wavepacket
migrating along the molecular backbone. A non-stationary state can be generated
also by exciting at least two electronic states of the neutral molecule by using a
light pulse characterized by a bandwidth wider in energy than the energy differ-
ence between the two states. Extremely fast temporal dynamics can be found even
in complex bio-molecules.

As a proof-of-principle for the investigation of sub-femtosecond electron
dynamics in molecules, the electron localization process in D2 and H2 molecules
after excitation by isolated attosecond pulses has been investigated [65]. The idea
at the basis of the measurement is sketched in Fig. 6.9: the attosecond pump pulse
removes one electron from the molecule and the remaining electron undergoes a
rearrangement; subsequently the molecule dissociates during the interaction with
the IR probe pulse. This allows one to examine how the electron charge distributes
itself between the two fragments: since one electron is missing, one fragment will
be neutral and the other positively charged. Upon measuring, as a function of the
temporal delay between pump and probe pulses, the angular distribution of the
ionic fragment it is possible to follow the migration process of the electron
remaining on the neutral fragment. The kinetic energy and angular distribution of
H+ and D+ ionic fragments were measured as a function of the temporal delay

Fig. 6.9 Measurement of
electron localization in D2

molecules after ionization by
isolated attosecond pulses
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between the XUV pump and a 6-fs, IR pulse with stable CEP. The attosecond
excitation leads to dissociative ionization of the molecule, following various
pathways [66]. The kinetic and angular distributions of the H+ and D+ ions were
measured using a velocity map imaging spectrometer for different delays between
the attosecond pulse and the synchronized IR pulse. Particularly interesting is the
measured temporal evolution of the asymmetry parameter, reported in Fig. 6.10,
defined as:

AðEk; sÞ ¼
NL Ek; sð Þ � NR Ek; sð Þ
NL Ek; sð Þ þ NR Ek; sð Þ ð6:7Þ

where NL(Ek, s) and NR(Ek, s) are the numbers of ions arriving within 45� of the
polarization axis on the left-and, respectively, right-hand sides of the detector. This
parameter is directly associated with the electron localization process after the
photoionization process initiated by the attosecond excitation. The asymmetry map
presented in Fig. 6.10 shows a complex pattern characterized by a dependence on
the delay s and the ion kinetic energy and oscillates with a period given by the
optical field period T0 of the IR pulse.

The measurement demonstrates that the use of CEP-stabilized pulses allows one
to control the direction in which the electron is emitted when dissociation is
completed. Due to the large bandwidth of the XUV pulses, various mechanisms
can lead to the coupling of states of different parity, required for the observation of
an asymmetry. In particular two main processes were identified. The first one
closely resembles the mechanism discussed in [67], based on IR-induced coupling
between the 2pru and 1srg states when molecular dissociation occurs. In this
mechanism the initial wavepacket dissociates along the 2pru state and the IR field
arriving after the XUV pulse couples this state with the 1srg giving rise to the
electron localization. This mechanism characterizes the asymmetry evolution
when the IR pulse arrives after the XUV. The second localization process char-
acterizes the asymmetry around the delay s = 0 (i.e. for temporally overlapping
pulses) and involves the autoionizing states of the Q1 series. Without IR field the
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XUV pulse can ionize the molecule to the 2pru leading to the emission of an
electron characterized by an s-wave. At the same time the attosecond pulse can
excite one state of the Q1 series, triggering the dissociation of the neutral molecule.
After few femtoseconds the molecule can autoionize projecting the nuclear wave
packet on the 1srg and ejecting an electron characterized mostly by a p-wave. The
IR field redistributes the emitted photoelectron associated to the direct ionization
among several angular momentum (including a p-wave contribution); in this way
the two paths lead to a coherent superposition of mixed-parity states for the same
ion kinetic energy and for the same angular momentum of the outgoing electron.

6.7 Conclusions

Attosecond pulses are unique tools for the investigation of important physical
processes in atoms, molecules, mesoscopic systems and solids, where the
dynamics of the electron play a crucial role. In this work, various techniques for
the generation, temporal characterization and application of isolated attosecond
pulses have been discussed.
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Chapter 7
Laser Interactions for the Synthesis
and In Situ Diagnostics of Nanomaterials

David B. Geohegan, Alex A. Puretzky, Mina Yoon, Gyula Eres, Chris
Rouleau, Kai Xiao, Jeremy Jackson, Jason Readle, Murari Regmi,
Norbert Thonnard, Gerd Duscher, Matt Chisholm and Karren More

Abstract Laser interactions have traditionally been at the center of nanomaterials
science, providing highly nonequilibrium growth conditions to enable the syn-
thesis of novel new nanoparticles, nanotubes, and nanowires with metastable
phases. Simultaneously, lasers provide unique opportunities for the remote char-
acterization of nanomaterial size, structure, and composition through tunable laser
spectroscopy, scattering, and imaging. Pulsed lasers offer the opportunity, there-
fore, to supply the required energy and excitation to both control and understand
the growth processes of nanomaterials, providing valuable views of the typically
nonequilibrium growth kinetics and intermediates involved. Here we illustrate the
key challenges and progress in laser interactions for the synthesis and in situ
diagnostics of nanomaterials through recent examples involving primarily carbon
nanomaterials, including the pulsed growth of carbon nanotubes and graphene.

7.1 Introduction

The special properties of nanomaterials originate from size-dependent atomic
configurations that often result in a departure of electronic band structure,
chemical reactivity, and physical properties from their bulk counterparts [1].
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Under equilibrium synthesis conditions, thermodynamic energy barriers severely
constrain the number of configurations and structures that can occur [2]. However,
numerous metastable configurations can emerge during synthesis as a result of
competition between thermodynamic and kinetic pathways [3]. Non-equilibrium
growth methods can overcome the thermodynamic energy barriers for metastable
nanostructure formation, and are important tools for materials discovery.

Laser interactions with materials provide remarkably versatile nonequilbrium
conditions for nanomaterials synthesis. Laser vaporization of solid targets, for
example, typically results in stoichiometric material removal, plasma formation
(Te * 1–10 eV), and translational kinetic energies up to *100 eV [4, 5]. Spatial
confinement of these reactants using a background gas can provide the time,
temperature, and fluxes of reactants necessary for the formation of nanostructures
with metastable phases. In carbon nanomaterials, as shown in Fig. 7.1 for example,
a great variety of nanostructures may emerge depending upon the nucleation and
growth pathways induced by this spatial confinement. Various allotropes of carbon
can be formed depending on the growth times and temperatures provided by the
spatial confinement, including fullerenes, [6] carbon nanohorns [7, 8], nanodia-
mond [9], graphene [10], and carbon nanotubes [11]. For other materials, a great
variety of nanoparticles, crystalline nanorods, nanotubes, planar materials, and
curved structures can similarly be obtained under such nonequilibrium growth
conditions [12]. Metal catalysts introduced into the reactant mixture can greatly
alter the product distribution by lowering reaction barriers in chemical reactions.
As a result, metal catalyst-assisted chemical vapor deposition is often explored to
duplicate a subset of the nanomaterials (such as single wall nanotubes (SWNTs),
silicon nanowires (SiNWs), etc.) discovered by laser vaporization.

However, as indicated in Fig. 7.1, understanding and controlling the growth
processes that determine the atomic structure of different forms of nanostructures

Fig. 7.1 Schematic of the synthesis of nanomaterials from nonequilibrium, pulsed laser-induced
process such as laser vaporization of a target into atoms and molecules. A great variety of
nanoparticles, crystalline nanorods, and polymorphs (e.g., for carbon, nanohorns, nanotubes,
graphene, etc.) are energetically possible, both with and without catalyst-assistance, depending on
the nucleation and growth of intermediate, ultrasmall building blocks and subsequent growth
kinetics
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remains a fundamental grand challenge [13] for nanoscience. Can laser interac-
tions reveal the nuclei and ultrasmall building blocks that form the basis for the
growth and assembly of larger nanostructures? Can pulsed laser interactions reveal
the timescales for their formation? Answering these questions requires real-time
diagnostics of the growth environment and nanostructure formation. Through
time- and spatially-resolved plasma spectroscopy, the concentrations of atomic
and molecular reactants as well as plasma temperatures can be remotely deter-
mined in situ (see [4, 5]). Moreover, through optical spectroscopy, the size and
structure of many nanostructures can be remotely determined, as well as their
evolution in size and concentration. Therefore, valuable kinetics information can
be inferred which can be used to model nucleation and growth kinetics, and from
which the presence of reactive intermediates may be inferred. A major challenge
remaining for laser interactions with materials is the development of laser-based,
real-time diagnostics that can identify the ultrasmall building blocks and reactive
intermediates in situ.

In this chapter, current challenges in laser interactions with materials for both
synthesis and in situ diagnostics of nanomaterials growth processes will be illus-
trated with an emphasis on carbon nanomaterials. The evidence for ‘‘ultrasmall
building blocks’’ in nanomaterials growth will be examined through a review of
both high- and low-temperature nanomaterials synthesis processes, including laser
vaporization and chemical vapor deposition.

7.2 Cluster and Nanoparticle Growth in Pulsed
Laser Vaporization

Pulsed laser vaporization (PLV) of targets using nanosecond lasers typically
results in an energetic plasma plume that can penetrate moderate pressure back-
ground gases with sufficient deposition rate for the pulsed laser deposition (PLD)
of thin films (pressures typically \300 mTorr for reasonable distances of
5–10 cm). As indicated in Fig. 7.2a, atoms and molecules comprise the principal
components of the ablation plume arriving at the substrate in vacuum. However, as
the background gas pressure is raised, the plasma plume is slowed and confined,
leading to the condensation of clusters and nanoparticles as shown in Fig. 7.2b.
Under these conditions, the film morphology can completely change.

Measurements of the ion flux penetrating through different background gas
pressures reveals that material is scattered from the plume in accordance with
Beer’s law with an elastic scattering cross section *1 9 10-16 cm2, with material
from the initial shifted center of mass Maxwell–Boltzmann distribution disap-
pearing exponentially with background gas pressure or distance [14]. At particular
distances and pressures, some fraction of the initial ‘vacuum’ distribution of ions
can still be detected while a second, delayed component of material arrives much
later in time [15]. This situation is illustrated in Fig. 7.2d for the case of ZnTe
target ablation into background nitrogen gas [16]. At a distance of 10 cm from the
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target, the initial vacuum distribution of ions arriving to the substrate is labeled
‘‘1’’, while the time-dependence of ions arriving through 30 mTorr N2 shows two
components, a fast component labeled ‘‘1’’ and a slowed component labeled ‘‘2’’.
This ‘‘plume-splitting’’ phenomenon is a special circumstance which is difficult to
detect using plume imaging alone because the fast ‘vacuum’ component at the
front of the plume represents that material which has penetrated the background
gas without collisions. This fast component is far less bright in comparison to the
delayed second component, where collision-induced fluorescence resulting from

Fig. 7.2 a Gated-ICCD images of laser plasma plumes for PLD in vacuum, b 100 mTorr, and
swirling clouds of aggregated nanoparticles at c 150 Torr (Rayleigh scattered light from a second
laser sheet). Corresponding schematics show that PLD growth on a substrate changes results from
atoms and molecules in vacuum, and an increasing fraction of clusters and nanoparticles in higher
pressure background gases. The resulting synthesized structures can be varied from a smooth
epitaxial films (e.g. TiO2), to b columnar nanoparticle assembles (e.g. TiO2), to c crystalline
nanorods (e.g. SnO2 on Au/Si). d Ion probe current pulses (center panel) measured at d = 10 cm
from a ZnTe target in background pressures ranging from 0 to 100 mTorr N2 show corresponding
evolution of 3 plume components: (1) atoms and molecules, (2) atoms and molecules ? clusters,
(3) clusters and nanoparticles. Corresponding images at two times in 100 mTorr show the
position of the third component of the plume at Dt = 50 ls (left) and at Dt = 400 ls (right) after
laser ablation relative to d = 10 cm (red dashed line) [(d) from 16]
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slowed atoms and molecules condensing into a ‘shock front’ can become very
bright. Despite the fact that this highly visible component of the plume is often
used to track the apparent propagation of the plume propagation (using, shock,
drag, or other models which assume hydrodynamic propagation) the successful
description of plume splitting which takes into account both components of the
plume involves a scattering model formalism [17]. Plume splitting is a general
phenomenon which has been successfully described using a single elastic scat-
tering cross section for both atoms propagating into lighter, or heavier, gases [18].

At longer distances, this second component can be seen to split into yet another,
third component labeled ‘‘3’’ in Fig. 7.2d. This component corresponds to larger
nanoparticles and nanoparticle aggregates which retain some charge from the
plasma. Photoluminescence from neutral nanoparticles and their aggregates can be
induced by a second, delayed laser pulse as shown in the two images in Fig. 7.2d
[19]. Thus, at low pressures and different distances from the target, mixtures of fast
atoms and molecules with clusters can be replaced with a flux composed of nearly
entirely nanoparticles and their aggregates. We label this nanoparticle assisted
PLD (NA-PLD) in Fig. 7.2b.

At higher pressures, the plume condenses rapidly into nanoparticles, which
aggregate and become trapped in sharp vortex rings [20], a cross-section of which
is shown in Fig. 7.2c. With metal catalyst-doped targets, a great variety of
semiconductor nanowires, nanorods, and nanotubes can be grown while this
material is suspended at high temperatures within a tube furnace, although the
process is typically referred to as a VLS, or vapor–liquid–solid process [12].
Evidence suggests that small clusters and ultrasmall nanoparticles dominate the
‘‘vapor’’ in such catalyst-assisted growth processes. This can be explicitly dem-
onstrated, as indicated in Fig. 7.2c, by directing preformed nanoparticles as the
feedstock for the growth of nanowires on substrates. In Fig. 7.2c SnO2 nanowires
are shown growing from Au catalyst nanoparticles at their tips, demonstrating that
the aggregated nanoparticles in 150 Torr background Ar following SnO2 target
ablation can serve as feedstock to nucleate and grow nanowires on a substrate
within a tube furnace in a nanoparticle-assisted chemical vapor deposition (CVD)
process. Similarly, imaging of ZnO ablation at high pressures was used to dem-
onstrate that crystalline ZnO nanorods can be grown by nanoparticle-assisted PLD
without the use of any metal catalyst layer [21]. Hence, the role and dynamics of
small nanoparticles as ‘‘building blocks’’ in the assembly of crystalline thin films
and nanostructures remains a key question for in situ diagnostic experiments.

7.3 Characterization and Modeling of Ultrasmall
Nanoparticle ‘‘Building Blocks’’

What determines the size, shape, stoichiometry, and crystallinity of nanostructures
formed within the laser plume? Spatial confinement of the plume, time, and
temperature determine the synthesis conditions for the thermalization and
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condensation of atoms and molecules into clusters and nanoparticles. This has
been modeled for the idealized isentropic expansion of a plume into vacuum [22],
however the dynamics of plume expansion into background gases plays a major
role in the adjustment of these parameters. As described above, the standard
hydrodynamic models for plume expansion do not accurately describe low-pres-
sure plume expansions where a scattering formalism is more appropriate.

Only recently, with the advent of aberration-corrected atomic-resolution
transmission electron microscopy, have such views of the atomic structure of
ultrasmall nanoparticles (UNPs, diameters \3 nm) become available. Figure 7.3a,
b show high resolution TEM and atomic-resolution Z-contrast scanning TEM
images of TiO2 nanoparticle aggregates collected on TEM grids under ablation of
a TiO2 target into low-pressure, room temperature background argon. Such
HRTEM and EELS data of TiO2 UNPs show that the individual nanoparticles are
typically crystalline (see Fig. 7.3a and b) with structures that do not match those of
known bulk phases. It is quite likely that such nanoparticles, which are formed
under highly nonequilibrium conditions, are energetically metastable. In addition,
the high fraction of surface atoms leads to undercoordinated bonding and ener-
getically active surfaces. The chemistry induced by such surfaces may facilitate
the oriented attachment of the particles [23, 24].

Identifying and classifying unknown phases of ultrasmall metastable nanopar-
ticles is extremely challenging, and requires new computational approaches that
are capable of rapidly surveying the energy landscape of a wide range of nano-
particle morphologies and structures. However, most atomistic studies of ultra-
small nanoparticle structure have assumed a known bulk phase as a starting point,
which is then permitted to undergo relaxation at different temperatures [25–28].
Even with this limited approach, first principles modeling is currently computa-
tionally tractable only for nanoparticles with sizes \3 nm. Hybrid approaches
combining force-field potentials and first principles calculations are being devel-
oped to rapidly survey configuration space to identify unknown structures.

Figure 7.3c and d show three minimum-energy nanoparticle structures that
emerged from numerical simulations that began with 1 nm nanoparticles sculpted
from bulk anatase and rutile phases of TiO2, respectively. The structural stability
increases from left to right. Here a hybrid method using Monte Carlo (MC)
simulations and conjugate gradient (CG) optimization has been used. The total
energy is based on the Matsui–Akaogi force-field potential [29] for its relative
accuracy as compared to the ab initio methods. The technique’s accuracy was
verified against previously published results on small (TiO2)n systems (n = 1, 2,
and 3) based on ab initio approaches (quantum chemistry and density functional
theory) [30].

The results clearly demonstrate that the structural properties and the thermo-
dynamic stabilities of ultrasmall nanoparticles can be very different to their bulk
counterparts. For example, localized melting of 2-nm anatase is found to start at
just T = 500 K and persists until *T = 1,000 K, as compared to the bulk
melting point of *2,150 K, with regions of the nanoparticle starting first near the
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surface, then the tips. Such calculations provide a qualitative understanding of how
UNPs may serve as ‘‘building blocks’’ and integrate into larger nanoparticles or
crystalline nanorods under conditions found in Fig. 7.2 for pulsed laser vapori-
zation, NA-PLD, and nanoparticle assisted-CVD (NA-CVD).

Fig. 7.3 a Aggregated ultrasmall nanoparticles of titanium dioxide formed by PLV of TiO2 into
100 mTorr of O2. Yellow boxes indicate 2–3 nm crystalline domains. 100 mTorr. b AR-Z-STEM
image of a TiOx nanocrystal of an unknown phase. c, d Examples of several local minima
theoretically predicted for 1-nm c anatase and d rutile nanocrystals of TiO2 which have been
allowed to relax into metastable nanophases
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7.4 Carbon Nanostructure Synthesis in Laser
Vaporization

7.4.1 Fullerenes

Carbon exhibits a remarkable ability to self-assemble into a variety of novel
nanostructures within the highly non-equilibrium conditions of laser vaporization
plumes. Fullerenes are the early example of carbon clusters with magic numbers
that emerged from laser ablation of carbon and condensation in a background gas
[31] within specially constructed nozzle sources [32]. Theory and modeling have
shown that synthesis temperatures of *3,000 K are required to induce the cur-
vature necessary for the formation of fullerenes and other curved carbon nano-
structures, while synthesis temperatures of *1,000–2,000 K produce flat carbon
chain structures and sheets [33]. Pentagons necessary for fullerene curvature can
be viewed as local graphene defects, each costing *45 kcal/mol energy [34].
However, while the soccer-ball-shaped C60 molecule is relatively easy to produce
in the highly non-equilibrium conditions provided by laser ablation or electric arc
vaporization of pure carbon rods, for many years computer simulation of the
formation process failed to produce the structure of the stable fullerenes. For many
years, all of the many reaction pathways and models of fullerene formation were
based upon intermediate structures that were in thermodynamic equilibrium.
However hot carbon plasmas are far from equilibrium, and such equilibrium
models could not describe how such perfect, regular structures like C60 could
emerge in such numbers and with such consistency. (See [35] for a good review.)

More recently, Irle et al., considered the nonequilibrium assembly of C60 in hot
carbon vapor, proposing a dynamic fullerene self-assemby mechanism wherein a
great variety of superfullerenes are formed and then whittled down by the elimi-
nation of C2 molecules in a pathway termed the ‘‘shrinking hot giant road’’ [35].
Quantum chemical molecular dynamics (QM/MD) simulations of hot carbon
vapor revealed that linear, sp-hybridized carbon polyyne chains nucleate and then
assemble into rings, which then condense into curved carbon bowls, and finally,
closed irregular giant fullerenes. Following this ‘‘size-up’’ formation of giant
fullerenes, the model indicates that the high vibrational temperatures lead to
irreversible pop-out processes of C2 molecules or falloff of the weakly-bonded
linear antennae of carbon due to violent wagging and stretch vibrations, thereby
reducing the size and shape of the molecules toward ever-more circular and stable
molecules with fewer dangling bonds and sp2-bonded networks with less strain.
Thus, the emergence of stable carbon nanostructures from such a chaotic, non-
equilibrium environment was modeled to result from the formation and self-
assembly of intermediates into a large variety of products, followed by the ejection
of primarily C2 in an annealing period, toward more thermodynamically stable
structures [35].
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Of course, computational cost require that QM/MD simulations are performed
at artificially high temperatures for very short (typically picoseconds to nanosec-
onds) periods, whereas laser plasmas persist for times of microseconds to milli-
seconds. What are the actual times of formation of carbon nanostructures in the
high-temperature laser plasma plumes? To answer this question, time-resolved
in situ diagnostics have been employed and their application to understand the
catalyst-assisted synthesis of single-wall carbon nanotubes and the catalyst-free
assembly of single-wall carbon nanohorns will be summarized below. Additional
details have been summarized in other reviews [36].

7.4.2 Single-Wall Carbon Nanotubes

Figure 7.4 summarizes key aspects of the laser vaporization growth of single-wall
carbon nanotubes (SWNTs) and time-resolved diagnostic experiments. First, in
Fig. 7.4a a normal photograph taken within the 1,050 �C tube furnace shows the
glowing circular 1.000 carbon (with 1 wt. % each Ni, Co) target and many vortex
rings of laser vaporized material floating within the gently-flowing Ar gas, sil-
houetted against the black background. Each vortex ring results from confinement
of the ejecta from one laser pulse (laser running at 10 Hz in these experiments).
Confining the reactants into such small volumes for sufficient time for synthesis is
crucial for the self assembly of carbon chains and clusters as noted in the modeling
simulations above, and also for the catalyst-assisted growth of extended structures
like SWNTs, which can reach microns lengths during the 10-s of time these rings
remain within the hot growth zone of the furnace.

Time-resolved, in situ imaging and spectroscopy of laser vaporization plumes,
schematically illustrated in Fig. 7.4b, utilize a time-delayed sheet beam from a
second laser to induce laser-induced fluorescence from atomic or molecular spe-
cies (e.g., ground state Co atoms in Fig. 7.4c), laser induced blackbody emission
from clusters (e.g., C clusters in Fig. 7.4c), or Rayleigh scattering from aggregated
clusters (e.g., the vortex rings in Fig. 7.4g) [37, 38]. A time-delayed, gated,
intensified CCD-array detector with variable gate ([3 ns) is typically used to
capture images or optical spectra during, or at a well-defined delay with respect to,
the probe laser pulse. For example, in Fig. 7.4c, images taken through different
colored filters at Dt = 1.0, and 2.0 ms after the initial laser (vaporizing) pulse
revealed that molecular carbon disappeared by Dt = 1.0 ms and blackbody
emission from carbon clusters appeared. Within another millisecond, the vortex
ring trapping aggregated carbon clusters was well established. However, during
the same time period, ground state atomic Co was reaching its maximum popu-
lation at Dt = 1.0 ms (following relaxation of the hot laser plasma, not shown) and
just began to condense during the next millisecond. These measurements revealed
that carbon condenses into clusters first, relatively late in time and at extended
distances from the target, followed by the condensation of the metal atoms. Thus,
the raw feedstock for SWNT growth was condensed phase clusters of carbon and
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metal. Rayleigh scattering images of the propagating vortex rings (e.g., see
Fig. 7.4g) revealed that, depending upon the time spent within the hot furnace,
SWNTs grow over extended periods of time at rates of 1–5 lm/s. Stop-growth
experiments for times Dt *100 ms revealed only very short (\250 nm-long)
SWNTs as shown in Fig. 7.4h, meaning that the majority of SWNT growth occurs
for extended times (hundreds of milliseconds to seconds) [38]. The SWNT
products of this condensed phase catalyst-assisted growth are remarkably uniform.
Large bundles of SWNTs, shown in Fig. 7.4e, f are found to contain individual
SWNTs with remarkably narrow diameter distribution (1.2 ± 0.2 nm), despite a
large variety of catalyst nanoparticle diameters (2–20 nm). This mystery of
nucleation and growth persists, and will be contrasted with the broad diameter
distributions from low-temperature chemical vapor deposition growth described
below in Sect. 7.5.

Fig. 7.4 Summary of time-resolved, in situ diagnostic measurements of the laser vaporization
growth of SWNTs. a Digital photograph looking down a 1,050 �C (2.00 0) tube furnace along the
laser beam direction, showing a 1.00 0 C/Ni/Co target, focused Nd:YAG laser spot, and many
vortex rings wherein the ejecta within each laser pulse become trapped in the 500 Torr Ar
background pressure. b Schematic of the typical in situ diagnostic approach for imaging and
spectroscopy, including the option for a second, time-delayed laser sheet beam to probe the
plume. c, d Filtered, gated ICCD images of the expanding laser plume from the target at Dt = 1,
2 ms. Aggregated carbon clusters are observable in vortex dynamics by laser-induced blackbody
continuum radiation, while laser-induced ðkex ¼ 308 nmÞ fluorescence at 350 nm is used to
observe the ground-state Co atoms at the same times. e SEM and f TEM images of profuse
bundles of SWNTs collected after *10 s growth times under these conditions. g Gated ICCD
images of Rayleigh scattering from the vortex rings at the designated times inside a windowed
tube furnace obtained using a second, time-delayed laser. h Several individual SWNTs resulting
from time-restricted growth to \100 ms, each \100 nm long, protrude from \20 nm NiCo
nanoparticles which are embedded in unconvereted carbon. [(c) and (g) reproduced from [37, 38]
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7.4.3 Single-Wall Carbon Nanohorns

Like giant fullerenes, single wall carbon nanohorns (SWNHs) are hollow, single-
walled carbon nanostructures that are grown in the highly nonequilibrium condi-
tions of laser plasmas or electric arcs where pure carbon is vaporized into back-
ground gases. Discovered in 1999, [7] SWNHs are extended tubular structures
with conical, horn-shaped tips as shown in Fig. 7.5. As schematically diagrammed
in Fig. 7.5c, the individual SWNH units pack into agglomerates which are roughly
spherical in shape, with many protruding ends. They are formed efficiently in high
yields by high power laser vaporization into room-temperature background rare-
gas ambients. Diagnostics of the synthesis process, as shown in Fig. 7.5b, have
been performed to characterize the growth environment [39–41], and it has been
shown that SWNHs grow at *1 nm/ms growth rates (equivalent to the 1 lm/s
growth rate of SWNTs with catalyst-assistance) [42].

Recently, atomic resolution Z-contrast scanning transmission electron micro-
scope (AR-Z-STEM) images have revealed the atomic structure of carbon nano-
tubes, nanohorns, and graphene sheets—making it possible to directly observe

Fig. 7.5 a Z-contrast, Atomic resolution STEM images of single-wall carbon nanohorn with
attached graphene flakes. b Side-on images of plasma plumes used for SWNH growth by 10 ms-
long, 100 J pulses from a Nd:YAG (1,064 nm) laser on a C target in 1 atm. flowing Ar. c Roughly
spherical SWNH aggregate, composed of hundreds of closed nanohorns (subunit depicted as inset).
d AR-Z-STEM image of a SWNH tip with attached flake. e AR-Z-STEM image of a SWNH edge,
showing lattice incorporation of a single Si atom. f HRTEM image of graphene flake synthesized
under similar conditions, although with hydrogen in the background gas
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defects, both structural and substitutional. For example, in Fig. 7.5a, d, and e it is
possible to see the 5–7 Stone–Wales defects responsible for the curvature of the
SWNHs. Because Z-contrast STEM utilizes an annular detector, the intensity of
the image is proportional to atomic density. For single atoms, such as the single Si
atom embedded in the SWNH in Fig. 7.5e, heavier atoms appear brighter. Single-
atom electron energy loss spectroscopy (EELS) can be used to identify the atoms
and the nature of their bonding using characteristic near-edge structure [43].

However, equally interesting is the atomic structure of the carbon that did not
convert to nanotubes or nanohorns. As shown in Fig. 7.5a and e, carbon adhering
to the walls and tips of the nanotubes and nanohorns are not ‘amorphous’ carbon,
but in most cases are apparently well-formed or defective small platelets of single-
layer graphene. These products are either the results of a competing reaction
pathway, or intermediates in the synthesis pathway for nanotubes and nanohorns.
It has long been speculated that such small and possibly defective graphene flakes
might be the feedstock for the growth of larger structures. In support of this
argument, annealing experiments of the carbon soot collected after electric arc and
laser vaporization of solid carbon (or carbon/metal) have shown the ability of
closed, nanohorn-like structures to grow from pure carbon soot, and much longer
SWNTs to grow from short ‘seeds’ of SWNTs that have already nucleated from
metal catalyst nanoparticles that are embedded in carbon soot, such as those shown
in Fig. 7.4h [44–46]. Therefore, exploration of the remarkable and facile synthesis
of closed single-wall carbon structures such as SWNHs in high-temperature laser
plasmas is still in its infancy. Can high quality graphene sheets grow in such non-
equilibrium conditions? Preliminary experiments have shown that graphene
platelets can been synthesized, as shown in Fig. 7.5f through the addition of small
quantities of hydrogen in an attempt to stabilize the dangling bonds thought
responsible for the sealing of the graphene platelets during synthesis. Such small
sheets can be used as ‘building blocks’ to construct new nanostructures such as
metal-encapsulated ‘‘nanooysters’’—metal quantum dots within hollow metal
shells—by mixing reactive metal nanoparticles and laser annealing [47]. High-
surface area novel nanocarbons such as nanotubes, graphene, and nanohorns are
highly promising supports for metal nanoparticles in catalysis or hydrogen storage
[48], or electrodes in batteries and supercapacitors [49].

7.5 Laser Diagnostics of Single-Wall Carbon Nanotube
Growth by Chemical Vapor Deposition

Although laser vaporization is a highly versatile, nonequilibrium method for the
discovery of nanomaterials, chemical vapor deposition (CVD) is the method of
choice for nanomaterial growth wherever possible in order to take advantage of
well-established wafer scale processing fabrication technology. CVD has the
potential to deterministically grow well-aligned nanomaterials in precise locations
with controlled lengths and properties. As described above for laser vaporization
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of SWNTs, metal ‘catalyst’ nanoparticles with an affinity for carbon can grow
carbon nanotubes with diameters nearly matching their own. In CVD, the metal
nanoparticles typically perform a dual role, first to crack the hydrocarbon gas, and
second to assist in the assembly of a carbon nanotube. Two scenarios are con-
sidered: (1) vapor–liquid–solid growth (also known as the dissolution/precipitation
model) wherein carbon dissolves in the metal nanoparticle (either liquid or solid)
and precipitates due to a gradient in the chemical potential, or (2) surface growth,
wherein carbon is assembled essentially on the surface of the metal nanoparticle to
form sheets, the nanoparticle essentially acting as a form that guides a tubular
sock.

Despite the huge body of work on the chemical vapor deposition of carbon
nanotubes, many questions remain about nanotube nucleation and growth. The
questions generally concern either the factors that control the overall efficiency of
the growth process with implications for large scale production, or the factors that
govern the exact structure of an individual nanotube with implications for elec-
tronic devices. SWNTs have been the focus of effort due to their applicability of
semiconducting SWNTs as single electron transistors, and metallic nanotubes as
interconnects or transparent conductors. The factors that control the precise crystal
structure of SWNTs (their chirality, which determines their electronic structure) at
nucleation are not known, however it is clear that once nucleated SWNTs continue
to grow with the same chirality up to centimeters in length [50]. The reason that
chirality changes do not occur more frequently is that the energy cost to introduce
numerous defects simultaneously is prohibitively large. Therefore nanotube
nucleation, the initial formation and liftoff of a nanotube ‘‘cap’’, is a crucial
process which remains poorly understood, although environmental TEM studies
have given tantalizing views of the process [51]. Is it an epitaxial process wherein
the carbon atoms precisely register with a crystalline (solid) metal nanoparticle, or
are the nanoparticles liquid during nucleation and subject to random thermal
fluctuations (thereby implying that the controllable synthesis of nanotubes with
prescribed chirality is impossible). Evidence seems to indicate that both solid and
liquid nanoparticles can grow carbon nanofibers and nanotubes, so hope is still
alive that chirality control is possible through proper control over the synthesis of
metallic nanoparticles. In addition, selectivity has been achieved in the preferential
growth of metallic vs. semiconducting SWNTs on miscut substrates (beyond their
1/3 : 2/3 ratio expected based upon random fluctuations).

Resonance Raman spectroscopy has quickly become a well-developed method
to remotely characterize the diameter and chirality of single SWNTs [52, 53]. In
SWNTs, the density of electronic states is bunched close to the van Hove singu-
larities of these one dimensional structures. When the incident laser wavelength is
tuned in resonance with van Hove singularities in the valence and conduction
bands of a SWNT, the Raman scattering cross section becomes very large as
electrons and phonons couple strongly under these conditions. Single SWNTs are
observable, including their characteristic radial breathing mode (RBM), G-band
(graphite-related optical mode), D-band (defect-induced), and G’ band (overtone
of the D-band). Metallic and semiconducting SWNTs are easily distinguished by
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the shape of their G-band (graphite-related optical mode) in the 1,500–1,605 cm-1

range. The diameter of the nanotube (in nm) is *248/(RBM in cm-1). In fact, the
exact chiral indices (n, m) of the nanotube may be determined by careful com-
parison of the resonance Raman condition with theoretical predictions [52, 53].
Very recently, the growth rates of individual SWNTs with different chiral indices
were measured in situ during chemical vapor deposition using resonance Raman
scattering performed at high temperatures [54]. The technique inferred the growth
rate of the nanotubes from the increase in the G-band intensity. The measured
growth rates agreed with recent theoretical predictions of a chirality-dependent
growth rate [55]. Raman spectroscopy is more commonly used with a variety of
fixed-wavelength lasers to characterize the overall diameter distribution and level
of defects in ensembles of SWNTs.

For example, Fig. 7.6 shows TEM images and Raman spectra of SWNTs (a)
before and (b) after the introduction of defects with well-defined doses of Ar+

(5 keV) ions. With 633-nm laser excitation, resonances exist with both metallic
and semiconducting SWNTs within the 1.2–1.4 nm diameter distribution in the
sample, as evidenced by the two-peaks in the G-band. As defects are introduced
with doses of 1012–1015 Ar+ ions cm-2 the D-band is seen to rise and saturate,
while the G-band of the metallic SWNTs decreases much more strongly than that
of the semiconducting SWNTs. Using this technique to monitor the level of
defects in damaged SWNTs it was observed that annealing could reduce the
D-band intensity to pre-irradiation values only for Ar+ doses \5 9 1013 cm-2,
above which irreversible damage was incurred.

Fig. 7.6 TEM images of SWNTs produced by laser vaporization a before and b after ion-beam
irradiation by Ar+ (5 keV) with well-defined doses between 1012 and 1015 cm-2, correlating to an
estimated 0.01–10 defects per nanometer of nanotube length. c Raman spectroscopy ðkex ¼
633 nmÞ of corresponding samples show the evolution of the D-band (*1,320 cm-1) with
induced defect density. The G-band shows more pronounced quenching of the metallic SWNTs
(*1,540 cm-1) than the semiconducting SWNTs (*1,590 cm-1) with evolving dose. Raman
spectroscopy was also used to observe healing of the damage by heat treatments (not shown).
High doses ([5 9 1013 cm-2) lead to irreversible damage as evidenced by HRTEM observation,
a broadening of the D-band width approaching that of amorphous carbon, and the inability to
reduce the D-band intensity to that of pre-irradiation values
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One of the most interesting and widely studied ensembles of nanotubes are
vertically aligned nanotube arrays (VANTAs, also known as carpets or forests). As
schematically shown in Fig. 7.7a, these forests are typically grown by CVD from
thin films of metal which dewet into densely-packed nanoparticles. With suffi-
ciently high nucleation density, nanotube forests self-assemble as the individual
nanotubes grow into dense, self-supporting, oriented arrays that can be grown to
centimeter lengths. The VANTA platform of vertically-oriented, continuous
nanotubes is highly promising for a wide range of different applications such as
gas sensors [56], flexible electronics and field emission devices, vertical inter-
connects for microelectronics [57], thermal interface materials [58], heat pipes
[59], and unique optical absorbers. The unique morphology of VANTAs has been
shown to be especially well suited for ‘‘gecko’’ type adhesives, super-compressible
foams, and carpets from which fibers and transparent, conductive sheets [60] can
be continuously spun. VANTAs can be synthesized at ‘‘super growth’’ rates [61]
such that a millimeter tall forest can grow within ten minutes, thereby enabling
mass production of this unique, aligned nanotube architecture. The forests tend to
grow in a coordinated growth mode despite the disparity of nanotube diameters

Fig. 7.7 a Schematic of vertically-aligned nanotube array (VANTA) growth by CVD. Thin
metal films roughen into nanoparticles attached to the substrate, from which aligned arrays of
nanotubes grow upon exposure to hydrocarbon gas at high temperature. b The reflected intensity
of a laser from the growing nanotube array decreases exponentially with length, L, due to the
effective extinction coefficient, a. Fringes result from optical interference from light reflected by
the substrate and the top surface of the array. c In situ monitoring of VANTA growth starting at
10, 5, 2, and 1 sccm acetylene flow. The growth rate can be estimated at 300 nm/fringe.
d Experimental setup for pulsed CVD of VANTAs. e Time dependence of a single 0.2-s CVD gas
pulse amplitude (red) arriving at the substrate and the corresponding change in laser reflectivity
(blue) resulting in a 1.3-lm-tall VANTA in (f) which shows a side-view cross section of the array
grown in *0.6 s [(c) and (f) from 65]
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and individual growth rates present in the VANTA arising from catalyst nano-
particles of different size and catalytic activity. Typical arrays are only *5–10 -
vol. % dense, corresponding to areal nanotube densities of 5 9 1011 cm-2.
However, through reduction of catalyst particle size and spacing, small-diameter
SWNTs packed in VANTAs with areal nanotube densities up to 1013 cm-2 have
been reported [62].

Laser-based interferometry and absorption have proven to be invaluable real-
time diagnostics of VANTA growth kinetics under actual synthesis conditions [11,
63–67]. As shown in Fig. 7.7d, laser light is reflected from the substrate on which
a buffer layer (typically Al2O3) and metal catalyst film is deposited. As the
nanotubes nucleate and grow upon exposure to the CVD gases at high tempera-
tures, optical absorption and interference occurs as indicated in Fig. 7.7c. Inter-
ference oscillations occur due to constructive and destructive interference between
light reflected from the top of the growing forest, and light which has penetrated
the forest and reflected from the substrate. Depending upon the index of refraction
of the array and the laser wavelength employed, each fringe corresponds to a
discrete amount of array growth (e.g., *300 nm/fringe in Fig. 7.7b, c). As indi-
cated in Fig. 7.7c, changes in the growth rate (such as those occurring from
changing the feedstock supply) are immediately apparent in the fringe spacing.
The absorbance of the array corresponds to an effective extinction coefficient.
Since the arrays typically grow from their bottoms where the catalyst nanoparticles
are anchored to the substrate, it is important to note that each additional fringe and
attenuation of the signal that occurs reflects the incremental growth of a layer at
the bottom of the array, providing a step-by-step record of each layer of the array.
The diagnostic technique and analysis has been described in detail in [11]. Such
measurements form the basis for a complete rate equation-based model of the
nanotube CVD process which can predict, from a few measurements at different
temperatures during growth test runs with a particular catalyst system, subsequent
growth behaviors including: (1) growth rate, (2) number of walls of the nanotubes
in the array, (3) the terminal length of the array (4) the growth kinetics versus
feedstock flux. The interferometry technique is typically applicable over approx-
imately four orders of magnitude in signal attenuation, which corresponds to
roughly the first 20 microns of growth. For growth to millimeter lengths, direct
optical imaging is used to measure the kinetics.

Two of the most important parameters governing the properties and applica-
bility of VANTAs are their length and density. The density of VANTAs appears to
be integrally linked to their cooperative growth mechanism, which is still not
understood despite a number of interesting studies in this area. Due to variations in
metal catalyst nanoparticle size and their interactions with the substrate, it is
reasonable to expect that the nanoparticles which support nanotube growth have
different catalytic activities, with some fraction capable of maintaining growth of a
nanotube for a very long time under favorable conditions. Ostwald ripening of
metal catalyst nanoparticles [68, 69] during the VANTA growth process can result
in a change in nanotube density and diameters, and diffusion of the metal
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nanoparticles into the substrate can occur [70], leading to further decrease in array
density over extended times.

Recently, laser reflectivity and attenuation coupled with fast pulsed gas delivery
have revealed the nucleation and growth kinetics of VANTAs on rapid timescales,
and have also revealed that the density and diameter of nanotubes in VANTAs are
directly related to the feedstock flux [65–67]. As shown in Fig. 7.7d–f, pulses of
gas delivered from a pulsed valve within a tube furnace can nucleate, grow, and
terminate growth of aligned nanotube arrays within *0.5 s. By using pulsed gas
delivery at low pressure, delays in nucleation can be observed with sub 0.1 s
resolution, and the kinetics of the nucleation and growth process can be recorded
by the interference oscillations and attenuation described above [67].

Using pulsed CVD, it was discovered that the nucleation time for growth
decreased over three orders of magnitude with increasing flux (i.e., partial acet-
ylene pressure) in the pulse [66]. Moreover, it was discovered that the changing
flux within each pulse induced significant density changes within the arrays [65].
Figure 7.8 summarizes the results. As shown in the SEM micrograph of Fig. 7.8d,
repetitively pulsing the acetylene feedstock results in nanotube arrays with a
distinct striped appearance, the contrast variation (shown in yellow) resulting from
the fluctuation in density within each layer. As shown in the TEM and Z-contrast
STEM micrographs of exfoliated strips of the array representing the first three gas
pulses in Fig. 7.8a and b, respectively, the density of the arrays varies dramatically
within each gas pulse. The Z-STEM image is directly proportional to carbon
density, and the profile of the array is shown in blue in Fig. 7.8c. The density of
the array is seen to vary by up to a factor of 1.6. The red trace in Fig. 7.8c is the
effective extinction coefficient obtained by analyzing data similar to that in
Fig. 7.7e for each pulse. By simultaneously estimating the increase in array length
versus time from the interference fringes, a correlation between extinction coef-
ficient and length is obtained. Therefore, the effective extinction coefficient is
directly proportional to the density in growing VANTAs, providing a key real-time
diagnostic [65].

By analyzing the real-time kinetics of the growth process pulse by pulse, the
growth rate and efficiency of the nanotube ensemble is seen to drop on each
successive growth event, as shown in Fig. 7.8e. This is also reflected in the
decreasing length of each stripe from the top to the bottom of the array. Moreover,
detailed analysis of the nanotubes within each array (by both Raman spectroscopy
and ex situ HRTEM analysis) revealed that high-flux pulses tended to extinguish
the small-diameter nanotubes within the ensemble, while low flux pulses permitted
the full spectrum of nanotube diameters to renucleate and regrow on successive
pulses.

Two distributions of nanotubes were observed in SEM images of the arrays:
continuous nanotubes which continued throughout all of the layers, and disordered
nanotubes at the top (high flux portion) of each layer. These smaller-diameter
nanotube products apparently grew, terminated growth, and were ripped off and
carried off by the continuously-growing, larger-diameter nanotubes. This additional
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distribution of ‘‘crossbar’’ nanotubes, oriented randomly during the initial growth
region of each pulse, produced the observed variation in density.

Through the in situ diagnostics provided by the real-time laser reflectivity, the
gas flux could be lowered to produce VANTAs without stripes, density changes, or
variations in diameter within the array. Moreover, the dependence of catalyst
nanoparticle nucleation efficiency on feedstock flux and the origin of the coordi-
nated growth mode was probed by lowering the flux in each gas pulse. Nanotubes
were shown to nucleate and then renucleate repeatedly, to grow ‘‘digitally’’ in
incremental fashion on successive gas pulses [67]. Figure 7.9a shows the in situ
laser reflectivity curves for two growth runs where clear interference oscillations
confirm that the nanotube arrays are growing in coordinated fashion. Each gas
pulse causes a segment of the overall growth curve, as shown in the inset to
Fig. 7.9a, corresponding to an incremental growth of *20 nm/pulse. However, at
least *60–100 nm of nanotube growth is required before nanotubes self-align into
a vertical array. How can one tell if the nanotube nucleation efficiency is sufficient
to produce an aligned array?

Fig. 7.8 (a) TEM and Z-contrast STEM images of a strand of VANTA grown by successive
pulses of gas. The Z-STEM image in (b), when integrated within the yellow box yields the blue
curve in (c) which is directly proportional to the density of the nanotubes in the array, which is
seen to vary by a factor of 1.6. The red curve in (c) is the density in the array inferred from the
extinction coefficient a(L) calculated from the measured a(t) and array length L(t). (d) Such
density variations lead to the striped appearance in SEM images of VANTAs grown by pulsed
CVD. The integrated intensity in the dashed zone yields the intensity variations shown at left.
(e) Growth rate changes during the first 3 gas pulses measured from laser interference fringe
spacings versus time. (f) Nanotube diameter distributions measured by TEM analysis for low- and
high-flux gas pulses, showing that high-flux pulses result in the extinction of nanotubes
with \2 nm diameter [from 65, 66]
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Inspection of the derivative of the reflectivity curves on each pulse, dI/dt, yields
the instantaneous growth rate. Two behaviors were observed corresponding to
coordinated and uncoordinated growth, as illustrated in Fig. 7.9a and b. For arrays
which would later exhibit interference oscillations indicative of coordinated,
aligned growth, the first exposure to the acetylene pulse produced a double peak—
a fast (*50 ms) peak followed by a broader, delayed peak, which extends beyond
the tail of the modeled gas pulse. All subsequent pulses show only the second
peak. The relative intensities of these two peaks vary considerably, depending on
the growth run. In the case of uncoordinated growth, the intensity of the second
peak is relatively low and appears as a shoulder on the pronounced first peak of the
first gas pulse. Moreover, the total width is comparable to the calculated gas pulse
width and is narrower than that for coordinated growth. In these cases, growth
typically stops quickly as indicated by the lack of reflectivity changes after a few
additional gas pulses.

Practically, these in situ laser reflectivity diagnostics afford the opportunity to
grow ultrashort SWNT arrays digitally to prescribed lengths [60 nm
with ±20 nm accuracy, as shown for the 283-nm VANTA in Fig. 7.9d [67].

Fig. 7.9 In situ laser reflectivity diagnostics of the incremental, pulsed CVD growth of aligned
nanotube arrays. a Reflected laser intensity during two different growth runs using multiple gas
pulses to multiply stop and start the growth of SWNTs (inset shows a single step, corresponding
to growth on the first gas pulse). Fringes indicate aligned array growth, *20 nm/pulse.
b Derivatives of laser reflectivity signal for pulses 1, 2, 3 as compared to gas pulse (dashed line)
in cases where growth is (top) coordinated and aligned and (bottom) uncoordinated. c Changes in
the density of the nanotubes grown on each pulse as measured by optical extinction coefficient, a,
as a function of pulse number and cumulative length of the array. d Side-view SEM of a 283-nm
aligned array grown incrementally by pulsed CVD. e TEM image of SWNT, showing no visible
evidence of being grown incrementally in 20-nm steps. f Diameter distribution of SWNTs in the
array measured by TEM [from 67]
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Importantly, the SWNTs show no evidence of stopping and restarting growth
(Fig. 7.8e) with no visible diameter changes or defects on these length scales.
Moreover, the entire diameter distribution is preserved (Fig. 7.9f). Such ultrashort
SWNT arrays may be useful for thermal interface materials, interconnects, field
emitters, sensors, and other applications. It should be noted, however, that as in the
pulsed growth of long VANTAs the nanotube density drops with repeated renu-
cleation events, as indicated by the drop in the optical extinction coefficient per
pulse in Fig. 7.9c. By comparing the drop in density per pulse it can be estimated
that over 98 % of all nanotubes regrow on each successive pulse [67].

The observed double-peak feature in the evolution of the growth rate, dI/dt, can
be interpreted in the context of autocatalytic kinetics for both nanotube nucleation
and growth where in both cases induction delays are explained by the time
required to form intermediate species which accelerate chemical conversion of the
feedstock gas. Such autocatalytic kinetics result in ‘‘S-shaped’’ growth curves as
shown in Fig. 7.10, with a slow induction period during the buildup of the nec-
essary intermediates, a period of rapid and efficient reaction, and finally a period of
decline as the chemical reactions terminate due to lack of reactants or available
sites. Such ‘‘S-shaped’’ growth kinetics have been observed in carbon fiber [71]

Fig. 7.10 Diagram indicating the kinetic evolution of carbon nanostructures based upon flux-
dependent, time-resolved laser diagnostic measurements of the CVD process. Measured kinetics
indicate that S-shaped growth curves indicative of autocatalytic chemical reactions representing
induction, growth, and termination periods. Intermediate products react with reactants to
accelerate the formation of closed (graphenic) carbon structures on a catalyst nanoparticle surface.
For nanotubes, cap liftoff and continued growth can continue this process over multiple pulses
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and nanotube [72] growth experiments for years, and more recently in the growth
of carbon nanotube arrays [73–75]. However, separating the kinetics of nucleation
and growth has been difficult until now.

Recently, Latorre et al. [76] developed a phenomenological autocatalytic model
to describe ‘‘S-shaped’’ kinetics in the growth of nanotube forests measured by
in situ Raman spectroscopy. The model used the framework of growth by disso-
lution-precipitation driven by the gradient of carbon concentrations at the metal
catalyst nanoparticle surface. First, however, the chemical reactions required for
the nucleation and growth of a stable nanotube ‘‘cap’’ were considered, followed
by the processes for cap liftoff and nanotube growth. The termination phase for
nanotube nucleation resulted from the lack of available sites on a catalyst nano-
particle, while the collection termination of nanotube growth in the arrays could be
due to a variety of different reasons including Ostwald ripening of the catalyst,
[69] mechanical stress, [77–80] catalyst particle overcoating [11, 81], but also
including chemical reactions, such as those discussed by Eres et al. to explain the
preferential growth of nanotube arrays with acetylene as the primary precursor
[74] and proposed mechanisms for the self-assembly of nanotubes via acetylene by
autocatalytic reactions [75].

This latter model involving autocatalytic chemical reactions explains the pulsed
CVD nanotube growth kinetics measured by laser reflectivity in the context of
Fig. 7.11. Ensembles of catalyst nanoparticles are likely to contain a range of
activities for the decomposition of feedstock gas and the processing of carbon into
nanotubes. Our studies of the growth kinetics reveal S-shaped curves which are
characteristic of autocatalytic chemical reactions which imply intermediate states
that are required to accelerate the rapid growth region after the nucleation period.
The S-curves represent a nucleation period, a period of rapid growth, and a ter-
mination period where particles may get overcoated with carbon, for example.
Higher fluxes tend to activate chemical reactions on each nanoparticle, the most
active of which may undergo their entire life cycle within the gas pulse lifetime.

Fig. 7.11 Schematic summarizing the results of the laser reflectivity and pulsed CVD nanotube
growth experiments in the context of autocatalytic kinetics model, where growth proceeds in an
S-shaped curve, with a nucleation period, a growth period, and a termination period due to the
requirement for the formation of intermediate reactants. Nanoparticles with different activity
catalyze the growth of nanotubes at different rates, leading to either barely nucleation (red), rapid
growth and termination (blue), or repeated nucleation and growth (green) during each gas pulse
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Therefore, at the highest fluxes, a variation in density is explained to yield the
arrays in Fig. 7.8, wherein smaller catalyst nanoparticles nucleate, grow, and
terminate small nanotubes in the early part of the acetylene gas pulse (blue curve
in Fig. 7.11) while larger nanoparticles and their corresponding nanotubes survive
the high flux conditions to incrementally grow pulse after pulse. Similarly, at lower
fluxes, termination of growth for the particles of both high and low catalytic
activity can be avoided to grow continuous nanotubes incrementally over a wide
range of nanotube diameters, as shown in Fig. 7.8 [66, 67].

7.6 Graphene and Beyond: Laser Processing for 2D
Layered Materials

Two dimensional materials just one to several atomic layers thick, but extending to
macroscopic dimensions, are frontier mesoscale materials that promise to enable a
wide range of practical applications. Stimulated by the rapid progress in the
experimental synthesis and exploration of single layer graphene (SLG) and few
layer graphene (FLG), similar efforts are now being applied to obtain ultrathin
specimens of other familiar 2D materials such as MoS2 and other chalcogenides
[82–85], h-BN [86], transition metal oxides and hydroxides [87], and compounds
such as Bi2Te3, and Bi2Se3, [3, 88] and GaSe [89]. Here, we will briefly outline the
areas of future research where laser interactions with these materials should play
key roles in their synthesis, processing, and remote characterization.

The rapid exploration of the unique properties of graphene were stimulated by
the transfer of small flakes of that were mechanically exfoliated from highly-
oriented pyrolytic graphite (HOPG) [90]. The outstanding electrical conductivity
(mobilities up to 15,000 cm2 V-1 s-1), zero band gap, and near optical trans-
parency (98 %) of the ultrathin material appear promising as a flexible, trans-
parent, conductive electrodes for a variety of applications including touch panels,
displays, and flexible organic electronics such as organic photovoltaics, light
emitting diodes, and transistors.

7.6.1 Mechanical and Chemical Exfoliation Methods
and Laser Processing

To realize such large-scale applications, methods must be developed to produce
large areas of high-mobility nanosheet architectures. Conductivity across junctions
between individual nanosheets is a key problem, requiring large individual grains.
However, large-scale production of exfoliated material typically involves tech-
niques such as sonication in liquids. 2D nanosheets produced in this way are
typically small (\150 nm in diameter) and can suffer damage to their structure and
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properties [91]. Finding controllable methods to exfoliate layered materials
without damage is a major challenge where laser-surface interactions may play a
key role. Laser exfoliation of HOPG in liquids for the production of microns-sized
flakes of FLG has been demonstrated using 532 nm irradiation at 1.0 J cm-2

which was thought to occur through the compression and expansion of the HOPG
surface [92]. Similarly, 248-nm laser exfoliation of WS2 in water was demon-
strated to result in microns-sized multilayer flakes, presumably due to laser
induced shock waves and the possible intercalation of OH and H radicals created
by the two-photon dissociation of water [93]. Recent theoretical predictions
indicate that ultrafast excitation of graphite might induce exfoliation of intact
graphene layers by inducing spillout of electrons and subsequent Coulomb
repulsion between the top layers [94]. The controllable deposition of laser energy
may therefore hold unique processing advantages.

Chemical treatments are alternate or auxiliary methods for exfoliation. For
example, graphite oxide (GO) is hydrophilic and can be easily exfoliated in water.
GO is produced (by oxidizing graphite with sulfuric acid, sodium nitrate, and
potassium permanganate) in the Hummers method [95]. The processed material
has a disordered, buckled structure with various types of oxygen-containing
functional groups (e.g., epoxide, carbonyl, hydroxyl, phenol). The disordered
structure of GO varies due to carbon:oxygen ratios variation between 2.1 and 2.9
[95]. Alternatively, GO can be thermally exfoliated by rapidly evolving the oxy-
gen-containing groups such that pressure exceeds the van der Waals forces holding
the layers together [96]. In both cases, after exfoliation of GO, functionalized
single-layer graphene oxide can be obtained which must be reduced, either
chemically [97] or with prolonged thermal treatments, to provide graphene-like
layers for applications. Raman spectroscopy and scanning transmission electron
microscopy [98] shows that this material is still highly defective, however.

Recently, laser-based reduction of dry GO has been demonstrated using CW and
pulsed 532-nm laser irradiation [99] or 248-nm irradiation to directly write graphene
lines and patterns [100]. The use of lasers to tunably desorb functional groups alter
2D material stoichiometry will take advantage of pulsed laser vaporization and
desorption studies primarily targeted for pulsed laser deposition of thin films.

In addition, it is often desirable to adjust the number of layers in 2D nanosheets.
Recently, the controllable laser thinning of WS2 nanosheets was demonstrated and
verified with Raman spectroscopy [101].

7.6.2 Laser Interactions in the Synthesis
and Characterization of Graphene
and other 2D Nanosheets

The highest quality graphene is synthesized by either top-down or bottom-up
processes. Extremely high quality graphene can be obtained by thermally subli-
mating silicon from silicon carbide substrates in vacuum at temperatures between

7 Laser Interactions for the Synthesis 165



1,000 and 1,500 �C. ‘‘Mulilayered epitaxial graphene (MEG)’’ produced in this
way can be tailored to produce ribbons along predetermined step edges or grains
along the Si or C terminated faces of SiC with mobilities up to 5,000 cm2/Vs. The
material is epitaxially bonded in places to the SiC substrate, forming a unique
material which is envisioned to be used for a new type of graphene electronics
directly on SiC wafers. Since graphene is a semimetal with no bandgap, new types
of ambipolar transistor are being developed [102].

Laser heating and decomposition of SiC to form monolayer, bilayer, and tri-
layer graphene was demonstrated with different fluences using 500 shots of KrF-
laser irradiation in vacuum [103]. More recently, continuous-wave CO2 laser
irradiation of SiC (0001) was demonstrated to induce epitaxial graphene growth on
timescales of *1 s in ambient Ar atmospheres, enabling the writing of graphene
patterns without pretreatments [104]. Laser processing therefore has the advantage
of rapid heating and cooling rates, controllable and localized energy deposition,
and high instantaneous surface temperatures through the choice of pulse width.

By far, the most widely studied technique for the formation of graphene over large
areas is CVD, where conditions nearly identical to those used for the growth of
carbon nanotubes are employed. Two types of metal foil or film substrates are used:
those with low carbon solubility (e.g., Cu) or high carbon solubility (e.g., Ni). On Cu,
continuous films of SLG or FLG are formed at 1,000–1,050 �C from methane
decomposition at low or high pressure in flowing hydrogen or hydrogen/argon
mixtures, very near the evaporation temperature of Cu [105]. Graphene islands
nucleate and grow in lobed, hexagonal, or square grains to cover the entire surface in
a self-limiting fashion [106]. This graphene can be transferred to arbitrary substrates
by attaching a polymer (PMMA) to the graphene surface, etching away the Cu in
FeCl3 solution, pressing the graphene to the substrate of choice, and etching away the
polymer [107]. This procedure has been demonstrated in roll-to-roll (3000)
processing onto PET substrates, achieving 125 X/square sheet conductivity [108].
On Cu, large graphene grains can grow across Cu grain boundaries within the foil
while on Ni, the grain orientation of the Ni drastically affects the nucleation and
growth of the graphene.

However, there is significant disagreement in the literature regarding the growth
mechanisms of graphene on metals. Especially for metals with high carbon sol-
ubility, it is unclear what fraction of growth occurs isothermally at high temper-
atures [109] and how much occurs during cool down [110, 111]. Like nanotube
growth, the debate centers on growth by surface processes versus that by disso-
lution/precipitation. Several in situ diagnostics are beginning to provide some
insight, though [110]. For example, in situ X-ray photoelectron spectroscopy
(XPS) [112], and in situ X-ray diffraction (XRD) [113] have shown recently that
graphene can grow isothermally on Ni films, and is not limited to the precipitation
mechanism during cool down [110].

To answer these questions, real-time optical diagnostics can be performed
in situ during growth [114, 115]. Figure 7.12a shows a setup for confocal laser
microRaman scattering spectroscopy, imaging, and reflectivity utilizing a spe-
cially-modified growth chamber for CVD of graphene using a pulsed valve to
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introduce pulses of acetylene growth gas within 0.1 s [115]. Raman scattered light
is dispersed with a spectrometer to look for the appearance of the characteristic
Raman spectrum of graphene, shown in Fig. 7.12b. The Raman shift of the 2D
band and the ratio of 2D:G band intensities can be used to infer the number of
graphene layers [116]. As shown in Fig. 7.12c after an induction time following
the introduction of the hydrocarbon gas at 840 �C, the reflectivity of the sample
increases slightly and suddenly drops due to carbon deposition. Imaging through
the microscope shows how the patches of graphene nucleate and grow rapidly at
this high temperature, with the integrated intensity matching that from the pho-
todiode. Raman spectroscopy with 1-s acquisition time confirms this sub-second
growth of graphene, clearly showing that graphene grows isothermally at high
temperatures. By monitoring the integrated intensity of the G and 2D bands as the

Fig. 7.12 a Setup for confocal laser micro Raman spectroscopy, imaging, and reflectivity studies
of graphene growth by pulsed CVD. b Characteristic Raman spectrum of graphene on Ni ðkex ¼
532 nmÞ showing D, G, and 2D bands at 840 and 24 �C. The width and relative 2D: G band ratio
can be used to infer the number of graphene layers. c Time-resolved kinetics of graphene growth
at high temperature (690 �C, C2H2 pulse, Ni film substrate) from imaging analysis and integrated
reflectivity with a photodiode, in comparison with the *0.2-s gas-pulse flux (in green). d Raman
G and 2D band integral intensities reveal additional graphene precipitation during cooldown from
the growth temperature of 840 �C [115]
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sample is cooled down, any additional fractional precipitation of graphene from
carbon dissolved within the Ni film is revealed by the increase in G-band and 2D-
band intensity (Fig. 7.12d). Real-time diagnostics such as these are essential to
understand the growth process, and to later serve as real-time diagnostics of
graphene nanomanufacturing.

As shown in Fig. 7.12, the growth of graphene can be very rapid on substrates
with high carbon affinity. Laser direct writing of graphene patterns on Ni foils has
been demonstrated using methane and hydrogen gases where the number of
graphene layers is controlled by the scan speed [117, 118].

A major challenge facing graphene and 2D nanosheet materials in general is
cleanliness at the atomic level. Many of the applications of graphene as electrodes
in organic electronics will require atomically clean surfaces to align and form
well-defined interfaces with organic molecules, as shown in Fig. 7.13c [119].
Realizing such surfaces is a huge challenge, especially considering the afore-
mentioned etching and polymer transfer processes described above. When imaged
by atomic-resolution Z-contrast STEM, such as in Fig. 7.13a and b, it is seen that
such processes leave large quantities of residual atoms, molecules, and polymers
such that just small regions of atomically clean interface are visible. Cleaning and
desorption of these adsorbates from such delicate substrates is a major challenge
that lasers may be able to provide.

7.7 Summary

In summary, the role of laser interactions to understand and control nanomaterials
synthesis has been briefly examined. Laser interactions provide unique capabilities
to remotely deliver excitation to alter, diagnose, and remotely characterize the
synthesis and processing of nanomaterials.

Fig. 7.13 a Aberration corrected Z-STEM image of single-layer graphene (dark area) with
residues from the synthesis, etching, and transfer process (bright areas). b AR-Z-STEM image
Ga and Se atoms in an exfoliated single-layer GaSe nanosheet. c Atomistic simulation of copper
pthalocyanine molecules interacting with single-layer graphene [(c) from 119]
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Laser vaporization remains a special exploratory tool to create nonequilibrium
growth environments that can capture metastable phases and structures of
nanomaterials with novel nanoscale properties. Through the development of
coordinated in situ laser spectroscopy and imaging diagnostics, the timescales for
nanomaterial growth in pulsed laser plasmas and on substrates is revealed. By
controlling the growth environment, and with advances in atomic resolution
transmission electron microscopy, it is becoming possible to reveal the ultrasmall
building blocks that serve as reactive intermediates in growth of loose nanopar-
ticles, nanotubes, nanowires, nanohorns, and nanosheets in laser ablation plumes
as well as nanorods and nanostructured thin films deposited on substrates.

Real-time understanding of the kinetics of metal-catalyst-assisted nanotube and
graphene growth on substrates during chemical vapor deposition was shown as
provided by laser interferometry, attenuation, and Raman scattering. Through such
diagnostics, one can remotely characterize the diameter, density, alignment, and
kinetics of nanomaterials in real-time. Through the introduction of pulsed gas
delivery in CVD, essential nucleation and growth kinetics are revealed, providing
invaluable insight into growth processes essential for advanced nanomanufacturing.

The advancements in the understanding of laser interactions for real-time
synthesis and characterization are applicable not only for carbon nanomaterials,
which have served as the focus for this brief review, but for the great variety of
new materials, such as 2D nanosheets of other layered materials, which extend
beyond graphene. New challenges for these delicate materials appear very well
suited to laser processing as examples above have shown, including: laser thinning
and exfoliation, laser healing of defects and methods for their controllable intro-
duction and monitoring, and laser cleaning to produce atomically clean surfaces.
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Chapter 8
Laser-Mediated Nanoparticle Synthesis
and Self-Assembling

Paolo M. Ossi, Nisha R. Agarwal, Enza Fazio, Fortunato Neri
and Sebastiano Trusso

Abstract Elemental and compound nanoparticles (NPs) are increasingly attractive
due to their peculiar physico-chemical properties. Any large scale application of NPs
requires a strict control on their synthesis and self-assembling. Inherent to the
synthesis stage is the control of size, shape, composition, structure of the single NP.
When NPs self-assemble on a suitable substrate the morphology and nanostructure
of the NP architecture are the key parameters driving the performance of the
resulting artificial surface. Pulsed laser ablation allows to pursue the above goals
under different conditions including nanosecond and ultra-short femtosecond laser
pulses, as well as an ambient fluid, either a gas at high pressure, or a radiation
transparent liquid, besides vacuum. In this chapter we offer an outline of the
mechanisms underlying NP synthesis in the above environments and of the most
popular models currently recognized in the literature to interpret observed experi-
mental trends. Concerning plasma plume propagation through an ambient gas
attention is focused on the prediction versus observation of the size of isolated NPs
and on a critical discussion of the morphology—properties relationship of noble
metal NP arrays, considering their optical properties in the frame of enhanced
vibrational spectroscopies (SERS). Ablation in a liquid of a solid target leads to a
chemically stable suspension of different nanostructures in a one-step, environment
friendly, clean process. For noble metal NPs the effect of liquid layer thickness and
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laser spot diameter on the concentration, size distribution and mutual aggregation of
the produced NPs is discussed in relation to a more general picture of the process.
Irradiation under vacuum with ultra-short fs laser pulses is a clean physical method
to synthesize NPs; indeed in the majority of materials, random stackings of NPs,
whose size ranges between 10 and 100 nm constitute the deposited film. Selected
experiments on NP synthesis upon fs ablation of mainly elemental targets are
reviewed focusing mainly on the features of the expanding plasma and on estab-
lished mechanisms of NP synthesis. Possible lines of future development in the field
are envisaged.

8.1 Introduction

Since the first attempts to produce nanoparticles (NPs) and the flourishing of
physical and chemical synthesis routes, the interest shifted progressively towards
attaining NPs with controlled properties and to their possibly spontaneous
assembling in an organized, suitable fashion. During self-assembling, the building
bricks organize in an orderly, macroscopic structure: the process goes on via direct
interactions, mostly mediated by interparticle forces, or indirectly, usually via an
external field, or using a template. To enhance the effectiveness of NP self-
assembling for a technological scale-up, a high degree of process direction and
control is necessary. The state of the art spans from simpler two-dimensional NP
arrays with specific geometrical properties that find application as templates for
more complex spatial organizations [1], to more advanced and intricate three
dimensional structures, such as cluster-assembled (CA) films.

Particle properties include the size and its distribution, the composition, the
chemical and thermal stability, the transport, mechanical, and chemical properties
with their specific size dependence. Relevant properties of the artificial structure
made of self-assembled NPs are the adhesion to the substrate and the mechanical
stability, besides its physico-chemical properties that can differ from those of the
constituent NPs.

Particles are found in such different kinds of plasmas as interstellar dust [2] and
discharges through low pressure gases [3]. Indeed NPs are spontaneously gener-
ated in all plasmas; while usually they constitute a minority plasma population, in
plasmas generated by laser ablation a wealth of particles with typical size in the
few nanometer range are observed [4, 5]. The technique allows for an independent
control of the excitation (laser pulse wavelength, duration) and the irradiation
conditions (target nature, surface morphology, orientation, focusing conditions);
the possibility to adopt ample ranges of values for the process parameters permits
to explore largely different conditions of radiation—matter interaction and to affect
the complex dynamics of matter ejected from the irradiated target. Thus, a way to
explore and to understand the mechanisms of NP formation and their relative
effectiveness is opened.
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Here, we consider three different experimental configurations to generate NPs
ablating with a laser beam a solid target: the propagation through an ambient gas at
high pressure of the ablation plasma produced by a nanosecond (ns) laser pulse,
the generation of a colloidal solution of NPs via ablation in a liquid transparent to
laser radiation, and ablation in vacuum with ultra-short, femtosecond (fs) pulses.
We devote the larger space to the first case and we discuss a selection of results for
the remaining two, highlighting established plasma properties and mechanisms of
NP formation. In all cases we will refer for simplicity to the synthesis of elemental
particles.

Two questions are central to our study: what is the leading mechanism and
which is the dominant time scale in NP formation? Searching for answers to these
questions requires an ex post analysis of the properties of the deposited matter that
are usually correlated to changes in values of deposition parameters including
target to substrate distance, laser wavelength, power density deposited at the target
surface, number of laser pulses [6, 7], ablated mass per pulse, ambient gas nature
and pressure [8]. A complementary diagnostics of plasma expansion is essential, as
it offers details on the dynamics of the ejected species; the most used techniques
are optical emission spectroscopy (OES) [9], optical time-of-flight measurements
(TOF) [10], Langmuir probes [11] and fast photography, using an intensified
charge-coupled device (ICCD) [12, 13], from which the shape of the expanding
plasma, as well as the position and velocity of the plasma front are obtained.

8.2 Propagation of an Ablation Plasma Through
an Ambient Gas

After absorbing a ns laser pulse, a solid target undergoes intense fast heating
(around 1012 Ks-1) in most materials and relevant matter evaporation from the
surface occurs. Initially, the high density, highly anisotropic vapor cloud that
forms and lies just above the illuminated surface behaves like a hot, collisional
fluid, strongly interacting with the laser radiation: an isothermal expanding plasma
results up to the end of the pulse; intense ionization of plasma constituents
stimulates further plume expansion. Particle ejection from the target surface stops
short after the end of the laser pulse. In vacuum and at low ambient gas pressure
(up to about 1 Pa) plasma propagation resembles a supersonic free expansion
where a linear relation holds between the time delay and the position of the plume
front. The weak fluorescence observed close to the target just after the end of the
laser pulse is due to collisions among plasma species. The expansion of such a
plasma was modeled [14] using gas dynamics equations obtaining the density and
pressure of the plume as functions of position and time. Two main assumptions are
made, that plasma formation time is much shorter than plasma expansion time and
that plasma behaves as an ideal gas with adiabatic index c ¼ cp=cv constant. In
these conditions, ablation is treated much like thermal desorption, monolayers
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being evaporated in sequence from the target surface under quasi-equilibrium.
Nanoparticles are found in the plume as a minority constituent: their occurrence is
explained by a condensation model [15].

When gas pressure increases, plume propagation is slowed down by collisions
between plasma species and ambient gas atoms that lead to shock wave (SW)
formation. The high gas density results in plume braking, more severe in the
direction normal to the target with respect to the radial directions. The shape of the
propagating plume is observed to rapidly shift from elliptical, strongly forward-
peaked, to spherical. At comparatively low (below 10 Pa) ambient gas pressure the
initial plume expansion is similar to that in vacuum, but at times longer than 1 ls
at most, plume front slows down due to the confinement efficiency of the gas [16].
At larger times plume sharpens and its front shows an oscillatory behavior per-
sisting up to gas pressures of a few tens of pascals: at higher gas pressure this stage
starts earlier. Plasma oscillations disappear at gas pressure above about 100 Pa. At
intermediate gas pressures, between about 30 and 50 Pa, plume sharpening is
associated with confinement of plasma emission to plume front; at these pressures
braking of plume front begins after a few microseconds and continues until a
stationary behavior is achieved. Meanwhile the rear edge of the plume moves
backwards to the target. This behavior marks a transition to diffusion-like propa-
gation of plume species through the ambient gas typical of longer times, for
pressures in the tens of pascals range [17]. A strong interpenetration of plasma
species and ambient gas occurs and leads to plume splitting, besides sharpening:
the particles of the faster group travel practically at the same velocity as in vacuum
and cross the ambient gas nearly collision-less; in turn, the slower, delayed pop-
ulation results from the interaction between ablated species and gas atoms.
Splitting into two velocity populations was put into evidence by TOF distribution
analysis of the ablated species and affects both ions [18] and neutrals [19]. In
coincidence with such a mutual penetration of the laser-generated plasma and
ambient gas, a considerable conversion of kinetic energy into thermal energy
occurs, so that gas, as well as radiation temperature increase. At pressures around
100 Pa turbulence was observed across the slowing down plume front. If gas
pressure is further increased, the mutual penetration zone contracts and the plasma
front becomes compressed. In Fig. 8.1, we report pictures recorded at the same
time delays of silver and gold plasmas produced under identical irradiation con-
ditions and propagating through argon at different pressures.

The above explained evolution experienced by the ablation plume is observed
independently of the specific combination target-ambient gas-process conditions.
Yet the pressure ranges typical for the different propagation regimes are quite
broad and not always all the features of the phenomenology we described are
observed. Plume expansion through an ambient gas is a much more complex gas
dynamics phenomenon than an expansion in vacuum. The gas affects plume
dynamics and the spatial distribution, kinetic energy and kinetic-energy distribu-
tion of its constituents, thus influencing NP nucleation and evolution, as well as NP
energy distribution in the plume.
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(a)

(c)

(b)

(d)

Fig. 8.1 ICCD fast photography pictures of noble metal ablation plasmas propagating through
argon at increasing pressure (a Ag, 10 Pa; b Ag, 40 Pa; c Ag, 100 Pa; d Au, 70 Pa). The laser
beam from a KrF excimer laser (wavelength 248 nm, pulse duration 25 ns, repetition rate 10 Hz,
energy density 2 J cm-2) was focused on the rotating target at an angle of 45�
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Several phenomenological models were proposed over the years to describe the
expansion of a laser-generated plasma through an ambient gas. From the detailed
analysis [20] of the most popular drag [21, 22], shock wave [15], diffusion [22, 23]
and Arnold [24] models, we must conclude that no one of them gives a satisfactory
description of the complete expansion process, so that a detailed understanding of
a laser-generated plasma propagating through a background gas is still lacking.

We now introduce with some detail a two-step mixed-propagation model that
describes the propagation process over a wide time range for several classes of
ablated materials expanding through various ambient gases at different pressures
[25]. The model is conceptually simple and is based on modified versions of both
drag and diffusion models. In the drag model, the plasma is considered as an
ensemble of particles, which expanding experiences a viscous drag force due to the
presence of the ambient gas; the position R of the plasma front edge is given by:

RðtÞ ¼ R0ð1� ebtÞ; ð8:1Þ

where the stopping distance R0 is the distance at which the model predicts that the
plasma will stop, while b is a slowing down coefficient. In mixed-propagation
model drag model predictions are assumed to hold in the initial stage of plasma
expansion, provided the phenomenological parameters R0 and b are replaced by
~R0 ¼ m0 ~D=l and ~b ¼ l=~D respectively. m0 is the initial plasma velocity, l is a
slowing down coefficient (a diffusion coefficient divided by time) and ~D a modified
diffusion coefficient. Thereafter plasma expansion is described by a diffusion-like
equation

RðtÞ ¼
ffiffiffiffiffi
~Dt

p
: ð8:2Þ

According to gas kinetic theory the diffusion coefficient is D ¼ ðkmÞ=3, with

k ¼ ðngrÞ�1 the mean free path, ng the gas number density, m the relative velocity
of the colliding particles and r the scattering cross section. In mixed propagation

model, the diffusion coefficient D is replaced by ~D ¼ km0ðngrÞ�1 [26] with k an
integer number that depends on the atomic mass of the target. Thus, mixed-
propagation model describes plasma expansion via a two-step combination of
modified versions of drag and diffusion models.

A refinement of mixed propagation model was recently possible [27] after a
detailed analysis of the expansion of Ag plasmas in Ar for which experimental data
are available over a considerable time interval; besides this the plasma does not
come into contact with the substrate, so that an in-depth test of the model was
performed. Experimental data are fitted to the equation

RðtÞ ¼ ~RD
0 ð1� e

~btÞ; for R\~RD
0

RðtÞ ¼ ~RD
0 þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D̂ðt � tD

0 Þ
q

; for R [ ~RD
0

ð8:3Þ
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The first term of (8.3) describes the viscous plasma motion in its initial
expansion according to modified drag model: this holds until the plasma has
traveled, at the time delay tD

0 , the distance ~RD
0 from the target surface. Such a

position is taken as the origin of a subsequent diffusive expansion stage, governed
by a diffusion coefficient

D̂ ¼ jmD
0 ðngrÞ�1: ð8:4Þ

D̂ has the same functional form as ~D, except that the velocity mD
0 , namely

plasma velocity at time tD
0 , that is at position RD

0 , is used as the initial velocity.
Thus, mD

0 is at the same time the plasma residual velocity at the end of the viscous
expansion stage and the initial plasma velocity at the beginning of the modified
diffusion stage of expansion. In Fig. 8.2, we report the results of the fitting pro-
cedure for Ag plasma propagation in Ar at 40 Pa. Experimental data were fitted

using (8.3) with the parameters ~b, ~RD
0 , and mD

0 . The dashed line refers to the fit
where the first term of (8.3) (modified drag model) holds up to the position ~RD

0 ,
thereafter, data are fitted with the second term of (8.1) (modified diffusion model)

Fig. 8.2 Fit of Ag plasma propagation through argon (40 Pa) by mixed propagation model.
Modified drag model is adopted for the initial expansion stage and modified diffusion for the late
expansion. The diamond marks the change of expansion regime. Although along the grey area
SW propagation correctly fits the expansion (see the inset), it can be neglected for simplicity
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using the diffusion coefficient D̂ calculated using the mD
0 value as obtained from the

fit. In Fig. 8.2, the diamond marks the position at which the velocity mD
0 is imposed

to the plasma. Similar results were obtained for expansions in Ar at all the other
investigated pressures: remarkably, at 10 Pa a satisfactory fit was obtained up to
time delay of 20 ls [28]. The values of the parameters obtained from the fitting
procedure are reported in Table 8.1. At the different Ar pressures the values of the

initial plasma velocities m0 deduced from the fitted ~RD
0 and ~b nearly coincide with

those obtained directly from the slope at the origin of the experimental data. m0
decreases from 1.56 cm ls-1 at 10 Pa down to 1.18 cm ls-1 at 100 Pa. This is an
indication that plasma–Ar interaction results in important deviations from free
propagation since the beginning of expansion. The agreement between (8.3) and
experiment is notable in particular in the early and the late expansion stages. The
reason for this is that ~RD

0 sets an unphysical discontinuity between two different
plasma expansion regimes (in the original drag model R0 indicates the maximum
expansion distance of the plasma). Thus, the fit accuracy is poorer over a time
interval centered around tD

0 , namely at the transition between the two expansion
regimes. The above inaccuracy is due to the (over) simplified structure of mixed
propagation model that does not take into account that a SW develops along with
plasma propagation. The simplification is acceptable in cases like that of Ag
plasma propagation in Ar, where the SW duration is limited to about 1 ls between
70 and 100 Pa and to about 4 ls at 10 Pa [28]. Yet, where SW formation must be
taken into account mixed propagation model fails to precisely reproduce plasma
dynamics. A notable example is the propagation of gold ablation plumes produced
with the same experimental setup and process parameters as for the silver plumes
we just discussed. The explored Ar pressures ranged between 10 and 70 Pa and the
laser energy density was set at 2.0 J cm-2. We used for fast-photo imaging an
iCCD as for the measurements on silver. From Fig. 8.1 already a visual inspection
shows the crucial role of SWs to plasma propagation. In Fig. 8.3a, we report the
curves for the position of the plasma front edge versus time, as obtained from
pictures of the plume taken at increasing time delays with respect to the arrival of
the laser pulse at the target. The curves were fitted using the modified version of
mixed-propagation model (see (8.3)). Good fits were obtained only for the
expansion at 10 Pa: in this case the initial expansion stage was modeled using
modified drag model and the subsequent stage by modified diffusion model, like in

Table 8.1 Experimental data (pg, ng) and parameters from plasma expansion analysis with
mixed propagation model (modified drag and modified diffusion) for Ag ablation plasmas
propagating through argon at increasing pressure

pg (Pa) ng (cm-3) vD
0 (cm ls-1) ~RD

0 (cm) tD
0 (ls) v0 (cm ls-1) D̂ (cm2 ls-1)

10 2.41 9 1015 0.09 1.51 5.29 1.56 0.061
40 9.66 9 1015 0.12 0.82 2.39 1.21 0.020
70 1.69 9 1016 0.13 0.64 1.67 1.15 0.013
100 2.41 9 1016 0.20 0.55 0.86 1.18 0.014
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the case of silver. For higher Ar pressures fitting results were poorer. Indeed, the
experiments were in all respects identical to those performed on silver, unless that
the atomic mass of gold is about twice the silver mass: mAu = 196.97 and
mAg = 107.87 amu. Since plasma dynamics in a gas is dominated by collisions,
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Fig. 8.3 a Position of the
front edge of Au plasmas
versus time at increasing time
delays with respect to the
arrival time of the laser pulse
at the target. The curves refer
to propagations through
argon at increasing pressure
(10, 40, 70 Pa). b Fit of Au
plasma propagation through
argon (10 Pa) by mixed
propagation model. Modified
drag model is adopted for the
initial expansion stage and
modified diffusion for the late
expansion. The diamond
marks the change of
expansion regime. c Fit of Au
plasma propagation through
argon (70 Pa) by mixed
propagation model. SW
model is adopted for the
initial expansion stage and
modified diffusion for the late
expansion. The diamond
marks the change of
expansion regime
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the mass ratio between plasma species and ambient gas atoms plays a major role
that is not considered in any of the previously discussed phenomenological
models. In a classical hard-sphere binary collision between an argon atom and a
gold atom the kinetic energy loss experienced by the first is expected to be lower
than in the case of the lighter silver. Thus, the braking efficiency of the ambient gas
is much lower with gold plumes, leading to a significantly different evolution of
plasma dynamics with respect to silver. In particular, the time interval during
which SW-like expansion is expected to occur will be longer for gold than for
silver plasmas and thus cannot be neglected as in (8.3). To take this into account,
Au plasma expansion data for Ar pressures between 40 and 100 Pa were fitted to
the equations:

RðtÞ ¼ n
E0

q0

� �1=5

t2=5; for R\~RD
0

RðtÞ ¼ ~RD
0 þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D̂ðt � tD

0 Þ
q

; for R [ ~RD
0 :

ð8:5Þ

Differently to (8.3) the initial stage of expansion is reproduced using SW model
[15] and the subsequent one using modified diffusion model. In (8.5), the ~RD

0
position marks an unphysical discontinuity: between modified drag and modified
diffusion regime (at 10 Pa), as well as between shock wave and modified diffusion
regime (at Ar pressures from 40 to 100 Pa). The residual velocity vD

0 at ~RD
0 rep-

resents the plasma initial velocity in modified diffusion model. In Fig. 8.3b, c the
results of the fitting procedure for two representative cases of Au expansion, in Ar
at 10 and 70 Pa, are shown. In Table 8.2, parameter values obtained from the
fitting procedures for all the investigated Ar pressures are reported.

8.3 Synthesis of Nanoparticles in the Expanding Plasma

Basically two schemes for NP nucleation and growth are reported in the literature.
In the first, exemplified by Cu, NPs grow up to a critical size; coalescence and
coarsening follow at large degrees of substrate coverage and drive the growth of

Table 8.2 Experimental data (pg, ng) and parameters from plasma expansion analysis with
mixed propagation model for Au ablation plasmas propagating through argon at increasing
pressure. The first column reports the adopted models in the fitting procedure

Model pg

(Pa)
ng

(cm-3)
vD

0
(cm ls-1)

~RD
0

(cm)
tD
0

(ls)
v0
(cm ls-1)

D̂
(cm2 ls-1)

Drag ? Diff 10 2.41 9 1015 0.240 1.55 1.88 1.30 0.221
SW ? Diff 40 9.66 9 1015 0.117 1.31 3.1 0.86 0.027
SW ? Diff 70 1.69 9 1016 0.115 1.10 3.5 0.86 0.015
SW ? Diff 100 2.41 9 1016 0.096 1.4 3.9 0.88 0.009
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nanocrystals with size below 10 nm in nanocomposite films deposited by PLD in
argon at low pressure, not higher than 0.66 Pa; at higher gas pressures, up to
13 Pa, again nucleation and growth mainly occur on the substrate, but the reduced
surface mobility inhibits the coarsening stage, so that highly anisotropic nano-
crystals are observed [29]. Although the same scheme of NP growth was reported
for Fe/Mo [30] and Fe/Cu (111) [31], it cannot be considered of universal validity.
Indeed in the case of silicon NPs with narrow size distribution, plasma spectros-
copy indicates that particle nucleation and growth occurs in the expanding ablation
plume [32], and is strongly affected by ionization processes that occur when plume
propagates through the ambient gas, resulting in very high nucleation rates and
small cluster critical radii [33]. The synthesis of C NPs in plumes expanding
through He and Ar atmospheres up to pressures of 1 kPa was investigated and
modeled, considering the leading role of ionization phenomena in the interface
region between the SW front and ambient gas [34, 35]. Cluster-assembled W films
were deposited in different atmospheres and pressure ranges [36]; the surface
morphology, bond coordination and oxidation path of the deposited films, both
when exposed to ambient atmosphere and when prepared in dry air, were studied
and complemented with a detailed HREM analysis of structure, size and mor-
phology of the deposited NPs [37].

From the bulk of the above investigations a coherent picture of NP formation in
the expanding ablation plume follows: small, essentially spherical NPs are syn-
thesized in gas phase during plasma expansion and their size depends on plume
dynamics; the latter is highly sensitive to ambient gas nature and pressure. Thus,
some plasma parameters deduced in the frame of mixed-propagation analysis are
useful to model NP synthesis in the expanding ablation plume. In particular, we
evaluate the average NP asymptotic size, namely the number N of constituent
atoms in a particle that reached a steady state during plume propagation.

NPs evolve through the stages of nucleation, growth and cooling [32]. When an
ambient gas is present, a set of hydrodynamic equations for plasma expansion,
including vapor condensation should be solved. Such an approach is presently
impracticable. We assume that the plume, whose initial ionization degree is high,
contains a population of tiny clusters [38] and we take that plume evolution is not
affected by the mechanisms of NP formation [32]. For a fixed set of ablation
conditions, the average asymptotic number N of atoms in a particle that reached a
steady state during plume propagation is calculated in the ideal-gas approximation.
Although the plume experiences a range of internal pressures and is spatially
inhomogeneous, so that at a given time it contains particles at different stages of
aggregation, we consider averages over long times; N is given by

N ¼ ðhnaira�ahvitf Þðngra�ghvitf Þ ð8:6Þ

where hnai is the average number density of ablated atoms, tf is the NP growth
time (for tffi tf we assume that NPs reached their steady size), hvi is the mean
plasma velocity, ra�a and ra�g are the geometric cross sections for ablated par-
ticle-ablated particle and for ablated particle-gas atom collisions. If the substrates
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are placed at a distance smaller than the distance xaggr traveled by the plume during
particle growth time, (8.6) should be multiplied by xT�S=xaggr, where xT�S is the
target to substrate distance. If xT�S is less than xaggr, NPs with sizes smaller than
the maximum achievable are deposited. When distance and gas pressure are
expressed in cm and Pa respectively, we have

xaggr ¼ kp�1=5
g : ð8:7Þ

The equation is an upper limit for xaggr; it was obtained [39] from data on the
trend of the intensity versus distance from the target, considering CN [40, 41] and
TaO [42] band emissions from plumes ablated by different lasers at quite different
energy densities (4–95 J cm-2) over wide ranges of ambient gas pressure (1–105

Pa). It is noteworthy that such intensities that are direct indication of plasma
reactivity invariably show a peaked behavior: the distance xM where emission is
maximum depends only on gas pressure according to xM ¼ kMp�1=5

g with
kM ¼ 2 cm Pa1/5. From the available data, the maximum distance at which emis-
sion is observed is estimated as three times xM (i.e. k ¼ 3kM): we assume that the
same distance coincides with xaggr in the case of a non-reactive species such as NPs.

Time resolved fast photography of plasma expansion allows for a more realistic
estimate for xaggr and an evaluation of the physical quantities that are used as input
parameters in (8.6), in particular, the average plasma velocity hvi, the average
plasma density hnai, and the aggregation time tf . We devoted much attention to the
formation of noble metal (NM) NPs, in particular Ag and Au, with the aim to
prepare artificially roughened substrates with specific optical properties (see Sect.
8.7). We first investigated via time resolved fast photography the synthesis of
silver NPs in plasmas expanding in Ar at pressures between 10 and 100 Pa. From
the plasma images taken at different time delays with respect to the arrival of the
laser pulse, the position of the plasma front (R) as a function of time (t) was
determined. According to our discussion in Sect. 8.2, the linear behavior observed
in the first expansion stage is followed by a slowing down as a consequence of the
collisions with ambient gas atoms at rest, until in the final stage of expansion the
plasma stops, or moves very slowly. The time intervals characteristic for the
different propagation regimes depend on ambient gas pressure. Increasing the latter
both deviation from the linear behavior and plasma stopping are observed earlier.
The luminous emission of the plasma, as recorded by the iCCD, is a consequence
of relaxation via light emission of collisionally excited neutral or ionized species.
In this respect, the intensity of plasma luminous emission is strictly correlated to
the collisional rate among plasma species. In Fig. 8.4, we report the trend of
emission intensity of Ag plumes at different time delays for a set of Ar pressures,
recorded from plasma images taken along the target to substrate direction. Each
image was normalized with respect to the integration time and amplification factor
of the iCCD. The luminous intensity is highest just after plasma formation, then
decreases fast as soon as the plasma starts to expand. We take tf as the time at
which the intensity drops by three orders of magnitude from its initial value: at tf ,
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all collisions that can result in NP growth ended and NPs reached a steady state.
The average plasma density hnai is evaluated from the plasma volume, deduced
from plume pictures (at t ¼ 0 and at tf ), and from the average number of atoms
removed from the target by a single laser pulse (3.14 9 1014): this value is
obtained from measurements of crater volume [43]. The mean plasma velocity hvi
is calculated as the average between the initial plasma velocity and the plasma
velocity at tf : hvi is the impact velocity in a binary collision between a slow gas
atom and a fast plasma particle. In Table 8.3, values of model parameters from the
analysis of plasma expansion between 10 and 100 Pa are reported together with
the estimates for the number of atoms per NP, hNi. NP size d was calculated for
spherical, non-crystalline, close-packed NPs according to indications from

Fig. 8.4 Trend of emission intensity of Ag plasmas at different time delays, for propagations
through argon at increasing pressure, as recorded from plasma images collected along the target
to substrate direction. The arrows put in evidence the time at which each intensity curve decayed
by three orders of magnitude with respect to the first recorded value

Table 8.3 Experimental (pg) and model (hnai, hvi, tf, xaggr) parameters used to deduce the
average number of Ag atoms per NP, hNi, in plasmas propagating through argon at increasing
pressure (adapted from [44])

pg (Pa) vh i (cm ls-1) nah i (cm-3) tf (ls) xaggr (cm) d (nm) hNi dm

10 0.48 7.15 9 1014 0.79 0.66 0.7 15 –
40 0.28 1.36 9 1015 3.32 0.49 1.7 158 –
70 0.22 2.24 9 1015 5.17 0.40 2.8 716 2.9
100 0.21 2.78 9 1015 7.32 0.39 4.1 2,344 3.8
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electron diffraction performed during TEM observations (packing coefficient,
0.67). In these depositions the laser pulse number was limited to 104 to avoid NP
coalescence on the substrate. There is a remarkable agreement between NP size
calculated and directly measured from high magnification TEM pictures for films
deposited at 70 and 100 Pa as exemplified in Fig. 8.5a, b. The particle size dis-
tributions reported in the same figures were obtained after image analysis of the
original pictures by a particle counting software [45]. In films grown at 40 and
10 Pa, coalescence among NPs was observed: indeed we find small regions con-
sisting of isolated NPs whose average size is in agreement with model predictions,
yet such regions are not large enough to allow a reliable statistical analysis.
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Fig. 8.5 TEM pictures and measured particle size distribution of isolated Ag NPs synthesized in
argon at 70 Pa (a) and at 100 Pa (b) deposited on a-C covered Cu grids

188 P. M. Ossi et al.



8.4 Nanoparticle Self-Assembling on a Substrate
and Film Growth

When the ablation plume arrives at the substrate with energy of several eV at-1 or
above, the nanoparticles it possibly carries either undergo penetration, or pinning
[46] resulting in compact, well-adherent films. When the deposition is low energy
typically fractions of eV at-1, particles diffuse and aggregate on the substrate
surface [47], then they coalesce in larger particles beyond a critical degree of
surface coverage. This deposition strategy is adopted to produce cluster-assembled
materials that keep memory of the properties of their precursor building blocks.

We discuss the evolution of NP self-assembling on a substrate and the observed
stages of film growth, always referring to an initial deposition of small, nearly
spherical NPs synthesized in the expanding ablation plasma that land on the
substrate with a kinetic energy Ek such that

Ek at�1\Ecoh at�1 ð8:8Þ

where Ecoh is the material cohesive energy; (8.8) gives a necessary condition to
keep NP integrity.

In Fig. 8.6 are nicely illustrated all the stages of film formation, in the case of
Ag, deposited in Ar at 10 Pa with 104 laser pulses. The amorphous C film beneath
the Cu grid was not completely covered by particles, yet in the image we clearly
identify three distinct regions. A low-density oval area is regularly filled with
small prevalently spherical NPs; when the particle size increases the shape devi-
ates from spherical to elliptical. The origin of the oval area is most likely a
micrometer sized droplet that accidentally attached itself for a certain time interval
to the substrate, shadowing it from NP deposition, then it flew away and NPs
re-started to deposit on the bare substrate. Such a region is surrounded by

Fig. 8.6 TEM picture of the
different stages of Ag film
formation, from isolated NPs
to coalesced islands, to a
percolated structure
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coalesced NPs whose shape is more and more irregular with increasing size, up to
big islands interconnected through thin channels. Thus, by chance on the same
sample we can observe different time stages of film growth, from the very initial
deposition of tiny, isolated NPs, to a nearly-compact, extended film.

The deposition of Au NPs was monitored like that of Ag NPs correlating
plasma analysis with TEM observations of isolated, as deposited particles whose
size and shape could be individually measured. The experimental set-up and
process conditions were kept unaltered with respect to Ag depositions. Figure 8.7
refers to a deposition at 100 Pa of Ar. A nearly circular portion, with micrometer
size, populated by a distribution of isolated NPs is surrounded by a film made of
NPs at an advanced stage of coalescence into islands interconnected through a
network of channels with appreciably regular width. Like in the case we discussed
for Ag, the low-coverage region is most likely due to the accidental deposition of a
droplet that shadowed the substrate surface from NP deposition for a certain time
interval, then detached and flew away. In Fig. 8.7, apart from a minority of very
small NPs, the average NP size ranges between 6 and 10 nm, in agreement with
predictions from mixed-propagation model (see Table 8.4).

Keeping fixed all the other process parameters, the deposited gold films consist
of agglomerated NPs at increasing degree of coalescence with increasing laser
pulse number and decreasing ambient gas pressure. This is the very same trend we
observed in silver films synthesized in Ar atmosphere. A representative TEM
picture, taken across the boundary between two adjacent, well-differentiated
regions in a film deposited in Ar at 70 Pa is displayed in Fig. 8.8a. In the left
region, similarly to what is observed in films deposited at low pressure, large
islands at an advanced stage of reciprocal interconnection are found. The inter-

Fig. 8.7 TEM picture of Au
NPs synthesized in argon at
100 Pa, deposited on a-C
covered Cu grids. The size of
some representative NPs is
reported
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island channels are rather short, while their width can be as large as about 20 nm.
There is clear evidence of NP deposition on the denuded substrate at channel
bottom (Fig. 8.8b). The size of such NPs has to be compatible with the channel
width: the shape is spherical for the smallest ones, sized around 2 nm, and pro-
gressively distorted to elliptical when coalescence begins. It is noteworthy that
such particles most likely had a low kinetic energy, insufficient even to move
across the small distance, of the order of channel width, to aggregate themselves to
pre-existing islands. As to the region on the right-hand side of Fig. 8.8a, it consists
of a dense, uniform coverage of the substrate with coalesced, irregularly shaped,
Au islands, sized between about 10 and 20 nm at most, separated by a network of
thin channels.

Table 8.4 Experimental (pg) and model (hnai, hvi, tf, xaggr) parameters used to deduce the
average number of Au atoms per NP, hNi, in plasmas propagating through argon at increasing
pressure (adapted from [48])

pg (Pa) vh i
(cm ls-1)

nah i (cm-3) tf (ls) xaggr (cm) d (nm) N dm

10 0.47 3.00 9 1015 2.3 1.83 2.0 115 –
40 0.41 8.32 9 1014 5.0 1.50 3.1 478 –
70 0.41 6.80 9 1014 10.0 1.55 5.6 2,670 –
100 0.37 3.02 9 1014 35.0 1.51 10.2 16,600 –

Fig. 8.8 a TEM picture of a Au film deposited in argon at 70 Pa. On the left hand side, a region
at advanced stage of island interconnection. A magnified view of a portion of this region
(b) highlights the presence of isolated NPs on the bottom of inter-island channels at advanced
filling stage. On the right hand side, coalesced, irregularly shaped islands, with average size
between 10 and 20 nm separated by a network of thin channels
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8.5 Nanoparticle Production Via Pulsed Laser Ablation
in Liquid

Pulsed laser ablation in liquid (PLAL) is a simple, chemically clean and envi-
ronmental friendly technique to prepare nanoparticles. The essentials of the pro-
cess can be illustrated referring to Fig. 8.9. A short, high power laser pulse is
focused through a lens to a small spot onto a solid target placed in a holder and
submerged under variable levels (several millimeters) of a transparent liquid. The
liquid-containing vessel may be open, or it may have a window flush with the
liquid to prevent splashing. Laser pulses are fired at the target for a time typically
ranging from minutes to hours to ablate it. Interaction of light with the target
surface causes vaporization of the target material and of a small amount of the
surrounding liquid. The spatially confined vapor is rapidly converted to plasma
whose initial ionization degree is near unity; such an ambient contains highly
excited species, both electronically and translationally [49] so that chemical
reactions between the ablated species and molecules of the liquid are favored. The
interaction of radiation with a solid target is largely similar when it occurs in
vacuum, or at the interface between a solid and a fluid of increasing density, from a

Fig. 8.9 Schematics of the
setup for PLA in liquid
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diluted gas to a liquid. The qualitative difference concerns plasma expansion that is
more and more hindered with increasing fluid density. In particular, even more
than in the case of a high-pressure gas that we discussed at length before, the liquid
retards plasma expansion, resulting in strong confinement, thus in high plasma
pressure and temperature. The high temperatures (of the order of thousands of
Kelvin) and pressures (in the GPa range) provide favorable conditions to the
synthesis of NPs typically composed of atoms from both the target and the liquid,
whose composition, structure and morphology belong to exotic, often conven-
tionally unattainable regions of the material phase diagram. Such NPs initially
constitute a suspension in the liquid, but after accumulation they result in a col-
loidal solution. Prolonged interaction with the laser radiation can occur, leading to
further changes in NP composition, size, or morphology [50].

The most relevant features of PLAL are: (i) the final product is free from
remnants of precursors, intermediate reaction products, reagents, thus no further
purification is needed; (ii) the experimental setup is simple and low cost; (iii) the
extreme confinement conditions and the resulting high-temperature, high-pressure
volume where the process occurs favor the formation of unusual metastable
phases; (iv) both the solid target and the liquid are vaporised, so the product can
contain atoms from the target material and from the liquid.

These features allow for specific target-liquid combinations to fabricate com-
pound nanostructures with ad hoc designed functions. Nevertheless, compared
with other NP generation techniques, this laser-based method is limited by low
productivities for longtime generation processes, and optimal parameters should be
used to draw upon this technique.

Focusing like in the previous Sections on metallic NPs, the main goal is to
obtain colloidal solutions with tailored NP concentration and distribution. Thus, it
is vital on the one hand to have an efficient control of the ablation process that
determines the structural properties of the nanoparticles, on the other hand to know
the details of the influence on NP size and size distribution of the surrounding
matrix, or of the solvent in which the nanoparticles are dissolved. When laser
processing is performed in vacuum or in a gas, the energy density at the target is
usually determined by the nominal deposited pulse energy and the ablation spot
area. However, when the laser beam propagates from air to a liquid phase and
through the liquid, several changes in the incident laser pulse energy and wave-
length occur. In particular, ultra short, highly energetic laser pulses undergo self-
focusing and filamentation. Thus, when NPs are generated during the ablation
process, absorption and nonlinear interactions are enhanced due to the large linear
and nonlinear absorption coefficients of the colloid. Such effects limit the ablation
efficiency, though they are rarely considered and careful analysis of the results is
required [51]. It has been shown that the ablated mass increases with the energy
density at the target so that high intensities are desirable to increase the NP
production. Yet, when high energies are used, even determining the focal plane in
the liquid via the ablation spot is not straightforward. For example, when Au NPs
are prepared in water using nanosecond laser pulses, just changing the liquid
thickness requires refocusing and repetition of focal plane determination [52]. Both
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the water thickness above the target and the lens position affect the ablation spot
diameter that, in turn, determines the operative energy density. From Fig. 8.10a,
ablating in air the smallest ablation spot diameter / is obtained when the distance
lens-target Lp coincides with the lens focal length Lo. When the process takes place
in water, the ablation spots remain almost unchanged until DLp = 3 mm, being
Lp = Lo ? DLp, then progressively / decreases with increasing DLp. A similar
trend was observed for different thicknesses of the water layer above the target.

To find the best conditions, in terms of lens position and water layer thickness,
to maximize the NP production yield, the ablation process was carried out varying
DLp between -10 and þ10 mm while keeping fixed the laser pulse energy at
20 mJ and the ablation time at 20 min. The Au NP concentration was deduced
from the intensity of the absorption band, at about 520 nm, due to the surface
plasmon resonance (SPR) of Au NPs in the UV–Visible spectra of the colloidal
solutions [53]. As shown in Fig. 8.10b, the largest amount of Au NPs was obtained
for DLp = 2.5 mm, when the ablation process was performed with a water layer
above the target 18 mm thick. At variance with common observations in vacuum,
or in gaseous atmosphere, the largest Au NP concentration is not obtained when
the laser spot is smallest (in this experiments it was found at about
DLp = þ10 mm) and it sensitively depends on the water layer thickness. The
result can be explained considering that the laser-generated plasma strongly

Fig. 8.10 Effect of lens position and water layer thickness on a the ablation spot diameter / and
b the concentration of Au NPs
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scatters and absorbs the incoming pulses; only a fraction of each energy pulse
reaches the target: thus, the ablation efficiency is drastically reduced [51]. Once the
best focusing and water layer conditions were identified, the role of the laser pulse
energy to the process was investigated. The ablation parameters for which the
highest NP production was found were fixed and ablation was carried out changing
the pulse energy between 6 and 150 mJ. The SPR of the colloids so prepared are
shown in Fig. 8.11a. They are characterized by the just discussed feature around
520 nm that slightly red shifts when the pulse energy increases; the overall
absorbance decreases and a new contribution to absorption around 750 nm is
observed, presumably associated to a clustering process. From Fig. 8.11b we see
that the concentration of Au NPs initially increases up to the value of 5.5 9 10-4

M (corresponding to the laser energy of 20 mJ), then progressively decreases:
indeed the extreme pressure and temperature conditions at the interface between
the expanding plasma and the confining liquid may favor the fragmentation of
existing NPs that will rearrange in clusters [54]. The observed considerable
decrease of NP concentration, deduced from optical absorption, reflects such a
structural rearrangement.

To gain a direct look at the nanostructuring processes, the morphology of Au
products was investigated by TEM imaging. In Fig. 8.12, TEM pictures recorded
from all the samples prepared at different laser pulse energies are shown. When the
pulse energy is 10 mJ a uniform distribution of nearly spherical NPs smaller than

Fig. 8.11 a Surface plasmon resonance of Au NP colloids prepared at different laser energies per
pulse; the absorbance spectra are shifted for clarity. b Au NP concentration versus laser pulse
energy E
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10 nm in diameter is observed, besides some particles larger than 30 nm
(Fig. 8.12a). A high density of NPs whose average size reduces to 3–5 nm is found
in the sample prepared at 20 mJ (Fig. 8.12b). Increasing the laser energy at 50 mJ
(Fig. 8.12c), a re-structuring of spherical NPs sized about 50 nm in chain-like
agglomerations is evident. Finally, at the highest energy (100 mJ), some portions
of the sample are characterized by columnar-shaped nanostructures (Fig. 8.12d).
Overall, the optical response of Au NPs can be tailored by changing the mor-
phological properties of Au nanostructures that, in turn, strongly depend on the
ablation parameters, the water layer thickness above the target, the lens position
and the laser pulse energy.

Similar trends were observed ablating with femtosecond pulses. In this case,
also the focal lens was changed [51]. As previously described, when the thickness
of the liquid layer increases, the displacement of the lens with respect to its
original position (the position at which the focal plane in air coincides with the
target position) should be increased. To explore this point, the laser beam was

Fig. 8.12 TEM images of samples prepared at different laser pulse energies: a 10 mJ; b 20 mJ;
c 50 mJ; d 100 mJ
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focused by different focal lengths from 40 mm up to 200 mm: the focusing con-
ditions in the liquid with respect to air differ much and the relative distance
between lens and target must be reduced. This is explained considering the
refraction at the air–liquid boundary, the liquid vaporization, the self-focusing and
the optical breakdown in the liquid. All these phenomena contribute to favor laser-
induced welding/sintering which appears to be a promising approach to solder
NPs; available examples include Au and Pt [55] as well as Au and TiO2 NPs [56]:
the properties of both hybrid systems are considerably enhanced with respect to
those of the elemental constituents.

A comprehensive mechanistic scenario of PLAL and of all the combinatorial
library of constituents and interactions between them, including photons, liquid
molecules, the solid target, and laser-produced particles was proposed in terms of
two main phenomena, shock wave emission and laser-induced bubbles, and their
influence on NP formation [57]. After passing through the liquid, the focused laser
beam irradiates the solid surface. The solid surface absorbing laser energy emits
SWs to relax the excess energy. Two distinct compressive waves are emitted and
propagate into both the solid and the liquid. In the solid, a rapid expansion
immediately follows the SW. In the liquid, the shock front changes the refractive
index, so that the shock front can be observed. The SW carries energy defined as
the energy flux cross the area where the SW arrives:

Es ¼
4pr2

s

ql

Zt0

0

ðPs � PlÞ2

Us � Ps�Pl

qlUs

ffi � dt ð8:9Þ

where rs is the radial distance of the shock front from the origin, Ps is the SW
pressure, Us is the shock front velocity, t0 is the time at the tail of the SW and t is
set as zero at the shock front. The SW dissipates a considerable fraction of the
energy during its propagation through the liquid. Across the SW the liquid is
heated. In particular, the SW may induce acoustic cavitation bubbles by travelling
across the previously perturbed liquid by photothermal heating and/or photodis-
sociation along the laser path. Besides this, the deposition of photon energy on the
target surface gives rise to hot carriers, electrons or electron–hole pairs at a
temperature Te. However, the pathways to ablation change depending on the pulse
duration sL, the energy density F, and the target properties. At irradiances above a
threshold Ip (on the order of about 1013 W/cm2 for metals and semiconductors),
the laser pulse induces optical breakdown of the solid and direct solid-plasma
transition. Well below Ip, which is the case for most PLA experiments using
nanosecond lasers and for some picosecond and femtosecond lasers, both thermal
and non-thermal channels may lead to ablation. Two critical time scales are worth
mentioning, namely the electron–phonon equilibration time sE (about 10-12–10-11

s) and the liquid–vapor equilibration time sLV (about 10-9–10-8 s).
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8.6 Nanoparticle Synthesis Using fs Laser Pulses

When ablation is performed using fs laser pulses NPs are often observed to form
during plasma expansion in vacuum: thus the morphology, stoichiometry and
nanostructure of the resulting films differ much from those observed with ns laser
deposition. Generally the films consist of randomly stacked NPs, typically sized
between 10 and 100 nm, and rather narrow size distributions [13]. Some essential
features of the interaction between an ultra-short fs pulse and matter are useful to
interpret NP formation. The energy released to the target by the pulse is spatially
highly concentrated in the immediate surroundings of the laser spot because the
interaction time is too short to activate the thermal conduction channel. Conse-
quently a small volume of matter is brought to supercritical conditions while still
keeping a density typical of the solid state. The extreme temperature—pressure
regions of the phase diagram thus attainable, together with the associated fast
quenching associated to material expulsion from the target allow to synthesize
otherwise unattainable metastable, exotic phases. Hydrodynamics indicates that
the relevant strain underwent at high strain rate during the fast expansion of the
high-pressure fluid results in mechanical fragmentation: this mechanism is of basic
importance to quantitatively interpret NP formation [58]. Two schemes are
available for NP synthesis: besides direct cluster ejection from the target following
material disruption by a laser-induced explosion-like process, atom aggregation in
the flying ablation plume via a collisional mechanism was proposed [59]. All
models and simulations move from the features of fs pulse interaction with the
target, an initial ultra-fast heating without changes of matter density, followed by
an ultra-rapid expansion and cooling. Hydrodynamic simulations [60] indicate that
a thermal wave is followed by an abrupt pressure increase and a propagating shock
wave. Molecular dynamics (MD) simulations [61, 62] underline mechanisms
including phase explosion, fragmentation, evaporation and mechanical spallation.
Two thresholds were found in the model system Ni [62]: spallation follows
extended defect formation and it proceeds via void nucleation, growth and coa-
lescence, while phase explosion requires material overheating, after which the
material suddenly decomposes in a mixture of vapor and liquid droplets: in Ni the
order of magnitude of the time needed before the onset of phase explosion is
around 150 ps.

The evolution of a metal film after a localized photoexcitation was simulated
depositing a single ultra-short, 200 fs pulse on a small region with Gaussian spatial
profile and FWHM of 10 nm, of a Ni slab with diameter of 250 nm and thickness
of 20 nm; the corresponding deposited energy density was 3.1 J cm-2 [63]. Highly
off-equilibrium conditions are set and a sequence of fast phase transformations is
observed. First a central nanosized region undergoes a large overheating and a
homogeneous transient melting. Such a region protrudes out of the irradiated
surface like a bump. The estimated value of the peak pressure within this region
reaches up to 8 GPa in 2.5 ps. Relaxation of the temperature gradients via fast
two-dimensional electron heat conduction leads to an initial cooling rate of the
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small melted volume of about 1013 K s-1, resulting in deep undercooling, with a
liquid–crystal interface that advances at about 80 nm ns-1 during the cooling
down of the melted region. Around 0.6 Tm (Tm, melting temperature) extended
nucleation of crystallites occurs within the undercooled liquid.

Dedicated diagnostics of the ablation plasma produced by ultra-short pulses
were essentially performed on elemental targets during irradiation in vacuum with
visible to near-IR light at energy densities from intermediate to modest and power
densities between a few 1012 and a few 1014 W cm-2. In metals (Ti) irradiated at
energy densities around 0.7 J cm-2, time-of-flight mass spectrometry (TOF–MS)
indicates two components of the ion velocity distribution: the kinetic energies of
Ti+, in the keV range, are taken as a marker that Coulomb explosion can signif-
icantly contribute to ablation [64].

Since less than 10 years time-resolved optical emission spectroscopy (OES)
measurements are coupled to fast imaging of the expanding plasma produced by
ultra-fast irradiations. The results collected on several elemental metals yield a
consistent picture: at short delay a plume propagates along the normal to the target
with narrow angular aperture; the constituents of such a plasma are atomic species,
both ions and neutrals. Careful velocity measurements show that ions are always
faster, with velocities from a few 104 to 105 ms-1, being strongly coupled to
electrons that escape first from the target; atoms are slower by one order of
magnitude. We have data for Ti, Zr, Hf [65], Au, Cu [13], Al, Si [66]. We can
interpret the strongly directed plasma expansion along the normal to the target
surface considering that the pulse duration is shorter than the shortest coupling
time between elementary target constituents, electrons and ions (se-i), so that
plasma forms after laser pulse termination. The relevant initial plasma pressure
caused by the strong over-energization drives such a preferential expansion.
Notably, this phenomenology was observed also in fs laser produced plasmas from
a graphite target, expanding through molecular nitrogen at high pressure (*53,
*132, *660 Pa) [67]. In these experiments, besides spectrally integrated plume
pictures, also images of C2 and N were recorded to monitor the evolution of those
molecular precursors relevant to the synthesis of carbon nanostructures. C2

emission is brightest at distances not larger than 1 mm from target surface, at early
times, similarly to what is observed when fs ablation is performed in vacuum. It is
attributed to direct ablation, or to C2 formation in three-body-collisions until the
plasma is most dense. At longer times C2 emission is brighter in plume wings,
where less fast species are found: indeed the lower temperature in plasma wings
favors three-body recombination, whose rate scales with ne

2Te
-9/2. CN emission

intensity, besides at plume wings, is maximum at plume front where its dissoci-
ation is less likely to occur than that of C2, due to the higher dissociation energy of
CN (7.72 eV), compared to C2 (6.27 eV).

In fs ablation of metal targets, a high intensity plume that remains in contact
with the target even for times as long as microseconds was studied in detail in the
case of Au and Cu irradiations [13]. The expansion of this plasma was attributed to
the combined effect of particle size and temperature gradients: smaller, hotter
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particles are grouped in plasma front, similarly to what is observed with nano-
second laser pulses.

In a few cases the size and size distribution of the dispersed deposited NPs were
determined: as an example, in Fig. 8.13a atomic force microscopy (AFM) mea-
surements on copper are reported. As to the self-structuring of the deposited NPs,
whenever the deposited films were analyzed, SEM, or AFM show random dis-
tributions of NPs [13, 68]; in all these studies sub-monolayers were deposited to
avoid NP self-organization on the substrate, most likely resulting in coalescence.
Since the above observations are independent of target nature, whether it is a metal
or a semiconductor, NP production appears to be a typical phenomenon associated
to fs PLD. The velocities just discussed for the different species are nearly constant

Fig. 8.13 AFM measurements from a deposited surface 2 9 2 lm2 of size and size distribution
of Cu NPs ablated with a Ti:Sapphire laser (wavelength 800 nm, pulse duration 100 fs, repetition
rate 1 kHz, energy density 4 J cm-2) (adapted from [13])
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over quite large distances from the target, from 1 mm to centimeters [68]. The
atom/ion to cluster velocity ratio was reproduced in a direct simulation Monte
Carlo (DSMC) where molecular dynamics (MD) results were used as input
parameters [69]. For both Au and Cu [13] around the threshold energy of ablation
Et, atom velocities increase when measured as a function of the deposited energy
density E: the associated mechanism is the increased amount of ablated matter and
the concurrent changes in the adiabatic expansion stage. By contrast, NP velocities
decrease near Et, due to changes in their size distribution. Beyond Et, the velocities
of both species are nearly independent of E. Considering atomization as the direct
transformation of target material into gas phase, both in Au and in Cu the mea-
sured ablation efficiency is maximum at an energy density ENP where atomization
is minimum afterwards increasing E atomization slightly increases [13]. Such a
strong correlation is attributed to the higher energy cost of atomization, compared
to NP production. At energy densities larger than the ablation threshold Et matter
preferentially escapes from deep and cold layers lying more and more below the
target surface, so that the amount of energy it absorbs is not enough to lead to
complete atomization; instead a mixture of gas–liquid NPs leaves the target. As the
ablation efficiency is much higher than thermal vaporization (pure atomization), a
relevant fraction of NPs is expected to be directly ejected from the target.

The deposited NPs with sphere-like shape belong to two distinct populations,
what is evident in Fig. 8.13b [13]: the smaller-sized ones are expected to be
directly ejected from the target; the size distribution of the larger particles scales as
r-3.5, r being their radius. This distribution is observed when fragmenting colli-
sions prevail, thus such NPs are likely to result from in-plasma collisional sticking.

Manipulation of NP size and size distribution, operating with delayed fs [70], or
ns [71] pulses on the main plasma constituents was studied in a few instances. In
particular, irradiating Ni [71] with fs UV pulses (k = 263 nm) the average diam-
eters of deposited isolated NPs, as measured by AFM, are nearly half of those
obtained irradiating with identical pulses, with doubled wavelength (k = 527 nm).
In both cases particle size is independent of laser energy density, up to 1 J cm-2.
When a further ns-UV pulse intercepts the ablation plasma at different delays,
changes are induced in the size distribution of the deposited NPs. At fixed, inter-
mediate (about 0.5 and 0.4 J cm-2, respectively) energy densities of the fs and ns
pulse, the average NP size shrinks, this effect being more marked the shorter the
delay. Such a result suggests that in the expanding plasma NPs group together as a
function of their size, the smaller ones travelling ahead of the bigger ones.

At very long delays, of the order of tens of microseconds, when irradiation is
performed at high energy densities (about 10 J cm-2 and higher), slow droplets,
whose velocity is about 1 ms-1, are made visible to the naked eye by their
luminous trajectories; to such debris correspond micron-sized particles evident in
SEM pictures taken on the surface of the deposited films [72]. The large difference
in size and velocity between such species and NPs indicates that droplets are not
fat NPs, nor the two species are produced by the same mechanism: stress con-
finement in the target, associated to ultra-short pulses, was proposed as the droplet
origin [59].
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Whatever the target nature, a scaling among thresholds in laser energy density
holds: the thresholds for atomic and nanoparticle emissions, Ea and ENP, are
comparable to each other and both are lower than the value for droplet emission,
Ed [73]

Ed [ Ea � ENP: ð8:10Þ

Relevant experimental results on NP synthesis are correlated with an acceptable
degree of agreement to simulations of target behavior under fs pulse irradiation.
According to MD [59] at high values of deposited energy density E the leading
mechanism of material expulsion from the target is phase explosion of matter
heated above the thermodynamical critical temperature Tc. The surface region
decomposes into a foam of interconnected liquid regions, containing gas mole-
cules, liquid droplets and small clusters. The liquid fraction increases with
increasing depth from the target surface, thus at a progressively lower degree of
target overheating, and big droplets form in the tail of the ablation plume. In turn,
NPs segregate in different regions of the expanding plasma depending on their
size: the smallest ones group together in the front region, the medium-sized ones in
the middle. Two different synthesis mechanisms are found: smaller particles are
ejected in the explosive decomposition of matter into liquid and vapor, larger ones
are the outcome of decomposition and coarsening of transiently interconnected
liquid volumes.

Again, two channels of NP production were identified combining smaller-scale
MD and larger-scale DSMC techniques [69]: direct ejection, following laser—
matter interaction and collisional condensation–evaporation in the flying ablation
plume. The processes belonging to the first channel include, besides phase
explosion, photomechanical spallation and fragmentation; such volume mecha-
nisms produce NPs and atoms/ions. Sticking collisions and evaporation in gas
phase are the processes of the second channel: they are similar to those occurring
in aggregation sources [74], being favored by the large number of seed molecules
and tiny particles in a laser-produced plasma.

8.7 Nanoparticle-Assembled Surfaces with Directed
Artificial Roughness: Selected Applications

Moving from the pioneering analysis performed by Mie at the beginning of the
twentieth Century on the optical properties of a nanometer sized metallic sphere
[75] plasmonics has grown in the last decade as an independent research field,
once the possibility to synthesize and assemble together metal NPs supported on
suitable substrates became feasible. Within this wide framework we focus on a
problem of sensitivity enhancement associated to the morphological peculiarities
of surfaces consisting of NP assemblies.
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Raman scattering is a powerful, non-destructive, rapid investigation technique
commonly adopted to detect molecular species. Indeed each molecule bears its
own characteristic spectrum that is a fingerprint of its presence. Unfortunately,
since the scattering process is second-order, the typical cross sections are in the
range of 10-30 cm2 mol-1; besides this, often fluorescence obscures molecular
Raman features. A relatively recent development of the technique is Surface
Enhanced Raman Spectroscopy (SERS), based on the giant enhancement of
Raman signal intensity, up to a factor of 1012–1014 recorded from molecules
adsorbed on roughened surfaces of some noble and transition metals. Two
mechanisms for the enhancement were proposed and are currently accepted. The
electromagnetic effect (EM) is due to the strong amplification of the local EM field
in the presence of corrugated metal structures, while the chemical effect involves
the creation of new electronic states generated by the interaction between the metal
and the molecules adsorbed on it. Such new electronic states allow for resonant
Raman scattering processes. A first approximation to the EM enhancement Q is the
so-called E4 approximation [76]

QSERS ¼
Eðr;w0Þ
E0ðw0Þ

����
����
4

; ð8:11Þ

where Eðr;w0Þ is the local electric field at the molecule position and E0ðw0Þ is the
field associated to the incident radiation. This approximation provides a good
estimate of the radiation enhancement, still neglecting polarization and selection
rule effects.

Soon after the discovery of SERS effect it was recognized that the morphology
details of the substrate play a crucial role to the Raman intensity enhancement. In
particular, for artificially corrugated surfaces made of NP assemblies the
enhancement of spectrum features is highly sensitive on the size, shape and mutual
aggregation of NPs. Thus, controlling these parameters when growing nano-
structured metallic surfaces is a major issue when pointing at the selective
detection of ultra-low molecular concentrations, down to the single-molecule
identification [77]. Also, it is important that resonance conditions are fulfilled
between the exciting radiation and the surface plasmon of the system. It is com-
paratively much easier to accomplish this by performing UV-Visible measure-
ments. In the following we discuss the optical properties, in particular the UV-
Visible spectra and the SERS performance of Ag and Au artificially roughened
substrates obtained depositing on glass metal NPs synthesized in inert gas at
different pressures and laser pulse number (see Sects. 8.3, 8.4).

We begin focusing on substrates covered with Ag NPs which were tested for
SERS. The SERS activity of such NP assemblies, grown at different deposition
conditions, with highly differentiated morphologies was first tested by soaking
them for 1 h into aqueous solutions of a reference dye such as rhodamine 6G
(Rh6G), at different concentration levels. SERS spectra as shown in Fig. 8.14a
were obtained for samples deposited in Ar at 10, 40 and 70 Pa, with laser pulse
number fixed at 1.5 9 104, and Rh6G concentration 1 9 10-4 M. Well-defined
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peaks of Rh6G are seen. Looking at this set of samples, the SERS efficiency
slightly increases for any Rh6G concentration with decreasing Ar pressure. This
inference has been made by taking into account the intensity of the signature (most
intense) peak of Rh6G at 615 cm-1. Also, substrates deposited at 10 Pa show
highest SERS activity among the set. In Fig. 8.14b, one can observe a second set
of SERS spectra which was taken for samples deposited at 70 Pa of Ar, with
3 9 104 laser pulses, at different concentrations of Rh6G i.e. 5 9 10-8 ,
5 9 10-7 , 2 9 10-6 and 1 9 10-4 M. The characteristic peaks of Rh6G are
evident: though the intensity of the peaks reduces as we move to lower concen-
trations, the spectrum at 5 9 10-8 M can be identified. The SERS activity of the
substrates deposited at various parameter values is strictly related to the surface
morphology of the nanostructured films and the radiation line used to excite the
surface plasmon. Taking these two factors into account, a general explanation can
be given for the observed SERS activity. For the case of Fig. 8.14a, as we decrease
Ar pressure, there is a progressive increase in the fraction of the substrate surface
covered by NPs. At 70 Pa, the surface is covered by isolated (well-separated)
spherical Ag NPs and hence the SERS activity is the least. Moreover, a coupling of
the excitation line (632.8 nm) with the surface plasmon resonance (SPR) of the
substrate deposited at 10 Pa enhances the SERS activity as shown in Fig. 8.15a.
Indeed, SPR maximum red shifts and slightly broadens with lowering Ar pressure.

(a)

(a)

(b)

(c)

(d)

(b)

Fig. 8.14 a, b SERS of Rh6G from Ag substrates a deposited in Ar at different pressures with
1.5 9 104 pulses at 1 9 10-4 M conc. b deposited in Ar at 70 Pa, with 3 9 104 pulses at
a 5 9 10-8 M, b 5 9 10-7 M, c 2 9 10-6 M and d 1 9 10-4 M conc
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In the case of Fig. 8.14b, higher SERS activity is observed for the sample
deposited at 3 9 104 laser pulses compared to that deposited at 1.5 9 104 pulses
since a higher density of NPs is deposited on the substrate in the first case and
hence a dense packing of clustered NPs results, still without entering a coalescence
stage. The size of the NPs remains the same since they were produced in the same
plasma that was confined by the same gas (Ar) at the same pressure (70 Pa). In
addition to this, the SPR of the film prepared at 3 9 104 pulses has a larger red
shift with respect to the SPR of the film prepared at 1.5 9 104 pulses, which
indicates a strong electronic coupling between closely spaced NPs as seen in
Fig. 8.15b. A NP in the proximity of another, results in coupling of the plasmon
resonance: in such cases the SPR red shifts and the EM effect enhances at the
junction between the two adjacent NPs. The effect prevails for closely spaced,
clustered, but not yet coalesced NPs: such enhanced region of SPR is called a hot
spot. In the substrate grown at 70 Pa and 3 9 104 laser pulses, the number of hot
spots is large as compared to the substrate grown at 1.5 9 104 laser pulses, hence
the SERS activity is enhanced in the former. Moreover in this condition (70 Pa,
3 9 104 laser pulses) the array of NPs is arranged in such a way as to enhance the
EM field via dipolar–dipolar interaction as demonstrated in a study performed on
the same set of substrates [78].
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Fig. 8.15 UV-Vis spectra from Ag substrates a deposited in Ar at different pressures with
1.5 9 104 pulses; b deposited in Ar at 70 Pa, with 1.5 9 104 and 3 9 104 pulses
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With an understanding of the SERS activity of substrates made of tailored Ag
NPs, we move to the study of SERS activity using Au NPs. Au is chosen since it is
non-toxic to blood and hence it offers a possibility for in vivo biological appli-
cations. We studied the SERS spectra of apomorphine that is a pharmaceutical
drug used as a dopamine agonist in the treatment of Parkinson disease.

We consider Au substrates produced in Ar at 10, 40, 70 and 100 Pa keeping the
number of laser pulses fixed at 3 9 104. First we take a look at the trend of UV-
Visible SPR absorption peak on increasing Ar pressure (Fig. 8.16): a red shift of
the frequency in the absorption curve is observed as expected since substrate
morphology changes from coalesced nanoparticles to single, isolated, spherical
NPs to generate the EM enhancement at their junctions. For our purpose of
studying apomorphine, we have chosen the substrate deposited at 100 Pa since the
enhancements are quite large. The plasmon frequency peaks at around 850 nm,
hence we use the 785 nm excitation line from a diode laser. This ensures that the
surface plasmons are well excited to enhance the weak Raman signals. In
Fig. 8.17, we report the SERS spectra obtained by dipping the substrate in 10-6 ,
10-5 and 10-4 M of apomorphine solution in distilled water. It is worth noticing
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Fig. 8.16 UV-Vis spectra of
Au substrates (deposited in
Ar, with 3 9 104 pulses)
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that the spectra are reproducible at different concentrations, which is very unlikely
when spectra are taken using colloids since apomorphine is quite complicated in
its mechanism of protonation in water. Also, it is noteworthy that the control of
apomorphine plasma level is not easy and presently it is difficult to reach a con-
centration of 10-6 M [48].

Another field of application of the SERS substrates produced by PLD, is to
identify organic dyes in artworks for their dating, conservation and restoration.
The main limitations encountered with these dyes when using other character-
ization techniques is that X-ray fluorescence is missing elemental signature,
Fourier Transform Infrared (FT-IR) spectra contain also spectra of other sub-
stances present with the dyes i.e. binders and extenders, UV-Visible spectroscopy
is often unable to selectively distinguish different chromophores. Thus, micro-
Raman spectroscopy is a good candidate to detect and provide the chromophore
fingerprint. Yet, due to low Raman scattering cross-sections and a fluorescent
background, it is vital to enhance Raman signals and to obtain clear and well-
resolved spectra: hence SERS offers a solution to the above difficulties.

As an example, we consider garanza lake: this is a dye having vegetal origins
that is extracted from the root of the Rubea tinctorum plant. It is constituted of two
different chromophores: alizarin and purpurin. UV-Visible spectroscopy of gar-
anza lake shows weak absorption even at highest concentration (5 9 10-3 M) as

Fig. 8.17 SERS of
apomorphine from Au
substrates (deposited in Ar at
100 Pa, with 3 9 104 pulses)
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shown in Fig. 8.18. From the spectrum, a selective identification of the two
chromophores is impossible. Raman spectra were collected using the 632.8 nm
excitation line after dipping a bare glass substrate in a garanza lake solution of
5 9 10-3 M concentration: only a fluorescence background is observed in
Fig. 8.19a. The SERS substrates are Ag NPs deposited in Ar at 70 Pa and 3 9 104

laser pulses. The SERS spectra obtained by soaking the Ag nanostructured sub-
strates in aqueous solutions at different concentrations starting from 5 9 10-3 M
down to 5 9 10-5 M show several peaks in the 600–1,800 cm-1 region. The
peaks can be assigned to the components of garanza lake, as shown in Fig. 8.19b:
alizarin vibrational peaks were attributed at 1,194, 1,286 and 1,559 cm-1 which
are clearly visible and marked by squares [79, 80]. Peaks marked with an asterisk
coincide well with purpurin features reported at 740, 980, 1,027, 1,218 and
1,398 cm-1. Two weak bands are also observed at 582 and 1,007 cm-1.
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Other kinds of organic dyes, including carmine lake and brazilwood have been
studied and their SERS features were unambiguously allocated to their constitu-
ents [81], solving the ambiguities inherent in UV-Visible spectroscopy data.

8.8 Conclusions and Perspectives

Nanoparticles continue to attract interest for the possibility to play with their
composition, structure and intrinsic properties, as well as for the potentiality to
engineer novel materials where NPs act as structural, or functional blocks, or both.
In this chapter the role of laser ablation as a powerful tool to synthesize NPs in a
controlled way was discussed. Different available experimental setups allow for
producing NPs covering a range of structures, morphologies and sizes, often with
narrow distributions. The subsequent step of NP self-assembling to give rise to a
NP array, up to a thin film is in turn significantly affected by the deposition
parameters.

We discussed some selected applications referring specifically to elemental
noble metal NP arrays that find application as excellent substrates for surface
enhanced Raman spectroscopy (SERS), thus in the field of plasmonics. This is a
specific application in the broader field of sensing. We reported on some

Fig. 8.19 a SERS of garanza lake at different concentrations from Ag substrates (deposited in Ar
at 70 Pa, with 3 9 104 pulses); b assignment of peaks to alizarin (black squares) and purpurin
(red stars)
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applications in the field of art conservation, where the potentialities of NP-based
substrates result in their performance in terms of high selectivity and sensitivity,
two features vital to non-destructive analysis of artworks. Another application we
discussed for NP-based substrates is in the recognition of drugs and proteins. We
foresee that biomedical applications will become progressively more relevant,
besides the established activity of gas sensing.

Also leaching of contaminants and adulterants in food industry is expected to
demand high sensitivity, non-invasive small, fast-response sensors, thereby the use
of ad hoc designed NPs is expected. This is a field where NPs found applications
since the beginning of research activity on them.

Still in the field of plasmonics both Si and organic dye based thin film solar
cells suffer from comparatively low efficiency. Metallic NPs, specifically Ag, or
Au, act as anti-reflection or light-trapping layer, with an adsorption enhancing
mechanism able to increase the overall device efficiency.

Metal NPs are largely used in heterogeneous catalysis, where they can act either
as the catalysis site, or as a support for the catalytic process. The assessed syn-
ergistic effect on catalysis associated to the use of alloy NPs opens a perspective
towards bimetallic systems, provided a control over the particle composition and
nanostructure is achieved.

In metal matrix composites reinforced with ceramic particles that are used as
structural materials in the automotive, aerospace and railway sectors the particle
size has strong effect on the strength, ductility and failure mode. Reducing the
ceramic particle size down to the nanometer level leads to substantial improve-
ments in the mechanical performance of the material provided the NP distribution
throughout the matrix is homogeneous. Such objective is still far from being
readily achieved.

Any application of NPs requires a careful control on NP synthesis and self-
organization. These goals can be reached by pulsed laser ablation under different
conditions, with a separate control over the plasma production and propagation on
the one hand and, on the other hand, on NP energy at landing on the substrate.
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Chapter 9
Nano-cluster Assembled Films, Produced
by Pulsed Laser Deposition, for Catalysis
and the Photocatalysis

A. Miotello and N. Patel

Abstract Catalyst architected in form of coating with nano-particles (NPs) are
under intense investigation in the catalysis community due to their exceptional
activity and selective nature in catalytic processes as compared to the corre-
sponding bulk counterpart, especially because of their large surface-to-volume
atomic ratio, size- and shape-dependent properties, and high concentration of low-
coordinated active surface sites. Here we report on selected examples to demon-
strate how Pulsed Laser Deposition (PLD) technique is able to synthesize NPs in a
single step with the required relevant features for catalysis application. Co NPs
embedded in B matrix films have been synthesized by PLD technique by taking
advantage of the phase explosion process of superheated liquid where a mixture of
vapor and liquid droplets leave the irradiated target surface and get deposited on
the substrate. Just these NPs of low cost materials (Co–B) exhibit catalytic
properties comparable to that of precious metals in hydrogen production by
hydrolysis of NaBH4 and NH3BH3. The catalytic activity increases further when
the Co–B NPs are supported over a porous C films with high surface area syn-
thesized by PLD. PLD was also utilized to produce Co3O4 NPs assembled coating
by reactive ablation of Co metal in oxygen atmosphere at various substrate tem-
peratures from room temperature to 250 �C. The important characteristics for
catalysis such as shape and the size of NPs with narrow size distribution and mixed
disordered-nanocrystalline phase were obtained in a single step in Co3O4 NPs
synthesized by PLD technique. The Co3O4 NPs assembled coatings on glass have
been tested in degradation of methylene blue dye solution, considered as a water
pollutant, via photo-Fenton reaction in presence of H2O2. It was observed that the
present Co3O4 NPs heterogeneous catalyst exhibits significantly better degradation
activity for methylene blue solution than that obtained with homogeneous Co2+

ions.
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9.1 Introduction

Search of clean fuels is primary objective in research activity to mitigate the
problem of the greenhouse-gases while water and air purification still remain
urgent tasks. Among clean fuels, hydrogen is a promising choice with zero pol-
lution and medium to store solar energy. However, it is necessary to use renewable
energies (solar, wind, biomass, hydro, geothermal) to produce hydrogen in order to
avoid pollutant techniques, for example steam reforming of CH4. Catalysts are key
materials to produce H2 gas, either by water splitting in electrolyzer and photo
electrochemical cells or by dissociation of chemical hydrides (NaBH4, NH3BH3).
In order to replace expensive noble metals (Pt, Pd, etc.), new forms of catalysts
with nanostructures should be developed. Coatings made of nanoparticles (NPs)
provide the best option for the heterogeneous catalyst with possibility to recover
and reuse several times for different reactions. One of the key challenges in this
field is to synthesize properly dispersed NPs having small size variance. Thus the
main focus of this chapter is on the synthesis of NPs using PLD for applications on
catalysis and photocatalysis reactions in the field of energy generation and envi-
ronmental purification.

9.2 Cobalt NPs Produced by PLD for Hydrolysis
of Chemical Hydrides

9.2.1 Co NPs Embedded in B-Matrix Film (Co–NP–B–MA)

To synthesize the Co NPs embedded in B matrix, atomically homogeneous Cobalt-
Boride powder was cold pressed in form of cylindrical disks to be used as a target
for PLD. KrF excimer laser was used to carry out PLD at the operating wavelength
of 248 nm, pulse duration of 25 ns, and repetition rate of 20 Hz. The laser ablation
was performed under vacuum condition at room temperature.

Scanning Electron Microscopy (SEM) micrographs of the Co–NP–B–MA
films, deposited by PLD using laser fluences of 3 J/cm2, show NPs-assembled
structure with well dispersed spherical particles having size ranging between 50
and 300 nm [1]. However, along with these NPs, by using Transmission Electron
Microscopy (TEM) we also observed much smaller Co NPs embedded in B matrix
on the film surface. Bright-field TEM micrographs of Co–NP–B–MA film surface
(Fig. 9.1a) deposited by PLD show well-dispersed Co–NPs, with average size of
11 ± 4 nm and well defined spherical shape, embedded in the matrix of light
element (boron or boron-oxide) as confirmed by energy dispersive X-ray spec-
troscopy. The histogram of the particle size (D) distribution with standard devi-
ation (r) value (±4 nm) are reported in Fig. 9.1b. The particle density (with size
D \ 30 nm) calculated from the histogram is about 320 ± 30 NP/lm2. The
mechanism of direct Co–NP–B–MA formation was attributed to the phase
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explosion process that occurs under extreme conditions of high temperature and
pressure in target irradiated with laser pulses with energy above the threshold that
here is a little lower than 3.0 J/cm2 [1].

The D value of the Co NPs grows from 11 ± 4 to 15 ± 4 nm by increasing the
laser fluence from 3 to 9 J/cm2, while the particle density (with size D \ 30 nm)
decreases from 320 ± 30 to 270 ± 30 NP/lm2. The ablation performed with laser
energy density below 3 J/cm2 produces mostly boron film with negligible amount
of Co NPs on the film surface. Thus, by just varying only the laser fluence in PLD
we are able to tune both size and density of Co NPs in B matrix.

High-resolution TEM (HRTEM) of the individual Co NP (Fig. 9.2) shows a
polycrystalline structure with three sets of lattice fringes corresponding to Co-hcp
phase. Fast Fourier Transform and Selected Area (Electron) Diffraction pattern
confirmed the polycrystalline nature of the Co NPs and suggested that each Co NP
consists of nano-size domains separated by several grain boundaries. These

Fig. 9.1 Bright field TEM images (a), and particle size histogram (b) of Co–NP–B–MA catalyst
coating deposited by PLD using energy density of 3 J/cm2

Fig. 9.2 High resolution
TEM image of a Co NP
deposited with laser fluence
of 3 J/cm2
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boundaries, having width of 0.5–1.0 nm contain atoms with lower coordination
number as compared to bulk atoms and may act as highly catalytic active sites [2].

Scanning Transmission Electron Microscopy and Atomic Forces Microscopy
images of the Co–NP–B–MA films indicate that the Co NPs are only partially
embedded in the boron matrix and forms 3-dimensional surface, thus providing
high active surface area for the catalysis reaction.

The Co–NP–B–MA coating does not exhibit any major peak in the X-Ray
diffraction pattern except single peak of Co with very low intensity, indicating a
short-range order but long-range disorder structure of the Co–NP–B–MA film
catalyst [3].

Detailed analysis of X-Photoelectron Spectroscopy (XPS) spectra of Co and B
binding-energy (BE) shows a positive shift of around 1.2 eV when comparing BE
of pure B (187.1 eV) [4] to that of metallic B (188.3 eV) in the present catalyst.
This proves electron transfer from alloying B to vacant d-orbital of metallic Co. Just
this electron transfer contributes to avoid coalescence and Ostwald ripening of Co
NPs, with B acting as an atomic diffusion barrier. In addition, these electron defi-
cient B elements also assist to capture oxygen to protect Co against oxidation. In
addition, electron enrichment of the Co active site definitely improves the reactivity
of the reactant by providing a pathway for electron transfer in catalysis process.

Co–NP–B–MA coating was utilized as a catalyst to produce hydrogen by
hydrolysis of chemical hydrides. The relevance of this catalysis field is motivated
by the fact that chemical hydrides, mainly sodium borohydride (SBH, NaBH4) and
ammonia borane (AB, NH3BH3), with high hydrogen storage capacity and recy-
cling ability, provides pure H2 to fuel cell at room temperature in presence of
heterogeneous catalyst for ‘‘on-board’’ hydrogen fuel cell applications [5–7].
Catalytic hydrolysis reaction of SHB and AB with the present nano-catalyst was
performed in an appropriate reaction chamber where the temperature was kept
constant within accuracy ±0.1 K (a detailed description of the reactor is reported
in [8]). In a typical experiment, catalyst film supported on a glass substrate was
introduced in the SBH or AB solution (0.025 M) and the generated H2 yield was
evaluated by accurately measuring the weight of water displaced by the hydrogen
volume produced during the reaction course.

Co–NP–B–MA film catalyst was able to generate H2 with rate 6 times higher
than that observed with Co–B target powder for both the hydrolysis reactions
(SBH and AB) by using same amount of catalyst (10 mg). Further the catalytic
activity of PLD prepared Co–NP–B–MA catalyst (deposited with 3 J/cm2) was
compared with commercially available 5 wt % Pt/carbon black and 10 wt % Pd/
carbon black catalyst powders for hydrolysis of SBH and AB solution (0.025 M)
and results are presented in Fig. 9.3a, b, respectively.

To make appropriate comparison, the total amount of each catalyst was selected
with equal amount (10 mg) of catalytically active metal: Co, Pt, and Pd metals for
Co–NP–B–MA, Pt/C, and Pd/C catalysts, respectively. Co–NP–B–MA nano-cat-
alyst was able to produce hydrogen with significantly greater rate than that attained
with Pd metal while equivalent to that of Pt metal catalyst. The maximum H2

generation rate attained with Co–NP–B–MA catalyst is 18.1 and 10.2 L H2 min-1
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(g of Co)-1 and that with Pt/C powder is 18.2 and 10.5 L H2 min-1 (g of Pt)-1 for
hydrolysis of SBH and AB respectively. These obtained values are definitely better
than that reported for Co-based metal catalyst [9, 10] and comparable to that
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Fig. 9.3 Hydrogen generation yield and volume as a function of reaction time obtained by
hydrolysis of a NaBH4 and b NH3BH3 (0.025 M) with: (1) Co–NP–B–MA catalyst deposited by
PLD (3 J/cm2); (2) commercially available 5 wt % Pt/carbon black; and (3) 10 wt % Pd/carbon
black catalyst powders. To make appropriate comparison, the total amount of each catalyst was
selected with equal amount (10 mg) of catalytically active metal: Co, Pt, and Pd metals for Co–
NP–B–MA, Pt/C and Pd/C catalysts, respectively
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reported for Pt noble metal catalyst [11, 12]. The experiments performed at dif-
ferent reaction temperatures permitted the evaluation of the activation energy
barriers of the rate limiting process: the Co–NP–B–MA catalyst is able to lower
the activation energy barrier more than that of the Pt/C and Pd/C catalyst for the
hydrolysis reactions [1].

The relevant catalytic efficiency of Co–NP–B–MA nano-catalyst is here
attributed to: (a) Co NPs, with spherical shape and average size of a few nanometers
(11 nm), that provide large number of surface active atoms with respect to bulk
atoms, (b) polycrystalline structure of Co NPs with several grain boundaries which
act as active sites for catalytic reaction due to the presence of low coordinated
atoms, (c) interaction between surrounding B matrix and Co NPs which plays a vital
role not only for better dispersion of NPs but also in protecting against oxidation
and stabilizing against coarsening, and (d) electron-enrichment of Co NPs that
facilitates optimum interaction with the reactant and product molecules as occurs
with Pt metal during hydrolysis reaction. All these features in Co–NP–B–MA nano-
catalyst produced by PLD prompts to replace traditional noble metals with low cost
catalyst for industrial application: a major breakthrough in catalysis field.

We also studied reusability, stability, and durability of the Co–NP–B–MA
nano-catalyst and observed that coating reused several times shows slight decrease
in catalytic activity mainly attributed to the detachment of a few weakly bounded
NPs from the catalyst coating during the vigorous stirring procedure in the reacting
system. However in each cycle the expected amount of H2 volume is produced
(100 % yield). Very severe condition was imposed on our developed catalyst by
thermal-treating it in O2 atmosphere at 623 K for 2 h to check the tolerance
against deactivation. The H2 generation rate for the treated catalyst coating
decreased by 10 % and took little more time to initiate the reaction as compared to
untreated catalyst. On the other hand, the Co–B catalyst powder (used to prepare
target for PLD) treated in similar condition was completely oxidized showing
indeed negligible H2 generation rate. This proves that B matrix efficiently protects
Co against oxidation through electron transfer from B to Co. XPS confirms that B
is completely oxidized under O2 gas treatment while protecting Co in catalyst film.
The role of B matrix as diffusion barrier for Co NPs was also tested at elevated
temperatures where no coarsening of Co NPs was observed at 623 K in Ar
atmosphere.

9.2.2 Co–NP–B–MA Nano-catalyst Supported Over Rough
Carbon Films

PLD can also be used to produce rough and porous carbon support for NPs
catalyst. This C support provides large surface area and better dispersion of the
active phase due to its porous nature. Besides that, porous C support: (1) facilitates
the diffusion of reactants to the active phase through the pores, (2) improves the
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dissipation of the reaction heat, (3) contributes in avoiding agglomeration of the
active phase, and (4) increases the poison resistance. Thus, PLD presents important
advantage of synthesizing in situ both catalyst NPs as well as its support as
demonstrated in our previous works [13, 14]. We have deposited C layers having
structure ranging from diamond like to highly porous, cluster-assembled coating
by using PLD by varying deposition pressure [15]. C-supported Co–NP–B–MA
nano-catalyst was synthesized in two steps: (1) depositing C coating by PLD, on a
glass substrate, using a laser fluence of 12 J/cm2 and varying, in the deposition
chamber, Ar pressures in the range from 10 to 50 Pa to obtain different surface
roughness; (2) depositing Co–NP–B–MA over these carbon coatings in vacuum
with laser parameters similar to that used to deposit unsupported Co–NP–B–MA
nano-catalyst.

The SEM images of the C coatings deposited under Ar gas pressure of 20, 30,
40 and 50 Pa are illustrated in Fig. 9.4a, c, e and g, while Co–B coatings supported
on these carbon substrates are reported in Fig. 9.4b, d, f and h, respectively.
Microstructures ranging from flat to highly irregular and to porous are clearly
visible. The carbon substrate deposited at low Ar pressure (20 Pa) exhibits
columnar structure (observed through cross-section SEM images of the coating,
figure not shown) with embedded spherical nodules on the surface. By increasing
the pressure (to 30 and 40 Pa) dendritic, highly porous microstructure starts to
appear with extremely irregular surface. The nodes in this case appear bigger,
loosely packed, and non-spherical. C-substrate adhesion is slightly poor than that
reached at low Ar pressure. When using high pressure conditions (50 Pa), the
coating appears powder-like, with barely any adhesion to the substrate. The col-
lisional processes imposed by inert gas (Ar) at high pressure in the deposition
chamber cause a cooling down of plume along with charges recombination and
condensation of carbon clusters in the plume which are deposited on the substrate.
In particular, by increasing the gas pressure, cluster-cluster collision may also
occur that contributes to formation of bigger clusters which, when assembled, form
highly porous and irregular structure on the coating surface. The visible conse-
quence of such a process is the peculiar sequence of morphologies that develop in
the growing film. Co–NP–B–MA coating was supported on these carbon substrates
and used as catalyst for the H2 production by hydrolysis of AB. Hydrogen gen-
eration yield was measured, as a function of time, by the hydrolysis of AB solution
(0.025 M) at 298 K in presence of Co–NP–B–MA catalyst supported on different
C substrates deposited with various Ar pressures ranging from 10 to 50 Pa
(Fig. 9.5). The inset of Fig. 9.5 shows the maximum H2 generation rate (Rmax) as a
function of Ar gas pressure used to deposit the carbon substrates. Co–NP–B–MA
catalysts supported on C-coatings deposited at low Ar pressures (10 and 20 Pa)
show almost similar catalytic activity as un-supported Co–NP–B–MA coating. We
attribute this result to the non-porous structure of C-substrate. However, the cat-
alytic activity increases for Co–NP–B–MA catalysts supported on C-coating
deposited at higher Ar pressures (30 and 40 Pa). Rmax reached the maximum for C-
coating deposited at 40 Pa. As indicated by SEM images, the roughness and
surface area of C-coating increases with the deposition pressure. This trend is also
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Fig. 9.4 SEM micrographs of the carbon films deposited under different Ar gas pressures a 20,
c 30, e 40 and g 50 Pa, while b, d, f and h are the SEM images of Co–B coatings supported on
these carbon substrates, respectively
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followed by the H2 generation rate for hydrolysis of AB as demonstrated in the
inset of Fig. 9.5. Thus, surface area and roughness of C-coatings play a vital role in
the increment of catalytic activity for Co–NP–B–MA film catalyst by providing
better dispersion and avoiding aggregation of NPs. On the contrary, Co–NP–B–
MA catalyst supported on C-coating deposited at highest pressure of 50 Pa showed
drastic decrease in the H2 generation rate and was not able to complete the
hydrolysis reaction of AB. The C-coating deposited at this pressure had a very
week adhesion with the substrate and thus under vigorous stirring the coating
slowly detached from the substrate in the reactant solution during the AB
hydrolysis reaction.

9.3 Co-oxide NPs Produced by PLD for Photocatalysis
Application

9.3.1 Co3O4 NPs Assembled Coating Photocatalyst

To deposit Co3O4 NPs assembled coating, the laser ablation of pure Co target was
carried out under O2 gas pressure of about 4.5 9 10-2 mbar and laser fluence of
3 J/cm2. The O2 pressure value was selected, among the other tested values, to
ensure the Co oxide stoichiometry. The substrate temperature in the deposition
chamber was varied from room temperature to 250 �C.
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Fig. 9.5 Hydrogen generation yield as a function of reaction time obtained by hydrolysis of
NH3BH3 (0.025 M) with Co–B catalyst supported on C-coatings deposited with various Ar
pressures by PLD. Inset shows the Rmax as a function of Ar gas pressure used to deposit the
carbon coatings
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SEM images of the Co3O4 coatings deposited at RT, 100, 150 (Fig. 9.6a), 200,
and 250 �C (Fig. 9.6b) show spherical NPs assembled on the surface. The NPs
with average size of about 25 nm with narrow size distribution are densely
arranged on the substrate surface after the coating was deposited at RT, 100, and
150 �C (Fig. 9.6a). On the contrary, the surface of the samples prepared at higher
temperature, 200 and 250 �C (Fig. 9.6b) shows broad range of NPs from 20 to
200 nm with average size of around 35 and 50 nm, respectively. XRD and Raman
analysis showed that Co3O4 NPs prepared by PLD at different temperatures are
present in form of spinel type cubic structure with Fd3 m space group [16]. Most
importantly, it is observed that crystallinity and crystal size increase with increase
in substrate temperature. The Co3O4 NPs deposited at 150 �C acquire mixed
amorphous-nanocyrstalline structure while complete crystallization is seen for the
sample prepared at 250 �C with size of 50 nm. These results prove the clear role of
the substrate temperature in the observed increase of NP size by favoring adatom
diffusion, and also allowing NP to form more ordered structure to increase the
crystallite size. However, increasing size of NPs is deleterious in catalysis
reaction.

The Co3O4 NPs assembled coating was used for the photo-degradation of
Methylene Blue (MB) dye solution by advance oxidation process. For photocat-
alytic studies, the variation of the relative concentration of the remaining MB dye
in solution, as function of visible light irradiation time, was measured through
optical absorbance measurements at 664 nm.

Figure 9.7 represents the rate of degradation of MB dye in presence of light and
H2O2 using Co3O4 NPs assembled coating deposited with different substrate
temperatures in PLD. The best photodegradation activity (*99 %) was observed
for Co3O4 NPs prepared by PLD at 150 �C where almost a complete decolouri-
zation of MB solution occurred and clear solution was obtained. This enhanced
activity at 150 �C is mainly attributed to: (a) the NPs distribution in narrow range
of size with average particle size of about 25 nm as compared to Co3O4 NPs
prepared at 200 and 250 �C, and (b) presence of mixed amorphous-nanocrystalline
phase with better crystallinity as compared to Co3O4 NPs prepared at RT and

Fig. 9.6 SEM images of Co3O4 NPs synthesized by PLD at: a 150 �C and b 250 �C
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100 �C. NPs with average size of 25 nm and narrow size distribution provide large
number of surface active atoms over NPs with respect to bulk atoms: a condition
which is most favorable to catalytic reaction. The amorphous and nanocrystalline
mixed phase are separated by grain boundaries containing atoms with lower
coordination number as compared to atoms in the ideal crystallites and therefore
these grain-boundaries regions are highly catalytic active sites. This indicates that
NPs with smaller size and large number of grain boundaries on the surface pro-
duced by PLD present the ideal condition for the photocatalytic reaction of MB.

It is well known that homogeneous catalyst is far more active than the heter-
ogeneous catalyst. To check the effectiveness of laser-synthesized heterogeneous
catalysts, the Co3O4 NPs were compared with homogeneous Co2+ ions for deg-
radation of dye. Figure 9.8 presents the rate of MB degradation in presence of
H2O2 and visible light using heterogeneous Co3O4 NPs assembled coating
deposited by PLD at 150 �C and homogeneous cobalt nitrate (Co(NO3)2) powder.
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The amount of Co2+ ions in Co(NO3)2 and Co3O4 NPs coating were kept equiv-
alent in the mixture. It is observed that homogeneous catalyst is only able to
degrade 40 % of the MB dye in 4 h with very slow reaction rate in comparison
with heterogeneous Co3O4 NPs catalyst which permits complete decolorization in
same amount of time. This indicates that the combined effect of smaller NPs and
mixed amorphous-nanocyrstalline structure in present Co3O4 NPs coating provides
far better activity for MB degradation than that obtained with homogeneous Co2+

ions. This result is relevant in this research field where it is important to achieve
better performance with heterogeneous catalyst as compared to homogeneous
catalyst because the former has biggest advantage of being recovered and reused
for different reactions.

9.4 Conclusions

In this chapter we proved the relevance of the PLD synthesis technique to architect
NPs catalysts in form of coating having appropriate features to support efficient
catalysis process. Co NPs embedded in B matrix films have been synthesized, in a
single step by nanosecond PLD, with important characteristic such as narrow size
distribution, small average size (11 nm), polycrystalline nature, and electron
enriched sites. These features lead the Co NPs to have catalytic performance
comparable to that of precious metals (Pt) in hydrogen production by hydrolysis of
NaBH4 and NH3BH3. The H2 generation rate was further enhanced by about 30 %
by supporting these NPs on rough and porous C coating again synthesized by PLD.
Using reactive PLD, Co3O4 NPs assembled coatings were also synthesized at
various substrate temperatures for the photocatalytic purification of water under
visible light. These Co3O4 NPs were able to completely degrade the methylene
blue dye solution with significantly higher rate as compared to homogeneous Co2+

ions. This enhanced photoactivity is attributed to the shape and size of NPs with
narrow size distribution and mixed disordered-nanocrystalline phase as produced
by PLD technique in a single step.
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Chapter 10
Multifunctional Oxides Obtained by PLD:
Applications as Ferroelectric
and Piezoelectric Materials

N. D. Scarisoreanu, Maria Dinescu and F. Craciun

Abstract In this chapter we provide an overview of the results obtained on both
lead based and lead free ferroelectric thin films deposited by PLD, in relation with
the actual scientific and economic tendencies. There is an increasing trend to
replace or to reduce the use of toxic elements such as lead, but there is no obvious
complete solution for this problem, both types of multifunctional oxides having
attractive properties. The perovskite materials, ABO3 oxides, environmental-
friendly or not, will continue to be studied and their properties enhanced through
different methods. Moreover, based on these properties (piezoeletric, ferroelectric,
transport, optical or magnetic), new functionalities of the material can be added or
modified with the help of material nanostructuring techniques. Properties of lead
based oxides thin films such as PLZT and PMN-PT were investigated. PLZT thin
films with different compositions have interesting dielectric and electro-optic
behaviour. The effect of self-polarization in thin PMN-PT relaxor films could be of
interest for pyrosensors and other applications based on the pyroelectric effect. As
regarding the lead-free oxide materials, the obtaining and the characterisation of
SBN and NBT-BT thin films will be presented. For the SBN thin films, the
resulting value of the electro-optic coefficient reff was calculated to be higher than
the values reported for LiNbO3. Having a rather high Curie temperature, of
128 �C, compared to the higher Sr content compositions, the SBN:50 thin films
can be potentially used in electro-optic devices operating near room temperature.
Solid-solution systems (1-x)NBT-xBT based on Na0.5Bi0.5TiO3 (NBT) and Ba-
TiO3 (BT) were investigated: for compositions situated at the morphotropic phase
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boundary between rhombohedral and tetragonal phase, high piezoelectric coeffi-
cient values and huge electric field-induced strain have been obtained.

10.1 Introduction

The spreading of complex oxide materials in devices used in daily life is becoming
more important: from non-volatile ferroelectrics memories, electro-optic devices
and different types of sensors to microwave applications area. Great efforts are
made to improve ferroelectric properties of such materials and to decrease their
production costs. All ferroelectric materials studies have the aim to obtain mate-
rials with better properties than those reported to date, with possible applicability
in high-performance electronic devices [1, 2]. In order to be used in devices,
ferroelectric materials must fulfil a series of conditions, such as:

• Chemical stability and thermal properties are also essential for the performance
and reliability of electronic devices in various environments.

• High dielectric constant and low dielectric losses; the impedance of a resonator
is given by the thickness of the piezoelectric thin layer, resonator dimensions
and dielectric constant, which means that the high dielectric constant value
allows the decrease of the resonator dimensions. For example, lead zirconate
titanate (Pb(ZrxTi1-x)O3 or PZT) has a dielectric constant, much higher than
that of aluminium nitride (AlN), but low dielectric losses represent one of the
key properties for electro-acoustic applications and AlN exhibit significantly
lower losses with respect to PZT [3, 4].

• High electro-mechanic coupling coefficient; low coupling decreases the quality
factor (Q) and limits the bandwidth for the devices used in telecommunications.

• The possibility to change the dielectric properties by applying an electric field is
a characteristic of ferroelectric materials (i.e. tunability).

Due to these reasons, thin film technology is in a continuous expansion in the
last period; for example, the minimization of the electronic devices is a direct
consequence of the progress achieved in thin film technology and in new materials
with superior properties. Regarding the qualitative level of the deposited thin films
and some practical issues, such as production costs and raw materials or precur-
sor’s abundance, the deposition techniques of such materials can be divided in two
major classes. The first category of deposition techniques mainly addresses the
academic and research areas where the quality of the deposited layers and ver-
satility of the technique are the main arguments. Some of the representative
techniques are molecular beam epitaxy (MBE) and pulsed laser deposition (PLD).
The second category has the practicality as its main feature, which usually means
low costs and large-scale production for ferroelectric thin films and not always
superior properties. This category is represented by chemical deposition tech-
niques such as chemical vapour deposition (CVD) and sol-gel, but also by physical
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deposition techniques like sputtering method. Having this in mind, pulsed laser
deposition—PLD—has advantages over other methods, which justify the spread-
ing of this technique in research and academic environments. The combination
between versatility of this technique and the capability of complex stoichiometry
transfer from the bulk target to the thin films, as well as low maintenance costs,
makes it very useful for initial material and device studies before moving on to
large scale production using a different deposition technique. Therefore, this
chapter presents some of the main achievements of ferroelectric thin films depo-
sition by PLD, with emphasis on both lead based and lead free compounds.

Ferroelectric materials have the paramount property to be both piezoelectric
and pyroelectric. For this reason, their applicability relates either to one or all of
these properties. Consequently, these properties will be, in special cases, discussed
together for each material.

For many years, the most important class of ferroelectric materials with wide-
spread industrial applications are perovskite oxide materials, which have the ABO3

general formula, as can be seen in Fig. 10.1. As a representative ferroelectric
material for this class, lead zirconate titanate (Pb (ZrxTi1-x)O3 or PZT) is now-
adays the most used ferroelectric material. A combination of excellent piezo-
electric, pyroelectric and ferroelectric properties of PZT ceramic was found for
compositions situated at the so-called morphotropic phase boundary (MPB)
region, therefore the connection between the enhanced properties and the MPB
compositions being made [6].

The morphotropic phase boundary is situated between the tetragonal (P4mm) and
rhombohedral (R3m and R3c) phases (PZT: x & 0.53). The existence of a mono-
clinic phase (Cm) close to this MPB region was proved to exist and the phase diagram
was modified accordingly [7, 8]. However, the origin of this favourable combination
of properties for PZT as bulk and, especially, thin films is still under debate [9, 10].

For PZT thin films, as well as for other ferroelectric materials, a fine influence
of the small deviations from the stoichiometry or crystalline structure on their
physical properties has been demonstrated [10–13]. Compared to metals or

Fig. 10.1 The perovskite
structure ABO3 (from [5])
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semiconductors, the chemical and structural complexity of most ferroelectric
materials has a huge effect on the thin film deposition technique requirements. The
obtaining of high quality ferroelectric films implies a thorough understanding of
the deposition process and control of certain key parameters, which are responsible
for the films properties. To demonstrate these assertions, the case of epitaxial PZT
thin films deposition and the degree of sophistication needed to achieve this goal is
presented as follows. Using the advantages of PLD [14, 15], epitaxial PZT
(PbZr0.2Ti0.8O3 or PZT 20/80) thin films have been obtained and reports on their
physical properties have been made [16]. The defect-free, epitaxial PZT 20/80 has
been obtained starting from a Pb-enriched PZT 20/80 target using a KrF excimer
laser. The role of the substrate proved to be important for achieving the goal of
growing epitaxial PZT thin films with no extended structural defects. The vicinal,
single-crystalline SrTiO3 (001) (STO) substrate was chemically and thermally
treated for achieving the step-flow growth of the strained SrRuO3 (SRO) buffer

Fig. 10.2 AFM images of morphologies forming on: a the vicinal STO substrate; b the SRO
strained films; c 3 nm thick PZT thin films; d 90 nm PZT thick films (from [16])
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layer. The SRO buffer layer was chosen due to small lattice mismatch with the
PZT 20/80 in-plane lattice parameters. The step-flow method of growing strained
thin films was reported by Hong et al. [17]. Using atomically flat SRO buffer layers
grew on the terraces of the STO vicinal substrates and using special deposition
conditions, layer-by-layer PZT films have been obtained by Vrejoiu et al. [16], as
can be seen in Fig. 10.2. The ferroelectric and piezoelectric properties of such PZT
films are reported to be high, as compared with the previously reported ones (see
Fig. 10.3). The remnant polarization value was reported to be Pr & 105 lC/cm2,
higher than that of bulk material [18].

This properties combination had little competition until now, as compared with
other ferroelectric material types. However, due to the toxicity of lead, the use of
lead-based ferroelectric materials would be the subject of different restrictions.
Banning such materials, however, would require the development of suitable
materials with similar properties in order to replace them. Nowadays, the market is
still dominated by lead-containing ferroelectric materials, such as PZT, relaxor
ferroelectric Pb(Mg1/3Nb2/3)O3 (PMN) and its solid solutions with PbTiO3,
Pb(Mg1/3Nb2/3)1-xTixO3 (PMN-PT) or La-doped lead zirconium titanate
Pb1-xLax(ZryTi1-y)O3, as can be seen in the latest scientific articles [19, 20].

Efforts are made to find viable replacements for all these materials which contain
harmful elements and various studies have been reported on lead-free ferroelectric
materials such as SrxBa1-xNbO6—strontium and barium niobate, Na0.5Bi0.5TiO3—
sodium and bismuth titanate etc. Part of the tungsten-bronze structural family,
strontium barium niobate SrxBa1-xNbO6 (SBN) is a ferroelectric oxide material
with remarkable pyroelectric and electro-optical properties [21]. For both bulk and
thin film, SBN was proven to have an impressive electro-optic behavior with very
large electro-optic coefficients values, higher than for lanthanum-doped lead zir-
conate titanate (PLZT) or an actual industrial standard material, lithium niobate

Fig. 10.3 Structural and ferroelectric properties of PZT 20/80 thin films (from [16])
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(LiNbO3) [21, 22]. Solid-solution systems (1-x)NBT-xBT based on Na0.5Bi0.5TiO3

(NBT) and BaTiO3 (BT), are promising lead-free materials due to their dielectric
and piezoelectric properties. For compositions situated at the morphotropic phase
boundary between rhombohedral and tetragonal phase, high piezoelectric coeffi-
cient values and huge electric field-induced strain have been reported [23].

10.2 Relaxor Ferroelectric PLZT Thin Films

La-doped lead zirconium titanate Pb1-xLax(ZryTi1-y)O3 (PLZT) behave like nor-
mal ferroelectrics for x \ xc and like relaxors for x [ xc, where the critical value of
La content, xc, depends on the Zr content y. Disorder can be more easily introduced
in rhombohedral PZT compositions (y [ 0.53) than in tetragonal PZT. Therefore,
in the first case, xc value is below or around 0.1, whereas in the second xc can reach
0.25 [24]. Since La3+ ions substitute the lower valence Pb2+ ions in the A site of the
perovskite structure, vacancies must be introduced on the cations A and/or B
position to preserve neutrality. This introduces further disorder in these materials.

PLZT compounds are interesting materials for their high dielectric constants
and electro-optical linear and quadratic coefficients. In the last years different
investigations have been devoted to PLZT thin film growth by different techniques
[25–31]. We have selected two relaxor compositions based on rhombohedral and
tetragonal PZT, PLZT 9/65/35 and PLZT 22/20/80 (named in the most used
notation PLZT x/y/1-y, with x and y expressed as percents). In this section we
review some of our results obtained on PLZT 9/65/35 [32–37] and PLZT 22/20/80
[33, 36–42] thin films deposited in different conditions.

10.2.1 PLZT 9/65/35 Thin Films

Pb1-xLax(Zr0.65Ti0.35)1-x/4O3 (PLZT) is one of the most investigated PLZT
materials [43, 44]. For 0.07 \ x \ 0.12 it shows a relaxor behaviour with a very
broad dielectric peak and strong dispersion. Compositions with x = 0.09 have a
broad dielectric maximum at Tm * 340 K and high dielectric and electro-optical
constants, but the obtaining of high quality thin films is still a difficult problem.

We show results obtained on PLZT 9/65/35 thin films deposited on Pt/Si
substrates by PLD and by RF-PLD [32–37]. The RF-PLD technique uses a
radiofrequency discharge in oxygen in the PLD deposition chamber for increasing
the plasma reactivity and to reduce the oxygen vacancies in films and at the
interface with the electrode. The films have been grown in the following condi-
tions: laser wavelength = 300 nm, pulse duration = 10 ns, laser fluence = 3–5 J/
cm2, pulse repetition frequency = 10 Hz, oxygen pressure = 0.3–0.6 mbar, sub-
strate temperature = 650 �C. Different sets of films have been grown by RF-PLD
in similar conditions but with an RF discharge power of 100 and 200 W,
respectively.
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Figure 10.4 shows the XRD spectra of PLZT 9/65/35 thin films deposited on Pt/
Si by PLD (lower spectrum) and by RF-PLD (upper spectra). The reflection peaks
corresponding to the perovskite phase are indexed. Full symbols mark the sec-
ondary pyrochlore phase peaks.

It can be observed that films grown by RF-PLD show a lower pyrochlore
content. This can be explained by the action of excited and ionized oxygen species
in the RF discharge on the lead oxidation and the formation of perovskite phase.

Figure 10.5 shows a cross-section SEM image of a PLZT/Pt/Si heterostructure
obtained by RF-PLD. It shows a dense, compact PLZT thin film of *300 nm
thickness over a thin polycrystalline Pt layer. Pt/Si and Pt/PLZT interfaces are also
rather smooth.

In Fig. 10.6 AFM images taken over a 40 9 40 lm area (top view) and over a
5 9 5 lm area (3D view) of a PLZT thin film deposited by RF-PLD are shown.
The film has a thickness of about 500 nm.

A compact structure formed by uniform grains appears on a larger scale,
however details on the magnified image show well-formed submicronic grains

Fig. 10.4 XRD spectra of
PLZT 9/65/35 thin films
deposited on Pt/Si by PLD
(lower spectrum) and by RF-
PLD (upper spectra). Full
symbols mark the pyrochlore
phase peaks. The peaks at
2h–40� and 68� correspond to
Pt, while those at *56� and
69� to Si

Fig. 10.5 Cross-section
SEM image of a PLZT/Pt/Si
heterostructure obtained by
RF-PLD
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with distinct boundaries and some interspace among few grains. The roughness
measured over the surface in Fig. 10.6a was about 50 nm.

Dielectric spectroscopy measurements have been carried out in the 100 Hz–
1 MHz frequency range and the 300–570 K temperature range. The variation of
capacitance and loss with temperature for RF-PLD deposited films presented a
broad peak at Tm * 345 K and 10 kHz (close to Tm in bulk), which shifted to
higher T when frequency increased [32, 35]. However, much higher dispersion
was registered in C(x, T) curves above Tm. It has been shown in [45] that this
behaviour is typical for the presence of a low permittivity layer at the interface
with the electrode. In order to obtain the true behaviour of the relaxor films we
used the correction relationship proposed in [45] for relaxor heterostructures. This
is based on the assumption that at Tm the capacitance of the heterostructures is
limited by the capacitance of the passive layer. By using this model we have
obtained the permittivity curves corresponding to the PLZT film, which are rep-
resented in Fig. 10.7.

However, it can be observed that the permittivity values are still much lower
than bulk values [46]. This could be caused by the presence of some pyrochlore
phase which could not be completely eliminated even in RF-PLD films deposited
with RF discharge power of 200 W (Fig. 10.4). A more important detrimental
effect could be produced by the porosity and grain boundary layers.

Figure 10.8 shows the frequency dependence of capacitance and loss at room
temperature measured on a PLZT 9/65/35 film deposited by RF-PLD (RF power
100 W) on Pt/Si. As it has been shown in [47], the freezing temperature of bulk
relaxor PLZT 9/65/35 is Tf = 320.5 K. Below this temperature the dynamics of
PNRs is significantly slowed and the dispersion decreases. This is reflected also in
the small variation with frequency of capacitance and loss values in Fig. 10.8,
measured at 300 K. The loss tangent is very small (below 2 %) in the frequency

Fig. 10.6 a AFM top view image (40 9 40 lm) of the surface of a PLZT thin film with
*500 nm thickness deposited by RF-PLD; b a 3D detail image on a 5 9 5 lm area
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Fig. 10.7 Dielectric
permittivity e0 and loss tan d
versus temperature T,
measured on a PLZT 9/65/
35 film deposited by RF-PLD
(RF power 100 W)

Fig. 10.8 Frequency
dependence of capacitance
and loss at room temperature
measured on a PLZT 9/65/35
film deposited by RF-PLD
(RF power 100 W)
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range 1–100 kHz. The increase below 1 kHz is due to the contribution of electrical
conductivity.

10.2.2 PLZT 22/20/80 Thin Films

While many investigations focused on the Zr-rich region of the PLZT phase
diagram, only few studies have been dedicated to the compositions in the Ti-rich
region, despite their high quadratic electro-optic effect and electrostrictive coef-
ficients [48, 49]. We have selected for our investigations the composition (Pb1-3x/2

Lax)(Zr0.2Ti0.8)O3 with x = 0.22 (PLZT 22/20/80). Details about this material and
target preparation can be found in [49]. It has been shown that the tetragonal
distortion is decreased with La addition and for the composition PLZT 22/20/80 a
relaxor cubic structure is obtained [49].

We have deposited PLZT 22/20/80 thin films on different substrates by PLD
and RF-PLD [33, 36–42].

Several sets of films have been deposited on Pt/Si substrates in the following
conditions: laser wavelength = 266 nm, pulse duration = 10 ns, pulse repetition
frequency = 10 Hz, laser fluence = 2 J/cm2, oxygen pressure = 0.4 mbar and
substrate temperature = 650 �C. The deposition has been performed by PLD or by
RF-PLD (RF power = 200 W).

Figure 10.9 shows the XRD spectra of PLZT 22/20/80 thin films grown on Pt/Si
by (a) PLD and (b) RF-PLD. It can be observed that films grown by PLD have
some amorphous phase, while the growth by RF-PLD produces pure crystalline
phase films. These structural differences are similar with those obtained on PLZT
9/65/35 and discussed in the Sect. 10.2.1.

AFM top-view images of PLZT 22/20/80 thin films obtained by PLD (a) and
RF-PLD (b) are presented in Fig. 10.10. It can be observed that the film grown by
RF-PLD shows larger grains and a more compact structure.\

Fig. 10.9 XRD spectra of
PLZT 22/20/80 thin films
grown on Pt/Si by a PLD and
b RF-PLD
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On these films we have investigated mainly the nonlinear variation of dielectric
permittivity with an applied dc electric field. This effect is interesting for tunable
dielectric devices. The capacitance tunability is defined as [C(0) - C(E)]/C(0).

The variation of capacitance C and loss tan d with the bias electric field has
been obtained by applying a dc field Edc = 0–80 kV/cm and by measuring the
response to a low level ac signal with frequency 1 kHz–20 MHz. Figure 10.11
shows the C-Edc and tan d-Edc curves measured at 1 kHz on a PLZT 22/20/80
deposited on Pt/Si by RF-PLD.

The capacitance tunability measured at different ac signal frequencies (1 kHz–
20 MHz) and dc field Edc = 80 kV/cm varied in the range 10–20 %.

Films deposited in similar conditions but without RF showed a similar
dependence but higher values of dielectric loss [38].

Figure 10.12 shows that the variation of capacitance with bias electric field is
obtained also at higher electric field (the maximum Edc value applied in our
experiments was Emax = 150 kV/cm). Moreover it can be observed that the

Fig. 10.10 AFM top-view images taken on a 5 9 5 lm area of PLZT 22/20/80 thin films
obtained by PLD (a) and RF-PLD (b)

Fig. 10.11 Capacitance-bias
electric field dependence C-
Edc and tan d-Edc measured
on a PLZT 22/20/80
deposited on Pt/Si by RF-
PLD
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difference C(0) - C(Emax) remains almost constant for frequencies up to 1 MHz,
while C(0) decreases with frequency, therefore the relative variation [C(0) -

C(Emax)]/C(0) (tunability) increases with frequency.
Complex impedance spectroscopy has been employed to measure the ac con-

ductivity of the PLZT 22/20/80 thin films deposited by PLD and RF-PLD [50].
The ac conductivity has been studied as a function of frequency and dc bias field
amplitude. A Jonscher-type dependence [51]:

rðxÞ ¼ r0 1þ ðx=xpÞn
� �

(where r0 is the dc conductivity, xp is a character-
istic relaxation frequency and n is a fractional exponent (0 \ n \ 1)) was followed
by the r(x, E) curves.

Thus, at high frequencies and/or low field amplitude the frequency dependent
term is dominant and it is only slightly dependent on dc field values, while at low
frequencies and/or high field amplitude the dc conductivity contribution is domi-
nant. Measurements at bias fields above 100 kV/cm indicated that films grown by
RF-PLD have the dc conductivity (r0 * 10-9 X�1cm-1) decreased by one order of
magnitude with respect to PLD-grown films. This is probably due to a minor amount
of oxygen vacancies in these films [32]. These results are in agreement with the main
improvements which are expected from RF-PLD system, resulting from the effect of
RF-plasma species improving oxygen incorporation in the film structure.

Further improvements in the physical properties of PLZT 22/20/80 have been
achieved by depositions on other substrates like Nb-doped SrTiO3 (Nb:STO) [41].
Film growth has been performed by RF-PLD, by using an ArF ecimer laser at
193 nm wavelength and 10 Hz pulse repetition frequency, with a laser fluence of
1.8 J/cm2. The growth has been done on Nb:STO and Pt/Si substrates heated at
600 �C, in an oxygen atmosphere with pressure = 30 Pa.

Figure 10.13 shows XRD patterns of the PLZT thin films deposited on Nb:STO
and Pt/Si in the same conditions. It can be observed that while the growth on Pt/Si
substrate produces a polycrystalline film with random orientation, the Nb:STO
substrate induces a highly c-axis preferred orientation growth. The cubic lattice

Fig. 10.12 Capacitance
versus frequency for different
bias field amplitudes in the
range 0–150 kV/cm
measured on a PLZT 22/20/
80 deposited on Pt/Si by RF-
PLD
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parameters of the films (3.991 Å for the film on Nb:STO and 3.987 Å for the film
on Pt/Si) are close to the bulk value (3.987 Å) which indicates that the PLZT films
are relaxed and the stoichiometry is close to the target chemical composition.
Upon the deposition of a top transparent conductive electrode of Al-doped ZnO
(AZO) on some films (in order to allow electro-optic characterization) and the
reheating of the heterostructures to 450 �C, a new peak, besides the AZO (002)
reflection, appears in the spectra (inset in Fig. 10.13). This has been assigned to a
Pb3O4 phase [41] which probably appears due to the reheating at 450 �C.

The AFM image in Fig. 10.14 shows that the deposition on Nb:STO induces
growth of a uniform structure, with round, well-defined crystallites of about

Fig. 10.13 XRD patterns of
the PLZT 22/20/80 thin films
deposited on Nb:STO (upper
graph) and Pt/Si (lower
graph) in the same conditions

Fig. 10.14 AFM image of a
PLZT 22/20/80 deposited on
Nb:STO substrate
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300 nm. The roughness value is low (around 12 nm). The growth on Pt/Si elec-
trode produces a more compact but less uniform structure, with higher roughness
(21 nm) [41].

Electro-optical investigations have been further carried out by using reflection
type spectroscopic ellipsometry measurements [41]. The investigations have been
performed on AZO/PLZT/Nb:STO heterostructures, due to the superior morpho-
logic and structural properties of PLZT/Nb:STO thin films with respect to those of
PLZT/Pt/Si films. In these investigations the variation of the polarization state of
the linearly polarized light upon reflection at the surface of the PLZT film is
measured as a function of the applied electric field, in order to obtain the electro-
optic coefficient.

The experimental phase shift values shown in Fig. 10.15 evidence the quadratic
electro-optic behaviour of PLZT 22/20/80 thin films.

The quadratic electro-optic coefficient R has been evaluated from the
relationship:

R ¼ dDffi k= pn3Ez
2d

� ffi
;

where dD is the relative phase shift in radians, k is the wavelength, n is the
refractive index of the film, Ez is the applied electric field and d is the film
thickness [41]. The calculated value is R = 0.331 9 10-17 m2/V2, which is rel-
atively small compared to that of bulk [41].

Further improvements in the quality of PLZT thin films have been attempted by
substituting the Nb:STO substrate, which does not function as a good electrode
with ohmic contact in the heterostructure, by a SrRuO3 (SRO)/STO substrate [42].
Besides good lattice matching with PLZT and STO, SRO also shows good elec-
trical properties. The SRO layer has been deposited on STO (001) substrates at
700 �C and 5 Pa oxygen atmosphere by using an ArF laser working at 193 nm.
The PLZT 22/20/80 thin film has been deposited over the SRO layer without
opening the deposition chamber. The deposition of PLZT has been performed at
temperatures between 600 and 700 �C. For electro-optic investigations an AZO

Fig. 10.15 Birefringence
shift for the PLZT 22/20/80
thin film deposited on
Nb:STO as a function of the
applied dc electric field at
k = 540 nm and a polar
angle of incidence of 65�
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layer has been deposited on top of the PLZT/SRO/STO structures, at temperatures
around 250 �C.

Figure 10.16 shows the XRD patterns of PLZT thin films before and after the
AZO deposition. The films exhibit only (h00)/(00l) reflections with no evidence of
other peaks or pyrochlore phase. After the AZO deposition an additional Zn(Al)O
(002) peak is observed, besides the same PLZT structural features.

U scans taken at different reflection peaks of the heterostructure confirmed the
four-fold in-plane symmetry of the PLZT, SRO and STO and the epitaxial growth
of the films (Fig. 10.17).

Fig. 10.16 The XRD pattern
of the PLZT 22/20/80
deposited on SRO/STO
substrate, before and after the
AZO deposition

Fig. 10.17 Set of U scans of
the AZO/PLZT/SRO/
STO(100) thin films taken at
different reflection peaks
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The surface features of the PLZT/SRO/STO thin film can be observed in the
AFM image shown in Fig. 10.18. The surface of the film has a relatively small
roughness (around 7 nm), with no droplets or other defects.

In order to verify the stoichiometry of the samples, the chemical composition of
the PLZT thin films deposited on SRO/STO substrate has been investigated by
using Sputtered Neutral Mass Spectroscopy (SNMS) technique [42], with special
emphasis on the lead content. A good matching between the lead content of the
PLZT film and target has been obtained. Moreover, the SNMS depth profile evi-
denced sharp interfaces between the different layers [42].

Piezoresponse force microscopy (PFM) was used to test the switching prop-
erties and the piezoelectric effect in PLZT thin films. During the measurements, a
dc bias and a test ac electric field have been applied between the Pt tips of the
device and the bottom electrode of the samples. The PLZT thin films show good
switching and piezoelectric properties, as shown in Fig. 10.19. The locally mea-
sured values of the effective piezoelectric coefficient d33

eff * 35 pm/V are
comparable with those measured on PZT 20/80 thin films [42].

Fig. 10.18 AFM image of
PLZT 22/20/80 thin film
deposited on SRO/STO
substrate

Fig. 10.19 Piezoresponse
measurements of the PLZT/
SRO/STO thin films (from
[42])
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Electro-optical investigations carried out by using reflection type spectroscopic
ellipsometry measurements evidenced the linear variation of the birefringence shift
with the square of the bias electric field, thus the quadratic electro-optic behaviour
of PLZT 22/20/80 thin films [42].

10.3 Relaxor Ferroelectric PMN-PT Thin Films

Relaxor ferroelectric Pb(Mg1/3Nb2/3)O3 (PMN) and its solid solutions with
PbTiO3, Pb(Mg1/3Nb2/3)1-xTixO3 (PMN-PT), have been intensively investigated,
both in bulk [52, 53] and in thin film form [54–64], due to their excellent
dielectric, piezoelectric and electromechanical properties. Unlike normal ferro-
electrics, which show a narrow huge dielectric peak at the temperature of para-
electric-ferroelectric phase transition, relaxor ferroelectrics are characterized by a
broad dielectric maximum at Tm which shifts with frequency increasing toward
higher temperatures [52, 53]. The relaxor behaviour in PMN-PT is due to disorder
in the occupation of B site of the perovskite structure by Mg2+, Nb5+ and Ti4+ ions
with different valence and size [52, 53]. The ferroelectric order is preserved only
on short range, in the so-called polar nano regions (PNRs). Increased correlations
between PNRs when temperature decreases, together with freezing of their
movement at low temperatures give rise to a huge and broad dielectric anomaly at
Tm, generally not far from room temperature [52, 53].

Thus, the dielectric permittivity and piezoelectric coefficients of relaxor fer-
roelectrics are high in a large temperature range, making them useful for
applications.

In this section we review some of our most significant results regarding PMN
and PMN-PT (x = 0.1) thin film deposition [32, 33, 55–67]. PMN and PMN-PT
thin films have been deposited by pulsed laser deposition (PLD) on different
substrates and electrodes. For every type of heterostructure the deposition condi-
tions have been optimized in order to obtain good crystalline properties.

Structural investigations demonstrated that the best results have been obtained
for films deposited on LSCO electrodes in different heterostructures: LSCO/Si,
LSCO/MgO and LSCO/Pt/Ti/MgO. The perovskite oxide LSCO electrodes have
been employed due to their high electrical conductivity and good lattice matching
with PMN-PT. Moreover, it has been shown that they are also good buffer layers
and prevent oxygen vacancies at the interface [34]. Since the LSCO electrode
quality is influenced by the substrate type, several combinations have been tested.
The LSCO layers have been grown by PLD on the different substrates in the same
experimental set-up as the PMN and PMN-PT thin films.

The PMN-PT thin films deposition has been performed in the following opti-
mized conditions: laser wavelength = 266 nm, laser fluence = 2 J/cm2, oxygen
pressure = 0.4 mbar and substrate temperature = 600 �C. In Fig. 10.20a–c the
XRD patterns corresponding to PMN-PT films deposited on LSCO/Si, LSCO/
MgO and LSCO/PT/Ti/MgO substrates are shown.
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The displayed XRD patterns confirm the formation of a pure perovskite phase
and good crystallinity. No pyrochlore phase was detected. The films are poli-
crystalline and no preferential orientation is observed.

SIMS analysis performed on these heterostructures [66] evidenced a uniform
distribution of elements and sharp interfaces. The sharp interface was confirmed
also by cross section TEM [66]. The growth achieved on LSCO was columnar
[66]. Also, the interface with LSCO was smooth, as can be observed in Fig. 10.21,
where a detail of cross section TEM is shown. No intermediate layer of different
stoichiometry was detected, as demonstrated by SAED analysis, where only PMN
and LSCO were identified [66].

PMN and PMN-PT have been deposited also on other technologically important
substrates like Au/Pt/NiCr/Glass and Pt/NiCr/Si [65, 67]. It has been found that the
deposition of PMN directly on metallic electrodes was accompanied by the for-
mation of minor pyrochlore phase. This is probably due to the interdiffusion of
lead from PMN in Pt and Au electrodes and the subsequent formation of a mixed
interface layer and a pyrochlore phase in PMN.

In order to avoid this undesired effect, a multitarget system was employed to
deposit first an intermediate layer of PZT on the Pt/NiCr/Si structure, followed by
the deposition of the PMN layer. In this way the pyrochlore phase was very much
reduced [65]. However the interface between PMN and PZT is not so smooth, as

Fig. 10.20 a X-ray diffraction spectra of PMN-PT (x = 0.1) films deposited on (a) LSCO/Si
substrates; b LSCO/MgO and c LSCO/Pt/Ti/MgO
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shown by the SIMS spectra of PMN/PZT/Pt/NiCr/Si heterostructures (Fig. 10.22)
which evidenced a uniform distribution of elements in the PMN film, but a strong
interdiffusion at PMN/PZT interface [67].

Dielectric measurements (capacitance C and loss tan d) have been performed at
different frequencies and temperatures. The obtained dielectric permittivity varied
between 500 and 900. The lower value with respect to bulk is explained by the
presence of the interface layer and grain boundaries.

Fig. 10.21 Cross section TEM of a PMN-PT/LSCO heterostructure

Fig. 10.22 Composition
profiles measured by SIMS
on a PMN/PZT/Pt/NiCr/Si
heterostructure
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Figure 10.23 shows the dependence of capacitance C and loss tangent tan d
with temperature for a PMN-PT (x = 0.1) thin film deposited on a Pt/NiCr/Si
substrate. The arrow marks the temperature Tb

m of the dielectric maximum for
bulk material. It can be seen that, unlike bulk material [68], the dielectric prop-
erties of PMN-PT thin films are characterized by a strong dispersion also above the
temperature of dielectric maximum Tm, which in PMN-PT (x = 0.1) is about
290 K at 1 kHz and increases to 310 K at 1 MHz [68].

This dispersion (variation of capacitance with the frequency of measurement
signal) is explained in relaxors by the existence of a broad distribution of relax-
ation times, due to polar nanoregions (PNRs) and interactions among them.
However, above Tm the interactions among PNRs decrease and at T � Tm they
behave almost like independent relaxor units. Thus, at T [ Tm, the dielectric C(x,
T) curves superpose in normal relaxor ferroelectrics. The existence of frequency
dispersion in PMN-PT thin films also above Tm are likely related to the existence
of other relaxation mechanisms in this frequency range, like that due to space
charge in the interface layer [69].

The piezoelectric properties of the PMN-PT thin films have been characterized
by an acoustoelectric probe for d33 longitudinal piezoelectric coefficient mea-
surement [70]. This measures the electrical response of the film to a mechanical

Fig. 10.23 Capacitance C
and loss tangent tan d versus
temperature T for a PMN-PT
(x = 0.1) thin film deposited
on a Pt/NiCr/Si substrate. The
arrow marks the temperature
Tb

m of the dielectric
maximum for bulk material
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stress produced by a 2 MHz acoustic longitudinal wave. An example of a PMN-PT
film piezoresponse to a burst acoustical signal of few cycles is shown in Fig. 10.24.

The response signal is compared to that obtained on a standard piezoelectric
thin plate in the same conditions, in order to evaluate d33 piezoelectric coefficient.

The measurement has been performed on the as-grown PMN and PMN-PT thin
films, without any prior polarization treatment. A piezoelectric d33 coefficient of
40–60 pC/N has been measured, with some variations between films grown in
different conditions.

The presence of a piezoelectric effect in as-grown ferroelectric this films
indicates the existence of self-polarization. This effect has been evidenced in other
thin films as well [55, 56] and it has been attributed to the presence of oxygen
vacancies and structural defects at the interface [56]. The effect of self-polarization
in thin relaxor films could be of interest for pyrosensors [56] and other applications
based on the pyroelectric effect.

10.4 Lead-Free SBN Thin Films

Strontium barium niobate—SrxBa1-xNb2O6 (SBN: x)—thin films have attracted
attention from both research and industry communities due to their interesting
electrical and optical properties. Bulk SBN has a relatively complicated tetragonal
tungsten-bronze structure (0.25 B x B 0.75), exhibiting a ferroelectric-relaxor
behaviour closely related to the value of Sr/Ba ratio [71]. The symmetry at room
temperature belongs to the P4bm space group, having a displacive phase transition
from (4mm) tetragonal ferroelectric phase to (4/mmm) paraelectric phase. The
NbO6 octahedral arrangement in the tetragonal tungsten bronze structure
(Fig. 10.25) allows the existence of vacant sites in the structure, which means that
it is possible to easily modify the SBN material by doping with different dopant
elements such as transitional metal species. The bulk SBN has the largest reported

Fig. 10.24 Piezoresponse of
an as-grown PMN-PT thin
film to a burst acoustical
signal working at 2 MHz
frequency
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linear electro-optic coefficients of all known materials to date
(r33 * 1,410 pmV-1 for Sr0.75Ba0.25Nb2O6 composition). This value of the linear
electro-optic coefficient is many times larger than the value exhibited by LiNbO3

(r33 * 31 pm/V), which is the primary electro-optic material for industrial
applications [72].

But there are other intrinsic features of the bulk SBN materials, such as the
pyroelectric property, owing to which there is a high demand for SBN thin films in
the industry. For tetragonal bulk SBN, the pyroelectric coefficients are higher than
those of other well-known ferroelectric materials [73]. The lasing of Yb3+—doped
SBN crystals has been revealed for both ferroelectric and paraelectric phases of
SBN: 60 crystals, a stable laser radiation at 1,070 nm being observed [74]. Using
ultrafast laser inscription technique, buried optical waveguides have been written
in multidomain strontium barium niobate with the domain orientated at 180� with
respect to the ±c sample directions [75].

Recently, interesting n-type thermoelectric behaviour of nonstoichiometric
tungsten-bronze SBN single crystal has been found by Lee et al. [76]. Another
important application for SBN materials was reported to be in photonic crystal
structures [77]. Photonic crystals are 2-D or 3-D optical engineered structures
which forbid certain wavelengths due to periodic scattering. Photonic crystals can
be built with specific photonic band gaps which control light propagation, irre-
spective to direction or polarization.

For example, photonic crystal waveguides are responsible for light coupling in
and out of an integrated circuit, as well as inside the circuit. The final purpose of
using photonic crystal structures is to reduce the optical losses and the size of the
modulators, switches, etc. Photonic crystals slab (or 2-D tunable photonic crystal
structure) using LNO thin films produced by PLD, have been fabricated by
employing focused ion beam (FIB) technique [78]. If the thin films-based photonic
crystals have limited tunability voltage due to small electro-optic coefficient value,
by employing materials with high linear electro-optic coefficient value such as
tungsten bronze SBN, the shift induced in the photonic band gap wavelength can
be significant [77].

As a result, there is an increasing trend to use high-quality SBN thin films,
mainly in electro-optic effect driven devices [73]. However, the transfer of the
SBN single crystal properties to the SBN in thin films form is not very successful,
mainly because of the SBN complicated stoichiometry and crystallographic
structure. The complicated chemistry of this material translates into a major dif-
ficulty in controlling stoichiometry of high quality SBN thin films. Works on
heteroepitaxial growth of SBN thin films made by techniques such as MOCVD
[79, 80], plasma enhanced-CVD [81], sol-gel [82–85] or PLD [22, 86, 87], have
reported good optical and electro-optical properties by MOCVD (second harmonic
generation) and PLD (linear electro-optic coefficient r33 = 844 pm/V). Due to
some unique properties with respect to other depositions techniques, PLD and the
associated RF-PLD technique seem to be suitable for the deposition of SBN:x thin
films. With respect to classical PLD technique, in RF-PLD a supplemental plasma
beam of excited and ionized species generated by a RF discharge can be directed
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towards the substrate during the deposition process [88]. This hybrid technique has
some important advantages:

• At the early growth stages, reactive oxygen supplied in the deposition-reaction
area will strongly diminish the oxygen vacancies at the interface.

• As the film is growing, the atomic oxygen arriving quasi continuously on the
surface (the RF generators works at 13.56 MHz) will contribute to the rear-
rangement of atoms coming from the laser plasma plume in order to achieve the
right stoichiometry and to incorporate the desired amount of oxygen in the
structure.

• Decreasing of the deposition temperature and the diminishing the substrate
roughness as a result of supplementary energy assured of rf plasma species.

For SBN thin films deposition, we have selected one specific composition,
namely Sr0.5Ba0.5Nb2O6 or SBN: 50, situated at the border between the high Sr
content (relaxor-type) and low Sr content (normal ferroelectric behaviour type)
compositions. Even though the SBN compositions with high Sr content show high
value electro-optical coefficients, they have relatively low Curie temperature. This
makes rather critical the use of such material for high speed photonic devices
where, due to intense packs of light, high temperatures can be achieved. Until now,
SBN thin films with high Sr content (SBN: 60 and SBN: 75) have been investi-
gated, despite the fact that SBN: 50 has the highest Tc temperature (128 �C), as
compared to SBN: 60 (78 �C) or SBN: 75 (56 �C). Moreover, SBN: 50 films
exhibit high linear electro-optic coefficient r33 = 180 pm/V for single crystal, as
compared to the standard material, lithium niobate (r33 = 31 pm/V) [21].

SBN thin films have been obtained starting from a ceramic, stoichiometric
Sr0.5Ba0.5Nb2O6 target. The addition of radiofrequency discharge in oxygen makes
possible the obtaining of heteroepitaxial SBN: 50 thin films on two different
substrate types, namely MgO and conductive Nb:STO single-crystals. A para-
metric study has been performed to check the influence of different deposition
parameters (laser fluence, oxygen pressure, and substrate type or deposition
temperatures) and to identify the best deposition conditions to obtain epitaxial
SBN: 50 thin films. Both MgO and Nb:STO substrates were heated to deposition
temperature (650 and 700 �C) with a ramp of 40 �C/min and then, after deposition,
cooled with 5 or 10 �C/min, while the oxygen pressure during deposition was
maintained at 0.6 mbar. The cooling process was done in the presence of the
radiofrequency discharge. The substrates were placed at a distance of 4.5 cm from
the target. The vacuum system allowed obtaining of a base pressure of about 10-6–
10-7 mbar before deposition. The laser fluence was between 2.0 and 2.3 J/cm2 and
the radiofrequency oxygen plasma beam power was set at 100 W during deposi-
tion and 150 W during cooling procedure [89]. Heteroepitaxial SBN: 50 thin films
were obtained on magnesium oxide (MgO) substrate, which is the most frequently
used substrate due to the high refractive index contrast and small lattice mismatch
of MgO with respect to SBN [90–95]. Based on these facts, the SBN/MgO system
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has been intensively studied for optical and electro-optical applications of SBN
thin films.

Regarding the matching between the lattice parameters, (001) oriented MgO
single crystal is an appropriate substrate for the growth of SBN: x thin films
because MgO unit cell parameter (0.42 nm) is about one-third of the SBN unit cell
parameter in the a–b plane (1.245 nm). The studies reporting successful growth on
MgO substrates of highly c-axis oriented SBN thin films have revealed the exis-
tence of three in-plane orientations of the crystallites relative to the MgO (100)
azimuth: 0�, arctan(1/3) = 18.43�, and arctan(3/5) = 31� [89, 90, 93, 95]. The in-
plane orientations of (001) SBN/(100) MgO thin films, with the one at arctan(1/
3) = 18.43� reported as present and dominant in many reports, have been
explained by S. Thony et al. as a result of the electrostatic interactions between the
film’s positive species and the substrate Mg+ ions, which occurs in the SBN/MgO
system due to small lattice mismatching [95]. But this explanation was considered
as not being adequate by Willmott et al. [90]. Using molecular dynamics simu-
lations, they showed that the predominance of the arctan(1/3) = 18.43� in-plane
orientation of the SBN films with respect to the other two reported (0� and 31�), is
due to the formation of a parasitic SrNb2O5 (SNO) phase at the interface between
the film and the substrate, especially for high Sr contents (Fig. 10.25).

Fig. 10.25 Domains twinned in-plane, with the SBN: x (100) axes parallel to the MgO (310) and
(130) equivalent axes [from 90]
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Indeed, using a fast substrate cooling procedure in the presence of oxygen
radiofrequency plasma, highly c-axis oriented SBN/MgO thin films have been
obtained. The structural characterization was carried out by X-ray diffraction
(XRD). The X-ray analyses were performed using a conventional X-ray (h–2h)
scan (Bragg-Brentano geometry) and pole figures gathered from the (221) SBN
reflection. The XRD spectrum (Fig. 10.26) displays the peaks of a c-axis oriented
SBN major phase, along with less intense peaks of a parasitic phase identified as
SrNb2O5 (SNO), also textured.

The X-ray pole figure of this film, measured from the (221) SBN reflection
(Fig. 10.26 inset), reveals the occurrence of two in-plane domain orientations
relative to the MgO substrate: ±19.3� and ±31.8�, respectively. The in-plane
orientations are well defined, equally bright, clearly separated from each other and
there is no ring connecting them. The 31.8� orientation is favoured by its lowest
lattice mismatch, while the 19.3� orientation is to be associated with the appear-
ance of the observed SNO phase acting as a transitional layer which induces the
electrostatic favoured 19.3� orientated domains.

For the SBN: 50/MgO thin films cooled slowly and in the presence of radio-
frequency oxygen plasma beam, the X-ray (h–2h) scan reveals, besides the sub-
strate MgO (200) peak, only the (001) and (002) reflections of the film, which
translates into a c-axis preferred orientation growth (Fig. 10.27). There is no trace
of the parasitic SNO phase. The SBN structure has the structure of tetragonal
tungsten bronze (TTB) with cell parameters a = 1.246 nm and c = 0.3952 nm
respectively, for a Sr0.5Ba0.5Nb2O6 (SBN50) composition, according to JCPDS-file
39-0265.

The increase of the relative intensity of the (001) peak could be most likely
attributed to a desired (001) orientation of the SBN grains or to slight changes in
the mode and degree of occupation of the Ba2+ and Sr2+ sites along the [001]SBN

axis [93].

Fig. 10.26 XRD patterns for
SBN: 50/MgO thin film,
cooled with 10 �C/min from
650 �C to room temperature
in oxygen radiofrequency
plasma at 150 W. The inset:
pole-figure for the SBN:50/
MgO of (221) reflections
[from 89]
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The values of the full width at half-maximum (FWHM) are 0.17� and 0.25�,
respectively, showing a good crystalline quality relative to the mis-orientation
from the c-axis, indicating a heteroepitaxial growth of the SBN films onto the
MgO substrate. A slight increase of the FWHM for the high angle peak can be
noticed, likely due to a strain effect. We applied the treatment of the line broad-
ening used by de Keijser et al. for heteroepitaxial films of lead titanate and
strontium titanate grown on MgO substrate, in order to extract the contribution of
the strain, wstrain.

Therefore, from the total line broadening w:

w ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
w2

o þ w2
strain

p
with wo being the ‘‘natural’’ broadening, wstrain ¼ 2 Dd

d tanh
is the broadening due to strain, with d the lattice spacing, Dd the d variation due to
strain and h the diffraction angle [96]. Using these equations and the Scherrer
formula for the crystallite size, one obtains a value of 0.43 % for the strain and of
84 nm for the crystallites size. The X-ray pole figure of the SBN:50 sample shows
a dominant 31.6� in-plane orientation of the grains relative to the MgO (100)
azimuth, which is the growth-direction (Fig. 10.27 inset). Besides this twin ori-
entation, the presence of a multitude of fine spots connected on the same ring could
be observed. They are due to crystalline domains growing perpendicular to the
substrate, but with a wide domain of different in-plane orientations relative to the
c-axis growth direction. The 31.6� value of the orientation of the dominant crys-
tallites is close to the theoretical value of 30.96� = arctan(3/5), which corresponds
to the lowest lattice mismatch between SBN film and MgO substrate of 1.16 %, as
Willmott et al. [90] presented. This in-plane orientation was found to be pre-
dominant in the literature, as already stated, due to the formation of the very thin,
parasitic SNO phase which allows the growth of highly mismatched but electro-
statically favoured SBN thin films [90, 91, 93]. There are not any reports yet on the
presence of highly c-axis textured crystalline domains, but only with a dominant
orientation at 31�, along with a multitude of disordered in-plane orientations

Fig. 10.27 XRD patterns for
SBN: 50/MgO thin film,
cooled with 5 �C/min from
650 �C to room temperature
in oxygen radiofrequency
plasma at 150 W. The inset:
pole-figure for the SBN: 50/
MgO of (221) reflections
(from [89])
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relative to the c-axis, as it appeared on these RF-PLD deposited SBN: 50/MgO
thin films [89].

These features of the SBN thin films grown on MgO substrates are due to the
large tetragonal distortion of the unit cell of SBN, a slow cooling rate being useful
to release the thermal strain of the SBN thin films and to produce an appropriate
growth base toward highly oriented films. As a result, the growth of SBN films on
MgO substrates has to account for processes that minimize the lattice mismatch
and those that balance the electrostatic forces. Therefore, deposition conditions,
including cooling procedures, are critical in controlling the structural properties of
the RF-PLD SBN/MgO films. The presence of oxygen radiofrequency plasma
discharge, along with a slow cooling rate, has an important role in the obtaining of
single-phase c-axis oriented SBN. The non-uniform residual strain in the films is
decreased by the slow cooling rate and by the high oxygen partial pressure
combined with the radiofrequency system: it results in the growth of SBN thin
films directly on the MgO substrate, displaying good crystallinity, high c-axis
preferred orientation, and a dominant in-plane orientation of the grains at 31�
relative to the MgO (100) axis.

To investigate the change of the refractive index values (birefringence
response) under an applied electric field for the SBN: 50 thin films, some facts
must be considered. One of the unique features of ferroelectric materials is that
they exhibit favourable properties (electric, electro-optic) along only one crys-
tallographic direction and average properties for the other orientations, which in
the case of tetragonal tungsten–bronze SBN materials can translates in excellent
ferroelectric and electro-optic properties along c-axis [97]. For this reason, 2 % Al
doped ZnO (AZO) transparent conductive oxide has been deposited on SBN/
Nb:STO, acting as top electrode in the following heterostructure: AZO/SBN/
Nb:STO. Deposition of AZO top layer was done at room temperature and
0.05 mbar oxygen pressure. The electrical resistivity of AZO measured by four
point method, has been around 7 9 10-3 X cm. Reports on electro-optic behav-
iour of SBN : x thin films use different techniques to measure electro-optic
coefficients (linear r33 or transverse r51), like phase modulation (Adachi method)
[84, 98, 99] and modulated diffraction methods [86, 87]. The birefringence shift
has been studied in our case by using reflection type spectrometric ellipsometry.

From a structural point of view, the SBN/Nb:STO thin films were studied by X-
ray diffraction using a Panalytical X’Pert MRD diffractometer, in a parafocusing
Bragg–Brentano geometry. Supplementary X-ray diffraction analyses have been
performed in 2-axes mode measurements along omega-2 theta direction and
omega direction, in order to extract the crystal’s mosaicity and peak broadening
information from the reciprocal space mapping data. We obtained highly crys-
talline and c-orientated SBN thin films on orientated Nb:STO (001) substrate, as
can be seen from Fig. 10.28. The c-parameter value is similar to the previously
deposited SBN/MgO thin films (c = 3.943 Å).

A comparison of structural features of SBN thin films deposited either on MgO
or Nb:STO has been also done. We performed 2-axes measurements on two SBN
thin films deposited on MgO and Nb:STO along omega-2 theta direction and
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omega direction, respectively. The scans were performed in an area around the
(002) peak of the SBN film (Figs. 10.29 and 10.30).

The reciprocal space maps reveal similar characteristic (Figs. 10.29 and 10.30).
The substrate features, MgO (200) plane and STO (002) plane, respectively, are
roughly circular. The features coming from the film are strongly broadened in the
omega direction revealing a certain mosaic spread due to the presence of mismatch
dislocations. We also observed a broadening along the omega direction due to the
thin layer.

Fig. 10.28 XRD patterns for
SBN/Nb:STO thin films

Fig. 10.29 The reciprocal space map for SBN/MgO thin films

Fig. 10.30 The reciprocal space map for SBN/Nb:STO thin films
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For the thin film deposited on MgO there is also an asymmetry along omega-
2theta because of a variation in d-spacing due to the presence of the buffer SNO
((SrNb2O5) layer formed between the SBN thin film and the MgO substrate). We
select a sample with a higher proportion of this interlayer in order to emphasize the
different effect of the two substrates. More clearly, the effect appears in the pro-
jection on x (omega-2theta) axis of the RSMs (Fig. 10.31). The intensities are in
logarithmic scale. The structural data extracted from the reciprocal space mapping
are gathered in the following table:

Sample c-Parameter (nm) FWHMx (deg) (omega-2theta) FWHMy (deg) (omega)

SBN/MgO (1053) 0.3964 0.01356 0.00138
SBN/STO (1051) 0.3954 0.00978 0.00179

The c-parameters are close to the standard Sr0.5Ba0.5Nb2O6 (c = 0.39521 nm),
showing the formation of a stoichiometric Sr0.5Ba0.5Nb2O6 phase in both cases.
The FWHM (full width at half maximum) along the x-axis (omega-2theta direc-
tion) is higher for the film deposited on MgO due to the formation of the SNO
parasitic interlayer phase. The FWHM values along y-axis (omega direction) are
relatively low in both cases.

In order to measure the electro-optic behaviour of the SBN: 50/Nb:STO thin
films with spectroscopic ellipsometry, a transparent and conductive top electrode
(TCO) is necessary to obtain the following heterostructure—TCO/SBN/Nb:STO,
presented in Fig. 10.32.

AZO—aluminium doped zinc oxide—was chosen as a transparent and con-
ductive top electrode. The deposition of AZO/SBN/STON heterostructures was

Fig. 10.31 The projection on omega-2theta axis of reciprocal space maps for SBN/MgO and
SBN/Nb:STO thin films
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made by RF-PLD in a single step process, taking advantage of a multitarget system
mounted in our experimental set-up.

We check by XRD the preservation of the SBN structure after the AZO
deposition procedure. Figure 10.33 presents the XRD spectra of an AZO/SBN/
STON sample in comparison with a SBN/STON film. The spectra were recorded
in Bragg–Brentano geometry with one degree omega offset in order to diminish the
intensity of the highly oriented substrate (STO) peaks.

The preservation of highly c-oriented SBN structure along with the appearance
of the (002) peak from the hexagonal AZO (Al doped ZnO) phase can be observed.

The electro-optical (EO) measurements were performed on the SBN thin films
by employing the spectroscopic ellipsometry technique. A Woollam Variable
Angle Spectroscopic Ellipsometer (VASE) system was used, equipped with a high
pressure Xe discharge lamp, which generates light in the 1–5 eV spectral range,
from near-IR to UV. The lamp is incorporated in an HS-190 monochromator to
enable spectral characterization of the interface. In ellipsometry, the change of the
polarization state of linearly polarized light is measured upon reflection at the

-

TCO

SBN

Nb:STO

A
+

Fig. 10.32 The full oxides
heterostructure necessary for
electro-optic measurements

Fig. 10.33 XRD patterns for AZO/SBN/Nb:STO thin films
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surface. Even if the ellipsometry measurement is relatively simple, the analysis of
the results is often complicated. An accurate model is required for the system
under consideration, which enables simulation or fitting of results.

Measurements were performed from 300 up to 1,200 nm with or without
applied electric field, at a fixed angle of incidence. The goal was to obtain the
birefringence values (the changes in the refractive index with the applied electric
field) by measuring the phase shift, according to the relation:

Dn ¼ D/ � kcoshr

4pd

where d is film thickness and k wavelength of incident light.
For k = 540 nm and a polar angle of incidence of 60�, the calculated bire-

fringence shift and the experimental phase shift are presented in Fig. 10.34.
For a uniaxial crystal belonging to 4mm class of symmetry the equation of

index ellipsoid can be written:

x2

no
2
þ y2

no
2
þ z2

ne
2
¼ 1 ð10:1Þ

and the index ellipsoid is deformed under the effect of an electric field Ez. For an
electric field applied along z-axis (c-axis for SBN/Nb:STO), Ex = Ey = 0 and the
electro-optically induced changes in the refractive indices no and ne, dn0 and dne,
can be expressed as:

dno ¼ �n3
or13Ez=2 ð10:2Þ

dne ¼ �n3
er33Ez=2 ð10:3Þ

The EO change in the phase-shift difference Dsp under the electric field Ez can
be written as:

Fig. 10.34 The electro-optic
behaviour for SBN:50 thin
films in terms of experimental
phase shift
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dDsp ¼
dDsp

dno
dno þ

dDsp

dne
dne

¼ 2pdr33Ez

k

� � nonesin2h

n2
e�sin2hð Þ1=2

þ r13
r33

n3
o

ne
n2

e � sin2h
� ffi1=2� n4

o

n2
e�sin2hð Þ1=2

� �

2
664

3
775

ð10:4Þ

where ne and no are the ordinary and extraordinary refractive indices [100–103].
Assuming n * no * ne, the effective electro-optic coefficient reff results as
reff = r33 - (n0/ne)

3r13 * r33 - r13 [104]. Thus, (10.1) can be written as:

dD ¼ 2pdreff E

k

� �
ffi n2sin2h

n2 � sin2h
� ffi1=2

" #
ð10:5Þ

where h is the incident angle of light at the AZO/SBN interface [104].
The resulting value of reff was calculated to be 75 pm/V, higher than the

reported values for LiNbO3. Having a rather high Curie temperature of 128 �C, as
compared to the high Sr content compositions, SBN:50 thin films can be poten-
tially used in electro-optic devices operating near room temperature.

10.5 Lead-Free Ferroelectric NBT-BT Thin Films

Ferroelectric materials obtained as solid solutions of Na1/2Bi1/2O3 (NBT) with
BaTiO3 (BT), (1-x)NBT-xBT (NBT-BT), are considered among the best lead-free
piezoelectric materials [23]. NBT-BT has a morphotropic phase boundary (MPB)
at x = 0.06–0.08 where some of the physical properties are most favourable, but
other compositions with 0 \ x \ 0.3 are also considered interesting for applica-
tions. In the last years NBT-BT thin films have been deposited by different
techniques, including pulsed laser deposition [105–120].

We have investigated NBT-BT thin films [37, 121–125] with different com-
positions in the range 0 B x B 0.08, grown by PLD on Pt/TiO2/SiO2/Si substrates.
Target preparation and bulk physical properties have been presented in [126]. The
films have been grown by PLD in oxygen atmosphere (pressure = 10–30 Pa) and
at substrate temperatures 650–700 �C [124]. The oxygen pressure was optimized
in order to avoid the formation of pyrochlore phase [124].

Figure 10.35 shows the XRD pattern of NBT target and NBT thin film
deposited on Pt/TiO2/SiO2/Si substrate. Both the film and the target display peak
reflections characteristic to the rhombohedral symmetry. Moreover, the film pat-
tern evidences a slight (100) orientation.

In Fig. 10.36 XRD patterns of NBT-BT 6 % target and thin film deposited on
Pt/TiO2/SiO2/Si substrate are shown. The XRD spectrum of the target (lower
curve) displays the coexistence of rhombohedral and tetragonal symmetry
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characteristic of the MPB boundary. The tetragonal splitting is also evidenced in
the thin film pattern.

XRD patterns of NBT-BT 8 % target and thin films grown on Pt/TiO2/SiO2/Si
substrate (not shown here) evidenced the reflection peaks characteristic to the
tetragonal P4mm symmetry. No particular orientation has been observed for the
thin film.

AFM images show that the surface of the deposited films was characterized by
well-defined crystallites with size ranging between a few tens of nm up to a few
hundreds of nm. A typical image is shown in Fig. 10.37.

Fig. 10.35 XRD pattern of
NBT thin film deposited on
Pt/TiO2/SiO2/Si substrate.
The lower pattern
corresponds to the NBT
target

Fig. 10.36 XRD patterns of
NBT-BT 6 % target and thin
film deposited on Pt/TiO2/
SiO2/Si substrate
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For the electrical measurements gold electrode dots with an area of about
0.22 mm2 have been evaporated through a mask on the films. Dielectric spec-
troscopy measurements have been carried out at ambient temperature in the
100 Hz–1 MHz frequency range. The dielectric constant (at 1 kHz and room
temperature) obtained for the NBT films was about 1,500, more than three times
higher than the bulk value. For NBT-BT 6 and 8 % thin films the obtained room
temperature values of the dielectric constant were lower (about 1,000), but close to
bulk value (about 1,500).

Figure 10.38 displays the dielectric constant and loss dependence on frequency
in the 100 Hz–1 MHz range for NBT-BT 6 % films grown on Pt/TiO2/SiO2/Si
substrate at 650 �C. A similar dependence has also been measured on NBT and
NBT-BT 8 %. A general feature is the relative independence on frequency up to
100 kHz, followed by a rapid increase of both dielectric constant and loss above
this frequency. This increase, common for all compositions, is not due to an
intrinsic mechanism, but is most probably caused by a relaxation mechanism
associated with a space charge layer, which gives contributions to both the real and
imaginary parts of dielectric permittivity [69].

Fig. 10.37 AFM image of
NBT-BT 6 % thin films
deposited on a Pt/TiO2/SiO2/
Si substrate at a temperature
of 700 �C

Fig. 10.38 Room
temperature dielectric
permittivity and loss tangent
variation with frequency for
NBT-BT 6 % film deposited
on Pt/TiO2/SiO2/Si substrate
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The variation of dielectric permittivity with temperature has been measured on
films with x = 0, 0.06 and 0.08, respectively, deposited on Pt/TiO2/SiO2/Si. In
bulk samples only a broad dielectric peak which shifts with frequency has been
evidenced at a temperature Tm in unpoled samples [126]. This behaviour is typical
for relaxor ferroelectrics. The relaxor behaviour in NBT-BT compositions is
induced by the random occupancy of A-site by ions with different valence and
size. In poled bulk samples a ferroelectric phase is induced by polarization. On
heating, this induced ferroelectric phase transforms to a relaxor phase at the
depolarization temperature Td.

The variation of dielectric permittivity with temperature on heating is shown in
Fig. 10.39 for a NBT-BT 8 % film grown on Pt/TiO2/SiO2/Si. The arrows mark
the Tm and Td temperatures. Both values are close to the corresponding temper-
atures measured on bulk poled samples [126].

However, the general behaviour is rather different from bulk samples. A strong
difference is related to the peak at Tm which is much narrow than in bulk [126] and
displays an almost negligible frequency shift of temperature.

Moreover, although the measurements have been made on the as-grown unp-
oled films, the depolarization transition is evident on the heating curves. The same
behaviour was also observed on NBT-BT 6 % films (Fig. 10.40). It is possible that
these changes in the dielectric behaviour are due to the different microstructures of
thin films with respect to bulk and to the influence of the nanograin boundaries
constraining on the ensemble of polar nanoregions of relaxor phase.

Measurements of polarization hysteresis on NBT-BT 6 % thin films evidenced
rather high values of coercive field (about 100 kV/cm), probably due to the pin-
ning of domain walls by defects. The remnant polarization was about 10 lC/cm2

and the spontaneous polarization was about 30 lC/cm2 .
Figure 10.41 displays the results of a polarization fatigue test on a NBT-BT

6 % film, performed by using voltage pulses of ±5 V. It can be observed that the
film shows good resistance to fatigue after having been subjected to 4 9 108

cycles. The polarization hysteresis did not show differences after the test.

Fig. 10.39 The dielectric
temperature variation with
temperature measured at
different frequencies on a
NBT-BT 8 % thin film grown
on Pt/TiO2/SiO2/Si
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Piezoresponse force microscopy (PFM) was used to measure the piezoelectric
properties of NBT-BT thin films, for different values of the bias electric field.
Typical results are shown in Fig. 10.42 for a NBT-BT 6 % film. They evidence
good switching behaviour and piezoelectric hysteresis, confirming the quality of
the deposited films. The locally measured values reach a maximum
d33

eff � 83 pm/V:
This value is in the range of piezoelectric coefficient values reported in liter-

ature for NBT-BT thin films, but is still lower that the corresponding values
obtained on ceramic bulk samples, probably due to specific defects and interface
problems.

Fig. 10.40 Variation of
capacitance C and dielectric
loss tan d with temperature, at
different frequencies (10, 50,
100 and 500 kHz, starting
from the upper curve) for a
NBT-BT 6 % film grown on
Pt/TiO2/SiO2/Si. The arrows
mark the rhombohedral-
tetragonal transition (TR-T)
and depolarization (Td)
temperatures

Fig. 10.41 Polarization
fatigue determined by using
voltage pulses of ±5 V on a
NBT-BT 6 % film
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10.6 Conclusions

In summary, we showed some results obtained for ferroelectric thin films grown by
PLD, with emphasis on both lead based and lead free compounds, in relation to
actual scientific and social tendencies. There is an important trend to replace or to
reduce the use of toxic elements such as lead, but there is no obvious complete
solution for this problem, both types of multifunctional oxides having interesting
properties.

We have investigated and presented properties of lead based oxides thin films
such as PLZT and PMN-PT. PLZT thin films with different compositions have
interesting dielectric and electro-optic behaviour. Complex impedance spectros-
copy has been employed to measure the ac conductivity as a function of frequency
and dc bias field amplitude, a Jonscher-type dependence being observed. The
electro-optic behaviour of PLZT thin films integrated into a full oxide hetero-
structure AZO/PLZT/Nb:STO has been revealed by reflection type spectroscopic
ellipsometry measurements. Piezoresponse force microscopy (PFM) was used to
test the switching properties and the piezoelectric effect in PLZT thin films, the
measured values for the effective piezoelectric coefficient d33

eff � 83 pm/V being
comparable with those reported for PZT 20/80 thin films. For the ferroelectric
relaxor Pb(Mg1/3Nb2/3)1-xTixO3 (PMN-PT) thin films the presence of a piezo-
electric effect in as-grown ferroelectric this films has been revealed, indicating the
existence of self-polarization. This effect has also been evidenced in other thin
films. The effect of self-polarization in thin relaxor films could be of interest for
pyrosensors and other applications based on the pyroelectric effect.

In the case of lead-free oxide materials, we have presented the obtaining and the
characterisation of SBN and NBT-BT thin films. For the SBN thin films, the
resulting value of reff was calculated to be higher than the values reported for

Fig. 10.42 Piezoresponse
measurements performed by
PFM on a NBT-BT 6 % film
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LiNbO3. Having a rather high Curie temperature of 128 �C, compared to the high
Sr content compositions, the SBN:50 thin films can be potentially used in electro-
optic devices operating near room temperature. Also, we have investigated the
NBT-BT thin films properties as a function of different experimental parameters,
such as the amount of BT in the target or the deposition temperature. For NBT-BT
6 % thin films, it has been observed that the films show good resistance to fatigue
after been subjected to 4 9 108 cycles. The polarization hysteresis did not show
differences after the test.

10.7 Perspectives

There are many expectations coming from the multifunctional oxides studies. This
is due to their different properties such as magnetic, ferroelectric, multiferroic,
optical or transport and due to the potential tuning of these properties. The
approach of properties unification has many advantages in production costs, high
degree of applicability or miniaturization. Moreover, such functionalities of a
material can be added or enhanced with the help of material nanostructuring
techniques. The perovskite materials ABO3 oxides, environmental-friendly or not,
will continue to be studied and their properties enhanced through different
methods.

Good examples for these facts are bismuth ferrite, a well-known ferromagnetic
and ferroelectric material, or PLZT thin films application in photovoltaics, which
is an unexpected turn for ferroelectric materials. In conventional photovoltaic
applications based on a p–n or Schottky junction, there are some drawbacks like
the absorption of only photons with energies above the semiconductor band-gap,
and only those photons will contribute to the charge separation (electron-hole) by
the internal field generated in a very narrow, micrometer thick interfacial region,
called depletion regions. When the band gap value is high (for wide-band gap
semiconductors Eg [ 2.5 eV), visible light will not be efficiently converted to
charge carriers. Small photoinduced voltages are produced by this type of con-
ventional photovoltaic devices—equal with the material band-gap and limited by it
(typically less than 1 V). In such a situation, the rush for materials with small band
gap has never been more intense.

There are other ways to create charge separation in a material, as has been
demonstrated for thin films and bulk ferroelectric materials, such as Pb (Zr,Ti)O3,
La-doped Pb (Zr,Ti)O3 or BaTiO3 [127–129]. Ferroelectrics are non-centrosy-
metric materials exhibiting a spontaneous polarization below the Curie tempera-
ture. Their polarization vector direction can be switched using an external electric
field. In this type of materials, namely non-centrosymetric a new effect was dis-
covered in the second half of the 1960s: the bulk photovoltaic effect [130]. This
effect can give rise to large photovoltage, charge carriers separation in an entire
homogenous media, not only at a narrow interface region, and to a photocurrent
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proportional with the polarization degree. Starting from La doped PZT ferro-
electric thin films, Qin et al. [128] demonstrated high photovoltaic-power con-
version efficiency. The physical mechanism considered at that time was the
following: during interaction between a photon, having an energy corresponding to
the energy band gap, and an electrically poled ferroelectric, the photon is absorbed
by the ferroelectric, resulting in the creation of charge carriers, electrons and holes.
The photogenerated charge carriers are driven by the polarization-induced internal
electric field in opposite directions, contributing to the photovoltaic output.
Therefore, the internal electric field induced by the remnant polarization plays an
important role in photovoltaic properties of ferroelectric materials. Unfortunately,
for normal ferroelectric perovskites, the band gap value is normally Eg [ 3 eV,
and this is a major limiting factor for visible light absorption. Another drawback
results from the composition of actual industrial materials, which are lead-based
materials.

In this context, another class of materials started to attract the attention of
researchers, namely perovskite materials with small band gap. Among these
materials, bismuth ferrite (BiFeO3, BFO) has a major advantage, which is the
small value for the band gap [131]. This material is a ceramic material with
perovskite structure, high remnant ferroelectric polarization (95 lC/cm2) and
Curie temperature (Tc * 1,103 K), that simultaneously exhibits both ferroelectric
and ferromagnetic properties [132, 133]. The band gap value corresponding to
maximum absorptivity at visible wavelengths is much smaller than that of most
ferroelectric materials. For ferroelectrics with periodic domain structures, the
fundamental mechanism for photovoltaic charge separation was discovered by
Yang et al. [131], when they studied very thin films of BFO with engineered
domain walls in ordered arrays of 71� and 109�. The photovoltaic effect was
proven to spontaneously appear at nanoscaled dimension, because of rhombo-
hedrally distorted crystal structure. The domain walls act to separate regions with
different ferroelectric and ferromagnetic orientations and have the role of charge
separation. Over a distance of 200 l, Yang and his collaborators succeeded to
measure 16 V photoinduced voltages. The photovoltaic effect appears due the
polarization vector direction changes at the domain wall, creating steps in the
electrostatic potential. On the other hand, these kind of epitaxial films with high
control over film properties are very expensive. The alternative is to use poly-
crystalline BFO thin films which are much cheaper to produce, even if the pho-
tovoltaic properties are inferior to those of epitaxial films, and to find a way to
improve important parameters like light absorption or surface area of the thin film.
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Chapter 11
Biomaterial Thin Films by Soft Pulsed
Laser Technologies for Biomedical
Applications

Ion N. Mihailescu, Adriana Bigi, Eniko Gyorgy, Carmen Ristoscu,
Felix Sima and Ebru Toksoy Oner

Abstract We review recent results on biomaterial nanostructured layers transferred
by matrix-assisted pulsed laser evaporation (MAPLE). The chapter is organized
according to three main applications of these nanostructures: drug delivery systems,
biosensing and biomimetic coating of metallic implants. The synthesized layers
were optimized based upon the results of investigations performed by physical–
chemical methods. Biocompatibility and bioactivity were assessed by dedicated
in vitro tests. From the first category we chose the composite alendronate–
hydroxyapatite (HA). The coating of metallic implants with these layers demon-
strated to enhance human osteoblasts proliferation and differentiation, while
inhibiting osteoclasts growth, with benefic effects for the treatment of osteoporosis.
Enzyme ribonuclease A (RNase A) immobilized on solid supports has applications
in control of the enzymatic reaction, and improved stability as compared to the free
enzyme. The results by reversed-phase high-performance liquid chromatography
showed that immobilization process does not affect the RNase A behavior. The
transfer of pure levan and oxidized levan was obtained by MAPLE without any
addition of plasticizers or pigments. The nanostructures exhibited high specific
surface areas fully compatible with their potential use in drug delivery systems. For
the second application, we refer to the transfer and immobilization of IgG molecules.
We investigated the effect of the lipid addition in the initial solution upon the protein
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thin films adhesion to substrates. From the third class, we selected magnesium
substituted octocalcium phosphate (OCP) and strontium substituted OCP deposited
by MAPLE on Ti substrates which proved to enhance osteoblast activity and dif-
ferentiation. We conclude that under optimized conditions, the thin films obtained
by MAPLE were similar in composition, morphology and structure with the base
material, and most likely preserved their functionality and biological performances.

11.1 Introduction

According to the definition given by the US National Institutes of Health, a bio-
material is ‘‘any substance (other than a drug) or combination of substances, syn-
thetic or natural in origin, which can be used for any period of time, as a whole or as
a part of a system which treats, augments, or replaces any tissue, organ, or function
of the body’’ [1]. Merriam-Webster medical dictionary also defines the biomaterial
as a ‘‘natural or synthetic material (as a polymer or metal) that is suitable for
introduction into living tissue especially as part of a medical device’’ [2].

Due to general increased tendency of the human life expectancy (up to more
than 70 years) throughout the world, an augmented demand of biomaterials was
recorded in many developed economies during the last decades. Significant
research interest was focused on materials with bioactive properties. Unfortu-
nately, reliable biomaterials are expensive, often fragile and brittle in bulk. An
alternative solution could be their application in form of thin films, as only the
outer layer of a conventional biomedical system comes into intimate contact with
the vivid tissue. Nevertheless, the assembling of adequate thin biomaterial layers is
not reachable by most of the recognized deposition techniques, because of the
incompatibilities related to their irreversible degradation by heat, pressing or
chemical action. Recently, lasers opened new doors towards the safe transfer and
deposition of very complicated high molecular weight compounds, the most of
them of interest for biomedical applications [3].

One of the notorious laser techniques, Pulsed Laser Deposition (PLD), was
widely applied to inorganic thin biofilm synthesis [4, 5] but also to some polymers
[6]. In the latter case, it was suggested that the UV absorption and consequently
the laser ablation is producing polymer chain scission to monomers which sub-
sequently repolymerize once arriving onto deposition substrate. This is however
limited to the case of polytetrafluoroethylene (PTFE) and Poly-methyl methac-
rylate (PMMA), where the laser radiation induces photothermal depolymerization
only, which is next followed by the reversible unzipping of the polymer chains.

Matrix-Assisted Pulsed Laser Evaporation (MAPLE) was therefore developed
as an alternative to PLD suitable for the transfer and deposition of organic
materials. It emerged and developed as a potential replacement method to spray
coatings [7]. The technique ensures a soft pulsed laser transfer of ‘‘delicate’’
(organic and/or biologic) biomaterials avoiding the risks of photonic and thermal
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damage under intense laser irradiation [8]. It demonstrated characteristic advan-
tages such as the accurate control of coating thickness, the relatively uniform
spreading of material over rather large areas and the possibility of extension to the
synthesis of multistructures. Thus, MAPLE is a single-step fabrication method of
complex constructions of multilayers and multistructures due to the potential of
transferring and depositing both organic and inorganic materials. Multi-component
targets can be easily prepared and utilized for synthesis of layers with superior
stability and adhesion to substrate.

In MAPLE, the delicate active substance (solute) is dissolved or suspended in a
liquid (solvent) which is frozen. The solvent material acts as a highly protective
shield against the action of the laser radiation during evaporation and subsequent
transfer of the material of interest onto the substrate surface. During the MAPLE
transfer which is supposed to be dry, solvent implication is minimized or even
avoided, whilst the synthesis of multilayer structures is rather easy.

The method is a non-contact technique which proved quite versatile and
challenging in comparison with other laser based techniques. Additionally, using
appropriate masks one can manufacture microsized samples (single or multilay-
ered) for microarray chip applications [9].

MAPLE was applied to a large class of organic compounds for various appli-
cations [7] such as thin films of polysaccharides [10–14] for drug delivery,
polyfluorene and polythiophene copolymers for metal-insulator-semiconductor
diodes and filed-effect transistors structures [15], chemoselective polymers for
chemicalsensors [16] or proteins with applications in tissue engineering [17] or
biosensing [18], to mention just a few among many others. Recently, MAPLE was
used to fabricate nanostructured ultra-stable glassy polymer coatings with good
thermal and kinetic stability [19].

11.2 MAPLE Set-up

The preparation of a homogenous solution which consists of the material of
interest—solute (0.25–10 % wt) dissolved or suspended in an appropriate solvent
stands for the first step of the MAPLE technique. The solvent is characterized by
chemical inertness towards the solute, volatility, and high absorbance at the
wavelength of the employed laser radiation. Next, the solution is frozen (usually in
liquid N2 or with Peltier elements). The obtained solid cryogenic target is mounted
on a cooler in a reaction chamber and kept solid during the deposition process by a
continuous liquid N2 replenishment.

The substrates used to collect the transferred substance (solute) are selected for
particular uses or dedicated investigations. Their cleaning is made in baths of
acetone, ethanol and/or deionized water. When introduced in the reaction chamber,
they are placed at an optimized separation distance facing the cryogenic target.
They can be gently heated below the temperature of the solute chemical
decomposition.
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As an effect of laser irradiation, the solvent is vaporized and directs the solute
molecules to the substrates where they are deposited (Fig. 11.1). The key exper-
imental parameters in MAPLE are laser fluence, laser pulse repetition rate, solute
concentration, substrate temperature and target—collector separation distance,
which are optimized following recurring tests for each pair solute–solvent. A
dynamic pressure of \10 Pa is typically kept in the reaction chamber during the
laser transfer experiment. Hundreds to thousands laser pulses are applied to get the
desired material thickness on the substrate surface. The average deposition rate is
generally not higher than 1 Å/pulse.

The laser systems employed for targets evaporation are operating in UV gen-
erating pulses of ns duration, i.e. excimer or 4th harmonic of Nd:YAG, with
fluences which generally vary from 0.05 to 1 J/cm2 [20].

We review in this chapter recent MAPLE results obtained with a KrF* excimer
laser source (248 nm, 25 ns) for deposition of nanostructures and thin films for
biomedical applications. Examples are given with potential utilization as drug
delivery systems (DDS), biosensors (BS) and biomimetic coatings for advanced
implants (BCI). From the first category we refer to bisphosphonates (BPs) doped
hydroxyapatite (HA), ribonuclease A (RNase A) and levan coatings; from the
second to IgG structures with or without lipids and from the third to Mg and Sr
doped octocalcium phosphate (OCP) layers. We note that BPs-modified HA can be
also considered a prospective alternative to BCI.

Liquid N 2

x

yS
u

b
strate

Volatile solvent 
molecules are 
pumped away

Cooler

Frozen target

Heater

Biomolecule

Fig. 11.1 Typical MAPLE set-up. A laser beam (center top) irradiates the cryogenic target (left)
while the dislocated material is transferred and deposited on the facing substrate (right)
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11.3 MAPLE Layers for DDS

11.3.1 Bisphosphonate–Hydroxyapatite Thin Films

The synthesis of coatings constituted of calcium phosphates (CaPs) modified with
bioactive molecules allows combining the excellent bioactivity of CaPs with the
local availability of the biologically active molecule. A very interesting example is
provided by HA modified with BPs. BPs are a class of compounds widely
employed for the treatment of disorders of bone metabolism characterized by
increased bone resorption, including osteoporosis, dysplasia, myeloma and bone
metastases [21, 22]. A common feature of BPs is the presence of the P–C–P
bridge, where each P is a phosphonate group, which is resistant both to chemical
and to enzymatic hydrolysis [23]. The two covalently bonded side chains attached
to the central carbon atom are termed R1 and R2 (Scheme 11.1). The presence of
hydroxyl (OH) or amino (NH2) groups as R1 substituents provides enhanced bone
binding capability, most likely via tridentate binding to calcium [23, 24]. The R2

side group mainly controls the antiresorptive potency of the bisphosphonates. The
presence of nitrogen atoms in the R2 side group is associated with the ability of an
individual bisphosphonate to inhibit farnesyl pyrophosphate synthase (FPP)
enzyme within the mevalonate pathway in osteoclasts [25–28]. Moreover, it can
also influence overall bone affinity [29–32].

The usefulness of BPs in managing specific disorders of bone resorption is
widely recognized; furthermore, they are also employed as antitumoral and anti-
vascular agents [33–35]. On the other hand, their prolonged use can cause over-
suppression of bone metabolism [36–38]. In order to overcome this shortcoming, a
number of studies have been recently addressed to the development of strategies
aimed to combine these drugs with CaPs for BPs local administration [39–45]. The
high affinity of BPs for HA makes the synthesis of BPs-modified HA an uneasy
task [44], therefore most of the attempts to prepare HA modified with these
compounds have been performed via chemisorption from solution [39, 40, 45–47].
However, HA nanocrystals modified with two potent amino-BPs, alendronate and
zoledronate, were recently successfully synthesized in aqueous medium [44, 48].

Scheme 1 Molecular
structure of two amino-
biphosphonates. Reproduced
with permission from [48]
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The results of in vitro studies showed that these BPs are able to inhibit osteoclast
activity and promote osteoblast growth and differentiation even when included in
the HA nanocrystals [48, 49].

The mild conditions characteristic of MAPLE were exploited to synthesize
Al:HA thin coatings [50]. The coatings were synthesized using HA powders at
increasing alendronate content [0, 3.9 (sample code HA-AL7), 7.1 % wt (sample
code HA-AL28)] as starting materials. The powders were suspended in deionised
water, frozen at liquid nitrogen temperature and used as targets for MAPLE
experiments. The depositions were conducted with a KrF* excimer laser source in
mild conditions of temperature and pressure.

The results of X-ray diffraction (Fig. 11.2) and SEM (Fig. 11.3a–c) investiga-
tions indicate that the films are constituted of crystalline HA and exhibit a porous-
like structure, with pores dimension of 2–4 lm. Neither the morphology, nor the
roughness parameters of the coatings, evaluated from the AFM images
(Fig. 11.3d), show significant differences depending on the alendronate content.

Bone cells response was evaluated using osteoblast-like MG63 cells and human
osteoclasts, which were cultured on the thin films up to 14 days. Osteoblasts show
a higher rate of proliferation (Fig. 11.4a) and earlier differentiation in the presence
of alendronate, in particular the results indicate that the BP enhances the depo-
sition of collagen type I (CICP) (Fig. 11.4b), as early differentiation marker, and
the subsequent production of osteocalcin (OC) (Fig. 11.4c), as later mineralization
marker [51]. Conversely, alendronate negatively influenced osteoclast prolifera-
tion and differentiation, and it induced osteoclast apoptosis, as revealed by Caspase
3 results (Fig. 11.5a, b) [52]. Moreover, coatings synthesized from HA at rela-
tively high bisphosphonate content (7.1 % wt—HA-AL28) displayed a reduced
production of Tumour Necrosis Factor alpha (TNF-a), a pleiotropic cytokine that
plays a key role in both inflammation and apoptosis [53], and Interleukin 6 (IL-6),
which is involved in the mediation of the inflammatory and immune responses
initiated by infections or injuries, suggesting a down-regulatory role of alendronate
on the inflammatory reaction.

Fig. 11.2 XRD patterns of
HA (a), HA-AL7 (b) and
HA-AL28 films
(c) respectively. Reproduced
with permission from [50]
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The data indicate that the use of MAPLE allows to the successful deposition of
Al:HA thin films with enhanced bioactivity, able to promote osteoblast differen-
tiation and to inhibit osteoclast proliferation.

11.3.2 RNase A

RNase A is a single subunit enzyme with a molecular weight of 13.7 ± 0.3 kDa.
An important application of RNase A is the removal of RNA from DNA or during
other protein preparations [54–57]. Demand for RNA free DNA and protein
samples increases with the higher production of DNA vaccines. However, RNase
A has to be removed from the DNA or protein solutions after RNA degradation.
The alternative is to use RNase A immobilized on solid supports. This approach
can offer additional advantages as reuse, control of the enzymatic reaction, or
better stability as compared to the free enzyme [58, 59]. RNase A is also recog-
nized for its cytotoxic and cytostatic effects on cancer cells [60–62]. Entrapment of
RNase in porous biocompatible three-dimensional (3D) scaffolds can stand for
new solutions in cancer therapy aiming for controlled drug release [63–65].

Fig. 11.3 SEM micrographs of thin films deposited from (a) HA, (b) HA-AL7, (c) HA-AL28.
Bars = 2 micrometers. d AFM image of the surface of a thin film deposited from HA.
Reproduced with permission from [50]
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b

(a)

(b)

Fig. 11.5 a Osteoclasts proliferation after 7 and 14 days of culture on samples of Ti, HA, HA-
AL7 and HA-AL28. Mean ± SD, n = 3. (* = p \ 0.05; ** = p \ 0.005; *** = p \ 0.0001).
7 days: ***HA-AL7 versus CTR, Ti, HA; ***HA-AL28 versus CTR, Ti, HA, HA.AL7; 14 dyas:
*Ti versus CTR; **Ti versus HA; HA-AL7 versus CTR; HA-AL28 versus HA; ***HA-AL7
versus Ti; HA-AL28 versus CTR, Ti. b Caspase 3 values of osteoclasts culture for 14 days on
samples of Ti, HA, HA-AL7 and HA-AL28. Mean ± SD, n = 3. (* = p \ 0.05;
** = p \ 0.005; *** = p \ 0.0001). 7 days: ns; 14 days: *CRT versus Ti, HA; HA-AL7
versus Ti, HA; **HA-AL7, HA-AL28 versus CTR. Modified with permission from [50]

Fig. 11.4 a Proliferation of MG63 (WST1 tests) after 1, 7 and 14 days of culture on samples of
Ti, HA, HA-AL7 and HA-AL28. Mean ± SD, n = 3. (* = p \ 0.05; ** = p \ 0.005;
*** = p \ 0.0001); 1 day: *HA-AL7 versus Ti, HA; *HA-AL28 versus HA; 7 days: ***HA
versus Ti, HA-AL7, HA-AL28; 14 days: *HA versus HA-AL7, HA-AL28. b, c Differentiation
and synthetic activity of MG63 after 7 and 14 days of culture on samples of Ti, HA, HA-AL7 and
HA-AL28. Mean ± SD, n = 3. (* = p \ 0.05; ** = p \ 0.005; *** = p \ 0.0001):(b) CICP.
7 days: ***HA versus Ti, HA-AL7, HA-AL28; 14 days: *HA-AL7, HA-AL28 versus HA.
(c) OC. 7 days: *HA-AL7 versus HA; *HA-AL28 versus Ti; **HA-AL28 versus HA; 14 days:
ns. Modified with permission from [50]
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For immobilization of RNase structures, thin film growth experiments were
carried out inside a stainless steel irradiation chamber. The composite targets were
prepared by dissolving RNase A in distilled water or buffer hepes solvents, at
0.25 wt % RNase A concentration. The prepared solutions were frozen in liquid
nitrogen using a double-wall holder mounted inside the irradiation chamber
(Fig. 11.6) and kept frozen during the multipulse laser irradiation experiments.

For the deposition of each film 40,000 subsequent laser pulses were applied.
The laser fluence value incident on the target surface was chosen in the range
(0.25–0.5) J/cm2.

Before each irradiation run, the chamber was evacuated down to a residual
pressure of 10-2 Pa. This pressure value was maintained during the RNase A thin
film growth experiments. The SiO2 glass collectors were placed parallel to the
target at a separation distance of 5 cm. During the irradiation, the substrates were
kept at room temperature.

The surface morphology and growth mode of the deposited RNase A thin films
were investigated by atomic force microscopy (AFM) in acoustic (dynamic)
configuration with a PicoSPM Molecular Imaging apparatus. The deposited thin
films chemical composition and bonding states between elements were studied by
Fourier-transform infrared spectroscopy (FT-IR) in the wavenumber range
4,000–500 cm-1 with a 4 cm-1 resolution.

The surface morphology of the immobilized material changes with the increase
of the incident laser fluence value. At 0.5 J/cm2 laser fluence the transferred RNase
A has a uniform surface morphology (Fig. 11.7a) consisting of nanoparticles with
dimensions up to a few tens of nm (Fig. 11.7b). Large, several hundreds of lm
aggregates formed by nanoparticles can be also observed.

The obtained RNase A structures were characterized by FT-IR spectroscopy.
The results were compared with the spectra of the base material used for the
preparation of the composite MAPLE targets (Fig. 11.8a). The spectra of the
RNase A thin film obtained at 0.5 J/cm2 laser fluence is identical to that of the base

Fig. 11.6 Double-wall target
holder used for the growth of
the RNase A nanostructures
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material (Fig. 11.8b). The band at wavenumbers lower than 1,200 cm–1 corre-
sponds to the glass substrate.

The enzymatic activity of the obtained structures was analyzed using the
synthetic substrate polycytidylic acid [poly(C)] [66]. Poly(C) can be considered to
be a synthetic analog of single-stranded RNA and is commonly used for the
determination of RNase enzymatic activity [67]. Cleavage of poly(C) by the
immobilized enzyme and the products formation were analyzed by reversed-phase
high-performance liquid chromatography. The results showed that immobilization
process does not affect the RNase A behavior. The product formation pattern was
similar to the ones obtained by the non-irradiated base RNase A powder after
immersion in solution.

Fig. 11.7 a AFM images of RNase A nanostructures obtained through the irradiation of frozen
composite targets at an incident fluence value of 0.50 J/cm2 and 4 9 104 subsequent laser pulses;
b Surface profile corresponding to the line marked in the AFM image presented in (a)
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11.3.3 Levan

Polysaccharides and their conjugates play a key role in various biological mech-
anisms such as immune response, adhesion, infection and signal transduction. As
natural biomaterials, they are highly stable, safe, non-toxic, hydrophilic and bio-
degradable. For sustainable and economical production of bioactive polysaccha-
rides at industrial scale, rather than plants and algae, microbial sources are
preferred since they enable fast and high yielding production processes under fully
controlled fermentation conditions [68].

Levan is a naturally fructan homopolysaccharide that is composed of b (2–6)
linked fructose units and has many valuable properties like high solubility in oil
and water, strong adhesion, good biocompatibility and film-forming ability [69]. It
has a great potential as a novel functional biopolymer in foods, feeds, cosmetics,
pharmaceutical and chemical industries with many potential uses as emulsifier,
stabilizer and thickener, encapsulating agent, osmoregulator or cryoprotector in
addition to its uses in medicine as plasma substitute, prolongation of drug activity,
radio protector, antitumor and antihyperlipidemic agent [69–71]. In fact, a recent
literature analysis on microbial exopolysaccharides clasified levan together with
xanthan, curdlan and pullulan as the most promising polysaccharides for various
industrial sectors [68]. Although various applications of dextran, gellan, chitosan
and pullulan can be found in biomedical field, polysaccharides like curdlan and
levan still remained unexploited, mainly due to the limited information related to
their biocompatibility and toxicity [72]. Microbial levan is produced as an exo-
polysaccharide (EPS) from sucrose-based substrates by a variety of microorgan-
isms, including Acetobacter, Aerobacter, Azotobacter, Bacillus, Corynebacterium,
Erwinia, Gluconobacter, Mycobacterium, Pseudomonas, Streptococcus and
Zymomonas. In addition, halophilic bacterium Halomonas sp. has also been
reported as a high level levan producer extremophile [73]. Further research on the

(a) (b)

Fig. 11.8 FT-IR spectra of a base RNase A material used for the preparation of the MAPLE
targets and b RNase A thin film obtained using 0.5 J/cm2 incident laser fluence and 4 9 104

subsequent laser pulses
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potential use of levan by Halomonas sp. as a bioflocculating agent [74], its suit-
ability for peptide and protein-based drug nanocarrier systems [71] and an eco-
nomical production scheme via cheap carbon resources [75] were reported.

Levan by Zymomonas mobilis was shown to have anti-tumour [76], immuno-
modulatory [77], antiobesity and lipid lowering [69] activities, whereas anti-tumour
and immunostimulatory activities of levan produced by Aerobacter levanicum [78]
and by Microbacterium laevaniformans [79] were also demonstrated. Further
studies on biological activity of levan include cholesterol lowering activity of
synthetic levan [80], immunostimulatory and antihistaminic activities of levan by
Bacillus subtilis [81] and antioxidant role of levan by Paenibacillus polymyxa [82].
Moreover, levan by Halomonas sp. was not only suggested to be used as an anti-
cytotoxic agent [73] but also credited with high biocompatibility and affinity with
HeLa human epithelial cervical cancer and L929 mouse fibroblast cell lines [75].
Recently, levan produced by different Bacillus sp. strains showed antiviral activity
against pathogenic avian influenza HPAI, H5N1 and adenovirus type 40 [83].

Chemically modified forms of levan polymer have also found wide interest.
Sulphate, phosphate and acetate modified forms were prepared and potential
applications were patented [84]. Moreover, C3–C4 region of the ß-D-fruc-
tofuranozic unit in the levan molecule was suggested to be one of the essential
elements for immunochemical binding. Its modification by [85] periodate oxida-
tion and consequent aldehyde activation was found to result in improved bioac-
tivity [86, 87].

Unmodified levan by Bacillus sp. was blended with ethylcellulose which is a
hydrophobic polymer widely used in coating pharmaceutical dosage forms. Levan/
ethylcellulose blends were casted into films and characterized thermally. By
extrusion and molding techniques, thermally processed levan films were prepared
by adding glycerol as a plasticizer [88]. Thickness of the obtained semi-transparent
and cohesive films ranged from 7 to 22 mm. Nevertheless, such thick films are
known to hold high risks of poor adhesion, cracking or easy peeling [89]. Thin
films with nanoscale thickness are required because of the increased specific
surface area, better controlled film dissolution and lower production cost [87].
Thin nanostructured coatings are expected to find numerous applications in drug
delivery uses.

Recently, MAPLE deposition of levan (L) and oxidized levan (OL)
(Scheme 11.2) has been reported [87]. Frozen solid pellets of levan (or oxidized
levan)/dimethyl sulfoxide (DMSO) solutions were used as targets. 0.05 g of L or
OL was dissolved in 10 ml DMSO to obtain a homogenous solution. The evap-
orated material was collected and assembled onto glass slides and Si wafers.

Levan thin films were compact, with good adhesion to substrate and a homo-
geneous nanostructured surface (Fig. 11.9). The surface features which are con-
fined in volume, were indicative for the starting of film assembling from the
bottom. It was suggested that this nanostructured assembling could be due to
evaporation of the solvent (DMSO) molecules that accompany levan to the sub-
strate heated at 100 �C. The forming levan layer is drying along a characteristic
(evacuation) direction, and a large-scale orientation is boosted. This phenomenon

11 Biomaterial Thin Films by Soft Pulsed Laser Technologies 283



is described as ‘‘evaporation-induced self-assembly’’ (EISA) [90, 91]. The surface
assembling of levan was confirmed by AFM images (Fig. 11.9b), with a neat
spatial orientation, the most probably due to the collective effect of evaporation-
induced assembly with the specific linkages between the linear structures of
polysaccharides. It has to be noted that the nanostructured assembling increases
the specific surface area, which could boost the surface properties.

The contact angle studies evidenced a higher hydrophilic behavior for oxidized
levan structures due to the presence of acidic aldehyde–hydrogen bonds. More-
over, high specific surface areas and biocompatibility of the films supported their
potential use in DDS.

Scheme 2 Chemical Structures of Levan (top) and oxidized Levan (bottom)

Fig. 11.9 Typical XSEM (a) and AFM (b) images of oxidized levan thin films obtained by
MAPLE (reproduced with permission from [87])
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11.4 MAPLE Layers for BS

11.4.1 IgG

The application of MAPLE was extended to the transfer and immobilization of
IgG molecules on different collectors. As known, five important classes of anti-
bodies are present in human body: immunoglobulin A (IgA), immunoglobulin G
(IgG), immunoglobulin M (IgM), immunoglobulin E (IgE) and immunglobulin D
(IgD) [92]. Among them, IgG is the smallest one but most abundant which helps to
fight with bacterial and viral infections [93]. Clinically, a quantitative antibody test
is essential for patients presenting symptoms of autoimmune diseases or allergies
and recurring infections. On the other hand, in research, antibodies are used in flow
cytometry studies to differentiate cell types [94], in immunoprecipitation to sep-
arate proteins [95], or Western blot analyses to identify proteins [96]. Thus, IgGs
are considered the main protein category of biological detection elements for
biosensor applications.

In the case of protein immobilization by MAPLE, a compromise between the
stability in the solution of the material and its safe transfer should be achieved. To
this end, solutions of organic and inorganic salts are usually utilized for both
preserving the protein stability and increasing the solution laser absorption. The
collector temperature during the protein deposition is kept to a maximum of
30–35 �C to prevent the decomposition.

We studied the influence of the laser fluence, as well as the effect of the lipid
addition in the target initial solution upon the protein thin films adhesion to sub-
strate [97]. Optical examination and AFM studies showed important differences of
the IgG and IgG containing lipid transferred structures in their organization on
substrate depending on incident laser fluences. A spot-like arrangement in the case
of the IgG protein transferred at the lowest fluences (0.33 J/cm2) was found
probably due to small quantity of transferred material. When increasing the fluence
(0.5 J/cm2), some larger round structures were transferred onto the substrates,
although with a proportional fine distribution. At the highest used fluences (0.67 J/
cm2), as expected, more material was deposited but with non-uniform configura-
tion, most probably because of the considerable amount of the salts present in the
initial IgG buffered solution.

A similar growth of the deposited IgG containing lipid structures function of
incident transfer fluence was revealed. The distribution from spot-like to well pro-
tected, encapsulate-like IgG material and finally to irregular structures could be
observed when increasing the laser fluence. This reveals a ‘‘window’’ in laser fluence
at 0.5 J/cm2, for which the preservation of structure of IgG after expulsion and
deposition is possible, the morphology was well controlled at the same time as a
significant quantity of material was transferred [97]. The ‘‘window’’ does not depend
on lipid introduction in the mere buffered solution. When dropping the laser fluence
one gets substantial loss of deposited protein, while growing it significantly increases
the surface roughness due to the removal and transfer of an important amount of salts.
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The immunoresponse of the transferred protein was demonstrated by optical
labeling methods such as fluorescence microscopy and spectrofluorimetry for the
detection of low amounts of antigen (IgG). When comparing samples obtained
from lipid-free and lipid containing solutions respectively, while keeping a con-
stant fluence of 0.5 J/cm2, a tendency of lipid containing deposited sample to emit
a higher fluorescence was noticed. No uniform coating but rather a Schweitzer-like
structure was found in case of lipid-free structures, due most probably to immo-
bilization deficiencies of the film when immersed in the antibody solution. Con-
versely, a homogeneous coating distribution with enhanced fluorescent IgG
regions was observed after MAPLE transfer from solutions containing lipids. We
presume that the areas of increased fluorescence intensity are owing to protein
aggregates with superior adhesion at substrate. One can thus conclude that by
adding a small fraction of appropriate lipid in an initial protein solution, a
homogenous film can be obtained by MAPLE with good adherence to the substrate
in comparison with structures deposited from solutions without lipids (Fig. 11.10).

We note that MAPLE deposited IgG coatings could be used as immunosensors
for the recognition of specific antigens in research, as well as in clinical investi-
gations. It represents an essential step for the development of personalized, min-
iaturized biosensors.

11.5 MAPLE Layers for BCI

11.5.1 Magnesium and Strontium Doped Octacalcium
Phosphate Thin Films

OCP, Ca8H2(PO4)6�5H2O, is considered the precursor phase of biological apatites.
In vitro OCP crystallizes as wide {100} blades, elongated along the c-axis [98]
(Fig. 11.11). This characteristic morphology is related to OCP structure, where

Fig. 11.10 Fluorescence microscopy images of lipid containing (left) and lipid free (right)
samples after incubation with Alexa Fluor conjugated secondary antibody. Permission from [97]
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two different layers alternate parallel to the [100] face: cations and anions
arrangement is similar to that in HA structure in the ‘‘apatitic layer’’, whereas
calcium and phosphate ions are more widely spaced in the ‘‘hydrated layer’’,
which contains also interdispersed water molecules (Fig. 11.12). The close simi-
larity between the two structures justifies the easy transformation of OCP into HA
by hydrolysis or thermal dehydration [99–101]. As a matter of fact, the relevant
stimulatory effect of OCP towards new bone formation has been related to its rapid
conversion into apatite in a biological setting [102, 103].

Thanks to its high stability and flexibility, the structure of HA can host a great
variety of ionic substitutions [104]. At variance, despite its structural similarity
with HA and the results of theoretical studies predicting an easier incorporation of
some foreign ions into OCP than into HA lattice [105, 106], experimental data
indicate that the presence of foreign ions inhibits OCP crystal growth [107, 108].
Substituted OCP crystals display ill-defined edges and reduced mean dimension, as
well as a decreased thermal stability with respect to pure OCP. In particular,
although it was recently found that Sr2+ and Mg2+ ions can be incorporated into
OCP structure, the maximum achievable substitutions—7.4 at % for Sr2+ and 1

Fig. 11.11 SEM image of
OCP crystals. Modified with
permission from [104]

Fig. 11.12 A view of the
OCP structure down the c-
axis. The hydrated and
apatitic layers are
highlighted. The positions of
Ca atoms connected by black
lines and of the phosphate
groups of the apatitic layer
are very close to those found
in the HA structure.
Reproduced with permission
from [104]

11 Biomaterial Thin Films by Soft Pulsed Laser Technologies 287



at % for Mg2+ [108]—are much smaller than into HA structure—100 at % in the
case of Sr2+ [109] and 10 at % for Mg2+ [110, 111].

Ion-substitution and ion-doping with biologically relevant ions can be used to
improve the biological response to CaPs based materials [104]. The positive
influence of ion-substitution/doping in HA coatings of metallic substrates has been
demonstrated for several ions, such as carbonate, magnesium, strontium and
manganese [112–117]. The congruent deposition of ion-substituted or ion-doped
OCP is a more difficult task because of the complexity of its structure [118–120]. It
was shown that OCP can be successfully deposited on titanium substrates by
means of PLD [118]. The deposited material was constituted by nano and
microcrystalline domains embedded in a poorly crystalline structure [118, 121].

In order to get better crystallized deposits and to synthesize ion-doped OCP,
namely Sr-OCP (Sr2+ content: 5.5 at %) and Mg-OCP (Mg2+ content: 0.6 at %),
we have applied MAPLE that allows for milder working conditions.

The suspension consisting of 0.12 g of OCP powder in 5 ml distilled water was
ground with agate balls for 60 min at 360 rot/min in a Retsch centrifugal ball mill
suitable for wet grinding. Next, the mixture was collected in a Berzelius glass,
mechanically stirred on a Velp Scientifica Vortex agitator, ultrasonicated for 5 min
and stirred again. Finally, it was poured into a copper cup which was immediately
immersed in liquid nitrogen to serve as a solid target. The target was then mounted
on a cooling device inside the reaction chamber and rotated during irradiation to
avoid local overheating and laser beam drilling and consequently to circumvent

Fig. 11.13 Powder X-ray
diffraction patterns of
(a) OCP powder and of the
thin films deposited on Ti
substrates from: (b) Mg-OCP,
(c) Sr-OCP, (d) OCP. In each
plot, the intensities of the
25–34� 2h range are
magnified by 5. Reproduced
with permission from [122]
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the transfer of non-uniform films [122]. The depositions were performed using a
dynamic pressure of 13.33 Pa. The collector was placed parallel to the target at a
separation distance of 4 cm and maintained at a temperature of 150 �C during
deposition using a conventional 2 inch diameter heater. A pulsed KrF* laser source
operating at 7 Hz was used for the multipulse irradiation of the targets. 20,000
subsequent pulses were applied at a laser fluence of 0.75 J/cm2 for the synthesis of
each coating.

Synthesized thin films consisted of crystal fragments, together with cauliflower-
like aggregates and droplets, with a homogeneous distribution of magnesium and
strontium on the surface of the thin films, as it was proved by the EDS maps [122].
The X-ray diffraction patterns of the thin films (Fig. 11.13), characterized by the
strong low angle 100 reflection of OCP at 4.7� in 2h, demonstrate the good degree
of crystallinity of the deposits.

The results of in vitro tests performed using osteoblast-like MG63 cells indicate
that the presence of the foreign ions enhanced cells proliferation, activity and
differentiation (Fig. 11.14a–d). In particular, Mg-OCP displays a major role on
collagen type I (CICP) production, an early marker of osteoblast differentiation,
while Sr-OCP has a greater stimulatory effect on Alkaline Phosphatase (ALP)

(a) (b)

(c) (d)

Fig. 11.14 Proliferation, differentiation and synthetic activity of osteoblasts after 3, 7 and
14 days of culture on samples of CTR, OCP, Mg-OCP, and Sr-OCP. Mean ± SD, n = 6.
(* = pb0.05; ** = pb0.005; *** = pb0.0001). (a) WST1. 7 days: *CTR, Mg-OCP versus Sr-
OCP; 14 days: ***CTR, Mg-OCP versus OCP; **Sr-OCP versus OCP. (b) ALP. 3 days: *Sr-
OCP versus Mg-OCP; 7 days: *OCP, Mg-OCP, Sr-OCP versus CTR; 14 days: ***Sr-OCP versus
CTR, OCP; *Sr-OCP versus MgOCP; *Mg-OCP versus CTR, OCP. (c) CICP. 7 days: ***OCP,
Mg-OCP, Sr-OCP versus CTR; 14 days: ***Mg-OCP versus CTR, OCP, Sr-OCP. (d) OC.
7 days: **Sr-OCP versus CTR, OCP, Mg-OCP; 14 days: *Sr-OCP versus CTR, Mg-OCP.
Reproduced with permission from [122]
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activity and Osteocalcin (OC) synthesis. These features demonstrate that ion
doping improves the beneficial effect of OCP on bone cells. The comparison of the
results obtained for the differentiation markers on the different coatings indicates
that the degree of cell differentiation on the coatings follows the order
OCP \ Mg–OCP \ Sr–OCP.

11.6 Conclusions

We consider that MAPLE technique clearly evidenced a potential to be applied for
different delicate biomaterials for DDS, BS or BCI. In particular, it was proved
that innovative materials such as Al:HA, RNase A, levan, IgG, as well as pure or
doped OCP could be safely transferred and deposited in form of nanostructures
and thin film, with good adhesion to facing collectors of interest. Various solvents
as well as laser parameters were tested to identify the optimum experimental
conditions, with the view of finding the best compromise between the film bio-
activity and its morphology. Using appropriate pairs of solute–solvent and laser
deposition conditions, MAPLE technique allowed for the transfer and immobili-
zation on the substrate surface of the material of interest with chemical compo-
sition, structure, morphology, and most likely functionality resembling the base
material, as proved by physical–chemical characterization and in vitro testing.
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Chapter 12
MAPLE and MALDI: Theory
and Experiments

Anna Paola Caricato

Abstract Laser induced breakdown spectroscopy (LIBS) and pulsed laser depo-
sition (PLD) are important techniques for the analysis of materials and the fab-
rication of thin films (metals, alloys and inorganic compounds). These techniques
are not applicable to polymers, organic and biomaterials, mostly destroyed by the
energetic laser pulses. To overcome this drawback, matrix assisted laser tech-
niques were introduced: matrix assisted laser desorption ionization (MALDI) and
matrix assisted pulsed laser evaporation (MAPLE), for mass spectroscopy and thin
film deposition, respectively. They offer an efficient mechanism to transfer easy-
to-be-decomposed materials from the condensed phase into the vapor phase. The
material of interest (polymers, biological cells, proteins…) is diluted in a volatile
solvent, with a typical concentration of a few wt%, to form the target to be
irradiated with a pulsed laser beam. The laser energy is principally absorbed by the
solvent and converted to thermal energy, allowing the solvent to vaporize. The
molecules of the material of interest receive enough kinetic energy through col-
lective collisions with the evaporating solvent to be transferred in the gas phase
and finally analyzed or deposited on a suitable substrate. Here, important results of
MALDI and MAPLE are reported and their working mechanisms are discussed.

12.1 Introduction

Application of laser to materials processing started immediately after the intro-
duction of the first laser, a ruby laser, by Maiman [1]. The first laser applications
involved cutting [2], drilling [3] and welding [4] of metals. In 1965, using the
different absorptivities of paper and ink, Schawlow introduced the ‘‘laser
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cleaning’’, having proposed and demonstrated the first ‘‘laser eraser’’ to remove the
ink without damaging the underlying paper [5].

Metal evaporation for thin film deposition was demonstrated as early as in 1965
[6], but the process did not attract much attention, due to the existence of simpler
and more efficient methods, like electron beam evaporation. During the 1970s and
early 1980s, there was a fast development of the pulsed laser ablation deposition
(PLD) process, mostly due to the understanding of an important peculiarity of
pulsed laser ablation process: the congruent ablation of complex materials [7].
Laser ablation of polymers was first reported in 1982, nearly simultaneous by two
groups [8, 9]. In 1987 thin films of high-temperature superconductors were
deposited, soon after their introduction by Bednorz and Müller [10].

A wide range of applications was then offered by the PLD technique. It
emerged in the last two decades as a versatile technique for the deposition of thin
films. Ultra-violet laser light is commonly used, since it efficiently couples with
most materials, at energy density (fluence) of the order of 1 J/cm2, pulse duration
of the order of 10 ns and pulse repetition rate of the order of 10 pulses/s (pps). The
ablated material deposits on a suitable substrate placed a few cm downstream.
High deposition rate, of the order of 0.1 nm/s are usually obtained. PLD was
successfully applied to a wide range of materials, like semiconductors [11], metals
[12], alloys [13] and compounds [14]. The ability to deposit thin films with
complex compositional profiles on substrates at room or at low temperatures is the
most significant advantage of this technique with respect to the traditional ones,
like for instance electron beam evaporation. The ablation can also be performed in
low-pressure atmosphere (of the order of 1 Pa, or less) to promote a chemical
reaction between the ablated material and the environment elements. Chemical
reactions can be exploited to attain compound formation (nitrides [15], carbides
[16] and oxides [17] of the ablated elements), or to restore the exact target stoi-
chiometry eventually lost during the ablation process [18].

Besides preservation of stoichiometry, PLD presents many advantages for thin
film growth: monolayer thickness control, good film-to-substrate adhesion, mini-
mum material consumption, among others. In contrast, it is not well suited for the
evaporation and deposition of large delicate molecules like polymers and bio-
materials. In fact, the powerful laser pulse causes a strong heating at the laser beam
spot on the target, breaking molecular bonds in polymers and burning biological
materials. There are only a few exceptions, since polymers like Teflon (PTFE)
[19], polymethylmethacrylate (PMMA) [20], polypernaphthalene (PPN) [21] and
maybe some other polymer films have been successfully PLD deposited on
appropriate substrates.

Besides the wide spread of the PLD technique for the fabrication of thin films of
simple and complex materials, laser ablation became also an important tool in the
field of analytical chemistry, with the introduction of two very important tech-
niques like the laser induced breakdown spectroscopy (LIBS) for the detection of
atomic and molecular species [22] (used also to take spectra from Mars soil by the
Curiosity rover, 2012) in irradiated targets detecting their emission spectra and the
matrix assisted laser deposition ionization (MALDI) for the evaporation of very
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large molecules and subsequent mass spectroscopy investigations [23, 24]. Here,
the material of interest is dissolved in an appropriate solvent, which absorbs most
of the laser pulse energy, with the consequent fast evaporation of the solvent and
consequent evaporation/ionization of the large biomolecules dispersed in it.

Taking inspiration from MALDI, a new technique for the deposition of thin
films of soft materials, like polymers, organic and biomaterials was introduced: the
Matrix Assisted Pulsed Laser Evaporation (MAPLE) [25–27]. MAPLE is an
evolution of the PLD technique. It is supposed to produce a more ‘‘gentle’’
mechanism to transfer small and large molecular-weight species from the con-
densed phase into the vapor phase. The main difference with PLD is the target
structure: the material of interest (solute) is diluted in a volatile solvent matrix to
form a homogeneous solution (solute concentrations typically of the order of
1 wt%). The solution is frozen at liquid nitrogen (LN) temperature and then
rapidly placed into a vacuum chamber to act as a target for laser assisted depo-
sition. The frozen target is irradiated with a pulsed laser beam, like in the PLD
process. But now the laser pulse energy is principally absorbed by the solvent and
converted to thermal energy, allowing the solvent to vaporize. By collective col-
lisions with the evaporating solvent, the molecules of the material of interest
receive enough kinetic energy to be transferred in the gas phase, thus covering a
suitable substrate where they adhere as a thin film. A highly volatile solvent is
chosen, to be pumped away during the flight from the target to the substrate. As a
consequence, the deposited film should be composed only of the solute material.
Since most of the laser energy is absorbed by the volatile matrix rather than by the
solute molecules, their photochemical decomposition can be minimized. More-
over, the ablation onset in MAPLE is defined by the thermodynamic parameters of
the volatile solvent, rather than the ones of the solute material. It means that
deposition can proceed at much lower fluences (0.05–0.5 J/cm2), as compared to
conventional PLD (a few J/cm2). Using low fluences, thermal damage or
decomposition of the solute molecules is of course prevented or greatly reduced.

The matrix-assisted technique in both MALDI and MAPLE allows evaporation
of large and delicate molecules (polymers, proteins, biomaterials, etc.), which
would be degraded or destroyed when trying their evaporation using PLD. The
working principle is almost the same, but applications are very different: vapori-
zation and ionization for mass spectroscopy investigation for MALDI, film
deposition for MAPLE.

Here, an overview of the basic principles of MALDI and MAPLE will be given,
together with a short review of the most interesting applications.

12.2 MALDI: Basic Principles and Applications

MALDI was introduced in 1985 by Tanaka [23] and Hillenkamp and Karas [24].
MALDI is a special ionization technique that allows the desorption and ionization
of large molecular species (*10–1,000 kDa). When used in combination with
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mass spectrometry (MALDI-MS), it allows the analysis of biomolecules and large
organic molecules, increasing by far the sensitivity of conventional mass spec-
trometry instruments (100–240 Da).

MALDI is based on the discovery that dissolving biomolecules (like enzyme,
proteins, DNA, etc.) within a particular matrix, specifically chosen to absorb at the
irradiation wavelength, can lead to their ejection, upon irradiation, into the gas
phase and ionization, with the consequent possibility to ‘‘identify’’ the biomole-
cules with mass spectrometry (typically time-of-flight, MALDI-TOF). The most
important advantage of the method is that the dissolved biomolecules can be
ejected in the gas-phase with minimal or little degradation. The characterization of
the structure (i.e., sub-group identification) of biopolymers was demonstrated [28].

Different steps take place in the MALDI process:

1. Sample preparation (dilution of the analyte molecules in a matrix with
appropriate properties);

2. Irradiation, by means of a pulsed laser beam, of the sample and evaporation of
part of the solution;

3. Generation and separation of charges and ionization (protonation or deproto-
nation) of analyte molecules;

4. Extraction and separation according to mass-to-charge ratio of the ions in the
mass spectrometer;

5. Detection of the analyte.

The technique is mainly empirical and it is most frequently based on a trial and
error approach on finding appropriate molecular matrices for the various types of
biomolecules to be studied. However, molecular dynamic simulations have
recently given a big help in understanding the different processes involved in the
MALDI technique [29].

At the moment, it is well understood that a successful matrix should exhibit the
following criteria:

• It has to isolate the analyte molecules by dilution, to prevent analyte aggrega-
tion. Moreover, the dilution of the analyte must be such to minimize its thermal
degradation. The critical analyte/matrix ratio increases with molecular weight
(for peptide in the low kDa range it is of about 1–5 wt%);

• It has to absorb the laser energy via electronic (UV-MALDI) or vibrational (IR-
MALDI) excitation to achieve transition from the condensed to the vapor phase,
without excessive destructive heating of the embedded analyte molecules;

• It has to be acidic in order to act as a proton source to promote ionization of the
analyte. At present, it is assumed that the matrix plays an important role in the
protonation process.

There are many different matrices that can be used for MALDI-TOF. Some of
the most common include:
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• sinapinic acid (SA) for protein samples;
• alpha-cyano-4-hydroxycinnamic acid (ACH) for peptide samples;
• 9:1 mixture of 2,5-dihydroxybenzoic acid and 2-hydroxy-5-methoxybenzoic

acid (sDHB) for carbohydrate and sometimes protein samples.

A solution of one of these molecules is often made in a mixture with highly
purified water and an organic solvent, usually acetonitrile (ACN) or ethanol Tri-
fluoroacetic (TFA) acid may also be added. The role of water and organic solvent
is to allow both hydrophobic and water-soluble (hydrophilic) molecules to be
dissolved into the solution. Then, the matrix solution is mixed with the analyte
(e.g., protein-sample). This solution is spotted onto a MALDI plate (usually a
metal plate designed for this purpose). The solvents vaporize, leaving only the
recrystallized matrix, but now with analyte molecules embedded into matrix
crystals. The matrix and the analyte are said to be co-crystallized.

The first MALDI spectrum of a protein (b-D-galactosidase) was presented
during the International Mass Spectrometry Conference in Bordeaux in 1988 [30].
The protein was dissolved in nicotinic acid and the solution was irradiated with a
Nd:YAG laser ðk ¼ 266 nmÞ. After that, very fast progresses were made, highly
enhancing resolution. Later, the direct analysis of viruses, bacteria, fungi and
spores was demonstrated [31–34].

As regards the laser characteristics, fast excitation is necessary to avoid
destructive thermal excitation of the analyte. It means that the laser pulse duration
must be shorter than 25 ns. Most frequently, 0.5–10 ns pulse lengths are used.
Wavelengths range from 193 to 430 nm (photon energy of 6.5 and 2.9 eV, respec-
tively), with penetration depths of 50–200 nm. The typical laser fluences are in the
range 30–600 J/m2 for laser spot diameters of *100 lm [35]. A threshold fluence
for ion detection is reported, which strongly depends on the laser spot dimension. It is
also evident that the ion signal increases with the laser fluence. Mean ion velocities
are in the range 200–1,000 m/s, while the mean neutral velocity is of*500 m/s. The
ion/neutral ratio is of *10-5–10-3, depending mainly on the laser fluence.

A unique model for the laser-induced desorption mechanism does not exist. It
depends on the laser pulse characteristics, like wavelength and the amount of
deposited energy. The desorption mechanism using UV lasers, which means
excitation of samples, the phase change and the dynamics of the material plume
expansion were studied by Dreisewerd [35]. Primary (matrix) and secondary
(analyte) excitation and ionization mechanisms are reviewed in the two closely
related papers by Karas and Krüger [36] and Knochenmuss and Zenobi [37].

12.3 MAPLE: Basic Principles

Modern technology requirements offer a great deal of applications for thin-film
polymer coatings, mostly in the areas of microelectronics, optoelectronics and
miniature chemical and biological sensors. In many cases, the compositional and
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structural complexity and the anisotropy of the material properties preclude the
processing of many of these polymers by conventional physical or chemical vapor
deposition methods. Laser techniques seem to offer better opportunities. As
mentioned above, some attempts to deposit thin films of polymeric materials were
first made by PLD. Several types of polymers (polyethylene, polycarbonate,
polyimide and PMMA) were ablated using UV lasers at energies near the ablation
threshold [19–21]. A decrease of the molecular weight of the polymers forming the
films was observed most of the time. Film formation was supposed to occur via
pyrolytic decomposition, followed by repolymerization. Since repolymerization
can be incomplete, PLD clearly cannot be used in general for complex polymers.

MAPLE was expressly developed by McGill and Chrisey [38] to overcome the
above difficulties presented by PLD of polymers and soft materials. This novel
technique was used for the deposition of polymers and other complex materials, as
ultrathin and uniform coatings. Polymers were and are now among the most used
materials in MAPLE deposition, with excellent structural fidelity of the films with
respect to the target materials. High quality, uniform and adherent polymer
coatings are produced using the MAPLE technique, paying attention to optimize
the laser parameters to the polymer chemical characteristics. With appropriate
choice of the experimental parameters, the physicochemical properties of the
coating are mostly unaffected by the process.

The MAPLE deposition hardware does not substantially differ from the ones
commonly used in PLD. Excimer lasers (or Nd:YAG, third harmonic at 335 nm)
are mostly used, since UV radiation efficiently couples with almost any target
material. In some particular cases, infrared laser sources are used to selectively
dissociate solvent molecules (RIR-MAPLE). Pulse repetition rates are usually in
the 1–20 Hz range, with fluences from 0.01 to 1 J/cm2. The main difference with
respect to PLD is the target and target holder, since the target must be kept at very
low temperatures during depositions. It means that a liquid nitrogen reservoir must
be connected to the target holder. It is usually made of high-conductivity oxygen-
free cooper, crossed by a stem of the same material supporting the target holder.
The target must rotate (3–10 Hz), like in PLD, to allow smooth erosion of the
frozen solution. Feedthroughs and connectors have to be accurately designed, with
properly chosen gaskets, to allow rotation at low temperature without seizing
problems. A schematic diagram of a deposition system, very similar to the ones
used for PLD, except for the target and target holder, is shown in Fig. 12.1. An
image of the cooled target holder and substrate configuration is shown in Fig. 12.2.
The MAPLE technique is analogous to the MALDI-MS analytical technique, but
in MAPLE the target is generally refrigerated at LN temperature, while in MALDI
the matrix is usually solid at room temperature.

MAPLE preserves most of the advantages of PLD, like the quite simple pro-
cedures, the many independent deposition parameters, the good control of film
thickness, the possibility of film deposition on non-planar substrates with good
uniformity and the possibility to deposit multilayers and composite films in a
single-step process.
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The assumed evaporation mechanism is considered as a photothermal process,
where most of the laser energy is absorbed by the volatile solvent (matrix) and
converted into thermal energy, producing the vaporization of a surface solvent
layer and only a moderate heating of the solute. The collective motion of the many
solvent molecules, evaporated by a single laser pulse, carries the few solute
molecules present in the evaporated layer to the substrate. The volatile solvent
molecules are pumped out from the deposition chamber during the time of flight.
Solvent must not react with the solute molecules even under laser irradiation. The
most used solvents are isopropanol, deionized water, toluene, acetone,

Fig. 12.1 Schematic diagram of a typical MAPLE deposition system, very similar to the ones
used for PLD, except for the target and target holder

Fig. 12.2 Cooled target holder and substrate holder (MAPLE system at the University of
Salento, Italy)
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tetrahydrofuran, ter-butyl alcohol, dimethyl sulfoxide, ethyl acetate, chloroben-
zene, methanol, dimethoxyethane, phosphate buffer solution and chloroform.
Chloroform (CHCl3) and chlorobenzene (C6H5Cl) gave frequently origin to for-
mation of reactive radicals, due to photochemical generation of free chlorine
atoms, which can react with the solute materials [39].

It has to be noticed that low deposition rates, one order of magnitude lower than
those for PLD, are characteristics of MAPLE, due to the lower laser fluences and
lower concentration of the material to be deposited. Another frequent drawback is
that the scanning electron microscopy (SEM) and atomic force microscopy (AFM)
images of MAPLE deposited polymer films show significant surface roughness,
aggregates or clusters with sizes ranging from tens of nanometers to tens of
microns (Fig. 12.3). The formation of large polymer features is rather unexpected
since the polymer concentration in the target is low, polymer molecules are dis-
solved in the matrix down to the molecular level and the expanding plasma plume
should not provide a suitable environment for condensation of polymer clusters.
Mercado et al. [40] observed that the geometric patterns present in their MAPLE-
deposited poly(lactide-co-glycolide) (PLGA) films were solvent evaporation pat-
terns, consistent with the ones normally associated with the spin casting process.
This phenomenon may be due to the ejection of large slices of the target surface
layer, explosive evaporation, or spallation of layers onto the substrate, where they
melt, leading to evaporation of the solvent. A high ablation rate in their experiment
supports this scenario, suggesting that large volumes of the target were ejected by
each laser pulse, rather than entrainment transport of individual molecules.

This kind of experimental results stimulated research, which changed the
simple model of the MAPLE process. In particular, Leveugle and Zhigilei [41]
observed that the initial picture of the ejection and transport of individual polymer
molecules in MAPLE introduced by Chrisey et al. [27] cannot explain the results
of high-resolution SEM and AFM imaging of many MAPLE deposited films,

Fig. 12.3 Typical surface structures of a MAPLE-deposited polymer (Ge(TPC)OCH3) film
(right) [43] and of an un-evaporated layer of trioctylphosphine [66]
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where significant surface roughness, with well-defined aggregates with charac-
teristic sizes ranging from tens of nanometers to tens of microns, can be observed.
Starting from these experimental evidences, Leveugle and Zhigilei formulated a
computational model to get a better understanding of the relation between the
basic mechanisms of laser interaction with the target material, nonequilibrium
processes caused by the fast deposition of laser energy, parameters of the ejected
plasma plume, and the resulting morphological characteristics of the growing film.
They observed that, even at concentrations of polymer molecules in MAPLE
experiments of 0.1–5 wt%, the collective behavior of multiple polymer molecules
may play an important role in defining the mechanisms of molecular ejection and
the morphological characteristics of the deposited films. To take into account this
collective behavior, the laser-induced molecular ejection from a MAPLE target
was studied by a coarse-grained molecular dynamics (MD) model. Simulations
were performed for MAPLE targets with concentrations of polymer molecules of
1, 3 and 6 wt%, as well as for pure matrix. Irradiation at a wavelength of 337 nm
(3.68 eV), with pulse duration of 50 ps, was simulated. The laser fluences
(3–9 mJ/cm2) were chosen to cover the range from below the ablation threshold
(3.5 mJ/cm2 for pure matrix) up to more than twice the ablation threshold. In this
irradiation regime, the heat conduction does not contribute to the energy redis-
tribution during the laser pulse and the thermal energy is largely confined within
the absorbing region. The conditions of thermal confinement are also characteristic
for the majority of MAPLE experiments performed with nanosecond laser pulses.
Thus, although the length and time scales of the simulations are very different from
the ones in a typical MAPLE experiment, the fact that in the simulations and
experiments the MAPLE process takes place under the same physical regime of
thermal confinement suggests that the ejection mechanisms are similar, even if at
larger time and length scales.

From the simulation, at the early stage of the laser-target interaction, it resulted
that below a threshold fluence the process is an evaporative process with the
thermal evaporation of the only matrix molecules. No polymer molecules ejection
was observed. Above the threshold fluence an explosive process takes place with
prompt ejection of small cluster and liquid droplets of matrix-polymer structures as
well as of matrix molecules. The polymer molecules are only ejected as part of
matrix-polymer clusters. While in the simulation for pure matrix the liquid
emerging from the ‘‘phase explosion’’ quickly transforms into spherical droplets as
soon as they separate from the target, the presence of polymer chains determines
the formation of complex matrix-polymer liquid structures elongated in the
direction of the ablation plume expansion. As the polymer concentration increases,
the chains become more entangled with the formation of intricate elongated
structures, which can reach the substrate, resulting in the formation of complex
surface morphology. Evaporation of matrix molecules from the surface of the
droplets contributes to the formation of polymer rich surface layer hampering, at
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first, the escape of the remaining matrix molecules which then escape from
polymer voids.

Moreover, Leveugle and Zhigilei observed that MAPLE film depositions are
always performed in a multipulse laser irradiation regime and significant struc-
tural, morphological, and compositional changes may accumulate in the surface
region of a target irradiated by multiple laser pulses. Snapshots of the MAPLE
target surfaces, taken at the ends of the simulations, revealed general character-
istics of the new surface regions left behind by the ablation process. In addition to
the formation of rough target surface morphology, simulations predicted that the
composition of the surface region of the target can be significantly altered by the
ablation process due to matrix evaporation. One can expect that the effect of the
increasing polymer concentration in the target may accumulate during multipulse
irradiation, especially at low laser fluences, close to the ablation threshold, and for
targets with low initial polymer loading. In addition to the direct effect on the
mechanisms of molecular ejection, the compositional and morphological changes
in the surface region can have implications on optical properties of the surface,
thermodynamic properties of the laser-modified target material, and even heat
transfer mechanisms in the heat-affected region of the target.

It can be observed that the simulations performed by Leveugle and Zhigilei
support the experimental evidence of minimal chemical modification of polymer
molecules in MAPLE film deposition. Indeed, no photothermal bond scission
events were detected in any of the simulations performed for polymer concen-
trations up to 6 wt% and laser fluences up to more than twice the ablation
threshold. But simulations also showed that polymer molecules are always ejected
as parts of matrix-polymer clusters with a broad cluster size distribution. The
ejection of molecular clusters and droplets seems to be inherently connected to the
basic mechanism of laser ablation-explosive decomposition of a surface region of
the target overheated up to the limit of its thermodynamic stability. Cluster for-
mation decreases with decreasing of polymer concentration in the target. But, the
consequence is the decrease of the efficiency of the MAPLE technique for polymer
film fabrication.

12.4 MAPLE: Applications and Influence of Deposition
Parameters

The main applications of MAPLE are for deposition of polymer thin films, of
active proteins and other bioactive thin films. More recent applications are related
to the deposition of colloidal nanoparticles and nanorods. Evolutions of the
technique are IR-MAPLE, where the energy deposition is achieved via absorption
by vibrational modes of the matrix molecules (mainly O–H bending and C–H
stretch vibrations at 10 lm, C=O stretch vibrations between 5.5 and 6.5 lm and
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O–H or N–H stretch vibrations at *3 lm) and MAPLE-Direct Write (MAPLE-
DW) for the pattering of biomaterials with a spatial resolution of *5 lm.

12.4.1 Polymer Film Deposition

The first MAPLE trials were performed to deposit films of a chemioselective
polymer (a hydrogen bond acid functionalized polysiloxane known as SXFA) onto
surface acoustic wave (SAW) devices. The MAPLE deposited films (10–50 nm
thick and highly uniform across the whole area) showed higher sensitivity and
faster response times to various chemical vapors than analogous films deposited by
spray coating technique [25].

After, the MAPLE technique was used to deposit thin films of electrically
conductive polymers, like polypyrrole [26]. The MAPLE-deposited polypyrrole
films had electrical conductivities similar to polypyrrole films deposited by other
techniques. Films of electroluminescent polymers (like poly[2-methoxy-5-(20-
ethylhex-yloxy)-1,4-phenylene vinylene]—MEH-PPV) [42], photoluminescent
polymers (e.g. poly(9,9-dioctylfluorene), Ge(TPC)OCH3) [43] and electro-optic
polymers (N-(4-nirophenyl)-(L)prolinol (NPP), tris-(8-hydroxyquinoline) alumi-
num-Alq3) [26] were also successfully deposited by MAPLE. The deposited
polymers presented similar properties to the ones of the bulk counterpart.

Functionalized copolymers thin films prepared on silicon and quartz substrates
by MAPLE method were also studied [44]. Two polymeric structures were syn-
thesised by the copolymerization of maleic anhydride and methyl methacrylate,
respectively, maleic anhydride and vinyl benzyl chloride, which were subse-
quently functionalized with 2,4-dinitroaniline. UV–visible, FTIR, Raman and
photoluminescence spectroscopy were used to investigate the influence on the
properties of the films of different substrate temperatures (150 and 250 �C) during
depositions, background N2 pressure (5–30 Pa) and polymer concentration into the
target (2 and 3 %). The authors evidenced that the MAPLE deposition process
does not damage the chemical structure of this kind of polymers. SEM investi-
gations revealed the droplets type morphology of the polymeric films, with
thickness between 41 and 105 nm, as calculated from ellipsometric measurements.

Paun et al. [45] demonstrated that MAPLE can be used for fabricating films of
polymer blends, as well as for incorporating drugs in the polymeric films. The
polymers [polyethylene glycol, PEG (1,450 Da), poly(lactide-coglycolide), PLGA
(40–75 kDa)] were separately dissolved in chloroform (1 wt%). Then, the two
solutions were mixed together, frozen at LN temperature, placed in a vacuum
chamber and submitted to laser irradiation (Nd:YAG laser, k = 266 nm,
F = 0.1–1.2 J/cm2, 10 Hz). Films showed continuous surfaces, with uniform
covering of the substrates. Irradiation at low fluences produced films with rms
roughness of 20–100 nm. In contrast, irradiation at F C 1 J/cm2 led to increased
roughness up to 200 nm. FTIR spectroscopy showed that both polymers were
transferred preserving their chemical structure at F \ 1 J/cm2. Then indomethacin
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(INC), an antiinflammatory drug, was incorporated in the polymeric solution.
Films of PEG:PLGA:INC blends were MAPLE-deposited. The presence of INC in
the films was confirmed by the specific absorption of the drug at 319 nm.

Many other polymers were MAPLE-deposited. For an updated review of
MAPLE deposition of polymer films see [46].

12.4.2 Maple Deposition of Bilayer Polymeric Structures

Thin films of polymers are normally prepared by solvent-based methods, such as
spin coating, dip-coating and drop-casting, which are quick and inexpensive but
not effective in finely controlling the homogeneity on the deposited area and
tailoring the final thickness. But severe limitations exist in the case of multilayer
deposition, even for the simple bilayer structure. Indeed, most of the conjugated
organic molecules are soluble in similar solvents, consequently the deposition of
the upper polymer layer tends to dissolve the underlying one, causing intermixing
at the polymer/polymer interface [47]. For this reason, when possible, orthogonal
solvents are used, i.e. the solvent of the polymer of the upper layer does not affect
the morphology of the first polymer layer. However, this stratagem frequently does
not work, because it is difficult to find orthogonal solvent since, as said before, the
polymers of interest are often dissolved by the same type of solvent.

Few attempts of MAPLE deposition of polymeric multilayers, like e.g. double
layers of polyethylene glycol and 3-(3,4-dihydroxyphenyl)-2-methyl-L-alanine thin
films, are reported in the literature [48–50]. But, they were always fabricated using
two-steps processes, which require breaking the vacuum conditions inside the
deposition chamber, resulting in problems of contamination, oxidation and waste
of time. This procedure is due to the high difficulty in realizing a rotating multi-
target holder working at LN temperature.

Caricato et al. [51] recently reported the first single-step MAPLE (ss-MAPLE)
deposition of a bilayer structure consisting of the most-studied donor–acceptor
combination for polymer solar cells, namely the electron-donating regioregular
polymer, poly(3-hexylthiophene) (P3HT), and the electron-accepting fullerene,
[6.6]-penyl-C61-butyric-acid-methyl-ester (PCBM). The same solvent was used for
both polymers, thus overcoming the typical drawback of re-dissolution of the
bottom layer occurring in the conventional solution-based deposition techniques.

The two polymers, P3HT and PCBM, were both dissolved in toluene with the
concentration of 0.3 wt%. The obtained solutions, after sonication, were poured in
a double-section target holder, fabricated to allow the switch of the laser beam
between the two frozen solutions under the same vacuum deposition conditions.
The target holder is a copper cup consisting of two concentric cylindrical sections,
separated each other, thus allowing both solutions to be frozen simultaneously at
the liquid nitrogen temperature (77 K) without intermixing. MAPLE depositions
of each material were performed using a KrF excimer laser (k ¼ 248nm;
s = 20 ns, pulse rate = 10 Hz) at the fluence of 250 mJ/cm2. Cross-sectional and
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top view images together with the energy dispersive spectrometry, EDS, spectrum
of the deposited bilayer are reported in Fig. 12.4a–c respectively. The rms
roughness values for P3HT and PCBM single layers as well as for P3HT/PCBM
bilayer are of about 17, 19 and 50 nm, respectively, as obtained from AFM
measurements on a scanned area of 5 9 5 lm.

The UV–Vis absorption spectrum (Fig. 12.5) of the bilayer P3HT/PCBM is well
fitted by the arithmetical sum of the single layer spectra, P3HT+PCBM, indicating
that both polymeric structures resulted well reproduced and separated in the P3HT/
PCBM sample, thus excluding intermixing or damaging phenomena related to the
bilayer deposition.

Fig. 12.4 Cross-section (a),
top view (b), and EDS
spectrum (c) of the P3HT/
PCBM bilayer with a
*68 nm thick layer of P3HT
and a *25 nm thick layer of
PCBM, deposited using the
ss-MAPLE technique
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Fig. 12.5 UV-visible
absorption spectra of the
P3HT single layer (dotted
line), PCBM single layer
(dashed line), and P3HT/
PCBM bilayer (full line). The
arithmetical sum of the
absorption spectra of the two
single layer polymers is
displayed, too (dot-dashed
line)
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This paragraph demonstrated the potentiality of the ss-MAPLE technique in
depositing polymer bilayer structures in a single step under vacuum conditions,
using the same solvent for the two considered polymers. The first polymer bilayer
deposited using this technique was used to realize a prototype of an organic solar-
cell device.

12.4.3 Organic Materials, Active Protein and Bioactive Thin
Films

The processing of organic and biomaterials in the form of thin film requires
preserving their molecular function and size. MAPLE was successfully used for
this purpose.

Thin films of various carbohydrate molecules such as glucose (molecular
weight (mw): 180.2 a.m.u.), sucrose (mw: 342.3 a.m.u.) and dextran (average mw:
148,000 a.m.u.) [52] were deposited from frozen targets made by aqueous solu-
tions of each sugar using an ArF excimer laser. The chemical structure and the
molecular weight of the film materials were identical to that of bulk material,
except for dextran which presented an about halved molecular weight. This last
finding suggests a possible limit on the size of the molecule that can be deposited.

Another kind of sugar, pullulan (average mw: 200,000 a.m.u.) was MAPLE-
deposited by Cristescu et al. [53]. The best results were obtained using a solution
of pullulan (2 wt%) in dimethyl sulfoxide—(CH3)2SO. The frozen target was
irradiated with a KrF laser at F = 230 mJ/cm2. Trials to deposit pullulan films
using PLD were not successful.

Many other biocompatible polymers have been successfully deposited. Poly-
ethylene glycol (PEG) has many biomedical applications. This is why a large
number of papers continue to be published on PEG thin films. Thin films of PEG
of average molecular weight 1,400 a.m.u. were MAPLE-deposited by Bubb et al.
[39]. The deposition was carried out with an ArF laser at F = 220–230 mJ/cm2.
Deionized water and chloroform were used as matrices. As already told, the
reduction in molecular weight and structural modification of the film deposited
using chloroform was attributed to the presence of the highly reactive chlorine
atoms, while there was little evidence for photochemical modification when using
water. PEG films were also MAPLE-deposited by Toftmann et al. [54]. Water was
used as a matrix for the guest material, at concentrations from 0.5 to 4 wt%. The
target was irradiated with 6 ns laser pulses at 355 nm at high fluences (2.5–12 J/
cm2). The authors claim that, even at the highest fluence, FTIR spectra indicated a
chemical structure of the deposit close to that of the un-irradiated PEG. In a further
chapter [55] the laser wavelength was changed from Nd:YAG third harmonic
(k = 355 nm) to the fundamental one (k = 1,064 nm). Matrices of 1 wt% PEG
frozen solutions were used and emission of PEG molecules and ions from PEG-
doped water ice targets was investigated. Even though linear absorption in defect-
free water ice is two orders of magnitude larger at 1,064 nm than at 355 nm, the
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deposition rate and ion current density were found much smaller for IR than for
UV laser light.

The MAPLE technique was also used by Bloisi et al. [56] to deposit PEG films.
Here a Q-switched Nd:YAG laser was used, which was operated at wavelengths
ranging from IR to UV to optimize the deposition parameters. The results showed
that visible (532 nm) radiation gives better results with respect to UV (355 nm)
radiation in preserving the PEG integrity.

As reported above, copolymer of PEG and PLA—poly(d,l-lactide-co-glycolide)
films were MAPLE-deposited by Paun et al. [45].

Cristescu et al. [57] report on the successful MAPLE deposition of high quality
type I fibrilar collagen thin films. Thin film deposition was performed in a N2

ambient (20 Pa) using a KrF laser source with energy in the range of 20–35 mJ.
They demonstrated that the deposited thin films were composed of collagen, with
no impurities.

Active proteins were also deposited in thin film forms. For instance, thin films of
horseradish peroxidase (HRP) and insulin were deposited on a variety of substrates,
such as Si, NaCl and gold and platinum coated Si [58]. IR spectra and solvent-phase
activity test of the HRP films indicated that most of the transferred proteins retained
their chemical and physical structure, as well as biological activity. Analyses on
insulin films demonstrated near-intact transfer of this protein, with little or no
photoinitiated decomposition. These results represented the first demonstration that
pure films of active biomolecules can be deposited using a vapor-deposition tech-
nique. Additional studies were immediately after performed by the same authors on
other biomaterials such as 50/50 Poly(D,L-lactide-co-glycolide), biotinylated
bovine serum albumin (BSA), and phospholipid polymers, which also maintained
function and chemical structure in the MAPLE-deposited thin films [59].

A detailed study of BSA deposition was later made by Martino et al. [60].
Deionized water and phosphate buffered saline (PBS) were used as solvents. The
BSA concentration (1 and 2 wt%) and the ArF laser fluence (F = 75–500 mJ/cm2)
were varied, to find the best deposition conditions. FTIR spectra showed that the
major BSA absorption bands at 1,653 and 1,550 cm-1 were present in the
MAPLE-deposited BSA films, without red shifts. This result evidenced the
absence of protein denaturation. Biological tests were also performed to check the
protein integrity after MAPLE deposition, using the sodium dodecyl sulfate
polyacrylamide gel electrophoresis (SDS-PAGE). The band relative to the entire
BSA protein was detected in the film prepared at F = 500 mJ/cm2, indicating that
this fluence is high enough to produce a reasonable deposition rate, without
damaging the solute.

Stamatin et al. [61] reported the successful MAPLE deposition of fibrinogen
blood protein thin films using a KrF excimer laser (F = 440–700 mJ/cm2) in N2

atmosphere (15–20 Pa). FTIR spectroscopy demonstrated that the deposited thin
films were composed of fibrinogen and fibrin, maintaining their chemical struc-
tures. It resulted from FTIR spectra and atomic force microscopy (AFM) micro-
graphs that fibrinogen concentration depend on the laser fluence, the best results
being obtained using low fluences.
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12.4.4 Influence of Deposition Parameters

A correct choice of the deposition parameters is very important to obtain good
quality thin films. The most important ones are:

• Laser parameters (wavelength, fluence…);
• Solvent physical and chemical properties (volatility, absorption properties at the

laser wavelength, capacity to dissolve the solute, chemical stability…).

An example can clarify these items.
Tunno et al. [62] studied the MAPLE-deposition of Poly(9,9-dioctylfluorene)—

(PFO), a material of great technological interest for its high optical gain in the
visible range, high charge-carrier mobility and efficient blue emission, using a KrF
excimer laser (s = 20 ns, 10 Hz). The influence of the laser fluence (50–500 mJ/
cm2) and the nature of the solvent on the films properties were carefully investi-
gated. The target was prepared from different solutions of PFO in chloroform
(CHCl3), toluene (C7H8) and tetrahydrofuran (THF-C4H8O). A constant concen-
tration of 0.5 wt% was used in all the depositions. The chemical composition of
the deposited films was investigated by FTIR spectroscopy in the range
700–3,600 cm-1. To evaluate the influence of the solvents on the structural
properties of the deposited films, the infrared transmission spectra were acquired
for films deposited at the same laser fluence (200 mJ/cm2). The spectra of the
MAPLE-deposited films are shown in Fig. 12.6, together with the spectrum of a
reference spin coated film. From the comparison, it is clear that chemical
decomposition of PFO takes place when chloroform is used. In fact, the vibrational
bands are broader, the relative intensities are not preserved and some peaks are
missing. The chemical degradation of PFO deposited from a chloroform solution,
which is a commonly used solvent in spin coating, is related to the presence of
high reactive radicals containing Cl released during excimer laser irradiation [39].
Chemical reactions induced by chlorine were not detected by Bloisi et al. [63],
who successfully used chloroform as diluent in their MAPLE depositions, most
probably due to the very low fluence (136 mJ/cm2) and relatively large wavelength
(532 nm) of their laser. In contrast with the film deposited using chloroform as
solvent, the FTIR spectrum of the MAPLE deposited PFO film using THF resulted
very similar to the one of the spin coated film, since all the main peaks are present,
preserving their relative intensities. It is important to notice that the peaks around
1,716 and 1,606 cm-1, related to oxidized fluorene (fluorenone) [64], are not
observed. This feature is particularly important as PFO is known to easily suffer
photooxidation under light exposure, leading to yellow light emitting fluorenone
defects. The increasing of the laser fluence has no effect on the peak presence or
position, as it can be inferred from Fig. 12.7, where FTIR spectra of samples
deposited at laser fluences ranging from 200 to 500 mJ/cm2, using targets of PFO
diluted in toluene, are shown. To investigate the role of the deposition conditions
on the photoluminescence (PL) characteristics of the films, PL measurements were
performed with a He–Cd laser ðk ¼ 325 nmÞ. The samples were excited at room
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temperature with a power density of about 40 W/cm2. The PL spectrum of the
MAPLE film deposited from toluene solution showed glassy phase PFO emission,
while the reference spin-coated film showed b-phase emission only. As the b-
phase is formed in spin-coated films from toluene due to interplay between
aggregation in solution and solvent-induced chain planarization in the solid phase
[65], the absence of b-phase emission in the MAPLE-deposited film suggests that
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Fig. 12.6 FTIR spectra of Poly(9,9-dioctylfluorene)-(PFO) films deposited with a KrF laser at a
fixed fluence (200 mJ/cm2) using various solvents
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molecular aggregation did not occur and that negligible interaction between PFO
and toluene vapor took place during the deposition process. The PL spectrum of
the MAPLE film from THF solution showed a superposition of the emission
features of the glassy- and the b-phases. The absence of defect related emission in
films deposited from toluene and THF solutions is strong evidence that no relevant
chemical modification of the PFO emitting chromophors took place during
MAPLE deposition.

A correct choice of the solvent is of great importance, not only to avoid
chemical and photochemical reactions (e.g., chloroform) with the solute. Another
important parameter is the solvent volatility. Solvents with low vapor pressure are
not easily evacuated by the pumping system and are detected in the deposited
films. In fact, when a small amount of trioctylphosphine was used in a toluene
matrix, SEM inspection of the MAPLE-deposited film (Fig. 12.3b) showed that
the film surface consisted of uniformly distributed elongated structures [66]. The
FTIR spectrum showed different absorption bands, which are ascribed predomi-
nantly to trioctylphosphine, which was used to avoid solute precipitation. Trioc-
tylphosphine has a vapor pressure of 120 Pa at 20 �C, which is much lower than
that of toluene at the same temperature (2,900 Pa). So, it is not effectively pumped
out during the MAPLE process and consequently it reaches the substrate, con-
tributing to the composition of the deposited film. No trace of trioctylphosphine
was present on the film after annealing at 400 �C.

To accurately test relationships between the solvent properties (solubility and
other physical properties) and the morphology of the MAPLE-deposited films,
Caricato et al. [67] deposited PFO films using different solvents. The PFO powder
was diluted (0.5 wt% concentration) in THF, toluene and toluene-hexane (C6H14)
mixtures. Two toluene-hexane mixtures were chosen (85 % toluene/15 % hexane
and 61 % toluene/39 % hexane by volume) to gradually change solubility and
other physical properties of the matrices. The physical properties, together with the
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Fig. 12.7 FTIR spectra of
Poly(9,9-dioctylfluorene)-
(PFO) films deposited with a
KrF laser at various fluences
(200–500 mJ/cm2) using
toluene as solvent
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solubility parameters of the pure solvents and mixtures relevant for this study are
reported in Table 12.1. PFO films were deposited on \100[ Si substrates with
10,000 KrF laser pulses (s = 20 ns, 10 Hz, F = 250 mJ/cm2). From the AFM
scans, quite uniform substrate coverage was observed. However, some circular
aggregates were present on the films’ surface, whose dimensions decrease passing
from the films deposited using pure toluene matrix to the films deposited using
toluene-based mixtures with increasing amount of the hexane component. The film
rms roughness values present an opposite behavior, passing from (22 ± 4) nm in
the case of pure toluene matrix to (23 ± 2) nm for 85 % toluene/15 % hexane
matrix, to (25 ± 2) nm for the 61 % toluene/39 % hexane matrix. The PFO film
deposited using pure THF matrix was characterized by the presence of polymer
filaments, randomly distributed on the surface. Consequently, the film surface
presents a quite high rms roughness (41 ± 5) nm. As done by Bubb et al. [68], the
rms roughness values were plotted against the solubility parameters (Fig. 12.8).
The solubility parameters determine the effectiveness of the solvent in inducing
dispersion forces (dd), its polarity (dp) and its tendency to hydrogen bond for-
mation in solution (dh) [69]. The total solubility parameter is defined as

d ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d2

d þ d2
p þ d2

h

q

Table 12.1 Solubility parameters and boiling temperatures of the used solvents

Solvent 1 Solvent 2 Boiling temperature (�C) Solubility parameters (MPa)1/2

dd dp dh d

THF (C4H8O) 66 14.4 4.9 6.1 16.4
Toluene (C7H8) 110.6 17.3 1.03 0 17.4
Hexane (C6H14) 69 14.6 0 0 14.6
85 % Toluene 15 % Hexane 103.8 16.9 0.88 0 16.92
61 % Toluene 39 % Hexane 94 16.37 0.63 0 16.39
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The films prepared using the toluene-based matrices presented a very small
increase, if any, of the rms roughness values, even if the absolute value of the
difference between the total solubility parameters of the matrices and solute
dsol�dPFOj jð Þ increases. Moreover, it results that the rms roughness of the PFO film

deposited using the THF matrix is much higher (40 nm) than that of the sample
prepared using the 61 % toluene/39 % hexane mixture (25 nm), although the
jdsol�dPFOj for the two solvents are equal (*0.8 MPa1/2). It can be concluded that
the solubility is not the only parameter to take into account. The difference is most
probably determined by the different optical penetration depth of the laser energy
into the targets and by the different boiling temperature of the solvents [67]. From
molecular dynamic simulations, it results that the higher penetration depth is
responsible for the ejection from the target surface of big clusters of polymer
matrix [41]. At the same time the matrix-polymer clusters broke and reduce their
dimension with time because of solvent evaporation. This process should be faster
for solvents with lower boiling points, i.e. for THF with respect to toluene (66 vs.
110.6 �C, respectively). This feature should accelerate polymer entanglement and
induce a higher surface roughness.

A further parameter affecting surface morphology is the substrate temperature.
A proper choice of the substrate temperature can reduce the surface features.
Indeed, the initial studies of the effect of the substrate temperature on the mor-
phology of films deposited in MAPLE indicate that individual surface features
become less distinct as the substrate temperature approaches or exceeds the
polymer glass transition temperature, and disappear/merge at temperatures close to
the polymer melting temperature [70–72]. The surface morphology of the MAPLE
deposited films is also influenced by the number of laser pulses as reported in [72]
in which, it was observed that the rms roughness of a PFO film prepared with
10,000 laser pulses was about half the value of the rms roughness of the film
prepared with 16,000 laser pulses. This feature may be the consequence of sig-
nificant structural, morphological, and compositional changes gradually accumu-
lated in the surface region of a target irradiated by multiple laser pulses [41],
leading to an increased roughness with increasing film thickness.

In general, it is possible to conclude that higher solubility of the solute in the
solvent and higher substrate temperatures lead to lower surface roughness, while
lower boiling point of the solvent and higher laser penetration in the target lead to
higher surface roughness of the MAPLE-deposited films. However, each combi-
nation solute/solvent must be carefully investigated.

12.4.5 Deposition of Colloidal Nanoparticles/Nanorods

The MAPLE technique can be used to deposit nanoparticle and nanonorod films
starting from solution of colloidal nanomaterials, which are relatively easy and
cheap to fabricate. Colloidal nanoparticles of very different materials can be
prepared by chemical routes with very small sizes and low size dispersion [73].
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MAPLE was seen as perspective method for fabricating nanoparticle/nanorod
films. The nanoparticle/nanorod solution, once frozen to liquid nitrogen temper-
ature, can be used as target to be laser-irradiated. With respect to the ‘‘traditional’’
use of MAPLE (polymer and biomaterial film deposition), some peculiarities
emerged. First, the high thermal diffusivity of nanofluids (solid–liquid composite
materials consisting of solid nanoparticles or nanofibers with sizes typically of
1–100 nm suspended in liquid), strong temperature dependence of thermal con-
ductivity, greatly exceeding the prediction of well-established theories [74] that, if
confirmed for solid solutions, could invalidate the assumption of thermal con-
finement following the laser pulse energy absorption. The second is the fact that
nanomaterials are characterized by melting temperatures lower than that of the
corresponding bulk materials [75]. This feature could lead to possible modification
of the size and shape of the nanostructures to be transferred, as reported below.

First, films of carbon nanotubes were first MAPLE-deposited by Wu et al. [76].
After, TiO2 and SnO2 colloidal nanoparticle films were deposited by Caricato et al.
[77]. Recently, TiO2 nanorod films were also deposited by the same authors [78].

TiO2 nanoparticle and nanorod films were intended for gas sensing applications.
TiO2 colloidal nanoparticles (diameter of 10 nm) in the anatase phase were pre-
pared by using standard procedures [73], and then diluted in deionized water with
a concentration of 0.2 wt%. The solution was then frozen at LN temperature and
placed into a vacuum chamber on a rotating target holder, cooled with liquid
nitrogen to guarantee a low and constant temperature (-160 �C). The frozen target
was irradiated in vacuum (5 9 10-4 Pa) with an ArF (s = 20 ns, 10 Hz,
F = 550 mJ/cm2, 6,500 pulses/film) excimer laser. Films were deposited on silica,
\100[ Si and interdigitated alumina (Al2O3) slabs, for the different character-
izations. High-resolution SEM images of the TiO2 nanoparticle films showed that a
quite uniform film of nanoparticles was deposited also onto rough Al2O3 substrates
used for gas-sensing tests, following the morphology of the alumina grains
(Fig. 12.9). The preservation of the anatase crystal phase was evidenced by X-ray

Fig. 12.9 SEM micrograph
of TiO2 nanoparticle thin film
MAPLE-deposited onto a
rough alumina substrate
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diffraction (XRD) spectra, where the characteristic peaks of the anatase phase at
2h = 25o, corresponding to the reflection by the \101[ crystallographic plane,
were well evident.

Gas test measurements were carried out in the constant temperature mode by
recording the dynamic changes of the electrical resistance caused by the exposition
to different concentrations of ethanol and acetone vapors (20–200 ppm in dry air).
The sensor responses were carried out by applying a constant voltage of 10 V
between the sensor electrodes, and the resulting electrical current was monitored
by means of an electrometer.The sensor working temperature was varied from 250
to 500 �C to find the best operating temperature. As an example, Fig. 12.10 shows
the dynamic changes in electrical resistance of a MAPLE deposited TiO2 nano-
particle film, at the working temperature of 400 �C, for ethanol vapors at different
concentrations. Surface reactions with reducing chemical species as ethanol and
acetone cause an increase in electrical conductance. The relative variation of
signal in electrical current is very high (up to about 1 order of magnitude) even at
very low concentrations of both the considered vapors. These very good gas-
sensing properties towards ethanol and acetone may be attributed to the nanoscale
dimensions of the TiO2 particles.

Titanium dioxide nanorod thin films were also MAPLE deposited [78]. The
starting materials were TiO2 nanorods in the brookite phase, having a mean size of
3–4 9 20–50 nm (Fig. 12.11, left), prepared through a chemical route.

The nanorods were dissolved in pure toluene (0.016 wt%), then frozen at LN
temperature and irradiated with a KrF excimer laser (s = 20 ns, 10 Hz, F = 25,
50, 150, 250 and 350 mJ/cm2). \100[ single-crystal Si wafers, silica slides, Cu
carbon coated grids and alumina interdigital slabs were used as substrates to fully
characterize the deposited layers. SEM and TEM analyses evidenced the occur-
rence of crystalline nanospheres mixed with individually distinguishable TiO2

nanorods in the films deposited at F = 350 mJ/cm2 (Fig. 12.11, right). The SAED
pattern obtained from an area of the sample including both nanorods and
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nanospheres demonstrated that both types of shaped nanostructures are made of
the brookite phase, like the starting nanorods. By reducing the laser fluence to 100
and 50 mJ/cm2, a decrease of the fraction of spherical particles as well as of the
deposition rate was observed. It seems that 50 mJ/cm2 is close to the threshold
fluence for the occurrence of the spherical NPs. In fact, the film deposited at
F = 25 mJ/cm2 resulted formed by nanorods only. This result confirms the
reduction of the melting point of nanosized materials. In fact, the calculated
temperature increase of the TiO2 nanorods under laser irradiation at the highest
used fluence (350 mJ/cm2) is considerably lower than the melting temperature of
bulk titanium oxide (*1,850 �C). Gas sensing tests were performed using
MAPLE-deposited TiO2 nanorods on Al2O3 interdigitated alumina slabs at the
fluence of 350 mJ/cm2. The gas sensing experiments were performed in dark
condition and under illumination by using a UV xenon lamp delivering an optical
power of 0.140 mW at the sample surface. Figure 12.12 shows the response of the
sensing layer in the presence of an oxidising gas (NO2) in a mixture with dry air at
very low concentration (1 ppm) where beside a good sensor response, a signifi-
cative increase in the signal was observed in the case of UV activation with respect
to the dark condition at the same working temperature.

12.5 Discussion

MALDI has proven to be one of the most successful methods for mass spectro-
metric analysis and investigation of large molecules. The chemical matrix greatly
facilitates the production of intact gas-phase ions from large, nonvolatile, and
thermally labile compounds such as proteins, oligonucleotides, synthetic polymers
and large inorganic compounds. The matrix plays a key role in this technique by
absorbing the laser light energy and causing a small part of the target substrate to

10 nm

Fig. 12.11 Bright field TEM images of the as-prepared colloidal TiO2 nanorods (left) and of the
TiO2 nanostructured film deposited by MAPLE (F = 350 mJ/cm2) on a carbon coated Cu grid
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vaporize. The MALDI matrix must meet a number of requirements simulta-
neously: to absorb at the laser wavelength, to be compatible with the analyte, to be
vacuum stable and to cause co-desorption and ionization of the analyte upon laser
irradiation, among others.

The sample preparation for MALDI is important for both sensitivity, repro-
ducibility, and quantification of mass analysis. Important problems require much
attention, like the extraction of inorganic salts, which are part of protein extracts,
and could interfere with the ionization process. The salts can be removed by solid
phase extraction or by washing the dried crystals with cold water. Attention must
be paid to the fact that frequently matrix-protein mixtures are not homogenous
because the polarity difference leads to separation of the two substances during co-
crystallization. Most frequently, the diameter of the target is much larger than that
of the laser spot. Consequently, many laser shots must be directed to different
places of the target to get the statistical average of the substance concentration
within the target. The matrix chemical composition, the laser wavelength, energy
density and spot homogeneity and the impact angle of the laser on the target are
among the most critical parameters for the quality and reproducibility of the
MALDI method.

The MAPLE technique was introduced to deposit thin and ultrathin organic,
bioorganic, and composite films with minimum chemical and structural modifi-
cation of the target material, which occurs during traditional PLD. The goal can be
obtained by dissolving the material of interest in a volatile solvent and freezing the
solution to be used as the target for pulsed laser ablation. The main limit of the
technique is the frequent appearance of clusters and droplets of the solute material
in the deposited films. Computer simulations [41, 79] showed that the ejection of
molecular clusters and droplets seems to be inherently connected to the basic

Fig. 12.12 Response of the
TiO2 nanorod sensor with and
without UV illumination in
the presence of 1 ppm NO2 in
mixture with dry-air at
different working
temperatures
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mechanism of laser ablation-explosive decomposition of a surface region of the
target overheated up to the limit of its thermodynamic stability. The aggregation of
nanoparticles, observed in MAPLE deposited films, can be partially explained by
this model although other phenomena must be considered when speaking of
nanomaterials. These phenomena are particular evident when dealing with
MAPLE deposition of nanorods where changes of shape, from nanorods to nan-
ospheres, were observed (Fig. 12.11). The unexpected observation of TiO2 nan-
ospheres in films prepared starting from nanorods suggests occurrence of a laser-
induced process, which induces a melting/coalescence of the nanorods, driving
their transformation into the most thermodynamically stable spherical shape.
Under laser pulses, the energy released into the frozen matrix induces solution
vaporization. However, the laser light heats both the nanorods contained in the
irradiated target and the nanorods leaving the target in the vapor phase. In any
case, due to the low laser fluence (350–50 mJ/cm2), the nanorod temperature
should be far from the melting temperature of bulk TiO2 (*1,850 �C). But, a
decrease of the actual melting temperature for low-dimensional solids, compared
to their corresponding bulk materials, is a well known phenomenon [75]. The
preservation of the brookite phase is an important fingerprint. In fact, it was found
that, by annealing the TiO2 powders, the phase transformation brookite-to-rutile
occurs at *650 �C, with the brookite phase completely transformed to the rutile
phase at 750 �C [80]. This make us confident in assuming that at 350 mJ/cm2 the
temperature of 750 �C was not exceeded, even if melting of the nanorods occurred.
So, the formation of the spherical particles can be explained on the basis of
combined effects involving the absorption of laser energy by the nanorods, their
low thermal-loss rate and their decreased melting temperature due to the nano-
metric dimension effects. It means that the laser fluence plays the most important
role for the deposition of nanoparticles/nanorods with the same dimensions and
morphology of the starting materials.

12.6 Conclusions

MALDI introduction determined a great progress in the analysis and structural
determination of peptides. Resolution and accuracy of mass spectra in detecting
down to femtomole levels is an almost routine task. Applications are increasing
continuously and MALDI is established as a primary research tool due to its great
sensitivity, precision, accuracy and throughput. Moreover, MALDI/TOF is
becoming the standard method for species identification in medical microbiolog-
ical laboratories.

MAPLE has proven to be a valuable technique to deposit thin films of poly-
mers, organic and biological materials, with preservation of their complex struc-
ture and functionality. The thickness control and surface coverage obtained using
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MAPLE cannot be achieved by other solvent-based coating methods, not to say of
ability of depositing films on rough substrates.

The fabrication of very smooth films appears difficult to be obtained. High-
resolution imaging and computer simulations clearly contest the original simple
model of molecule-by-molecule deposition. Aggregation of polymers and presence
of residual matrix molecules result in local corrugations of the deposits. The
roughness of the growing films can be, at least partially, controlled by limiting the
solute concentration. It was shown that the solvent properties influence the surface
morphology of polymer films. Together with solubility parameters, the boiling
temperature of the solvent influences the polymer surface morphology, which
depends also on the laser light fluence and absorption depth. It was also shown that
the moderate heating of the substrate reduces the polymer film roughness, which in
contrast increases with increasing the laser pulse number. As regards the MAPLE-
deposited nanoparticles and nanorods, formation of relatively large spherical
particles can be explained on the basis of combined effects involving the
absorption of laser energy by the nanorods, their low thermal-loss rates and their
decreased melting temperature due to nanometric dimensions.

In conclusion, MAPLE opened very perspective roads for the deposition of
performing films of complex molecules. The area of MAPLE applications is
rapidly expanding from simple films to polymer blend deposition, multilayer
structure deposition, nanoparticle and nanorod thin film deposition. As usual, for
the deposition of each material the laser and solvent parameters require an accurate
choice.

Many problems are still open, like the influence of the laser pulse length, laser
spot dimensions, nature of the process not yet sufficiently studied.
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Chapter 13
Laser Nanofabrication of Soft Matter

Marta Castillejo, Tiberio A. Ezquerra, Mohamed Oujja
and Esther Rebollar

Abstract Laser based techniques constitute an advantageous versatile approach
for the assembly and control at nanometer scale of polymers and biopolymers,
fundamental components of soft matter. In this chapter, laser nanostructuring of
thin films of these materials will be illustrated by studies on laser induced periodic
surface structures (LIPSS) and on laser foaming and on their respective application
for surface enhanced Raman spectroscopy based sensors and for scaffolds in tissue
engineering.

13.1 Soft Matter

Soft Matter, a subfield of Condensed Matter, deals with the study of materials
featuring basic length scales which are much larger than the constituent atoms and
molecules. Mesoscopic sizes, below 100 nm, start revealing quantum mechanical
properties due to quantum confinement effects and, in consequence, the electronic
and optical properties of the nanostructured material differ from those of the bulk.
The presence of many fluctuating degrees of freedom in soft materials causes the
equilibrium structure to be very sensitive to external stresses and the physical
states and properties to be dominated by thermal fluctuations. This sensitivity
raises fascinating new problems in physics, chemistry and materials science, and
therefore one of the fundamental focuses in soft matter research frontier is to find
ways of tailoring, manipulating, and assembling building blocks into nanostruc-
tures to open up new possibilities for technological applications. Soft Matter
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involves the study of polymers, liquid crystals, colloids, foams, gels, biological
structures such as DNA, proteins, and cell membranes and a wide variety of self-
organizing materials. Soft Matter research boosted up with the contribution of P.
G. de Gennes who was awarded the Nobel Prize in Physics in year 1991 for
discovering that ‘‘methods developed for studying order phenomena in simple
systems can be generalized to more complex forms of matter, in particular to liquid
crystals and polymers’’ [1].

In particular, polymers constitute a fundamental component of Soft Matter and
since the second half of the 20th century have become a primary component for
the support of our everyday life [2]. Natural polymers, such as starch, cellulose,
chitin and others [3], have been used by mankind from the very beginning of
civilization. On the other hand, synthetic polymers and composites are an essential
part of the technological revolution of the information age through their multiple
applications ranging from lithographic masks to electronic connections and
packaging. From the markets point of view, polymers can be divided into two
broad groups: commodities and specialities. Commodity polymers are produced
from a few simple starting compounds, they are very inexpensive and used in large
amounts. In contrast, the more costly speciality polymers are made from many
different compounds, can be tailored for nearly every use and are often at the base
for the continuous progress in air, space, computer and medical technologies. In
addition, the combination of polymer and non-polymer materials to give rise to
new hybrids and composites is of great interest for conferring new properties or
enhancing the ones of the starting substances [4].

Among commodity polymers, semicrystalline ones, polyethylene (PE), poly-
propylene (PP) and poly(ethylene terephthalate) (PET) represent approximately
two-thirds of the annual production of synthetic polymers and their preparation has
experienced a remarkable progress with the advent of new synthesis techniques
[5]. The intrinsic structure of semicrystalline polymers consists in alternating
regions of crystalline and amorphous phases with thicknesses in the range of
nanometers [6] and depends heavily on how the material is processed. The end
properties of the material can be consequently controlled by selection of the
adequate processing protocols.

On the other hand, biopolymers hold promise to become the fundamental
building blocks for organic photonics and electronics; they constitute important
sources of novel functional materials and advantageous alternatives to synthetic
polymers in biomedical applications, i.e. for the fabrication of implants and
controlled drug delivery systems, and more recently to replace conventional
polymers in packaging, coatings, disposable products, fibres and films.

Nanoconfinement of polymer materials in two dimensions by preparation of
thin films (nanofilms) or in one dimension, by fabrication of nanotubes, nanog-
rooves, or nanocylinders, can induce large effects on both the structure and the
dynamics of the material and it may even affect phase transitions or physical
processes. The understanding of these processes is crucial, not only in the
development of nanostructured materials for specific applications, but also of the
physical basis of Nanotechnology [7].
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13.2 Laser Nanofabrication

Nanofabrication allows the manipulation of nanoscale building blocks for a
desired purpose by furnishing macroscopic materials with nanometer-scale
structural motifs that confer modified physical and chemical properties and new
functionalities. State-of-the-art techniques for generating polymer structures at the
nanoscale are mainly based in soft lithography methods [8], like micro-contact
printing or nanoimprint lithography (NIL), and templating-based techniques [9]
such as those using inorganic nanoporous alumina membranes (Anodic Alumin-
ium Oxide). These methods aim at simplicity, reproducibility and low-cost, and
generally provide versatile processing strategies. Lithographic procedures suffer
from limitations on spatial resolution and from several other drawbacks, as they
are usually based on multiple-steps procedures, sometimes involve clean-room
facilities, high vacuum or complex mask fabrication, and are difficult to scale to
wafer-like size. The last few years have witnessed the emergence of a new family
of nanofabrication techniques with specific capabilities based in the use of lasers.
These techniques are good candidate tools in high-resolution patterning of soft
materials as they afford the sought versatility and reliability.

Laser irradiation techniques, such as laser induced periodic surface structuring
(LIPSS), laser foaming, and those based on laser ablation, as laser induced forward
transfer (LIFT) [10], pulsed laser deposition (PLD) [11] and matrix-assisted pulsed
laser evaporation (MAPLE) [12], are widely used for high precision, accuracy and
control at the micro- and nanoscales. Further advantages are associated with the
possibility of application to all sorts of materials under all types of environments
by operating with non-contact, flexible set-ups. Using laser-based techniques, it is
possible to select the most appropriate laser parameters, intensity, fluence,
wavelength, total photon dose, and irradiation conditions that are most appropriate
to the materials and processing protocols. In the case of femtosecond lasers, and
because the pulse duration is shorter than the typical material relaxation times, it is
the laser-material interaction, rather than the material thermal properties, what
generally determines the outcome of the laser fabrication process. In addition, the
possibility to temporally shape fs pulses with the corresponding time scale of
processes involved offers new avenues for controlling and tailoring the features of
the created structures [13, 14]. More recently, specific laser processing techniques,
taking advantage of optical trapping or of plasmonic enhancement effects [15, 16],
have been developed and applied to the nanopatterning of soft polymer materials.

This chapter will focus on studies carried out using lasers of nanosecond to
femtosecond pulse lengths to develop superficial structures at the micro- and
nanometer scales in thin films of polymers and biopolymers. In the first place, we
will present recent studies of LIPSS imprinted on polymer thin films using a newly
developed methodology which combines assessment of the structures in the real
space by atomic force microscopy (AFM) and in the reciprocal space by grazing
incidence X-ray scattering techniques. In the second place, we will report on
recent research on the phenomenon of laser foaming and on the control that can be
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exerted on the superficial morphology by selecting the laser wavelength and pulse
duration of the applied pulses. Application of these two laser nanofabrication
approaches will be exemplified by respective studies of the use of rippled polymer
films as sensing elements in surface enhanced Raman spectroscopy (SERS) and of
cell growth on the laser foamed substrates.

13.3 Laser Induced Periodic Surface Structures of Thin
Polymer Films

13.3.1 LIPSS Formation and Mechanisms

The phenomenon of laser induced periodic surface structures (LIPSS), in which a
polarized laser source imprints a periodic structure on the surface of a substrate,
has been studied in polymers using several laser wavelengths and various pulse
durations [17–21]. Irradiation by a polarized laser beam induces self-organized
ripple structure formation within a narrow fluence range below the ablation
threshold [19, 22–25]. The period of the ripples L depends on the laser wavelength
and on the angle of incidence of the radiation through the following relation [26]:

L ¼ k
n� sin hð Þ ð13:1Þ

where k is the laser wavelength, n the effective refractive index of the material and
h is the angle of incidence of the laser beam. LIPSS develop on the material
surface by interference between the incoming and the surface scattered waves. The
ensuing inhomogeneous intensity distribution, together with a feedback effect,
results in the enhancement of the modulation depth [23, 27, 28]. However, the
whole mechanism responsible for ripple formation is complex and still not well
understood. For polymers irradiated with nanosecond laser pulses, different pro-
cesses have been proposed to be involved in ripple formation, including thermal
and non-thermal scissoring of polymer chains, spatially modulated melting and
crystallization, amorphization of crystalline domains, local surface melting,
ablation, photolytic shrinkage, photooxidation and material transport and rear-
rangement [22, 23, 27, 28, 29, 30]. The characteristic surface structures formed in
this way, can be used to tailor a great variety of surface properties such as adhesion
and friction [24, 31, 32], induced cell alignment [25], liquid crystal alignment [33,
34] and colour modulation due to superficial grating formation [35].

LIPSS with periods similar to the irradiation wavelength, and parallel to the laser
polarization direction, were imprinted on thin films of several polymers aiming at
control and tunability of the size and morphology of the periodic structures while
ensuring photochemical integrity of the polymer material [17, 19, 36]. Thin films of
PET, poly(trimethylene terephthalate) (PTT), poly(carbonate bisphenol A) (PC)
and poly(vinylidene fluoride) (PVDF) were irradiated in air with linearly polarized
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pulses from a Q-switched Nd:YAG laser (6 ns at 266 nm) and a Ti:Sapphire laser
(120 fs at 795 nm and 260 fs at 265 nm). While PET, PTT and PC can be easily
obtained in the fully amorphous state at room temperature, by fast quenching from
the molten state, PVDF is typically semicrystalline. Polymer thin films of about
150 nm thickness were prepared by spin coating on silicon wafers (100) [19]. The
linear absorption coefficients were measured with a UV-visible spectrophotometer
at the wavelengths employed for irradiation and are reported in Table 13.1.

Analysis of the nanostructures was carried out by AFM (Nanoscope IIIA
Multimode, Veeco) in tapping mode and images were analysed with the software
Nanoscope Analysis 1.10. The original samples presented a flat surface, with mean
roughness values B3 nm. Values of the period were derived from fast Fourier
transform (FFT) analysis.

Grazing incidence X-Ray scattering techniques (grazing incidence small-angle
X-ray scattering GISAXS, and grazing incidence wide-angle X-ray scattering
GIWAXS) were applied for the study of LIPSS to mainly assess morphology order
over large sample areas. The facilities of the BW4 beamline at HASYLAB
(DESY, Hamburg) were used to that purpose.

Irradiated areas were analyzed by GISAXS, a technique which provides com-
plementary structural information to that obtained by AFM [19, 37, 38]. A scheme
of the experimental set-up is shown in Fig. 13.1. The information obtained from
the GISAXS patterns can be interpreted on the basis of the two orthogonal scat-
tering vectors qz = (2p/k) (sinai ? sina) and qy = (2p/k) sinx cosa, which pro-
vide information about structural correlations perpendicular and parallel to the film
plane, respectively. Lateral correlation between scattering objects on the film
surface induces the appearance of some scattered intensity out of the meridian
(line m–m in Fig. 13.1) [39]. The analysis is carried out with an X-ray beam of
k = 0.13808 nm and size of 20 9 40 lm2. The scattered intensity is recorded by a
Mar CCD detector of 2,048 9 2,048 pixels with a resolution of 79.1 lm per pixel,
and a distance sample-to-detector of 2.211 m. An incidence angle ai = 0.4� is

Table 13.1 Linear absorption coefficient and ranges of laser fluence and number of pulses for
the generation of well-defined LIPSS in polymeric materials under various laser conditions of
wavelength and pulse duration

Material and laser characteristics a (cm-1) 9 103 Fluence (mJ/cm2) Number of pulses

PET/266 nm, 6 ns 18 4–10 300–3,000
PTT/266 nm, 6 ns 26 4–10 100–3,000
PC/266 nm, 6 ns 18 5–10 800–3,000
PVDF/266 nm, 6 ns 0.4 – –
PET/265 nm, 260 fs 18 1.0–2.4 500–10,000
PTT/265 nm, 260 fs 26 1.0–2.4 500–10,000
PC/265 nm, 260 fs 18 1.0–2.4 500–10,000
PET/795 nm, 120 fs 0.8 35–40 5,000–50,000
PTT/795 nm, 120 fs 0.7 35–40 5,000–50,000
PC/795 nm, 120 fs 0.4 35–40 5,000–50,000
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chosen to ensure full penetration in the sample. Careful positioning of the samples
is required to guarantee that the beam is parallel to the direction of the LIPSS and
acquisition times between 40 and 600 s are typically used. Treatment of GISAXS
images is performed with the software Fit2D [40]. GISAXS measurements provide
an independent determination of the period, to be compared with the value
obtained by AFM.

Figure 13.2 displays AFM topographic images of LIPSS generated on the
polymer films under various laser irradiation conditions. As observed in all cases,
the structures have a period close to the wavelength and are parallel to the
polarization direction of the laser.

The range of laser fluences and number of pulses at which generation of well-
defined LIPSS are observed are listed in Table 13.1. These ranges strongly depend
on the material and on the laser wavelength and pulse duration. It has to be noted
that using nanosecond pulses, absorption of laser light is essential to induce LIPSS
formation. In fact, it was not possible to generate LIPSS on the studied polymer
films by irradiation with nanosecond pulses of 532 nm, even if a wide range of

qz

qy

α

ω

αi

LIPSS film
m

m (q y =0)

h

(α = 0 )

Direct  X-ray beam

Incident X-
ray beam

αi

h

Fig. 13.1 Schematic view of a GISAXS experiment. The scattering plane, containing both the
direct and the specular beams intersects the 2D detector along the meridian, m–m line, of the
GISAXS pattern. The horizon, h–h line, is the intersection between the sample plane and the
plane of the 2D detector that are perpendicular to each other. Each point on the GISAXS pattern
can be characterized by the exit angle, a, and the out of scattering plane angle, x. Reproduced
with permission from [19]
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fluences was explored. The situation is different upon femtosecond irradiation, as
even if absorption is negligible, i.e. 795 nm, good quality LIPSS emerge
(Fig. 13.2c). This is ascribed to the large laser intensities involved which favour
the coupling of laser light with the outer layer of the film through multiphoton
absorption and ionization processes [17].

Figure 13.3 shows for a laser irradiated PTT sample, under conditions of LIPSS
formation, the AFM height image (a) and the corresponding GISAXS pattern (b)
characterized by the exit angle, a, and the out of scattering plane angle, x. The
figure also shows the corresponding intensity profile across the horizontal direction
as a function of x extracted from the GISAXS pattern (at a fixed a = 0.28).
Scattering maxima out of the meridian (x = 0) are clearly visible in the range of
LIPSS formation. Spacing of the first maximum obtained from the GISAXS pat-
tern can be determined through the expression L ¼ 2p=qMax

y , where qMax
y is the q-

value corresponding to the first intensity maximum, indicated by an arrow in
Fig. 13.3c.

(a) (b) (c)

Fig. 13.2 AFM height images (5 9 5 lm2 size) of LIPSS formed on polymeric substrates under
the indicated laser conditions. The double arrow indicates the direction of the laser polarization.
a PTT, 266 nm, 6 ns, 7 mJ/cm2, 3 9 102 pulses. b PC, 265 nm, 260 fs, 1.2 mJ/cm2, 5 9 103

pulses. c PET, 795 nm, 120 fs, 37 mJ/cm2, 2 9 104 pulses

Fig. 13.3 a AFM height image (5 9 5 lm2 size), b GISAXS pattern and c corresponding cut at
a = 0.28 of LIPSS generated in PTT with 300 pulses of 266 nm, 6 ns at 7 mJ/cm2. LIPSS are
parallel to the laser polarization direction. Each point on the GISAXS pattern is characterized by
the exit angle, a, and the out of scattering plane angle, x, both given in degrees. The arrow in
c indicates the first intensity maximum

13 Laser Nanofabrication of Soft Matter 331



The dependence of the period of LIPSS with the fluence of irradiation and the
number of pulses is exemplified in Fig. 13.4. As observed, after an initial increase
the period reaches a constant value around the laser wavelength employed.
Spacing values derived from GISAXS for the irradiated polymers are in very good
qualitative correlation with the period determination by AFM. This provides a
validation of GISAXS as an appropriate technique for the analysis of this kind of
nanostructures and paves the way for further studies involving the on-line moni-
toring of LIPSS by X-ray synchrotron techniques.

On the rippled polymer films GIWAXS measurements were also performed
using the set up described (Fig. 13.1) and using a sample-detector distance of
0.17 m. Analysis of 2D-GIWAXS patterns provides information on possible
changes of crystalline structure and crystal orientation induced by laser nano-
structuring. Under the irradiation conditions explored, the absence of Bragg
reflections in the GIWAXS patterns of PET, PTT and PC indicate that the nano-
structured irradiated polymer films stay in the initial amorphous state and that
LIPSS formation does not involve changes in polymer crystallinity.

Contrary to PET, PTT and PC films, which are amorphous at room temperature,
PVDF is semicrystalline, and therefore the film surface presents the typical mor-
phology of this kind of materials, constituted by spherulites of a few microns size
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Fig. 13.4 Period of LIPSS
on PTT films as a function of:
a the number of pulses (6 ns
at 266 nm) at 7 mJ/cm2 and
b the fluence for irradiation
with 600 pulses. Circles and
triangles indicate values
derived from AFM and
GISAXS analysis
respectively. Reproduced
with permission from [36]
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(Fig. 13.5a). It is worth noticing that irradiation of PVDF at 266 nm (pulses of
6 ns) does not result in formation of LIPSS. The linear absorption coefficient of
this material at 266 nm (Table 13.1) is very low and the lack of ripples in this case
is related either with the initial polymer crystalline structure or to its weak
absorption [19].

In order to elucidate the effect of initial polymer crystallinity on LIPSS for-
mation, amorphous PTT was thermally treated [19] to obtain a semicrystalline
film. The characteristic spherulite-like morphology (Fig. 13.5d) does not become
rippled (Fig. 13.5e) upon irradiation at the typical fluences which lead to LIPSS
formation in the case of amorphous PTT, and rather signs of melting are evident on
the film surface (Fig. 13.5f) at sufficiently high fluences. The thermal treatment
does not modify the absorption coefficient of the material, as confirmed by UV–vis
absorption spectroscopy. Therefore, one is led to conclude that the absence of
LIPSS formation on semicrystalline PTT, in the fluence range where LIPSS appear
for the amorphous specimens, is related with the restricted polymer dynamics
associated with the polymer crystalline structure.

For nanosecond irradiation, estimation of the surface temperature increase by
solving the one-dimensional heat conduction equation [19, 23] allows to under-
stand the mechanism of LIPSS formation. The estimate of increase of temperature
on the irradiated substrate follows the procedure described in detail in [19] and is
shown in Fig. 13.6 for PET and PVDF.
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Fig. 13.5 AFM images of PVDF: a non-irradiated, b irradiated at 266 nm with 6,000 pulses of
6 ns at 85 mJ/cm2 and c irradiated at 266 nm with 6,000 pulses at 140 mJ/cm2; and of
crystallized PTT: d non-irradiated, e irradiated at 266 nm with 6,000 pulses at 7 mJ/cm2 and
f irradiated at 266 nm with 6,000 pulses at 13 mJ/cm2. Reproduced with permission from [19]
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For PET, when the fluence reaches 5 mJ/cm2, a layer of around 30 nm heats up
to a temperature above Tg (Fig. 13.6a). Overcoming Tg induces surface devitrifi-
cation, a phenomenon understood as the transformation from a glassy to a soft
state, and allows polymer segmental and chain dynamics. When the temperature
overcomes Tg (75 �C for PET), the surface roughness rises as a consequence of
capillary waves, which in turn enhance superficial inhomogeneities and facilitates
the feedback mechanism involved in LIPSS formation. At higher fluences devit-
rification of the complete film develops under the effect of heating leading to film
dewetting and distorsion. Therefore, the calculated temperatures, together with the
GIWAXS results, suggest disregarding the role of melting and crystallization
during LIPSS formation in amorphous spin-coated polymer films and rather LIPSS
formation takes place by devitrification of the film surface at temperatures above
their characteristic Tg.

Differently, the thermal properties of the semicrystalline polymer PVDF are
governed by the melting point, Tm. Irradiation of films of this material causes
heating of the film well below the melting point (Fig. 13.6b). The crystalline phase
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constitutes a robust scaffold that provides mechanical stability to the material
impeding rearrangement into periodic structures.

In the femtosecond regime, the heating of the lattice is mediated by the energy
transfer from the excited electrons and the temperature increase reached in the
sample after irradiation cannot be estimated by the heat conduction equation and
rather two-temperature models should be applied [41, 42]. However, the relative
increase of temperature upon irradiation with a single laser pulse of the two
wavelengths of 265 and 795 nm (Table 13.1) can be calculated by [43]

DT ¼ e= q0Cp

� �
ð13:2Þ

where q0 and Cp are the density and the heat capacity of the material respectively
and e is the plasma energy density at the end of the laser pulse

e ¼ qcr 9=4ð ÞEi ð13:3Þ

Ei is the molecular ionization potential (in eV) and qcr the critical free electron
density [44], needed to generate both a strongly reflective and absorbing plasma

qcr ¼ 2p=kð Þ2mce0=e2 ð13:4Þ

with e0 the vacuum dielectric permittivity, mc the mass of the quasi-free electron in
the conduction band and e the electron charge.

For a given polymer, DS should be an order of magnitude higher in the case of
irradiation at 265 nm. This can explain why a larger fluence and number of pulses
are needed for LIPSS formation upon fs irradiation at 795 nm (Table 13.1). The
fact that multiple pulses are involved in LIPSS formation indicates the important
role of a feedback mechanism in the process.

As described, the wide range of laser conditions explored results in a broad
tunability of period dimensions. In particular by using femtosecond pulses, it is
possible to control this parameter by changing the irradiation wavelength. Also the
fact that, despite the pulse duration, the period of the nanostructures closely fol-
lows the irradiation wavelength upon normal incidence, strongly suggests a
common formation mechanism based on the interference between the incident
laser light wave and the surface-scattered waves created during irradiation [17,
19].

13.3.2 Application of LIPSS Polymer Substrates for Surface
Enhanced Raman Spectroscopy

In order to develop the application of nanorippled thin polymer films as sensing
elements, these films were coated with a uniform gold layer by PLD. A gold target
was ablated in a stainless-steel vacuum chamber [45] with the 5th harmonic
(213 nm) of a Q-switched Nd:YAG laser. The laser beam was focused by a 25 cm
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focal length lens to yield fluences up to 2 J/cm2 and the nanostructured polymer
samples were placed at 4 cm in front of the target. Deposits grown at room
temperature by delivering up to 36,000 pulses to the target resulted in gold layer
thickness of up to 45 nm. The morphology of the gold coated polymer samples,
characterized by AFM and GISAXS, retained the initial periodic relief after PLD
coating. Raman spectra were acquired on drops of aqueous solutions of the model
analyte benzenethiol (BT), in different concentrations, poured onto gold coated
unrippled and rippled polymer substrates and dried in air. The Raman spectra were
recorded in back scattering geometry with an InVia Raman microscope (Reni-
shaw), equipped with a high sensitivity ultra-low noise CCD and a diode laser with
emission at 785 nm as the excitation source. Additionally, for further comparison,
control experiments were performed on an uncoated silicon substrate. Figure 13.7
shows the Raman spectra of benzenethiol (at a concentration of 98 %) on silicon
and of the same analyte at a concentration of 10-3 M on gold coated unstructured
and LIPSS structured PTT samples. While the Raman signal from benzenethiol is
absent in the spectrum obtained from the silicon substrate, bands at 997, 1,020 and
1,071 cm-1, assigned to the molecular ring, are clearly visible on the gold coated
substrates. The enhancement factor of Raman signal for the gold-coated substrates
has been estimated to be eight orders of magnitude, since BT at a concentration of
ca. 9 M is not detected on the surface of an uncoated substrate, while the spectra of
BT can be recorded at a concentration as low as 10-6 M. An additional
enhancement of around 10 is observed, mediated by the presence of the periodic
structures. Additional experiments have shown that even if signal enhancement is

Fig. 13.7 Raman spectra of
10-3 M benzenethiol in
aqueous solution on a silicon
substrate and on the surfaces
of gold coated PTT
(PTT ? Au) and gold coated
nanostructured PTT
(PTT ? LIPSS ? Au).
LIPSS were fabricated at
266 nm with 600 pulses of
6 ns with a fluence of 7 mJ/
cm2. The spectra were
recorded at the excitation
wavelength of 785 nm at a
power level of ca. 2 mW with
spectral resolution of 2 cm-1,
and a 9 100 magnification
objective. Acquisition time
and number of accumulations
were 10 s and 10
respectively. Thickness of the
gold layer is ca. 11 nm
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observed for all the thicknesses inspected (up to 45 nm) the effect seems to
decrease for larger thickness. The relevance of this result lies in the fact that a very
low amount of gold is enough to observe enhancement of Raman signal.

13.4 Laser Foaming of Biopolymer Films

13.4.1 The Role of Wavelength and Pulse Duration in Laser
Foaming

Biopolymer foams and microstructures, using collagen, gelatine, chitosan, starch
and other biomaterials, are currently investigated as 2D and 3D scaffolds for cell
culture. Collagen is a major structural protein, a natural material of the extracel-
lular matrix, and an essential structural component of all connective tissues.
Gelatine is the product of denaturation of collagen. Chitosan is an aminopoly-
saccharide, the deacetylated derivative of chitin, which is the second most natu-
rally occurring biopolymer after cellulose. This biopolymer offers a combination
of properties uniquely suited for biofabrication, as its backbone provides sites that
can be employed for the assembly of proteins, nucleic acids, and virus particles
[46, 47]. Starch is a polysaccharide, which in its native state from plants, contains
about 30 % amylose, 70 % amylopectine and less than 1 % lipids and proteins
[48]. The tensile strength and the flexibility of starch films can be improved by
incorporation of chitosan [49, 50], and blends of these two biopolymers have been
studied due to their antibacterial activity [51].

A variety of processing techniques, including stamping, stereo lithography, two-
photon polymerization, electrospinning, polymer demixing and stencil [3, 52–56],
have been applied in order to control pore size and distribution, interconnectivity,
adequate surface chemistry, etc. 2D scaffolds for cell culture are currently prepared
by structuring the surface of polymers and biopolymers by some of these methods,
based on the fact that the topography, together with chemical composition, have
influence on cell adhesion and proliferation. In the literature, different types of
nano- and microstructures have been reported, such as grooves, ripples, islands,
pillars, particles, dots and fibrillar networks [3, 43, 53–55, 57–62, 63].

Superficial laser foaming on biopolymers films has recently been reported, a
phenomenon that is induced by applying single pulses in the nanosecond to
femtosecond domains [3, 43, 57–63]. The fast temperature rise causes a transient
acoustic wave with both compressive and tensile components, followed by fast
nucleation and bubble growth. It has been referred that these foam structures are
good runners for fabrication of cell culture substrates, since, given the open
interconnected pore structure, they exhibit increased availability of adhesion sites
combined with permeability to fluids.
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Laser foaming of biopolymers with fs pulses at 266, 400 and 800 nm was
examined in self-standing films of 20–40 lm thickness of gelatine and collagen.
Experiments made use of a Ti:Sapphire amplified laser system (Spectra Physics)
delivering linearly polarized pulses of 90 fs at a maximum repetition rate of
1 kHz. Together with the fundamental output of the laser at 800 nm, frequency
doubling/tripling provided shorter radiation wavelength at 400 and 266 nm. Single
pulse irradiation using fluences exceeding a certain threshold (Table 13.2) lead to
the formation of a nanofoamy and nanofibrous layer on films of collagen and
gelatine. The superficial morphology of the affected layer (with a thickness of
around 5 lm) is shown in Fig. 13.8.

The size and uniformity of the observed features are strongly dependent on
irradiation wavelength and on the characteristics of the biopolymer (water content
and mechanical strength). In collagen, the emerging fibrilar structure of inter-
connected voids and fibres is probably reminiscent of the pre-existing molecular

Table 13.2 Modification fluence thresholds (in mJ/cm2) of biopolymer films at three wave-
lengths of irradiation with 90 fs pulses

Material 266 nm 400 nm 800 nm

Gelatine 330 900 1,200
Collagen 260 420 2,400

(a) (b)

800 nm, 2.2 J/cm2800 nm, 3.2 J/cm2

400 nm, 1.9 J/cm2 400 nm, 1.5 J/cm2

266 nm, 2.2 J/cm2 266 nm, 0.2 J/cm2

5 mμ

Fig. 13.8 Environmental scanning electron microscopy (ESEM, Philips XL30) graphs of
irradiated areas of a collagen and b gelatine films after irradiation with a single laser pulse of
90 fs at the indicated wavelengths and fluences. Reproduced with permission from [43]
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organisation of the material. On gelatine, the irradiated region reveals a foamy
layer with pores and bubbles of uniform size. The characteristic dimensions of the
porous structures created on the films were found to scale linearly with wave-
length; i.e. for gelatine the average bubble diameters are 0.3, 0.5 and 0.8 lm for
irradiation at 266, 400 and 800 nm respectively. The typical feature size in col-
lagen is about a factor of two higher than in gelatine. The laser fluence, in the
range of foam formation, exerted negligible influence on their size.

As shown in the described studies, selection of irradiation wavelength served to
control the characteristic size of the pores or bubbles generated by femtosecond
pulses on the surface of biopolymer films. In order to assess the influence of the
pulse duration, strongly absorbed UV laser pulses with durations ranging from
nanoseconds to femtoseconds were used in [64] for the generation of superficial
nanostructures on thin films of chitosan, starch and their blend. Laser irradiation
with 500 fs pulses of 248 nm resulted in the formation of a layer in the form of
interconnected pores and bubbles. However, when longer picosecond and nano-
second pulses were applied, this effect developed only in chitosan. The fact that a
superficial foamy layer is not generated on the surface of the films of starch and of
chitosan/starch blend is related with the different thermal properties of the mate-
rials, in particular their characteristic thermal transitions (i.e. glass transition and
melting temperatures). The glass transition temperature of chitosan is around
140 �C [65] and this material is in amorphous state at room temperature. However,
starch is a semicrystalline polymer and its glass transition takes place at around
room temperature, or even at lower temperatures when the moisture content is over
20 % [66]. Similarly, as discussed above to explain the absence of LIPSS in
semicrystalline PVDF, the absence of laser induced microstructures in starch is
related to the restricted polymer dynamics within the mechanically stable scaffold
constituted by the crystalline phase below the melting point.

The generation of nanostructures upon femtosecond laser irradiation of trans-
parent biopolymer materials is discussed in relation to the generation of a plasma
of quasi-free electrons by multiphoton and avalanche ionization and the sub-
sequent transfer of the plasma energy to the lattice [43, 44]. The contribution of
multiphoton ionization to the generation of quasi-free electrons is strongly
wavelength dependent. In the studied biopolymers, absorption of two, three and
five photons of 266, 400 and 800 nm respectively are required for ionization,
assuming an ionization potential of ca. 6.5 eV. Also the avalanche ionization rate
decreases strongly with decreasing wavelength [43]. The modification thresholds
reported in Table 13.2 could be identified with the breakdown thresholds required
to produce a critical free electron density [43], given by (13.4). The temperature
increase reached in the irradiated volume after a single laser pulse estimated by
(13.2) should scale inversely with wavelength through its dependence on qcr. Thus,
when irradiating the biopolymer films at the threshold fluence, the highest tem-
perature increase should be expected in the case of irradiation at 266 nm. The fact
that the size of the features (bubbles and pores) in this case are the smallest
observed seems to support this trend, since smaller bubbles or pores can result
from higher nucleation density. With regard to the pulse length effect, ultrashort
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pulses of femtosecond duration ensure the strong spatial confinement within the
thin layer below the film surface of temperature and pressure increase which drive
the nucleation and growth of bubbles, finally leading to the observed foam in all of
the studied materials [64].

13.4.2 Cell Culture on Laser Foamed Biopolymer Films

The viability of laser induced superficial foam structure for cell culture was
investigated in [64]. Results of Mouse NIH/3T3 fibroblasts cell adhesion and
proliferation on laser microfoamed chitosan substrates prepared by single nano-
second laser pulses provide an illustrative example of the possibility of the broader
use of laser induced biopolymers foaming structures in biology.

It was observed that the cells do preferentially proliferate on the laser-irradiated
areas of a chitosan film surface. The preferred adhesion of fibroblasts on modified
chitosan spots was confirmed by Live-Dead Staining Kit assays by acquiring
fluorescence microscopy images of live cells cultivated on the biopolymer film
surface. Although cell culture has already been tested on porous chitosan [50], the
fluorescence microscopy images indicated the viability and non-toxicity of laser-
irradiated films of this material for cell culture. Figure 13.9 shows the evolution of

Fig. 13.9 Cell density on chitosan surface irradiated with a single 248 nm laser pulse of 20 ns,
fluence of 2,800 mJ/cm2 after 1, 3, 5 and 7 days of culture, compared with the corresponding to
the non laser-treated one. Reproduced with permission from [64]
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cell density with 1, 3, 5 and 7 days of culture and proves the preferential fibroblast
growth on the foam structures on chitosan after irradiation.

Figure 13.10 illustrates the laser-foamed area of a chitosan film following
single pulse irradiation at 248 nm with pulses of 20 ns after three days of cell
culture. In general fibroblasts detect their substrate using the filopodia and their
movement is facilitated by lamellipodium formation. As observed, the presence of
lamellipodia, indicate the strong cell adhesion on the foam structured surfaces,
ascribed to the increased substrate roughness. Higher superficial roughness sup-
plies cells with extra attachment areas and configures a more favorable landscape
for cell filopodia and adhesion proteins to migrate [67].

13.5 Conclusions

In conclusion, laser irradiation of thin films of synthetic polymers results in the
formation of LIPSS using linearly polarized light at fluences well below the
ablation threshold with laser pulse durations ranging from nanosecond to femto-
second. In all cases studied, the structures are parallel to the laser polarization
direction and their period is of the order of the irradiation wavelength. While
production of LIPSS with nanosecond pulses is only possible in materials which
highly absorb at UV wavelengths, irradiation with femtosecond pulses results in
ripple formation both in the UV and IR wavelengths, due to the efficient coupling
of laser photons to the substrate mediated by multiphoton absorption. The pre-
sented strategies illustrate the possibility of control of the nanostructures created in
polymer films in order to match the requirements derived from specific applica-
tions. As an example, it has been demonstrated that the rippled polymer films, once
coated by pulsed laser deposition with tens of nanometer thick gold layer, serve as

Lamellipodia

Fig. 13.10 Scanning
electron microscopy image
(acquired on a JEOL 7,000
field system) of the laser
induced foaming on a
chitosan film following single
pulse irradiation at 248 nm,
20 ns, 2,800 mJ/cm2 after
cell culture of 3 days.
Reproduced with permission
from [64]
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efficient SERS substrates. This has been illustrated using the model analyte ben-
zenethiol, where the enhancement factor of the Raman signal has been estimated to
be eight orders of magnitude.

On the other hand, laser irradiation of biopolymer films causes a superficial
foaming effect. While it appears that the characteristics of the biopolymer material,
including water content, mechanical strength and glass transition and melting
temperatures, are crucial to determine the final morphology of the irradiated area it
is observed that control of the size and uniformity of the observed foaming features
can be readily controlled by selecting the irradiation wavelength (UV–IR) and the
pulse duration (nanosecond to femtosecond). Successful mouse NIH/3T3 fibro-
blasts adhesion and proliferation on laser microfoamed biopolymer chitosan
substrates prepared by single nanosecond laser pulses provide an illustrative
example of the possibility of the broader use of laser induced biopolymers foaming
structures in biology.
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Chapter 14
Industrial Applications of Laser-Material
Interactions for Coating Formation

Peter Schaaf and Daniel Höche

Abstract Laser Synthesis of TiN coatings on top of Ti pieces is performed by
means of a free electron laser and also conventional lasers in reactive atmospheres.
The produced coatings were investigated by various techniques. The results and
properties of the resulting coatings are presented and discussed in connection with
the different laser specialties. For the free electron laser treatment it was found that
its ability to tune the pulse timing can be used to tailor the coating structure and
properties (phases, hardness, strain, grain-size, etc.). This is discussed in con-
nection with results of modeling the temperature, the plasma evolution, the mass
transport, and the solidification behavior during and after the laser irradiation.

14.1 Introduction

Functional coatings and smart surfaces play an decisive role for the applicability
and performance of modern materials. From an industrial point of view, there is
great interest with respect to friction, wear, corrosion, and further properties. Many
methods have been developed for the improvement of the respective surface and
materials properties. Traditionally, these treatments range from simple PVD and
CVD processes to complicated plasma methods and hybrid treatments [1, 2].
Recently, it has been established that short laser pulses of high energy can induce a
direct laser synthesis of functional coatings if the material’s surface is irradiated in
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a reactive atmosphere [3, 4]. The mentioned process is based on a complicated
combination of laser plasma—gas—material surface interactions [5]. Tests for
steel, aluminum, magnesium, titanium and silicon in nitrogen, methane and
hydrogen atmospheres have been carried out successfully. For these materials,
interesting coatings can be produced by direct laser synthesis, e.g. AlN and SiC.
Various laser types can be used for this purpose: Fiber, Excimer, Nd:YAG, CO2

Laser, and even the free electron laser (FEL). Despite the simplicity of the
treatment itself, up to now the process has neither been completely understood nor
established as an industrial application, possibly due to the lack of high repetition
rate pulsed high power lasers enabling fast and easy treatment of large areas and
pieces. Here, the FEL with its unique properties is just the right tool to drive the
mentioned process into applicability. Its high power and the flexibility in its
temporal shaping was the motivation to do experiments with the FEL towards the
direct laser synthesis of functional coatings. Some detailed points to this topic will
be presented in the following, which represents an update to [3].

14.1.1 The Free Electron Laser

Surface irradiation with light from a free electron laser (FEL) is a new topic in
material processing research. The Jefferson Lab FEL is a unique tool to modify
materials and to study basic processes during the treatments. It is a light source,
based on an energy recovered linac [6, 7]. Figure 14.1 shows the scheme of the
FEL facility at the Jefferson lab (from [8]). Electron bunches were created by
photoemission from GaAs and injected into the superconducting linac with up to
10 MeV acceleration voltage. Then, they were accelerated up to 150 MeV and
aligned by several beam optics. Before the electrons emit light, bunches were
compressed in a magnetic chicane. Afterwards a broadband THz beam is extrac-
ted, which can be used to investigate the functionality of the FEL. The short
bunches itself were directed through the optical cavity and as a result of the
electron acceleration in the wiggler, they emit a tunable narrow-band light known
as the laser beam. Additionally, the light source is coherent and has good polar-
ization properties with a ratio about 6,000:1. All these flexibilities initiate new
application fields and research possibilities, especially for materials processing.

Currently, the 4th generation of the FEL is in use. The laser is capable to emit
CW—mode like trains of sub-picosecond pulses (micro pulses of 0.2–2 ps in
FWHM) up to an average power of 10 kW in a wavelength range of 1–14 lm: The
frequency of the micro pulses is tunable between 4.68 and 74.85 MHz in steps of
2n where n is an integer from one to eight [9]. Alternatively, the setup can be
switched to pulse-mode. In this mode, packages of micro-pulses (i.e. macro pulses)
were emitted with frequencies up to 60 Hz (see Fig. 14.1). The pulse duration
therefore is some hundred microseconds. Moreover, it is possible to run the FEL in
the UV-branch, but with decreasing power output. Table 14.1 shows the actual
beam parameters beam parameters at Jefferson Lab.
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14.1.2 Direct Laser Synthesis

In relation to many surface cladding techniques, the direct laser synthesis is a
simple and innovative process. The worksheets were placed in a chamber filled
with a reactive environment, typically nitrogen or methane gas and then irradiated
with the focused laser beam. As a result of the local heating, the induced melting
and plasma formation, gas diffusion occurs into the sheets and a coating formation
could be observed, whose thickness mainly will be determined by the diffusion
coefficient and the melting depth. Many experiments and investigations have been
performed successful for the nitriding of titanium with CO2 lasers [10, 11] or

Fig. 14.1 Scheme of the Jefferson Lab free electron laser facility (from [8]). The inset shows the
time structure in pulsed mode

Table 14.1 FEL beam parameters

IR branch UV branch

Wavelength range (l) 1–14 0.25–1
Bunch length (FWHM ps) 0.2–2 0.2–2
Laser power/pulse (lJ) 100–300 25
Total laser power (kW) [10 [1
Repetition rate (cw operation, MHz) 4.68–74.85 4.68–74.85
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Nd:YAG lasers [12–16]. In the last case, the coatings have a thickness of about
2 lm. Other experiments show the successful synthesis of Fe3N [17], AlN [18],
TiC [19] and other compounds [20]. First synthesis of functional coatings by
means of the FEL has been shown in [21–27]. The results show interesting coating
properties and also dependencies on the scan parameter. This indicates the pos-
sibility of tailoring the treatments for industrial applications.

In contrary to the simple technical process, the governing physical mechanisms
are very complex. Laser material interactions like absorption, induce melting and
phase transformations takes place [5]. At high energy densities, the process will be
assisted by plasma formation and its expansion into the ambient gas. Due to the
shock wave and the laser light absorption in dense gases or plasmas, the gas
molecules or atoms could be dissociated or ionized [28]. This rapidly increases the
activity of the gas which results in an amplified adsorption at the liquid surface and
lastly the coating formation.

At a timescale long enough (milliseconds), convectional flow in the melt pool
occurs. This is determined by the Marangoni—and the recoil pressure induced
forces. As a result, the surface quality decreases but contrarily the gas atom flux
into deeper regions becomes higher. Concerning the tribological properties like
wear resistance and hardness, the solidification process is the most important one.
The nucleation and phase formation in the modified tracks mainly determine the
solid properties like grain size and stress. The following enumeration shows the
involved processes during laser nitriding [5]:

• Laser light absorption and heating
• Melting and evaporation (ablation, surface recession)
• Plasma expansion into the ambient gas (recoil pressure)
• Dissociation and ionization ? increase of gas activity—plasma shielding
• Gas absorption (Sievert’s law)
• Mass transport: melt (convective/diffusive) or in the solid (diffusive)
• Nucleation, solidification and phase formation ? coating properties.

Due to the fact of complicated interactions between the different physical
processes, controlling the process is a main problem. Therefore, it is necessary to
get quantified data about the interactions by means of experiments and, in the case
of experimental inaccessibility, by means of simulations. A recent review about
this is given in [4].

14.1.3 Protective Coatings and TiN

Thin films, coating technologies and cladding techniques are of great interest in the
current research. Thus, several methods like PVD, CVD or sputtering have been
optimized and combined with other techniques (hybrid). New high-tech alloys
have been developed with increasing mechanical, optical or electrical properties.
They got extensive corrosion resistance, hardness or were used as thermal barriers.
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For industrial applications it is necessary to protect strained components and
assemblies in an effective way. In the case of commercial metallic components
which mostly based on iron, titanium or aluminum alloys, the simplest technique is
nitriding or carburizing.

A typical example is the synthesis of titanium nitride. TiN can be used as a
direct protection of titanium or as an additional coating on several alloys. The
compound and its phase diagram have been studied as well. The nitrogen solubility
in pure a-Ti was determined to be 23 at. %. In the case of stoichiometric d-TiN, it
has a cubic lattice (Fm3 m, 225) with a lattice constant of 4.24 Ǻ. Pure TiN has a
golden like color and has a hardness up to 25 GPa. Additionally, it has a strong
chemical resistivity and a high melting point of 3,220 �C.

In order to carry out basic studies on the direct laser synthesis, the titanium—
nitrogen system was chosen. It is a popular compound in material science and
industries and allows comparisons with other coating methods.

14.2 Experiments

14.2.1 Sample Preparation and Setup

Sheets of commercial titanium (1 mm thickness, purity [ 99.98 %) were cut into
pieces of 15 9 15 mm2 size. For the laser treatments, the samples were placed in a
chamber, first evacuated and then filled with nitrogen (purity 99.999 %) to a
pressure of 1–5 9 105 Pa. The focused beam reached the sample surface through a
fused silica window. In order to treat the whole surface of the samples, the chamber
was mounted onto a computer-controlled x–y table. The relative velocity vscan, the
lateral shift d of the tracks, the spot size D and the pulse frequency f are the main
scan parameters. Figure 14.2 shows the experiments at lab 2 at the FEL facility.

The treatments were performed in cw—and pulsed mode. Therefore, some blind
tests have been executed, in order to get some information about the process

Fig. 14.2 Experimental setup at the FEL facility and meandering scan scheme
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parameters and their influences. Scan velocity, spot size, lateral shift, laser power or
macro pulse duration have been varied in a parametric study. In pw-mode the sheets
were treated in a meandering scheme. Table 14.2 presents the scan parameters at
the different laser modes, where a successful coating formation was observed.

14.2.2 Analysis Methods

The microstructure of the synthesized coating was analyzed by X-ray diffraction in
grazing incidence (GIXRD), Bragg–Brentano and Rocking curve geometry using a
Bruker AXS diffractometer equipped with a Cu-Ka tube and a thin film attachment.
Peak analyses yielded lattice constants, average nitrogen contents, stresses, tex-
tures and crystallite/grain size.

Nitrogen depth profiling was carried out by means of the resonant nuclear
reaction analysis (RNRA) employing the reaction 15N(p; ac)12C. The measure-
ments were performed at the Göttingen IONAS accelerator. Details are given in
references [29, 30]. The nitrogen depth profiles were limited to a depth of
approximately 500 nm due to the limited proton energy of maximal 500 keV.

The microhardness depth profiles were measured with a Nanoindenter (Fischer-
scope HV100). It operates with a Vickers diamond tip and a maximum load of 1 N.
Scanning electron microscopy (SEM) was performed for surface analyses attached
with EDX measurements and for imaging cross section micrographs (FEI Nova 600).

14.3 Results

14.3.1 FEL Irradiation at CW-Mode

As demonstrated in Fig. 14.3, a melting track occurs during the irradiation. The
nitrogen reacts with the melt and the synthesis of titanium nitride takes place. They
got a golden like color and are quite inhomogeneous.

Table 14.2 Scan—and
process parameters used
during the treatments at the
different modes

Parameter cw Pulsed

Wavelength range (l) 1.6 3.1
Bunch length (FWHM psec) 0.2 0.5
Laser power/pulse (dJ) 125 20
Laser power (W) 650 160–750
Repetition rate (cw operation, MHz) 4.68 37.4
Scan velocity vscan (mm/s) 24 0.5
Spot size D (l) 600 440
Lateral shift d (l) 400–2,000 100–200
Macro pulse duration (ls) – 250–1,000
Gas pressure (atm.) 1.15 1
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As expected, the track properties are mainly determined by the melt flow.
Marangoni convection and pressure induced melt modifications resulted in a
strong roughness. Humps and melt ejection were not being observed. Further a
periodical structure is visible as a result of the equilibrium of the surface acting
forces. Short wavelength structures could be observed, too. Due to the oscillations
on the liquid titanium such modifications are developed. They are formally known
as Rayleigh–Taylor instabilities.

Numerical studies have shown a strong influence of the convection on the track
or respectively coating properties [31]. The Marangoni force induced flow
velocities up to 1 m/s. Convective heat transfer becomes the main determining
process. The describing number in fluid mechanics is the Peclet number (Pe). It
reaches values about 60. That is the reason for the low aspect ratio of the melted
tracks. Further the diffusive nitrogen transport can be assisted by the convection.
Due to the mixing in the liquid pool the coating thickness will be determined by
the melting depth. In the shown examples this depth was about 200 lm.

XRD measurement in grazing incidence geometry at 5� shows that only d—TiN
has been developed. The information depth is about 600 nm. Figure 14.4 presents
the diffraction pattern of a selected sample with multiple tracks at a distance of
600 lm. The virgin a—Ti was observed too, but at a low content.

The Bragg–Brentano scan on the right-hand side of Fig. 14.4 shows a strong
(200) peak which indicates the development of a weak (200) fiber texture. As a
result, the titanium nitride lattice is directed perpendicular to the surface.

Fig. 14.3 Nitrated tracks in top view and as cross section

Fig. 14.4 Grazing incidence (left) and Bragg–Brentano (right) diffraction pattern of the selected
sample
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Cross section micrographs have been performed, too (Fig. 14.5), in order to
take account the phase formation during solidification. They show the redirected
TiN dendrites near the surface. Their distribution is quite inhomogeneous due to
the varying temperature conditions during the treatments.

Dendritic solidification seems to be the main mechanism during CW irradiation
titanium with the free electron laser. The top–down direction is a result of the
difference in melting temperature of Ti and TiN of about 1,250 K. The directed
lattice and the stoichiometric TiN phase are the reason for the improved tribo-
logical properties.

14.3.2 FEL Irradiation at Pulsed Mode

With pulsed mode treatments, coatings with much varying properties and thick-
nesses up to 20 lm have been generated. They exhibited interesting properties
correlating to the scan and beam parameters. The most representable samples have
been investigated and are presented here. Their scan parameters are shown in
Table 14.3.

The surface properties are different and show a strong dependence on the scan
parameters. Figure 14.6 presents SEM surface micrographs of the coatings.
Sample 1 and 2 show solidified melting droplets and some cracks as a result of the
remelted titanium and the resulting induced intrinsic stress. For longer macropulse
durations, melting droplets could be avoided as a result of exceeding the evapo-
ration point. The energy load for sample 3 was 4 times higher than for sample 4.
As a consequence sample 3 shows many cracks and looks fragile. From a technical
point of view, sample 4 has the best properties, where the coating is smooth and
without any fractures.

In order to understand the melting behavior, numerical simulations have been
performed by means of the finite element method (FEM). Heat transfer and phase
transitions were studied. Detailed information is available in the literature [5, 22X].

Fig. 14.5 Cross section micrographs of titanium nitride tracks at different scales
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The results show that the surface temperature during the treatment determines the
properties. For example, Fig. 14.7 shows the temperature distribution during one
macropulse. For longer pulse durations, the surface temperature is high enough to
evaporate titanium and to remove the droplets. The increase in coating quality is a
main result of these observations. Surface profiles of the samples show a decreasing
roughness Ra from 3 to 1.2 lm:

On the right hand side of Fig. 14.7, the melting depth is shown for the pure
titanium and the sample with a formed TiN coating. The main difference observed
here is the solidification behavior of the TiN melt front. Due to the large difference
in the thermal properties of titanium and its nitride, the solidification direction was
achieved to be top–down for the TiN case. By means of the solidification velocity
R (2–3 cm/s), the temperature gradient G (*104 K/mm) and the cooling rate GR
(*20 9 104 K/s) it is possible to determine the solidification mechanism.

Table 14.3 Macropulse duration sma, macropulse repetition rate fma and lateral shift d (in y-
direction) used for the FEL treatments

Sample sma (ls) fma (Hz) d (lm)

1 250 60 100
2 750 30 100
3 1,000 30 100
4 1,000 10 200

The scan velocity in x-direction is 0.5 mm/s

Fig. 14.6 Surface properties of selected samples

Fig. 14.7 Surface temperature development during a macropulse
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Dendritic growth was observed close to the surface. Figure 14.8 shows the
solidification behavior and its reasons. The dendrites are equiaxed and got side
branching and arm spacing, respectively, in deeper regions. Due the knowledge of
G and R it is possible to control the solid structure and at least the tribological
properties.

In relation to mechanical loading the coating hardness is the most important
parameter. Wear resistance and friction coefficient can be improved in order to
optimize several components or assemblies in technical applications. Figure 14.9
presents the results obtained for the selected samples. Due to the bad surface
quality (rifts, droplets) samples 1–3 are very inhomogeneous. Sample 4 shows a
strong improvement of the overall hardness to 8 GPa (film hardness 12 GPa).
Those properties are mainly determined by the phase transitions which are strong
related to the nitrogen content. For optimized coatings, stoichiometric TiN (50
at. %) has to be synthesized. The RNRA measurements show results in agreement
to that. In Fig. 14.9, the stable titanium nitride was observed over the whole
measured range. Additional EDX investigations show the diffusion like profiles at
deeper regions.

Fig. 14.8 Solidification behavior, melting temperature isotherm (TiN) of sample 4 (left) and
cooling rate for FEL processing (right)

Fig. 14.9 Hardness depth profiles as measured by nanoindentation technique (left) and nitrogen
depth profiles (right)
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X-ray diffraction measurements resulted in correlating lattice properties. The
development of a strong (200) fiber texture was observed by means of Bragg–
Brentano and Rocking curve scans. Figure 14.10 shows this orientation behavior
assisted by pole figures.

These diffraction patterns verify the development of dendrites perpendicular to
the surface. The directed lattice seems to be the reason for the improved
mechanical properties and its strength.

14.4 Conclusions

This report reviews the synthesis of functional coatings by irradiating surfaces with
a free electron laser and other Lasers in a reactive atmosphere. Various investi-
gations and experiments have been performed by means of the model-system
titanium and nitrogen. Thick and hard TiN could be achieved. The underlying
physical processes and mechanisms have been identified and were correlated to the
resulting synthesized titanium nitride. Coatings of 5–200 lm thickness have been
produced. Their quality is mainly determined by the scan parameters. In the case
of cw irradiation the coatings or tracks have a high thickness but as a result of the
strong acting forces their roughness and homogeneity is still improvable. The
processing time was in a range up to 20 s. Their tribological properties have been
studied as well.

For the pulsed treatments very satisfying tests have been performed. The
synthesis 20 lm thick coatings without fractures and melting droplets were
achieved. They show a low roughness of about 1 lm and have a micro hardness up
to 12 GPa [32]. Their properties are mainly determined by the dendritic solidifi-
cation behavior and by the moderate heat entry, respectively. Nitrogen depth
profiling confirms stoichiometric TiN at the near surface range. In deeper regions,
under stoichiometric titanium nitride in a stable phase was observed. The lattice
has a strong (200) fiber texture and possess an average induced strain at values up
to 0.004.

Fig. 14.10 H–2H scan, rocking curves and pole figures of the four selected samples. All
indicated peaks are cubic TiN, the others belong pure titanium
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Regarding that coating forming technique, the results offer conclusions which
are universally valid. They can be used to design an effective synthesis of func-
tional coatings in gas atmospheres by means of laser irradiation:

• Melting depth mainly determines the film thickness due to efficient diffusion in
the liquid phase

• Exceeding the boiling point leads to plasma expansion and to activation of the
reactive gas which ends in higher absorption rate and reduced roughness

• Convection can amplify the gas transport in the tracks and improve the mixing
effect gradients

• Depth profiling is able to determine the solidification direction (top–down).

The synthesis process is an interaction of complicated physical and chemical
mechanisms. For optimized processing, it is necessary to quantify them and to
correlate them to the scan parameters. Heat load, respectively energy densities,
have to be tailored in order to achieve the optimal conditions and to avoid frac-
tures, stress, inhomogeneity and roughness. From an industrial point of view, this
new method is an promising alternative to other techniques due to the reduced
processing time of some seconds per square centimeter surface.
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Chapter 15
Ultrafast Laser Micro- and
Nano-Processing of Glasses

Koji Sugioka

Abstract Ultrafast lasers can perform high-quality, high-precision surface mi-
cromachining of glasses through multiphoton absorption. When an ultrafast laser
beam with a moderate pulse energy is focused into glass, multiphoton absorption is
confined to a region near the focal point inside the glass. Ultrafast lasers can thus
perform internal modification of glass as well as surface processing. Internal
modification is widely used to write 3D optical waveguides and to fabricate micro-
optical components and microfluidic channels buried inside glass, enabling func-
tional microdevices such as 3D photonic, microfluidic, and optofluidic devices to
be fabricated. Glass bonding based on internal melting is another interesting
application of ultrafast lasers. Tailoring the temporal profiles of ultrafast laser
pulses can improve the quality and efficiency of ultrafast laser processing and
enhance the fabrication resolution. This chapter comprehensively reviews several
applications of surface and volume processing of glass, including surface mi-
cromachining and the fabrication of photonic, microfluidic, and optofluidic devi-
ces. It also discusses pulse-shaping techniques for achieving high-quality, high-
efficiency, and high-resolution processing.

15.1 Introduction

Ultrafast lasers emit light pulses shorter than a few tens of picoseconds. They thus
include femtosecond and picosecond lasers. Since the first experiments in 1987 [1,
2], ultrafast laser processing has opened new avenues for materials processing
because it offers great advantages over conventional laser processing using
nanosecond or longer pulsed lasers. These advantages include nonthermal pro-
cessing, reduction of the heat-affected zone (HAZ), the absence of plasma
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shielding, the ability to process transparent materials through multiphoton
absorption, the ability to modify the interior of transparent materials, and the
ability to perform nanofabrication [3]. Ultrafast lasers are currently commonly
used for both fundamental research and practical applications.

Ultrafast lasers can perform high-quality, high-precision surface micromachin-
ing of various materials including metals, ceramics, soft materials (e.g., polymers
and biotissues), and even brittle materials (e.g., glasses) [4–6]. Of these materials,
this chapter comprehensively reviews micro- and nano-processing of glasses.
Ultrafast laser irradiation induces the following electron excitation and relaxation
processes in glass [7]. Electrons are initially excited from the valence band to the
conduction band either by multiphoton absorption of ultrafast laser light (multi-
photon ionization) or by tunneling ionization when the Keldysh parameter c (which
is determined by the laser electric field strength, the wavelength, and the ionization
potential of the material) is much smaller than 1 (c � 1). The excited electrons can
be further excited by laser photons to higher energy states where efficient free
carrier absorption occurs (electron heating). Otherwise, at sufficiently high laser
intensities, the excited electrons are accelerated by the intense electric field of the
ultrafast laser beam and collide with surrounding atoms, generating secondary
electrons (impact ionization). This process is repeated and finally avalanche ioni-
zation occurs. Electron heating and avalanche ionization can contribute to non-
thermal processes such as bond breaking and ablation, which are critical processes
in ultrafast laser processing. Meanwhile, some of the generated free electrons relax
and localize their energy in electron–hole pairs, which form self-trapped excitons
(STEs). This relaxation often commences a few picoseconds after laser irradiation
stops [8]. Some STEs relax to form permanent defects after a few hundred pico-
seconds [9]. Glass heating also occurs a few tens of picoseconds after laser irra-
diation and the irradiated area returns to room temperature after several tens of
microseconds, also causing modification or processing [10, 11].

When an ultrafast laser beam with a moderate pulse energy is focused by a lens
into glass, multiphoton absorption is confined to a region near the focal point
inside the glass. Ultrafast laser can thus perform internal modification of glass as
well as surface processing [12, 13]. Internal modification is widely used to write
3D optical waveguides and to fabricate micro-optical components and microfluidic
channels buried inside glass, enabling functional microdevices such as 3D pho-
tonic, microfluidic, optofluidic devices to be fabricated.

Tailoring the temporal profiles of ultrafast laser pulses is very attractive for micro-
and nanoprocessing of glass and it is one of the hottest topics in this field. Since
temporal manipulation of ultrafast laser pulses (i.e., pulse shaping) offers the pos-
sibility of controlling the transient free-electron density, it has been used to realize
high-quality, high-efficiency, and high-resolution processing of glass [14, 15].

This chapter comprehensively reviews several applications of surface and
volume processing of glass, including surface machining and the fabrication of
photonic, microfluidic and optofluidic devices. It also discusses beam-shaping
techniques for achieving high-quality, high-efficiency, and high-resolution ultra-
fast laser processing.
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15.2 Surface Micromachining

Surface micromachining and patterning by laser ablation have been attracting
growing interest due to their potential use in fabricating devices such as photo-
voltaic solar panels, flat panel displays, and light emitting devices. In contrast to
ablation by nanosecond and longer pulses in which thermal processes dominate,
ablation by ultrafast laser pulses involves nonthermal processes that enable high-
precision material processing to be realized. This is due to rapid energy deposition
in the material: it takes a few hundred femtoseconds to a few picoseconds for the
electron distribution to reach thermal equilibrium after ultrafast laser irradiation
[16, 17]. In contrast, the energy transfer time from the electron subsystem to the
lattice, which induces thermalization, is of the order of 1–100 ps (depending on the
electron–phonon coupling strength of the material); this time is much longer than
the time for the electrons to reach thermal equilibrium [18, 19]. Thus, an ultrafast
laser can efficiently cause electron heating or avalanche ionization and generate a
hot electron gas, which is far from equilibrium with the lattice. Consequently, only
a very small fraction of the laser pulse energy is converted into heat, resulting in
non-thermal processing that enables high-precision microprocessing to be realized.
Even though ultrafast laser pulses mainly induce nonthermal processes, they may
still generate heat. However, ultrafast laser pulses do not produce a large HAZ
because they have extremely short pulse widths of several tens of femtoseconds to
a few picoseconds. This permits high-quality microfabrication, even for metals
with high thermal conductivities.

Additionally, ultrafast lasers can induce strong absorption even in materials that
are transparent to the laser wavelength [20]. When an extremely high density of
photons (i.e., extremely high intensity light) is incident on a material, an electron
can be excited by multiple photons even when the photon energy is smaller than
the band gap; this phenomenon is known as multiphoton absorption. Ultrafast
lasers can easily induce multiphoton absorption since their ultrashort pulses have

Fig. 15.1 SEM image of
glass material cut by
femtosecond laser ablation.
(courtesy of M. Gower)
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extremely high peak powers. Consequently, ultrafast lasers enable high-quality
microprocessing of even transparent materials such as glass. Figure 15.1 shows an
scanning electron microscope (SEM) image of cutting of glass materials by
femtosecond laser ablation; it reveals that clean ablation with sharp edges and with
no cracks was achieved. There is currently a strong need to develop a high-quality
glass-cutting technique for use in the manufacture of flat panel displays.

15.3 Internal Modification and 3D Micro/Nanofabrication

Multiphoton absorption is a nonlinear process that can be efficiently induced only
at intensities exceeding a critical value, which depends on both the material and
the pulse width. When an ultrafast laser beam with a moderate pulse energy is
focused by a lens into glass, absorption is confined to a region near the focal point
inside the material where the laser intensity exceeds this critical value. Thus,
ultrafast laser pulses can modify the interior of transparent materials [12, 13].
Arbitrary 3D patterns can be generated by scanning a focused laser beam inside a
fixed sample in the X–Y–Z directions (or equivalently by moving the sample while
keeping the beam stationary). This enables 3D micro/nano-fabrication by an
ultrafast laser to be realized inside glass (the wavelengths of *800 nm and
*1 lm that are typically used for ultrafast laser processing are not linearly
absorbed by glass). Internal modification and micro/nanofabrication is widely used
to write 3D optical waveguides and to fabricate micro-optical components and
microfluidic channels buried inside glass, as described in the following sections.

15.3.1 Photonic Device Fabrication

In 1996, Davis et al. used an ultrafast laser to permanently change the refractive
index and they used this phenomenon to write an optical waveguide inside glass
[12]. Many researchers are currently investigating writing of optical waveguides
embedded in various glasses, including fused silica [10, 21], borosilicate glass [10,
22], and chalcogenide glass [23, 24]. Optical waveguides are typically written in
glass using a transverse writing scheme in which the sample (or the laser beam) is
translated perpendicular to the beam axis as shown in Fig. 15.2. This enables
waveguides of arbitrary lengths and geometries to be written, making it particu-
larly suitable for photonic device fabrication. Another scheme is the longitudinal
geometry in which the sample is translated along the beam axis. This scheme can
write waveguides with circularly symmetric cross-sectional shapes with dimen-
sions of the order of the focal spot size. However, the total waveguide length is
limited by the working distance of the objective lens employed. Optical wave-
guides written by the transverse writing scheme have core diameters (whose
refractive index is increased by 10-4–10-2) ranging from 2 to 25 lm depending on
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the writing parameters used. An optical waveguide written in fused silica was
estimated to have a propagation loss as low as *0.2 dB/cm at a wavelength of
633 nm [25].

Refractive index modification was used to fabricate 3D photonic microdevices
such as optical couplers and splitters [26], volume Bragg gratings [27], diffractive
lenses [28], and compact and efficient single-longitudinal-mode lasers with a
wavelength of 1.5 lm and maximum output powers of up to 55 mW [29].

As an example of a photonic device fabricated by ultrafast lasers, we consider
multimode interference (MMI) devices based on the self-imaging phenomenon
that occurs in multimode waveguides. An MMI device consists of input and output
waveguides with a planar MMI waveguide in which several higher-order modes
can propagate. MMI devices have several advantages over other power splitting
devices based on directional couplers and Y branches: they have a simpler
structure and they permit wide bandwidth light to propagate. Therefore, MMI
devices reduce the size of photonic devices, which is beneficial for realizing high-
density integration of photonic circuits. An MMI device was fabricated by fem-
tosecond laser direct writing in silicate glass using a filamentation process [30].
Waveguide writing was performed by the longitudinal writing scheme since fila-
mentation was employed. In the formation of the MMI waveguide, a multi-scan
technique was employed to precisely control both the width and length of the
multimode region (see Fig. 15.3a). The fabricated device was characterized by
coupling light with different wavelengths (500, 550, 600, and 650 nm) and
observing the output mode profiles obtained (see Fig. 15.3b). The results are in
good agreement with a numerical simulation based on the beam propagation
method. Such MMI devices can be used as compact power splitters with large
fan-outs.

Fig. 15.2 Femtosecond laser
writing of buried waveguides
in glass materials using
transverse writing scheme
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15.3.2 Microfluidic Device Fabrication

In addition to refractive index modification, ultrafast lasers can also locally alter
the chemical properties of photosensitive glass and fused silica [31–34]. Photo-
sensitive glass consists of lithium aluminosilicate glass doped with trace amounts
of silver, cerium, sodium, and antimony [35]. Ultrafast laser irradiation generates
free electrons through multiphoton absorption processes in the photosensitive glass
[36]. Silver ions doped in the photosensitive glass are then reduced by some of
these free electrons and become silver atoms. Subsequent thermal treatment causes
these silver atoms to agglomerate and form nanoclusters, which act as nuclei for
growth of a crystalline phase of lithium metasilicate around the nanoclusters in the
amorphous glass matrix. If the nanocluster density is sufficiently high, the crys-
talline regions will connect with each other and form a network. The etch rate of
this crystalline phase of lithium metasilicate in dilute hydrofluoric (HF) acid is
*50 times higher than that of the unmodified glass matrix [32]. Figure 15.4
illustrates the three-step procedure for fabricating 3D microfluidic structures in
photosensitive glass: (1) formation of a latent image in photosensitive glass by
scanning a tightly focused ultrafast laser beam (laser direct writing); (2) trans-
formation of this latent image to an etchable phase of lithium metasilicate by
thermal treatment; and (3) removal of the modified material in the laser-exposed
areas by wet chemical etching in a 5–10 % aqueous solution of HF acid in an
ultrasonic bath. This technique was successfully applied to fabricate a complex
microfluidic structure with an X-shaped channel embedded 200 lm below the
surface of the photosensitive glass (Fig. 15.5) [37]. Notably, the width of *45 lm
is almost constant over the entire length (2.8 mm) of the fabricated channel.

Fig. 15.3 a Schematic diagram of an MMI device in silica glass fabricated by the ultrafast laser.
b Near-field patterns at MMI waveguide output for various wavelengths. The central wavelengths
of the interference filters are indicated. ([30]—Reproduced with permission of The Optical
Society of America)
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Unlike photosensitive glass, an enhanced etch rate in HF acid can be realized
directly in fused silica by ultrafast laser irradiation without employing subsequent
thermal treatment [31]. Although the mechanism of this phenomenon is currently
not fully understood, current research suggests that it may be attributable to

Fig. 15.4 Schematic diagrams of procedure for fabricating 3D microfluidic structures inside
photosensitive glass. a 3D latent images are written inside photosensitive glass by femtosecond
laser direct writing. b Samples are subjected to programmed heat treatment to develop modified
regions. c Samples are soaked in an aqueous solution of hydrofluoric (HF) acid in an ultrasonic
bath to selectively etch the laser-irradiated regions. Finally, hollow microstructures are formed
inside the glass

Fig. 15.5 Fabrication of a complex microfluidic structure with an X-shaped channel embedded
200 lm below the photosensitive glass surface by the procedure shown in Fig. 15.4
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structural changes in the irradiated regions, such as a reduction in the Si–O–Si
bond angle [34]. Additionally, it has recently been demonstrated that centimeter-
long microfluidic channels with high aspect ratios (*1,000 or higher) can be
fabricated by using a potassium hydroxide (KOH) solution as the etchant, which
provides a higher etching selectivity between areas modified and unmodified by
ultrafast laser irradiation [38].

Three-dimensional microfluidic structures can also be fabricated inside glass
chips by ultrafast laser 3D drilling in distilled water from the rear surface of the
glass; this process is frequently referred to as liquid-assisted femtosecond laser
drilling [39]. The water introduced into the microchannel can help remove ablation
debris, greatly enhancing the drilling length relative to that achievable by drilling
in ambient air. Three-dimensional microdrilling is realized by translating the focal
spot in the sample in the transverse direction. Since this technique does not rely on
generating etch selectivity in materials by ultrafast laser irradiation, it can be
applied to any material that is transparent to the writing pulses [40]. However,
even with the assistance of water, debris generated by ultrafast laser ablation still
clogs the microchannel when the depth/length of the channel reaches several
hundreds of micrometers, restricting the size of fabricated microstructures [41].
Employing an ultrasonic bath can enhance the debris removal rate, allowing the
channel length to be extended to nearly 1 mm [42], but this length scale is still too
short for many microfluidic applications.

On the other hand, liquid-assisted femtosecond laser drilling can be used to
fabricate microchannels with nanoscale diameters since the resolution of this
process is determined by the focused spot size. In fact, subsurface nanochannels
with diameters of *700 nm and arbitrary geometries have been fabricated using
low-energy femtosecond laser pulses tightly focused by a high-numerical-aperture
objective lens as shown in Fig. 15.6 [43]. The channel lengths are again limited to
several hundred micrometers because debris cannot be expelled from longer
channels due to bubbles created in water by laser irradiation.

Fig. 15.6 Fabrication of *700 nm-diameter subsurface nanochannels with arbitrary geometries
by liquid-assisted femtosecond laser drilling. ([43]—Reproduced with permission of The
American Chemical Society)
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The fundamental limit on the length of microfluidic channels fabricated by
liquid-assisted femtosecond laser drilling has recently been exceeded by using a
porous glass [44]. Figure 15.7a shows a schematic diagram of the experimental
setup and Fig. 15.7b shows a flow diagram of the fabrication process. The main
fabrication procedure involves two steps: (1) direct formation of hollow micro-
channels in a porous glass substrate immersed in water by femtosecond laser
ablation and (2) post-annealing at *1,150 �C to consolidate the porous glass
substrate. This technique permits 3D microfluidic channels to be fabricated inside
glass with arbitrary lengths and geometries. This technique was used to fabricate a
passive micromixer of fluids based on the baker transformation, which provides
ideal mixing [45]. Such mixers generally require complex 3D geometries and are
thus difficult to fabricate by conventional planar fabrication processes. Figure 15.8a
and b show schematic diagrams of the designed 3D mixer [46]. It consists of a Y-
shaped microchannel embedded 400 lm below the surface of the chip and a series
of mixing units that are connected to two opening inlets and to an outlet, which are
located on the backside of the chip. Three circular slots surrounding the inlets and
outlet were also fabricated by ultrafast laser ablation. They were used as connection

Fig. 15.7 a Schematic diagram of experimental setup and b flow diagram of fabrication process
for liquid-assisted femtosecond laser drilling in porous glass. The main fabrication procedure
involves two steps: (1) direct formation of hollow microchannels in a porous glass substrate
immersed in water by femtosecond laser ablation and (2) post-annealing at *1,150 �C to
consolidate porous glass substrate
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interfaces for 0.9-mm-diameter plastic tubes. Figure 15.8c shows an overview of a
fabricated 3D micromixer consisting of six mixing units. All the horizontal and
vertical channels in the mixing units have lengths and widths of respectively
150 and 50 lm (Fig. 15.8d). Figure 15.8e shows the experimental results for
mixing two fluorescent dye solutions (fluorescein sodium and rhodamine B) in the
fabricated 3D microfluidic mixers. The two fluids are well mixed after passing
through three mixing units (i.e., a length of 0.9 mm), which corresponds to a mixing
time of about 10 ms.

Fig. 15.8 Schematic diagrams of 3D passive microfluidic mixer: a overview and b enlargement.
Optical micrographs of fabricated 3D microfluidic mixer: c overview and d high-magnification
micrographs. e Demonstration of mixing of two fluids
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15.3.3 Optofluidic Device Fabrication

Ultrafast lasers can directly fabricate 3D microfluidic structures and optical
waveguides in glass. Each component can be integrated in a single glass chip with
relatively easy alignment. Thus, ultrafast laser processing has several advantages
over conventional methods for fabricating optofluidic devices. Optofluidic devices
can reduce the volumes of samples and reagents used in chemical reactions,
biological analysis, and medical tests. Moreover, they can be used to perform high-
efficiency, high-accuracy, and high-sensitivity analysis [47, 48].

One of the simplest schemes for fabricating optofluidic devices by an ultrafast
laser is in-plane integration of a straight microfluidic channel and a curved optical
waveguide, as depicted in Fig. 15.9a. This scheme was used to fabricate a system
for optically classifying algae species [49, 50]. It is very important to detect and
identify submillimeter-sized phytoplankton to monitor environmental and climate
change and to evaluate water for health reasons. A probe light (1,550 nm)
delivered by the curved optical waveguide passed through algae-laden water
flowing in a microchannel. The distance between the end of the optical waveguide
and the channel is designed to be sufficiently long that light emitted from the end
facet of the waveguide expands to illuminate the entire channel height. The curved
waveguide is essential for preventing uncoupled light from interacting with the
photodiode, which improves the signal-to-noise ratio. The probe light emitted from
the end of the waveguide was introduced to a four-quadrant detector after passing
through the microchannel. The photodetector generated two signals that varied
depending on the size and shape of the algae species: the intensity of the total
detected light (Itotal = A ? B ? C ? D) and the difference between the two
upstream detectors and the two downstream detectors (DX = (A ? B) -

(C ? D)) (see Fig. 15.9b for an example). A microscope and a camera were
externally installed above the channel to enable manual identification of algae to

Fig. 15.9 a Schematic diagram of a system with a curved waveguide to direct laser light across a
microchannel onto a photodetector; b typical signal obtained; c a photograph of a Cyanothece
specimen (indicated by circle) in microchannel. ([50]—Reproduced with permission of The
Royal Society of Chemistry)
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verify the classification accuracy of the optofluidic system. Figure 15.9c shows an
image of a Cyanothece specimen captured by this external observation system.
This device categorized five algae species with an average positive identification
rate of 78 %. In addition, it was applied in a field-deployable device that distin-
guished the toxin-producing cyanobacterium Cyanothece from detritus in field-
collected water with a success rate of over 90 %.

Another optofluidic system in which two optical waveguides intersect the
microfluidic channel was used to determine the functions of microorganisms. Such
optofluidic systems have been termed nanoaquariums [51, 52]. Nanoaquariums
were applied to elucidate the gliding mechanism of Phormidium. Phormidium is a
soil-dwelling, unicellular, colonial cyanobacterium that forms motile filaments.
These filaments migrate from the main biomass to nearby seedling roots where
they form new colonies. Phormidium has an ectosymbiotic relationship with
seedlings: seedling growth accelerates after forming an association with Phormi-
dium. Therefore, understanding the factors that induce Phormidium gliding is very
important for developing methods that accelerate seedling growth to improve crop
yields, which will reduce food supply shortages. Preliminary experiments using
the microfluidic devices suggested that CO2 secreted by respiration of the root is a
possible attractant that induces Phormidium gliding. To further investigate the
gliding mechanism, nanoaquariums in which two optical waveguides were inter-
sected by a microfluidic channel were fabricated to quantitatively analyze the CO2

concentration in water containing a seedling root. In this case, the microfluidic
channel was filled with water containing a pH indicator [bromothymol blue
(BTB)] and white light from a halogen lamp was coupled to the entrance facet of
waveguide I by an objective lens. The white light transmitted by waveguide I
passed through the microfluidic channel, which was filled with a liquid sample,
and was then coupled into optical waveguide II. The light transmitted by wave-
guide II was coupled into a spectrometer by another objective lens to obtain the
spectrum of white light absorbed by the sample (Fig. 15.10a). The absorbance was
calculated by subtracting the spectrum with the sample in the microfluidic channel
from that observed without the sample. The green line in Fig. 15.10b indicates the
absorption spectrum of the BTB solution. It has a large absorption peak at a
wavelength of about 620 nm. The intensity of this peak decreases with increasing
CO2 concentration in the water due to the change in the pH. The spectrum of water
containing the seedling root (yellow line) is comparable to that of 50 ml water
mixed with 15 ml CO2 (black line). This implies that the CO2 concentration
generated by the root’s respiration is comparable to that of the carbonic water
(15 ml CO2:50 ml H2O) used in this experiment. Interestingly, this CO2 concen-
tration is equal to the critical concentration at which Phormidium did not glide
toward either the seedling root or the carbonic water in the T-shaped microfluidic
channel [Phormidium glides toward the carbonic water (the seedling root) when
the carbonic water concentration is higher (lower) than the critical concentration],
indicating that CO2 is the sole attractant for Phormidium. Similar optofluidic
systems have also been used to detect [53], trap, and stretch [54] single cells.
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More attractive utilization of the unique 3D capability of ultrafast laser pro-
cessing is out-of-plane integration of a waveguide-based Mach–Zehnder inter-
ferometer (MZI) and a microfluidic channel, as depicted in Fig. 15.11 [55]. In this
specific case, the two arms of the interferometer lie in a plane tilted at 7� relative to
the substrate plane. Thus, the reference arm is constructed above the microchannel
and the sensing arm and the microchannel intersect at right angles. This optofluidic
system is capable of measuring the refractive index with a spatial resolution of the
order of the waveguide mode diameter (11 lm). The unbalanced MZI can detect
fringes in the wavelength-dependent transmission when a sufficiently wide spectral

Fig. 15.10 a Nanoaquarium design and optical absorption measurement for identifying
attractant that induces Phormidium gliding. Schematic illustration of microchip integrated with
optical waveguides. Waveguides were written by modifying the refractive index using
femtosecond laser irradiation after fabricating microfluidic channel. b Optical absorption spectra
of water containing BTB solution (green line), with a seedling root (yellow line), and with
carbonic water with different CO2 concentrations [blue line (10 ml CO2:50 ml H2O); black line
(15 ml CO2:50 ml H2O); and red line (25 ml CO2:50 ml H2O)]

Fig. 15.11 Schematic
diagram of a refractive index
sensor fabricated by
femtosecond laser direct
writing. The two arms of the
MZI lie in a tilted plane such
that the reference arm lies
above the microchannel and
only the sensing arm
intersects the microchannel.
([55]—Reproduced with
permission of The Royal
Society of Chemistry)
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region is scanned by a tunable laser. The refractive index varies slightly with
analyte concentration; this variation can be detected by a shift in the fringes, as
shown in the inset of Fig. 15.12. The microchannel in the optofluidic system
shown in Fig. 15.11 was filled with glucose-D solutions with various concentra-
tions as test samples and its sensitivity was determined to be 10-4 refractive index
units, which corresponds to a detection limit of 4 mM (see Fig. 15.12).

Although waveguide-based photonic components are very powerful, some
functions (e.g., beam focusing and image formation) still have to be accomplished
using free-space optics. Micro-optic components such as micromirrors and micr-
olenses can be fabricated by the same technique as that used for fabricating 3D
optofluidic structures, namely ultrafast laser direct writing followed by wet
chemical etching [56–59]. However, in such cases, an additional postannealing
step must be employed to smooth the etched surface to ensure high-performance of
the fabricated micro-optics [56]. Figure 15.13 shows an optofluidic device in
which microfluidic components, an optical waveguide, and microlenses are inte-
grated. It is capable of performing both absorption and fluorescence spectroscopic
detection of liquid samples [59]. In this device, a 6-mm-long optical waveguide is
connected to a microfluidic reservoir that has dimensions of
1.0 9 1.0 9 1.0 mm3. The waveguide is used to transfer either the fluorescence
excitation light from a frequency-doubled YAG laser or a broadband beam from a
white lamp for absorbance measurements to a liquid sample confined in the
microreservoir. Since both the fluorescence emitted from the excited sample and
the beam exiting the waveguide propagate in space with highly divergent angles,
the signal collection efficiency will be relatively low. To counter this problem, two
microspherical lenses (also with in-plane geometry and with a radius of curvature
of 0.75 mm) were fabricated to the side of and behind the microreservoir to
improve the fluorescence and transmitted light collection efficiencies, respectively.

Fig. 15.12 Fringe shift for
water with different glucose-
D concentrations (in inset,
solid line 0 mM; dashed line
50 mM; dotted line 100 mM)
measured by optofluidic
system with an unbalanced
MZI. The top axis indicates
the corresponding refractive
index change. ([55]—
Reproduced with permission
of The Royal Society of
Chemistry)

372 K. Sugioka



To experimentally characterize the performance of this device, an Rh6G dye
solution and water with various black ink concentrations were respectively used as
fluorescence and absorbing samples. As shown in Fig. 15.13b and c, the two
microlenses enhanced the detection efficiencies of fluorescence and absorption
spectroscopic measurements by factors of 8 and 3, respectively.

Fig. 15.13 a Schematic diagram of optofluidic microchip in which microoptic components (e.g.,
micro planoconvex lenses and an optical waveguide) are integrated with a microfluidic chamber
in a single glass chip. Inset (upper left corner): top view of microchip fabricated by femtosecond
laser direct writing. b Emission spectra of laser dye Rh6G pumped by a frequency-doubled
Nd:YAG laser obtained using the microchip with (top) and without (bottom) microlens. c Optical
absorption spectra of black ink diluted in water at different concentrations in the microchamber of
a microchip integrated with (black lines) and without (gray lines) a microlens. The absorption
spectra were obtained by subtracting the reference spectrum (i.e., the transmission spectrum
without black ink) from the measured transmission spectra
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15.4 Processing by Pulse Shaping Technique

As mentioned in Sect. 15.1, electron excitation processes in glass induced by
ultrafast laser irradiation are associated with multiphoton ionization or tunneling
ionization and subsequent electron heating or avalanche ionization. Tailored
ultrafast laser pulses obtained by pulse-shaping an ultrafast laser beam have the
potential to control the transient free-electron density, which can improve the
fabrication quality, spatial resolution, and/or processing efficiency of ultrafast laser
processing of glass.

The use of tailored ultrafast laser pulses was demonstrated in experimental
ablation of fused silica and CaF2. The experimental results reveal that irradiation
of a conventional single-pulse train does not produce the best machined surface
[60]. On the other hand, irradiation of a double- or triple-pulse train with a pulse
separation of nearly 2 ps produced better ablation holes than a single-pulse train.
This is probably because shaped pulses are more effective for brittle materials that
have strong electron–phonon coupling because shaped pulses permit heating to be
controlled, enabling relaxation of the induced stresses.

A series of ultrafast laser pulses (e.g., *400 identical 1 ps pulses with a pulse
separation of 7.5 ns) gave higher quality ablation with less microcracking and
shock-induced effects than a single high-fluence laser pulse. Very smooth holes
with diameters of 7–10 lm and depths of *30 lm were formed in fused silica
without the formation of fractures or cracks or surface swelling [61].

A shaped pulse that resembles an asymmetric series of pulses whose amplitudes
decrease or increase amplitude over time (see Fig. 15.14a) was employed for
nanoablation of fused silica [62, 63]. Control of multiphoton ionization and ava-
lanche ionization by controlling the spatial free-electron density due to a Gaussian
beam profile of the laser beam was combined with the different process depen-
dencies on intensity. This resulted in the fabrication of *100-nm-diameter holes
by a 790 nm wavelength ultrafast laser beam, which was focused to a spot size of
1.4 lm (see Fig. 15.14b).

Fig. 15.14 Schematic
diagram of transient laser
intensities of shaped
femtosecond laser pulse and
corresponding SEM
micrographs of a subset of
laser-generated structures in
fused silica. Top row surface
in focal plane; lower row
surface 1 lm below focal
plane. ([62]—Reproduced
with permission of The
Optical Society of America)
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Glass microwelding is another active research area in ultrafast laser processing
[64–66]. Glass welding by ultrafast laser irradiation is considered to occur by
melting induced at the interface between two glass substrates by irradiation of a
focused laser beam. Melting occurs due to heating of the glass on relaxation of free
electrons generated by two-step excitation; i.e., multiphoton ionization or tun-
neling ionization followed by electron heating or avalanche ionization, as
described in Sect. 15.1. In a conventional laser irradiation scheme (i.e., single-
pulse train irradiation), two-step electron excitation occurs during single pulse
irradiation. This is shown in Fig. 15.15a, which illustrates the case of multiphoton
ionization followed by avalanche ionization. To realize efficient heating that
produces a large melted pool for efficient and high-quality welding, it is important
to control electron excitation. Tailored ultrafast laser pulses in a double-pulse train
can be used to control individual electron excitation processes (e.g., the first pulse
induces multiphoton ionization, while the second pulse induces avalanche ioni-
zation) resulting in more efficient generation of free electrons and hence more
efficient heat generation for glass welding (see Fig. 15.15b) [67]. Figure 15.16
shows optical microscopy images of laser-irradiated regions inside photosensitive
glass. Laser beams consisting of double-pulse train (first pulse: p-polarization;
second pulse: s-polarization) were focused at the same spot for 0.1 s for delay
times of 10 ps (Fig. 15.16a). Figure 15.16b shows a sample irradiated by a single-
pulse train of the p-polarized beam. All the images obtained show concentric
circular patterns consisting of a dark inner region and a bright outer region. Both
the dark inner and bright outer regions are considered to be HAZs [68]. The
double-pulse train produces a significantly larger HAZ than the single-pulse train.
In fact, the diameter of the HAZ produced by the double-pulse train at a delay time
of 10 ps is estimated to be 36.7 lm, which is 27.4 % greater than that (28.8 lm)
produced by a single-pulse train. For welding, the laser beam was focused on the
interface between the two tightly stacked glass substrates and then scanned over an
area of 1 9 1 mm at a scanning speed of 300 lm/s. The bonding strength of the
sample prepared by the double-pulse train irradiation with a delay time of 10 ps
was evaluated to be 22.9 MPa, which is approximately 22 % greater than that
(18.7 MPa) obtained by irradiation of a single-pulse train.

Fig. 15.15 Possible
mechanism of free electron
generation in glass by
(a) single-pulse and
(b) double-pulse irradiation
of ultrafast laser beams for
welding
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15.5 Summary

Ultrafast laser is a promising tool for both surface and volume processing of glass
materials. Strong absorption induced by nonlinear multiphoton absorption and a
small HAZ due to the ultrashort pulse width allow high-quality surface micro-
structuring and dicing of glass to be realized, which have a wide range of practical
applications.

Additionally, ultrafast laser can modify the interior of glass in a spatially
selective manner through multiphoton absorption. This enables the optical and
chemical properties of glass to be simultaneously altered. Modification of the
optical properties includes refractive index increases in laser-irradiated regions.
This can be applied to fabricate 3D photonic microdevices, such as optical
waveguides, optical couplers and splitters, volume Bragg gratings, MZI, and
diffractive lenses.

The modified chemical properties of laser-irradiated regions in glass allow
these regions to be selectively etched by subsequent wet etching using aqueous
solutions of etchants such as hydrofluoric (HF) acid. This technique can be used to
directly form 3D microfluidic systems with complex structures. The two-step
process can also be used to fabricate free-space optical components such as mi-
cromirrors and microlenses inside glass. The unique ability of ultrafast laser
processing to fabricate both microfluidic and optical components in glass opens up
new avenues for fabricating various optofluidic microchips for biological analysis.

Additionally, controlling and manipulating the temporal properties of ultrafast
laser pulses enhances the performance of ultrafast laser processing enabling a
higher quality, higher efficiency, and higher fabrication resolution to be realized.

Ultrafast laser processing has benefited from the rapid development of ultrafast
laser systems and ultrafast laser techniques. For example, compact, high-power,
high-repetition-rate, ultrafast laser systems have been recently demonstrated,
although they have much broader pulses than those generated by Ti:sapphire
systems. Development of laser systems with high-reliability and high-stability
pulses is expected to result in further advances in ultrafast laser processing. It is
interesting to note that temporal pulse shaping was initially developed to realize

Fig. 15.16 Optical
microscopy images of laser-
irradiated regions; samples
were prepared by (a) a
double-pulse train (first pulse:
p-polarization; second pulse:
s-polarization) with a delay
time of 10 ps and (b) single-
pulse train of a p-polarized
beam
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coherent control of the dynamics of quantum systems (e.g., the outcomes of
photochemical reactions) on ultrafast time scales. Hence, the exchange of ideas
with other fields of ultrafast science is expected to increase the performance of
ultrafast laser processing.
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The models of laser light propagation in transparent media based on the
non-linear Schrödinger equation (NLSE) are widely utilized for studying the
processes of laser excitation of dielectrics in the regimes of modification. The
NLSE is an asymptotic parabolic approximation of Maxwell’s equations [81]
applicable for describing unidirectional propagation of slowly varying envelopes
of laser pulses. This equation describes the self-focusing effect which manifests
itself as a laser beam collapse at beam energies beyond a critical value particular
for a Kerr medium with the positive non-linear refractive index n2. We note that
for transparent crystals and glasses the n2 values are typically in the range of
10-16–10-14 cm2/W. To account for additional physical effects such as a small
nonparaxiality, plasma defocusing, multiphoton ionization, etc., the additional
terms are introduced to the scalar models based on the NLSE [18, 19, 82–84]. An
important detailed review of NLSE application for various laser beam propagation
conditions is given in [85].

A generalized NLSE which takes into account radiation losses for generation of
electron plasma on the beam way and plasma-induced changing of the permittivity
of the medium can be written in the cylindrically symmetric form as [18, 19,
82–85]:
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where C~ is the complex envelope of the electric field strength of the light wave
which is assumed to be slowly varying in time. For a Gaussian beam with
cylindrical symmetry one has

C~ ðr; t; 0Þ ¼ C~ 0 exp �r2=w2 � t2=s2
L � ik0r2=2f

ffi �
: ð5:4Þ

Here C~
2
0 ¼ 2EL=ðpw2sL

ffiffiffiffiffiffiffiffi
p=2

p
Þ is the input pulse intensity; EL is the pulse

energy; w ¼ wbð1þ d2=z2
f Þ

1=2 and wb are the beam radius at the distance d from the
geometric focus and the beam waist respectively; the curvature radius f and
the focusing distance d are related as f = (d + zf

2/d); zf is the Rayleigh length; sL is
the pulse duration (half-width determined by a decrease in the field envelope by
1/e times compared to the maximum value); k0 = n0x/c and x are the wave number
and the frequency of the carrier wave; n0 is the refractive index of the medium; c is
speed of light; the parameter k00 describes the second-order group velocity disper-

sion; Eg ¼ Eg0 þ e2C~
2
= 2cn0e0mrx2ð Þ is the effective ionization potential in the
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electromagnetic wave field expressed here via the electric field envelope [19]; mr is
the reduced mass of the electron and hole. Equation (5.3) takes into account the beam
diffraction in the transverse direction, group velocity dispersion, the optical Kerr
effect with a term corresponding to the delayed (Raman) response of the non-linear
material (characterized by the parameter fR), plasma defocusing, energy absorption
due to photoionization and inverse bremsstrahlung. The operator T = 1 +
(i/x) 9 (q/qt) describes the self-steepening effects. The inverse bremsstrahlung
process is described in the frames of the Drude model with the absorption cross
section r = k0e2xsc/[n0

2x2e0me(1 + x2sc
2)]. The characteristic collisional time of

electrons sc is a variable value dependent on electron energy and density (see
comments in Sect. 5.3.2).

It should be noted that the linear term in (5.3) gives only an approximate
estimation of the absorption efficiency when the free electron concentration con-
siderably increases as the influence of the electron concentration on the absorption
cross section is not taken into account. Additionally, the possibility of multiphoton
absorption by free electrons is neglected which can be important at relatively high
radiation intensities [86]. However, at laser beam focusing into the sample volume,
the clamping effect limits the attainable intensities [57–59]. The rate equation
describing generation and recombination kinetics of free electrons can be written
as:

one
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¼ WPIð C~
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nat
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Here nat is the atomic density in the undisturbed material matrix. Equation (5.5)
takes into account free electron production in the processes of photoionization and
avalanche as well as electron recombination in a trapping-like process associated
with local deformations of the atomic lattice (see Sect. 5.2). The rate of photo-
ionization WPI can be described by the Keldysh formalism [53, 54] or in a sim-
plified form for purely multiphoton ionization regimes when the clamping effect
limits laser intensity levels to cJ1 [58].

Numerical investigations based on the NLSE allow elucidating important fea-
tures of laser pulse propagation through transparent solids such as filamentation
[83, 85], clamping [42, 83, 85], strong dependence of the laser energy deposition
geometry on pulse duration [19, 42] for different irradiation conditions. Remark-
able is the temporal dynamics of laser energy deposition into bulk dielectrics in the
modification regimes [19, 42]. On an example of fused silica, it has been dem-
onstrated that only a small fraction of the pulse leading edge, containing 10–15 %
of the pulse energy, is absorbed with a high efficiency near and in front of the
geometric focus. Due to strong defocusing scattering of the electron plasma
generated by the pulse leading edge, the rest laser beam does not fall into the
region near the geometric focus. However, as a result of the self-focusing effect,
the later parts of the beam are absorbed before the geometric focus and, integrally,
they generate the second region of efficient absorption (compare Figs. 11 and 12 in
[42]). An important consequence of the complex correlation between self-focusing
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and plasma defocusing effects is that the local intensity over the whole pulse does
not exceed app. 5 9 1013 W/cm2, pointing once more to unavoidable intensity
clamping. In the context of the clamping effect, the problem of the efficient
delivery of laser energy into a local region inside transparent samples remains
open. In particular, at high numerical apertures (NAJ1) the laser light may be
concentrated to a small focal volume with consequences of strong material damage
[23].

The validity of the NLSE for ultrashort laser beams focused inside transparent
crystals and glasses can be broken down in many situations that is conditioned by
neglecting some small terms upon its derivation from Maxwell’s equations. The
condition of a slowly varying envelope limits applications of the NLSE to rela-
tively long laser pulses. For pulse durations of order of 10 fs and shorter, either the
NLSW has to be generalized with additional terms to accounting features of such
extremely short pulses or, more appropriate, the complete set of Maxwell’s
equations are to be used for describing light propagation through a non-linear
medium. Another strong limitation imposed on using the NLSE is the requirement
of unidirectionality of the light beam. This requirement makes impossible to apply
the NLSE to describing tightly focused beams as well as to the cases when dense
electron plasma is generated causing light scattering to large angles. Maxwell’s
equations are free of the above limitations.

E4 N. M. Bulgakova and V. P. Zhukov
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