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Introduction

Eye tracking research and research methodologies are becomingly increasingly com-
mon in many disciplines from psychology and marketing to education and learning. 
This is because eye tracking research and research methodologies offer new ways of 
collecting data, framing research questions, and thinking about how we view, see, and 
experience the world. Researchers are also making new findings about the way that the 
visual system works and the way it interacts with attention, cognition, and behaviour.

As a result, research based on eye tracking research methods is increasing in 
every discipline. New studies using eye tracking technologies are continually being 
published and new applications of this innovative way of conducting research are 
being shared by researchers from every continent and country. Analysis of research 
using eye tracking methods is growing exponentially.

Current Trends in Eye Tracking Research presents a range of new research stu-
dies using eye tracking research and research methods from a wide variety of di-
sciplines. The research studies have been chosen to chronicle the wide applications 
and uses of eye tracking research.

Current Trends in Eye Tracking Research is comprised of new and innovative 
studies using eye tracking research and research methods and showcases innovative 
ways of applying eye tracking technologies to interesting research problems. The 
book collects the research of over 55 researchers and academics currently using the 
eye tracking research and introduces the work of a number of eye tracking research 
laboratories and their key staff and research interests.

Current Trends in Eye Tracking Research is designed to explore a broad range 
of applications of this emerging and evolving research technology and to open the 
research space for wider sharing of new research methods and research questions. 
The book incorporates a number of new studies and introduces a number of new 
researchers to the practitioners of eye tracking research.

Current Trends in Eye Tracking Research also focuses on lessons learned in con-
ducting eye movement research across multiple institutions, settings, and disciplines 
and innovative uses of existing technology as well as pioneering implementation of 
new technology in a range of research contexts and disciplines, key challenges, and 
important discoveries in moving from raw data to findings and  challenges and op-
portunities related to situating individual research efforts in a larger research context.
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Current Trends in Eye Tracking Research is divided into four key sections. Each 
section provides a central theme that integrates the many chapters in that section.

Part I is titled Eye Tracking and the Visual System and is concerned with research 
on the operation of the human visual system. The chapters in this section overview 
eye tracking and the human visual system research, and provide a series of chapters 
that examine how to explain the operation of the human visual system and funda-
mental research on the use of eye tracking to deepen and strengthen our understan-
ding of the complexity of visual processes.

Part II is titled Aligning Eye Tracking and EEG Data and is concerned with re-
search that reports on the alignment of EGG and eye tracking data. The chapters in 
this section overview fundamental research finding on how to link eye tracking and 
EEG data. The chapters in this section also address some critical research questions 
in integrating eye tracking data with other forms of data. The four chapters also 
overview current approaches to research on this alignment process.

Part III is titled Eye Tracking and Marketing and Social Applications and is con-
cerned with eye tracking based research in a range of social science and marketing 
disciplines. Each chapter provides a different application from a different discipli-
ne—from marketing to aging, from mental illness to evaluating forgeries to unders-
tanding what people see when they read financial reports. Each chapter provides a 
novel application of eye tracking research methodology in the social sciences.

Part IV is titled Eye Tracking and Education and is concerned with research on 
learning using eye tracking methodologies. The five chapters focus on fundamen-
tal research problems in learning such as reading comprehension and the visual 
mechanics of comprehension, learning to read complex visual displays, and the 
development of student self-regulation skills. The section also explores the use of 
think aloud research protocols for multilingual learners.
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The Active Eye: Perspectives on Eye Movement 
Research

Benjamin W. Tatler, Clare Kirtley, Ross G. Macdonald, Katy M. A. Mitchell 
and Steven W. Savage

B. W. Tatler () · C. Kirtley · R. G. Macdonald · K. M. A. Mitchell · S. W. Savage
University of Dundee, Dundee, UK
e-mail: b.w.tatler@activevisionlab.org

Many of the behaviours that humans engage in require visual information for their 
successful completion. In order to acquire this visual information, we point our 
high-resolution foveae at those locations from which information is required. The 
foveae are relocated to new locations around three times every second. Eye move-
ments, therefore, offer crucial insights into understanding human behaviour for two 
reasons. First, the locations selected for fixation provide us with insights into the 
changing moment-to-moment information requirements for the behaviours we en-
gage in. Second, despite the fact that our eyes move, on average, three or four times 
per second, we are unaware of this and most of the time we are not conscious of 
where we are pointing our eyes. Thus, eye movements provide an ideal and power-
ful objective measure of ongoing cognitive processes and information requirements 
during behaviour. The utility of eye movements for understanding aspects of human 
behaviour is now recognised in a wide diversity of research disciplines. Indeed, the 
prevalence, diversity and utility of eye movements as research tools are evident 
from the contributions to be found in this volume.

In this brief overview, we take a glimpse at some of the emerging areas of study 
in eye movement research. To do so comprehensively and in a manner that reflects 
the impressive breadth of work contained in this volume would be a task that is 
both beyond the expertise of the authors and beyond the length of the chapter that 
we have been asked to write. Instead, we choose to introduce some emerging areas 
(with a clear bias towards our own research interests) that we feel will play an in-
creasingly important role in shaping the direction that eye movement research will 
take over the coming years. A number of articles have reviewed eye movement re-
search from particular perspectives and we refer the reader to several key reviews of 
eye movement research. Kowler (2011) provides a review of a wide variety of find-
ings in eye movement research over the last 25 years or so. For a review of the link 
between eye movements and perception, see Schutz et al. (2011). Eckstein (2011) 
discusses contemporary and historical views on visual search and the roles that 
eye movements play in this process. While slightly earlier than the other reviews, 

M. Horsley et al. (eds.), Current Trends in Eye Tracking Research, 
DOI 10.1007/978-3-319-02868-2_1, © Springer International Publishing Switzerland 2014
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Rayner (1998) offers an important overview of eye movements in reading. In this 
chapter, we focus upon the link between eye movements, perception and action.

1  Perception in Action

When we perceive our environment, we are acting in order to gain information 
that will help us perform the tasks in which we engage. In this way, perception is 
not simply the passive reception of information from our surroundings, but is an 
active part of how we operate in the world. This view is increasingly prominent 
in cognitive psychology (e.g. Hommel et al. 2001; Bridgeman and Tseng 2011). 
Indeed, Hommel et al. (2001) suggested that perception and action are ‘functionally 
equivalent’, with both processes working to allow us to build representations of the 
world around us. Perception and action processes appear to be linked in a bidirec-
tional manner, so that each is able to affect the other: While perception informs the 
performance of action, action influences perceptual processes.

With this more active role for perception proposed, the question then is how to 
measure it. This is perhaps more difficult; as Bridgeman and Tseng (2011) state: 
Most effectors, such as the hands, double as tools for both action and perception. 
This is where eye movements become an invaluable tool: Eyes select and sample 
visual information and, thus, provide an online measure of perception, yet do not act 
directly upon the environment. Eye movements are an important means of investi-
gating perception and action because they are perception in action, directed by the 
task to examine the world and allow us to complete the tasks set for us.

The importance of eye movements for coordinating perception and action can 
be seen clearly in the many studies that have made use of them. The eyes have 
two crucial functions: first, to gather information about the world and, second, to 
provide feedback during tasks, for example, when we manipulate an object. Using 
eye movements, these processes can be measured online as tasks are performed in 
both laboratory and real-world environments. For example, in the laboratory, Bal-
lard et al. (1992) used a block-copying task in which participants moved a series of 
coloured squares from one location to a target area and arranged them to match a 
model depicting an arrangement of blocks that they had to recreate. The eye move-
ments of the participants as they did this were shown to link strongly to the actions 
they were carrying out. The eyes followed a clear pattern of checking the model, 
preceding the hands to the blocks for the pick-up, then checking the model once 
more before placing the block in its correct position.

Ultimately, if we wish to understand the link between perception and action, we 
must do so in the context of natural behaviours conducted in real world environ-
ments. Mobile eye-tracking devices permit eye movement recordings to be made 
in untethered, real-world activities. This technological advancement has not only 
allowed researchers to study eye movements in the context of natural action but 
has also identified key insights into the relationship between vision and action that 
were not previously recognised. Mobile systems were developed in the 1950s by 
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Norman Mackworth and used in real environments in the 1960s (e.g. Mackworth 
and Thomas 1962; Thomas 1968). These devices were cumbersome and it was not 
until the 1990s that less obtrusive and more versatile mobile eye trackers were de-
veloped (Ballard et al. 1995; Land 1992). Using such devices, the tight link between 
vision and action is strikingly clear in real-world activities. Land et al. (1999) and 
Hayhoe (2000) measured participants’ eye movements as they went through the 
stages of making a cup of tea or preparing a sandwich. Again, the findings demon-
strated how vision acts to inform our behaviour: Throughout the constantly chang-
ing demands of the task, the participant’s eyes precede the actions, fixating the re-
quired objects for the next step in the process. Furthermore, Hayhoe (2000) showed 
that when making a sandwich, the action intention could influence the deployment 
of attention. Participants were seated in front of either a non-cluttered tabletop, con-
taining only the items needed for the sandwich-making task, or a busier tabletop, 
containing irrelevant objects along with the important ones. While these irrelevant 
objects were fixated, the greatest percentage of fixations came in the viewing period 
before the task began. Once the participants had started, task-irrelevant objects were 
rarely fixated: Almost all fixations were made to task-relevant items.

These examples illustrate the intimate link between vision and action and the 
manner in which eyes are deployed on a moment-to-moment basis to gather infor-
mation and provide feedback for actions. The bidirectional nature of the percep-
tion–action coupling is evident in tasks where perceptual decisions are made in 
the presence of action. Indeed, before an action has begun, the intention to carry 
out an action influences how participants view a scene, even when the intention 
is created by a seemingly minor manipulation such as the performance of a par-
ticular grip type. For example, Bekkering and Neggers (2002) asked participants 
to find targets based on colour or orientation, in order to grasp or point at them. 
For orientation-defined targets, when participants searched to grasp the object, they 
made fewer incorrect saccades to the distracter objects compared to the situation 
when targets were defined by colour. This difference between colour- and orienta-
tion-based search was absent when participants were searching only to point to the 
object rather than grasp. The preparation of the grasp led to enhanced processing 
of the relevant feature for the action, in this case the objects’ orientation, and, thus, 
detection of targets defined by that feature was enhanced. Similarly, Fagioli et al. 
(2007) asked participants to prepare different types of gestures, such as pointing 
or grasping. Before they could carry out these prepared actions, participants were 
given a detection task, which required them to find the odd one out in a set of ob-
jects. This target was defined by either its location or its orientation. Preparing a 
pointing gesture resulted in participants spotting the location oddity sooner, while 
the orientation oddity was spotted soonest when a grasping gesture was prepared. 
Thus, even when the action prepared did not directly relate to the following task, 
the enhanced processing of relevant dimensions was continued. Symes et al. (2008) 
used this action–preparation paradigm in a different task setting to look at change 
detection. Here, power and precision grip types were formed by participants during 
change blindness trials, and it was demonstrated that change detection improved for 
objects whose size matched the grip type held by the participant.
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In all three studies that have used this paradigm, the effect is clear: By forming 
an intention to act, sometimes not even requiring the actual action posture itself, the 
perception of the environment is changed. By forming an intention to grip, infor-
mation that informs gripping, like the orientation of an object or its size, becomes 
more relevant and prioritised in the examination of the scene. Our perceptions are 
influenced by our intentions to act, and, thus, perception is used here to gain the 
information we know we may require.

Eye movements are an invaluable measure in a paradigm such as this. Not all the 
above studies used eye movements as a measure: They are used most in the Bek-
kering and Neggers (2002) study, but it is clear how eye movements can add to this 
kind of research. They give us the ability to see how the influence of the intention 
to act unfolds across the task and to see what measures are most affected—saccade 
time, fixation duration and scan path, amongst many others. As in the studies by 
Land et al. (1999) and Hayhoe (2000), eye movements give us a window onto how 
perception operates across the course of a task, from the first intention to act and 
through the process of carrying out the task itself.

The relationship between perception and action means not only that eye move-
ments offer a crucial tool for understanding this relationship but also that we must 
be cautious when studying eye movements and perception in the absence of action. 
It is becoming increasingly clear that any exploration of visual perception and eye 
movements should consider the possible influence of action. For example, if we 
wish to understand memory representations, it is important to consider these in the 
context of real environments (Tatler and Land 2011; Tatler and Tatler 2013) and 
natural behaviours (Tatler et al., 2013). Similarly, any understanding of the fac-
tors that underlie decisions about when and where to move the eyes must consider 
these decisions in the context of natural behaviours (Tatler et al. 2011; Tatler this 
volume). Of course, this is not to say that all eye movement research should be 
conducted in real-world settings using mobile eye trackers. Many of the behaviours 
we engage in involve being seated in front of a display screen of some sort: for 
example, working at a computer or using a handheld computer device. However, 
even in these situations, an understanding of perception in the context of action is 
important. When using the Internet, we do not passively watch but actively interact 
with the viewed content—scrolling, clicking and entering text as needed. Similarly, 
computing devices are increasingly using touch and gesture interfaces. The bidirec-
tional relationship between perception and action, therefore, necessitates that these 
interactive situations are studied in a manner that is relevant to the interactions be-
ing undertaken.

2  Social Interaction

As we increasingly move towards the study of eye movements and perception in 
ecologically valid situations, it becomes clearer that not only might it be inappropri-
ate to study vision in isolation from action in many circumstances but it might also 
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be inappropriate to study individuals behaving in isolation from other individuals. 
Humans are highly social beings and many of the behaviours we engage in are car-
ried out in the presence of, in collaboration with or in competition with others.

We have a strong tendency from an early age to attend to the same locations 
that others are attending to. The intimate link between eye direction and our be-
havioural goals and intentions means that eyes provide a strong cue to understand 
where another individual is attending. Human eyes appear uniquely well equipped 
for signalling eye direction to others: We have whiter and more exposed scleras than 
other great apes (Kobayashi and Kohshima 1997), and the high contrast between the 
sclera and iris in human eyes provides easily detectable directional signals. Indeed, 
we are extremely good at detecting the direction of another person’s gaze (Symons 
et al. 2004). Not only are we able to detect where someone else is looking but we 
are also able to use this information to orient our own eyes to the same locations in 
space. This tendency to follow the gaze direction of another individual can be seen 
from as early as infancy (e.g. Senju and Csibra 2008), and it has been suggested 
that it leads to a shared mental state that is central to the development of ‘Theory of 
Mind’ (Baron-Cohen 1995).

How an individual’s gaze direction cues the gaze direction of an observer has 
been the subject of much of the eye movement research on social attention. Lab-
oratory-based experiments using Posner (1980)-type paradigms to investigate the 
attentional effects of gaze cues have mostly found that participants’ eyes reflex-
ively orient to gazed locations (Ricciardelli et al. 2002; Tipples 2002; Galfano et al. 
2012). Studies using more complex scenes appear to support these findings; when 
viewing images containing people, observers have a strong tendency to fixate on the 
eyes of individuals (Birmingham et al. 2009) or the objects that they are looking at 
(Castelhano et al. 2007). However, recent studies using real-world settings suggest 
that this tendency might be critically modulated by the social factors during natural 
interactions.

Laidlaw et al. (2011) recorded participants sitting in a waiting room and found 
that they were more likely to look at a confederate displayed on a video monitor than 
the same confederate present in the waiting room. Similar results for gaze follow-
ing rather than seeking were found by Gallup et al. (2012). They observed people 
walking past an attractive item in a hallway and found that people were more likely 
to look in the same direction as somebody walking in front of them than somebody 
walking towards them. The results of these studies were explained by their respec-
tive authors as being due to participants trying to avoid potential interactions with 
strangers. It seems that the mere potential for a social interaction changes the way 
in which we seek and follow gaze cues. These findings highlight the limitations 
of using laboratory-based paradigms to investigate natural gaze-cueing behaviour.

Freeth et al. (2013) investigated the effect of the presence of a speaker on a lis-
tener’s gaze behaviour when a social interaction was actually taking place. Partici-
pants answered questions from an experimenter who was either physically present 
or on a video monitor. There was no significant difference found across conditions 
in terms of the amount of time participants spent looking at the face of the speaker. 
However, the presence of eye contact caused participants to look at the speaker’s 
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face for longer in the real-world condition only. This shows that the effect of a 
speaker’s gaze behaviour on the eye movements of a listener is dependent on the 
speaker being present.

If we are to understand the use of gaze cues in social interactions, then, it is 
important to remember that in most natural situations, gaze cues are not employed 
in isolation: Typically, these occur as part of an interaction and are accompanied by 
other communicative signals like gestures and spoken language. In recent years, 
research carried out in more ecologically valid environments (including real-world 
paradigms) has not only challenged the idea of reflexive gaze following but has also 
been able to consider important aspects of natural gaze cue utilisation not consid-
ered in Posner-type tasks. In particular, there has been emerging interest in studying 
the role of gaze cues in natural communication and the effects of social factors on 
gaze seeking and following.

In natural communication, gaze cues are usually used alongside spoken lan-
guage. Therefore, understanding the interaction between these cues and spoken 
language is vital for understanding how gaze cues are naturally utilised. Hanna and 
Brennan (2007) used a real-world communicative paradigm to investigate natu-
ral dialogue and gaze cues. They found that listeners in a block-identification task 
would use the gaze cues of a speaker to find a target block before the point of verbal 
disambiguation, showing that gaze cues are used to aid and speed up communica-
tion during a collaborative task. In an experiment with more controlled language 
stimuli (Nappa et al. 2009), young children were found to use the object-directed 
gaze cues of an adult (presented on a screen) to interpret the meaning of made-up 
verbs used in spoken sentences. A similar study by Stuadte and Crocker (2011) used 
an adult population and showed participants videos of a robot describing the spatial 
and featural relations between a series of visible items, whilst providing gaze cues. 
The robot made incorrect statements about the relations between the items that had 
the potential to be corrected in two different ways. The experimenters found that 
participants would correct in the way that used the gazed item as the object of the 
sentence, suggesting that they were inferring meaning from the robot’s gaze. These 
results collectively show that, when used alongside language, gaze cues are used 
to solve ambiguities in spoken language and aid in the understanding of another’s 
intentions.

Other research on gaze cues and spoken language has focused on how changing 
language can affect the utilisation of gaze cues. In a task in which gaze cues were 
inessential for its successful completion (Knoeferle and Kreysa 2012), participants 
followed gaze cues more often when hearing a German sentence in the common 
subject–verb–object (SVO) structure than the less common (but still grammatically 
legal) object–verb–subject (OVS) structure. The authors suggested this finding was 
due to the extra difficulty in processing the OVS sentences leaving fewer process-
ing resources for gaze cue utilisation. Macdonald and Tatler (2013) investigated the 
effect of changing language specificity on the use of gaze cues using a real-world 
communicative task, involving a one-to-one interaction between an instructor (ex-
perimenter) and participant. The instructor manipulated his use of gaze as well as 
the specificity of his instructions in a simple block-building task. Participants were 
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found to only seek and follow gaze cues when the language was ambiguous, sug-
gesting that gaze cues are used flexibly, depending on other information that is 
available. It, therefore, appears that the difficulty and specificity of language affects 
the utilisation of gaze cues during communication.

The above results show the value of using real-world paradigms when investi-
gating gaze utilisation, as the effects of language and social context on gaze behav-
iour can be taken into account. Gaze cues have been shown to support and disam-
biguate spoken language as well as provide insight into a speaker’s intentions. Our 
gaze-seeking and -following behaviour has been shown to be sensitive to potential 
social interactions and our social perceptions of those with whom we interact. The 
benefits of using more ecologically valid paradigms across different areas of social 
cognition and social neuroscience are the subject of a number of recent review 
articles (Risko et al. 2012; Skarratt et al. 2012; Przyrembel et al. 2012), and with 
technological advances providing more opportunities (see Clark and Gergle 2011 
for discussion), the trend for investigating social interactions in the real world is 
likely to continue.

3  Magic and Misdirection

While we are still very much discovering the role of the eyes in natural social inter-
action, magicians (and other experts in misdirection) seem to have possessed mas-
tery of this situation for centuries (e.g. see Kuhn and Martinez 2011; Lamont and 
Wiseman 1999). Misdirection, in the broadest sense, is the means by which a magi-
cian diverts the audience’s attention from the mechanics of a trick, for example, the 
palming of a coin or pocketing of a card (Kuhn and Tatler 2011). More specifically, 
misdirection is an umbrella term for a number of different behaviours, including 
gesture, speech, posture and gaze cues. A magician must include some or all of 
these aspects at once for misdirection to be successful. As yet, our understanding 
of the cumulative effect that these behaviours have on an audience’s attention is 
incomplete, and Kuhn et al. (2008), amongst others, have argued for more research 
in this area because of the rich insights it can potentially offer about psychological 
processes. Much can be learnt about visual perception and cognition from studying 
the conditions in which we fail to perceive or understand events, or in which we 
can be made to believe that we have seen something that did not occur (Kuhn and 
Martinez 2011). Magic, therefore, offers a medium in which we can study psycho-
logical processes in an ecologically valid, real-world situation, but still manipulate 
the nature of cues used by the magician in order to misdirect the observer.

Kuhn and Tatler (2005) were the first researchers to examine an observer’s eye 
movements as they watched a magic trick. They developed a trick in which a magi-
cian (Gustav Kuhn) made a cigarette and lighter disappear using a combination of 
two methods of misdirection—gaze cues and gesture—to conceal a simple drop of 
each object onto the magician’s lap. The trick was unusual in that the drop of the 
cigarette was performed in full view of the participant: The magician dropped the 
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cigarette from a height at which it would be visible for about 120 ms as it dropped. 
This trick was performed live in front of participants, in a one-to-one interaction 
with the magician; half of the participants expected a magic trick, half did not. 
Surprisingly, only two out of the 20 participants noticed the drop on the first per-
formance of the trick; however, when the performance was repeated, all noticed the 
drop. At the time that the magician dropped the cigarette from one hand, partici-
pants tended to be looking either at the magician’s other hand or at his face. This 
was the case irrespective of whether the participant was expecting to see a magic 
trick or not and persisted even on the second trial when all participants perceived 
the drop. This led Kuhn and Tatler (2005) to conclude that prior information seemed 
to have no effect on strategic eye movements in this situation as they were similar 
across both groups and that a magician manipulates an observer’s attention rather 
than their gaze because the eye movement behaviour was the same.

What aspects of the magician’s performance resulted in the successful misdirec-
tion as the cigarette was dropped? Kuhn and Tatler (2005) ruled out the occurrence 
of blinks or eye movements, or the distance into peripheral vision of the dropping 
cigarette as possible reasons for the success of the magician’s misdirection and 
speculated that it was the gaze direction of the magician that was crucial for the 
misdirection in this trick. Consistent with this possibility, the correlation between 
the gaze direction of the magician and the observer was highest at the misdirec-
tion events (the two object drops) during this performance (Tatler and Kuhn 2007) 
and, at these times, most participants were fixating the gaze target of the magician. 
However, these correspondences alone are not sufficient to claim that it was the 
magician’s gaze that was central to this misdirection because the misdirecting gaze 
was accompanied by movement and sound cues at the magician’s gaze target: The 
magician not only looked at the other hand when dropping an object but also waved 
it and clicked his fingers. In order to tease apart gaze cues from these other poten-
tial cues for misdirection, Kuhn et al. (2009) used a modified version of the trick 
using only a single drop (of a cigarette lighter). Crucially, two versions of the per-
formance were filmed: In each case, the misdirection cues from the non-dropping 
hand (movement, etc.) were the same at the time of the drop, but in one video the 
normal misdirecting gaze was given by the magician, whereas in the other the magi-
cian maintained fixation on the hand from which the lighter was being dropped. The 
results showed that observers were significantly less likely to detect the drop when 
the gesture was supported by gaze cues away from the concealed event. Further-
more, it was shown that when observers watched the non-misdirected trick (where 
the gesture was not supported by gaze cues), they fixated significantly closer to the 
dropping lighter (Kuhn et al. 2009). These results demonstrate that the magician’s 
gaze is a crucial cue for both where the observer looks during the performance and 
whether or not the magic is successful.

As a means of understanding the importance and use of gaze cues in interaction, 
misdirection is a powerful tool. First, we can manipulate the manner in which gaze 
cues are provided or supported by other cues and study the effects of these manipu-
lations on observers’ gaze behaviour and perception of the events. Second, we can 
use magic performances and an ecologically valid setting to understand more about 
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the use and understanding of gaze cues in special populations (Kuhn et al. 2010). 
When watching an illusion, individuals with autistic spectrum disorders (ASDs) 
showed the same gaze behaviour as typically developing individuals but were slow-
er to launch saccades to magician’s face. These results challenge common notions 
that people on the autistic spectrum have general problems with social attention: 
Here, general behaviour was very much like that found in individuals without ASD, 
and the difference was rather subtle. While little has been done with special popula-
tions to date, magic offers a potentially valuable research tool for exploring aspects 
of social attention and wider visual cognition in these populations.

There is growing interest in the psychology of magic to explore a range of issues 
in cognitive psychology (Kuhn et al. 2008; Martinez-Conde and Macknik 2008; 
Macknik et al. 2010). Given the inherently visual nature of many of the striking 
magical performances and their reliance on illusion, misdirection and other magical 
acts that at least partly involve our visual sense, it seems likely that eye movement 
recordings will play a central role in this emerging field of research.

4  Distraction

In magical performances, we often fail to notice what should be an easily detectable 
visual event because we have been misdirected by a magician with mastery in con-
trolling our attention. However, failing to detect what should be an obvious event 
is not restricted to situations in which we have been actively misdirected: All too 
commonly, we may miss external events and this can occur for a number of reasons 
and with a number of consequences. Failures to detect external visual events can be 
particularly problematic in some situations: For example, failing to detect a hazard 
when driving can have critical safety implications. In driving situations, a key factor 
that can result in failures to detect hazards is being distracted from the driving task 
in some way.

Researchers have quantified the variety of different causes for driver distraction 
into three major categories: visual, cognitive and physical. Although the ultimate 
outcome of these distractions is the same—an increase in crash risk—the underly-
ing cognitive mechanisms are different (Regan et al. 2008; Anstey et al. 2004). Re-
search has also shown that visual and cognitive task demands affect eye movements 
within driving situations in qualitatively different ways.

Visual distraction can be caused by a variety of different factors. The primary 
commonality, however, is the increase in the visual load, which is typically achieved 
by including an additional secondary visual task such as planning a route in a navi-
gation system or by manipulating the visual information within the driving scene 
itself (Konstantopoulos et al. 2010). Interestingly, visual distraction appears to in-
fluence eye movement behaviour in a number of ways. Di Stasi et al. (2010) ma-
nipulated visual task demand by increasing traffic density. Results indicated that 
this increase in the visual content of the driving scene results in slower saccade 
peak velocities. Another measure found to have been effected by visual load is blink 
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durations (Recarte et al. 2008; Veltman and Gaillard 1996). Research by Ahlstrom 
and Friedman-Berg (2006) has indicated a linear decrease in blink durations as a 
function of visual task demand. Benedetto et al. (2011) examined the effects of inter-
acting with an in-vehicle information system (IVIS) on drivers’ blink rates and blink 
durations during a simulated lane-changing task. Analyses indicated that as visual 
task demand was increased, blink durations significantly decreased. Results also 
indicated that blink rates were not significantly affected by visual task demand. It 
was argued that changes in eye movement metrics such as fixation number, fixation 
duration, saccade amplitude and gaze position were the result of gaze switching be-
tween primary and secondary visual tasks. However, as the observed pattern of gaze 
switching cannot account for the decrease in blink durations, this measure has been 
considered a reliable indicator of driver visual task demand (Benedetto et al. 2011).

Research has shown that cognitive task demand affects eye movement measures 
in a qualitatively different manner than visual task demand manipulations. Recently, 
results from a hazard perception study have indicated that saccade peak velocity was 
significantly increased as a result of increased cognitive task demand (Savage et al. 
2013). Cognitive task demand influences the spread of fixations in driving situations: 
When cognitive load is high, there is an increased concentration of gaze towards the 
centre of the road (Recarte and Nunes 2003; Savage et al. 2013). Cognitive load also 
influences blinking behaviour in drivers: When cognitive load is high, people blink 
more often (Recarte et al. 2008) and for a longer duration (Savage et al. 2013).

The fact that increasing either visual or cognitive load results in changes in eye 
movement behaviour means that we might be able to exploit these characteristic eye 
movement changes to identify periods of distraction during driving (Groeger 2000; 
Velichkovsky et al. 2002). The safety implications of this are self-evident: If eye 
movements can be used as a diagnostic marker of distraction, then we can use these 
to detect periods of distraction and intervene, alerting the driver to the danger of 
their current state. Importantly, there is clear utility in being able to differentiate vi-
sual and cognitive distraction: Any intervention may need to be tailored to whether 
the current situation involves an unusually high visual load—which may be due to 
external events in the environment—or an unusually high cognitive load—which 
may be more likely due to distractions by conversation and contemplation of lan-
guage. Intervening appropriately may be safety critical in some situations.

Importantly, not only do we find that visual and cognitive load appear to influ-
ence eye movement behaviour in driving situations but the above findings also sug-
gest that the manner in which these two types of load impact eye movement behav-
iour may be rather different. In particular, saccade peak velocity was significantly 
reduced as a result of increased visual load (Di Stasi et al. 2010) but significantly 
increased as a result of increased cognitive load (Savage et al. 2013). Similarly, 
increases in visual task demand have been shown to result in significantly shorter 
blinks (Ahlstrom and Friedman-Berg 2006), whereas blink durations increase in 
situations of high cognitive load (Savage et al. 2013).

As eye movement metrics are affected in qualitatively and quantitatively differ-
ent ways by both cognitive and visual demand manipulations, eye movements offer 
a potentially powerful diagnostic tool with which to examine the interaction of the 
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different attention networks as well as assess the driver’s current mental state. The 
use of eye movement measures as diagnostic markers for mental state in driving is 
an emerging area with important practical implications. At present, there is a need to 
continue to identify those aspects of eye movement characteristics that will provide 
robust and specific markers of particular mental states before these can be applied 
directly to in-vehicle interventions. This research effort somewhat mirrors research 
effort in the potential use of eye movements as diagnostic markers of disease in 
clinical settings: Many neurological and psychiatric conditions are associated with 
atypical eye movement behaviours (Diefendorf and Dodge 1908; Lipton et al. 1983; 
Trillenberg et al. 2004). While, for some conditions, it is now possible to distinguish 
affected individuals from healthy controls with an impressive degree of accuracy 
(Benson et al. 2012), a remaining challenge in this field is to identify oculomotor 
markers that are specifically diagnostic of particular disorders.

5  Conclusion

Eye movements provide powerful research tools for those interested in a wide va-
riety of aspects of human cognition and behaviour. The selective nature of view-
ing—high acuity sampling is restricted in both space and time—means that the 
locations selected for scrutiny by high acuity vision reveal much about the moment-
to-moment demands of ongoing cognition and action. It is, therefore, unsurprising 
that the use of eye tracking as a behavioural measure is now very widespread and 
encompasses a diversity of research disciplines. Indeed, the diversity of applica-
tions of eye tracking is reflected in the contributions to this volume. Two key as-
pects of eye movement behaviour are becoming increasingly clear that straddle the 
different research interests for which eye tracking is employed. First, the intimate 
link between vision and action means that visual perception and cognition should 
be studied in the presence of the actions that we are interested in characterising. 
Second, the intimate link between eye movements and ongoing cognition means 
that eye movements offer important potential diagnostic markers of mental state. In 
our continuing efforts to produce ecologically valid accounts of human behaviour in 
a variety of situations, eye movements are likely to assume an increasingly pivotal 
role in shaping our understanding of perception, cognition and action.
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The manner in which we sample visual information from the world is constrained 
by the spatial and temporal sampling limits of the human eye. High acuity vision is 
restricted to the small central foveal region of the retina, which is limited to just a 
few degrees of visual angle in extent. Moreover, visual sampling is effectively limit-
ed to when the retinal image is relatively stabilised for periods of fixation (Erdmann 
and Dodge 1898), which last on average around 200–400 ms when viewing text, 
scenes or real environments (Land and Tatler 2009; Rayner 1998). It is clear from 
these severe spatiotemporal constraints on visual sampling that high acuity vision is 
a scarce resource and, like any scarce resource, it must be distributed carefully and 
appropriately for the current situation.

The selection priorities that underlie decisions about where to direct the eyes 
have interested researchers since eye movement research was in its infancy. While 
stimulus properties were shown to influence fixation behaviour (McAllister 1905), 
it was soon recognised that the relationship between the form of the patterns viewed 
and the eye movements of the observer was not as close as early researchers had 
expected (Stratton 1906). Moreover, the great variation in fixation patterns between 
individuals (McAllister 1905) made it clear that factors other than stimulus proper-
ties were likely to be involved in allocating foveal vision.

In light of evidence gathered from observers viewing the Müller-Lyer illusion 
(Judd 1905), Poggendorff illusion (Cameron and Steele 1905) and Zöllner illusion 
(Judd and Courten 1905), Judd came to the conclusion that “the actual movements 
executed are in no small sense responses to the verbal stimuli which the subject re-
ceives in the form of general directions. The subject reacts to the demands imposed 
upon him by the general situation… The whole motive for movement is therefore 
not to be sought in the figures themselves” (Judd, 1905, p. 216–217).

The relative importance of external factors relating to the stimulus properties and 
internal factors relating to goals of the observer became a prominent theme in eye 
movement research and continues to underlie many aspects of contemporary eye 
movement research. While early research in this domain used simple patterns and 
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line illusions (due to technological limitations in display and recording devices), 
more recent research has considered how we view complex scenes in an attempt to 
produce an ecologically valid account of eye guidance.

1  Eye Guidance in Scene Viewing

When viewing complex scenes, fixations are allocated preferentially to certain loca-
tions, while other locations receive little or no scrutiny by foveal vision (Buswell 
1935). Moreover, the regions selected for fixations are similar between individuals: 
different people select similar locations in scenes to allocate foveal vision to (Bus-
well 1935; Yarbus 1967). Such similarity in fixation behaviour implies common 
underlying selection priorities across observers. Buswell (1935) recognised that 
these common selection priorities are likely to reflect a combination of common 
guidance by low-level information in scenes and by high-level strategic factors. 
However, what external factors are involved in prioritising locations for fixation 
and the manner in which low- and high-level sources of information combine to 
produce fixation behaviour were not clear. Since Buswell’s seminal work, a con-
siderable body of evidence has been accumulated regarding these issues and there 
now exist computational models of scene viewing that propose particular low-level 
features as prominent in fixation allocation, and specific ways in which high-level 
sources of information may be combined with low-level image properties in order 
to decide where to fixate.

1.1  Low-Level Factors in Eye Guidance

From the extensive literature on how humans search arrays of targets, it is clear that 
basic visual features can guide attention (Wolfe 1998) and models based solely on 
low-level features can offer effective accounts of search behaviour (Treisman and 
Gelade 1980; Wolfe 2007). Koch and Ullman (1985) proposed an extension of these 
feature-based accounts of visual search to more complex scenes, and this was later 
implemented as a computational model (Itti and Koch 2000; Itti et al. 1998). In this 
model, low-level features are extracted in parallel across the viewed scene using a 
set of biologically plausible filters. Individual feature maps are combined across 
features and spatial scales via local competition in order to produce a single overall 
visual conspicuity map referred to as a salience map (see Fig. 1). In this account, 
attention is allocated to the location in the scenes that corresponds to the most sa-
lient location in the salience map. Once attended, the corresponding location in the 
salience map receives transient local inhibition, and attention is relocated to the next 
most salient location. Thus, attention is allocated serially to locations in the scene in 
order of most to least conspicuous in the salience map.
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The salience model replicates human search behaviour well when searching for 
feature singletons or conjunctions of two features (Itti and Koch 2000), and the 
extent to which it can explain attention allocation in more complex scenes has been 
the topic of a large volume of research. Most evaluations of the explanatory power 
of the salience model (and other similar models based on low-level feature-based 
attention allocation) use one of two approaches: measuring local image statistics 
at fixated locations (e.g. Reinagel and Zador 1999) or using the model to predict 
locations that should be fixated and seeing what proportion of human fixations fall 
within these predicted locations (e.g. Torralba et al. 2006). Both approaches seem to 
support a role for low-level information in fixation selection. Fixated locations have 
higher salience than control locations (e.g. Parkhurst et al. 2002), and more fixations 
are made within locations predicted by salience models than would be expected by 
chance (e.g. Foulsham and Underwood 2008). However, despite these apparently 
supportive results, the explanatory power of purely low-level models is limited: 
The magnitude of featural differences between fixated and control locations or how 
likely fixations are to fall within regions predicted by the models is typically small 
(Einhauser et al. 2008; Nyström and Holmqvist 2008; Tatler et al. 2005), suggesting 
that these models can only count for a limited fraction of fixation behaviour. More-
over, these basic results that appear to support low-level models must be interpreted 

Fig. 1  Schematic of Itti and Koch’s (2000) salience model, redrawn for Land and Tatler (2009)
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with caution. Correlations between low-level features and fixation selection may 
arise because of correlations between low-level features in scenes and higher-level 
scene content rather than because of a causal link between low-level properties and 
eye guidance (Henderson 2003; Henderson et al. 2007; Tatler 2007).

1.2  Higher-Level Factors in Eye Guidance

Low-level conspicuity tends to correlate with higher-level scene structure: Salient 
locations typically fall within objects in scenes (Elazary and Itti 2008). Moreover, 
the distribution of objects in a scene is a better account of fixation selection than 
salience. The locations that people select for fixation in photographic scenes are 
better described by the locations of objects in the scenes than by the peaks in a low-
level salience map (Einhauser et al. 2008). Indeed, object-based descriptions may 
be a more appropriate level of scene description for understanding fixation selection 
than low-level feature descriptions (Nuthmann and Henderson 2010). It is possible 
that low-level visual conspicuity might offer a convenient heuristic for the brain to 
select locations that are likely to contain objects (Elazary and Itti 2008). However, 
semantically interesting locations are preferentially selected even when their low-
level information is degraded: A blurred face will still attract fixations even though 
it has little signature in a salience map (Nyström and Holmqvist 2008). This result 
implies that even though low-level conspicuity tends to correlate with objects, it is 
not sufficient to explain why people select objects when viewing a scene.

In light of the shortcomings of purely low-level models of fixation selection, a 
number of models have been proposed that incorporate high-level factors. Naval-
pakkam and Itti (2005) suggested that higher-level knowledge might result in selec-
tive tuning of the various feature maps that make up the overall salience map. If the 
features of a target object are known, the corresponding channels in the salience 
map can be selectively weighted, and this should enhance the representation of the 
target object in the salience map. Other sources of knowledge about objects pres-
ent potential candidates that may guide our search for them. Most objects are more 
likely to occur in some places than others—for example, clocks are more likely to 
be found on walls than on floors or ceilings. Torralba et al. (2006) suggested that 
these typical spatial associations between objects and scenes can be used to pro-
duce a contextual prior describing the likely location of an object in a scene. This 
contextual prior can then be used to modulate a low-level conspicuity map of the 
scene, producing a context-modulated salience map. Therefore, the suggestion is 
that, in general, gaze will be directed to locations of high salience that occur within 
the scene regions in which the target is expected to be found. Previous experience 
of objects can be used not only to form contextual priors describing where objects 
are likely to be found but also to produce “appearance priors” describing the likely 
appearance of a class of objects (Kanan et al. 2009). Again, if searching for a clock, 
we can use prior knowledge about the likely appearance of clocks to narrow down 
the search to clock-like objects in the scene irrespective of where they occur. Kanan 
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et al. (2009) proposed a model in which the appearance prior is used to modulate a 
low-level salience map in much the same way as Torralba et al. (2006) proposed for 
their context modulation. As such, in Kanan et al.’s (2009) model, gaze selects loca-
tions of high salience that coincide with scene regions that share properties charac-
teristic of the target object’s class. Modulating salience maps using context priors 
or appearance priors improves the performance of the model (Kanan et al. 2009; 
Torralba et al. 2006), suggesting that decisions about where to look when viewing 
scenes are likely to involve these types of information. Indeed, if both context and 
appearance priors are used to modulate a salience map, the resultant model is able to 
predict the likely locations that humans will fixate with remarkably high accuracy 
(Ehinger et al. 2009).

Many current models incorporate higher-level factors as modifiers of a basic 
low-level salience map. However, others suggest alternative cores to their models. 
In Zelinsky’s (2008) target acquisition model, visual information is not represent-
ed as simple feature maps but as higher-order derivatives that incorporate object 
knowledge. Similarly, in Wischnewski et al.’s (2010) model, selection involves 
static and dynamic proto-objects rather than first-order visual features. Nuthmann 
and Henderson (2010) propose an object-level description as the core component 
of deciding where to look. These models each offer good explanatory power for 
scene viewing and demonstrate that basic visual features need not be the language 
of priority maps for fixation selection.

1.3  Behavioural Goals in Eye Guidance

Since they first proposed the salience model, Itti and Koch (2000) recognised that 
it would always be limited by its inability to account for the influence of behav-
ioural goals on fixation selection. The importance of behavioural goals and the 
profound effect they have upon where people look have been recognised since the 
earliest work on illusions and scene viewing. As we have seen, Judd (1905) came 
to the conclusion that the instructions given to participants had more of an effect 
on where people fixated than did the stimuli when they were viewing simple line 
illusions. Buswell (1935) extended this idea to complex scene viewing. He showed 
that fixation behaviour when viewing a photograph of the Tribune Tower in Chi-
cago with no instructions was very different from fixation behaviour by the same 
individual when asked to look for a face at one of the windows in the tower (Fig. 2). 
Yarbus (1967) later provided what has now become a classic demonstration of the 
profound effect task instructions have on viewing behaviour. A single individual 
viewed Repin’s They did not expect him seven times, each time with a different 
instruction prior to viewing. Fixation behaviour was markedly different each time, 
and the locations fixated corresponded to those that might be expected to provide 
information relevant to the task suggested by the instructions (Fig. 3). These dem-
onstrations provide a profound and important challenge for any model of fixation 
behaviour. Empirical evaluations of the explanatory power of low-level feature 
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salience during goal-directed looking tasks have shown that correlations between 
salience and selection are very low or absent when the observer is engaged in an 
explicit task such as search (Einhauser et al. 2008; Henderson et al. 2007; Under-
wood et al. 2006) or scene memorisation (Tatler et al. 2005). Where greater explan-
atory power has been found has been in cases where the task is not defined—the 
so-called free-viewing paradigm. In this task, participants are given no instructions 
other than to look at the images that they will be presented with. One motivation for 
employing this free-viewing paradigm is that it may be a way of isolating task-free 
visual processing, minimising the intrusion of higher-level task goals on fixation 
selection (Parkhurst et al. 2002). However, this paradigm is unlikely to produce 
task-free viewing in the manner hoped and is more likely to provide a situation 
where viewers select their own priorities for inspection (Tatler et al. 2005, 2011). It 
is also worth noting that even in such free-viewing situations, correlations between 
features and fixations are weak (Einhauser et al. 2008; Nyström and Holmqvist 
2008; Tatler and Kuhn 2007).

1.4  Limits of the Screen

State-of-the-art models of scene viewing are able to make predictions that account 
for an impressive fraction of the locations fixated by human observers (Ehinger 

Fig. 2  Left, eye movements of an individual viewing the Chicago Tribune Tower with no specific 
instructions. Right, eye movements of the same individual when instructed to look for a face at a 
window in the tower. (Adapted from Buswell 1935)

 



Fig. 3  Recordings of one participant viewing The Unexpected Visitor seven times, each with dif-
ferent instructions prior to viewing. Each record shows eye movements collected during a 3-min-
ute recording session. The instructions given were (a) Free examination. (b) Estimate the material 
circumstances of the family in the picture. (c) Give the ages of the people. (d) Surmise what the 
family had been doing before the arrival of the unexpected visitor. (e) Remember the clothes worn 
by the people. (f) Remember the position of the people and objects in the room. (g) Estimate how 
long the unexpected visitor had been away from the family. (Illustration adapted from Yarbus, 
1967, Figure 109, for Land and Tatler, 2009)

 



24 B. W. Tatler

et al. 2009). However, it is important to remember that the majority of evidence 
regarding the control of fixation selection in scene viewing comes from studies in 
which participants view static photographic (or photorealistic) images displayed on 
computer monitors. Static scenes are, of course, very different from real environ-
ments in many ways and it is important to ask the extent to which the principles 
of fixation selection identified in such studies generalise beyond the limits of the 
computer screen. There are at least four key aspects of static scene-viewing para-
digms that must be considered. First, scenes typically appear with a sudden onset, 
are viewed for a few seconds and then disappear again. Second, the viewed scene 
is wholly contained within the frame of the monitor. Third, static scenes necessarily 
lack the dynamics of real environments. Fourth, the tasks that we engage in when 
viewing images on screens are rather unlike those that we engage in in more natural 
contexts.

Viewing behaviour is very different in the first second or two following scene 
onset than it is later on in the viewing period (Buswell 1935; Fig. 4). Locations 
selected for fixation are more similar across observers soon after scene onset than 
they are after several seconds of viewing (Buswell 1935; Tatler et al. 2005). Early 
consistency across participants followed by later divergence in fixation selection 
could imply that early fixations are more strictly under the control of low-level 
salience (Carmi and Itti 2006; Parkhurst et al. 2002) or alternatively that higher-
level strategies for viewing are common soon after scene onset but later diverge 
(Tatler et al. 2005). Whatever the underlying reasons for these changes in viewing 
behaviour over time, the mere fact that viewing behaviour is very different soon 
after scene onset than it is later on raises concerns about the generalisability of 
findings from scene-viewing paradigms. It seems likely that the priorities for se-
lection are rather different in the first second or two of viewing than they are for 
subsequent fixations. Given that sudden whole-scene onsets are not a feature of 
real-world environments, it may be that the factors that underlie saccade-targeting 

Fig. 4  Left, eye movements of 40 subjects during the first second of viewing The Wave. Right, 
eye movements of 40 subjects during the final second of viewing The Wave. From Buswell (1935).
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decisions soon after scene onset do not reflect those that underlie natural saccade 
target selection. As such, this potentially limits the utility of models developed us-
ing these data.

When viewing scenes on a monitor, observers show a marked tendency to fix-
ate the centre of the scene more frequently than the periphery (e.g. Parkhurst et al. 
2002). Compositional biases arising from photographers’ tendencies to put objects 
of interest near the centre of the viewfinder mean that images typically used in static 
scene-viewing paradigms often have centrally weighted low-level feature distribu-
tions. However, the distribution of low-level features in scenes is not sufficient to 
explain this tendency to preferentially fixate the centre of scenes (Tatler 2007). 
When viewing scenes with feature distributions that are not centrally biased, the 
tendency to fixate the centre of the scene persists, and indeed the overall distribu-
tion of fixation locations is not shifted by the distribution of features across the 
scene (Fig. 5). Not only is this result challenging for low-level salience models 
but also it raises a more serious concern for screen-based experiments: that these 
central fixation tendencies exist irrespective of the content of the scenes shown to 
the observers. There are a number of reasons that this tendency to look at the screen 
centre may be adaptive—it provides an optimal view of the whole scene, a good 
starting point for scene exploration and a location where objects of interest are 
expected given previous experience of photographs—but the factors that underlie 
these decisions to look at the screen centre are not strictly visual. As such, attempt-
ing to model these selections on the basis of the targeted visual information may be 
rather misleading.

Of course, static scenes necessarily lack the dynamics of real environments, but 
one potential solution here is to use dynamic moving images to overcome this short-
coming. By passively recording a movie of a scene from a single static viewpoint 
(Dorr et al. 2010) or recording a head-centred view of an environment (Cristino and 
Baddeley 2009), it is possible to produce dynamic scenes that have less pronounced 

Fig. 5  The central fixation bias in fixation behaviour when viewing images on a computer moni-
tor. Fixation distributions ( bottom row) show a strong central tendency irrespective of the distribu-
tion of features in the images ( middle row). (Redrawn from Tatler 2007)
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compositional biases than static scenes and no sudden whole-scene onsets beyond 
that at the start of the movie. However, even for head-centred movies, Cristino and 
Baddeley (2009) found that viewing behaviour was dominated by scene structure, 
with fixations showing a spatial bias related to the perceived horizon in the scene.

Screen-based viewing paradigms—using either static or dynamic scenes—are 
also limited in the types of tasks that observers can engage in. In such situations, 
task manipulations typically involve responding to different instructions, such as to 
freely view, search or memorise scenes. However, these tasks lack a fundamental 
component of natural behaviour: interaction with the environment. In natural tasks, 
we typically employ gaze in a manner that is intricately linked to our motor actions 
(see Land and Tatler 2009). The lack of motor interaction with the scene in picture-
viewing paradigms may well have fundamental effects upon how gaze is deployed 
(Steinman 2003). Epelboim et al. (1995, 1997) showed that many aspects of gaze 
coordination change in the presence of action, including the extent to which gaze 
shifts involve head as well as eye movements, the extent to which the eyes con-
verge on the plane of action and the relationship between saccade amplitude and 
peak velocity. The limitation of using screen-based paradigms to study real-world 
behaviours was highlighted by Dicks et al. (2010) in a task that required goalkeep-
ers to respond to either a real person running to kick a football or a life-sized video 
of the same action. Furthermore, the nature of the response was varied such that 
the goalkeepers responded verbally, moved a lever or moved their body to indicate 
how they would intercept the ball’s flight. The locations fixated by the goalkeeper 
differed between real and video presentations and also with the type of response 
required. Importantly, viewing behaviour was different when observing a real per-
son and responding with a whole body movement than in any other condition. This 
highlights the importance of studying visual selection in a natural task setting and 
suggests that any removal of naturalism can result in fixation behaviour that is un-
like that produced in real behaviour.

2  Eye Guidance in Natural Tasks

From its evolutionary origins, a fundamental function of vision has been to provide 
information that allows the organism to effectively and appropriately carry out ac-
tions necessary for survival. Decisions about when and where to move the eyes in 
real-world situations are therefore likely to be intimately linked to the information 
demands of the current actions. Thus, it is appropriate to consider gaze not as an 
isolated system but as part of a broader network of vision, action and planning as 
we interact with the environment (Fig. 6). Thus, if we are to produce an ecologi-
cally valid account of the factors underlying fixation selection, we must consider 
whether models developed using laboratory-based paradigms can be extended to 
more natural settings.

To date, the computational models developed for scene-viewing paradigms have 
rarely been tested in the context of natural behaviour. One exception to this comes 
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from Rothkopf et al. (2007) who showed that in a virtual reality walking task, low-
level salience was unable to account for fixation selection. Instead, fixations were 
made to task-relevant objects and locations in the environment irrespective of their 
low-level visual salience. While more state-of-the-art models incorporating higher 
level factors (Ehinger et al. 2009; Kanan et al. 2009; Torralba et al. 2006) have yet 
to be tested in natural settings, the fundamental failure of the pure salience model in 
a naturalistic setting raises concerns about the utility of these types of model, which 
retain visual conspicuity as their core. An alternative, and necessary, approach is to 
consider what principles for fixation selection can be identified from studies of eye 
movements during natural tasks and use these to specify the aspects of behaviour 
that any model of fixation selection in natural tasks must be able to account for.

Eye movements have been studied in a wide variety of real-world activities from 
everyday domestic tasks to driving, to ball sports (see Land and Tatler 2009). Across 
all of these tasks, it is clear that where we look is intimately linked to our actions. 
This simple and universal finding itself clearly demonstrates the fundamental influ-
ence that the active task requirements place on guiding eye movement behaviour. 
The intricate link between our behavioural goals and the allocation of overt visual 
attention is highlighted by the fact that when engaged in a natural task, we rarely 
fixate objects that are not relevant to our overall behavioural goals (Hayhoe et al. 
2003; Land et al. 1999). In comparison, before beginning the task we are equally 
likely to fixate objects that will later be task relevant or irrelevant (Hayhoe et al. 
2003). But the influence of natural behaviour on viewing is not simply to impose 
a preference to look at objects relevant to the overall goals of the behaviour. What 
is clear is that the eyes are directed to the locations that are relevant to the task on 
a moment-to-moment basis. That is, at each moment in time we look at the loca-
tions that convey information that allows us to act upon the environment in order to 
complete our current motor acts (Ballard et al. 1992; Hayhoe et al. 2003; Land et al. 
1999; Land and Furneaux 1997; Patla and Vickers 1997; Pelz and Canosa 2001).

Fig. 6  Schematic illustration of interplay between gaze control, visual processing, motor action 
and schema planning in natural behaviour
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For example, when approaching a bend in the road, drivers fixate the tangent 
point of the bend, and this location provides key information required to compute 
the angle that the steering wheel should be turned (Land and Lee 1994). In table ten-
nis (Land and Furneaux 1997) and cricket, we look at the point where the ball will 
bounce (Land and McLeod 2000), and this point offers crucial information about 
the likely subsequent trajectory that the ball will follow. These findings illustrate 
that spatial selection is intimately linked to the current target of manipulation. Thus, 
in order to understand where people look, we must first understand the nature of the 
behaviour they are engaged in and the structure of the task. Of course, this means 
that spatial selection will be somewhat parochial to the particular task that a person 
is engaged in. The type of information that is required to keep a car on the road is 
likely to be very different from that required to make a cup of tea. As such, the type 
of information that governs spatial selection by the eye is likely to be very different 
in different tasks.

While spatial selection is, in some ways, parochial to the task, temporal alloca-
tion of gaze is strikingly similar across many real activities. For many activities, 
gaze tends to be directed to an informative location around 0.5–1 s before the cor-
responding action. In tea making, the eyes fixate an object on average 0.5–1 s before 
the hands make contact with the object. In music reading (Furneaux and Land 1999) 
and speaking aloud (Buswell 1920), the eyes are typically 0.5–1 s ahead of key 
presses and speech respectively. During locomotion, the eyes fixate locations about 
0.5–1 s ahead of the individual, and this is found when walking (Patla and Vickers 
2003), driving at normal speed (Land and Lee 1994) or driving at high speed (Land 
and Tatler 2001). The correspondence in eye-action latency across such different 
tasks suggests that this temporal allocation of gaze is not only under strict control 
but also under common control in many real-world activities. As such, any account 
of gaze allocation in natural tasks must be able to explain this temporal coupling 
between vision and action in which gaze is allocated in anticipation of the upcom-
ing action.

Of course, there are exceptions to the typical 0.5–1 s eye-action latency found 
in many natural tasks. In particular, in ball sports like cricket, squash and table 
tennis, there simply is not enough time to keep the eyes this far ahead of action. 
In these situations, anticipatory allocation of gaze is still seen albeit over rather 
different timescales to other tasks. In cricket (Land and McLeod 2000) and table 
tennis (Land and Furneaux 1997), gaze is directed to the point in space where the 
ball will bounce about 100 ms before the ball arrives. Similarly, in squash the eyes 
arrive at the front wall about 100 ms ahead of the ball (Hayhoe et al. 2011). If the 
ball bounces off a wall, gaze is allocated to a location that the ball will pass through 
shortly after it bounces off the wall with an average of 186 ms before the ball passes 
through this space (Hayhoe et al. 2011).

The examples described above illustrate that gaze is used to acquire information 
required for ongoing action and is allocated ahead of action. Correct spatiotemporal 
allocation of gaze is central to successful task performance in many situations. For 
example, in cricket both a skilled and an unskilled batsman were found to look at 
the same locations (the release of the ball and the bounce point), but the skilled 
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batsman looked at the bounce point about 100 ms before the ball arrived, whereas 
the unskilled batsman fixated this location at or slightly after the ball arrived at the 
bounce point (Land and McLeod 2000). Given the importance of appropriate spa-
tiotemporal allocation of gaze in natural behaviours, what internal processes might 
underlie this visuomotor co-ordination in space and time? Anticipatory allocation of 
gaze ahead of ongoing action could be achieved if we allocate gaze on the basis of 
internal predictive models (Hayhoe et al. 2011; Land and Tatler 2009). The idea that 
the brain constructs internal predictive models of external events has been around 
for some time (e.g. Miall and Wolpert 1996; Wolpert et al. 1995; Zago et al. 2009). 
An elegant example of the importance of both feedback and prediction in visuomo-
tor control was provided by Mehta and Schaal (2002). When balancing a 1-m pole 
on a table tennis bat, visual feedback alone was inadequate: If the tip of the pole was 
touched, disturbing the pole, the delay between visual sampling of this event and an 
appropriate motor response was slower (220 ms) than the maximum possible delay 
for normal balancing (160 ms). This suggests that to balance the pole effectively, 
visual feedback was too slow, and so task performance must be reliant on internal 
prediction. The use of forward models in this behaviour was underlined by the find-
ing that participants were able to continue to balance the pole even when vision was 
removed for periods of up to 500–600 ms. Mehta and Schaal (2002) explained this 
behaviour as involving a Kalman filter where raw sensory feedback is compared 
to a copy of the motor command to the muscles in order to provide an optimised 
prediction of the consequences of action (Fig. 7). Such a scheme has the advantage 
of being able to use prediction alone in the absence of visual feedback and, thus, can 
tolerate brief interruptions to sensory feedback.

However, the scheme illustrated in Fig. 7 is unlikely to be sufficient for more 
complex tasks like the ball sports and everyday activities discussed earlier. In these 
situations, gaze acquires information about the future state of the world by looking 
at locations where action is about to occur: Objects are fixated 0.5–1 s before they 
are manipulated; the space where an object will be set down is fixated about half a 
second before the object is placed there; the spot where a ball will soon pass through 
is fixated 100–200 ms before the ball arrives. These anticipatory allocations of gaze 
certainly involve internal predictive models, but these models are not predictors in 
the sense described in Fig. 7. Rather, these models are mechanisms for providing 

Fig. 7  Action control using feedforward and feedback loops. (From Land and Tatler 2009)
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feedforward input to the motor controllers, which manage the relationship between 
the desired goal and the motor commands required to achieve that goal. The model 
illustrated in Fig. 8 depicts a situation that is suitable for understanding complex 
skilled behaviour. The inclusion of an inverse controller provides a mechanism for 
learning by transforming the desired sensory consequences of an action back into 
the motor commands that will produce those consequences. The mismatch between 
the desired and actual sensory consequences of the actions produced by the in-
verse controller provides the signal with which the controller can be improved. 
This model places learning at the heart of visuomotor co-ordination. Initially, for 
a novel visuomotor task, this system should operate essentially by trial and error, 
using feedback to improve performance. But after sufficient training, the controller 
can operate in an open-loop manner using the desired result as its input. Evidence in 
support of this scheme was provided by Sailer et al. (2005) who studied eye–hand 
co-ordination while learning a novel visuomotor task in which a manual control 
device was manipulated in order to move a cursor to targets on a computer moni-
tor. Initially, the eyes lagged the movements of the cursor. In this phase, gaze was 
presumably deployed to provide feedback about the consequences of motor acts. 
However, after sufficient training, participants were able to perform the task well 
and gaze was deployed ahead of action, with the eyes leading the movements of the 
cursor by an average of about 0.4 s.

Not only can the scheme illustrated in Fig. 8 be used to explain visuomotor skill 
acquisition, but also it can provide a framework for online refinement of the internal 
models in the light of incoming sensory evidence. In cricket, a general model of 
how the ball will behave at the bounce point can be built up over years of experi-
ence, but the general model must be flexible enough to be adapted to the current 
pitch conditions for any given innings. The defensive play that batsmen typically 

Fig. 8  Control of action using an inverse controller to refine task performance, together with a 
predictor in the feedback loop that provides delay-free feedback. (Modified from the “motor con-
trol system based on engineering principles” of Frith et al. 2000 for Land and Tatler 2009)
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engage in at the start of their innings presumably reflects this refinement of the 
general model based on sensory input for the current conditions (Land and McLeod 
2000). Similar online adaptations of internal models based on current experience 
have been found when unexpected changes are made during ongoing behaviour.

Hayhoe et al. (2005) provide a nice example of how we are able to adapt our 
internal forward models to an unexpected change in the environment. Three people 
stood in a triangular formation and threw a tennis ball to each other. Like cricket, 
when receiving a ball, participants first fixated the release point of the ball before 
making an anticipatory saccade to the predicted bounce point, and then tracked the 
ball after its bounce. However, after several throws, one of the participants surrepti-
tiously switched the tennis ball for a bouncier ball. When this happened, the usual 
oculomotor tracking of the ball broke down on the first trial with the new ball; 
instead, participants reverted to making a series of saccades. However, the flex-
ibility of the internal predictors was demonstrated first by the fact that participants 
still caught this unexpected ball, and second by the adaptation in behaviour that 
followed over the next few trials with the new ball. Over the next six trials, arrival 
time at the bounce point advanced such that by the sixth throw with the new ball 
the participant was arriving at the bounce point some 100 ms earlier than on the 
first trial. Furthermore, the pursuit behaviour was rapidly reinstated, with pursuit 
accuracy for the new, bouncier ball about as good as it had been for the tennis ball 
by the third throw of the new ball. Thus, not only do the results demonstrate a reli-
ance on forward models for task performance and the allocation of gaze, but they 
also demonstrate that these models can rapidly adapt to change in the environment.

When observers walk toward other people who they have encountered previ-
ously and who may attempt to collide with them, Jovancevic-Misic and Hayhoe 
(2009) showed that observers can use prior experience of these individuals to al-
locate gaze on the basis of the predicted threat the individual poses. Those people 
who the observers predicted were likely to collide with them were be looked at for 
longer than those who observers predicted were unlikely to collide with them, based 
on previous encounters. Moreover, if after several encounters, the behaviour of the 
oncoming individuals changed such that those who were previously of low collision 
threat were now trying to collide with the observer and vice versa, gaze allocation 
rapidly adapted to these changed roles over the next couple of encounters.

The model of visuomotor co-ordination outlined in Fig. 8 provides a framework 
for understanding spatiotemporal allocation of gaze for the actions required to serve 
ongoing behavioural goals. This model can be used to explain how gaze is allo-
cated ahead of action in skilled behaviour and places emphasis on the importance of 
learning and online refinement of internal models. Learning in the proposed inverse 
controller can be achieved via simple reinforcement. Reward mechanisms therefore 
may play a crucial role not only in the development of these internal models but 
also in the moment-to-moment allocation of gaze. In support of this possibility, the 
eye movement circuitry is sensitive to reward (Montague and Hyman 2004; Schultz 
2000) and, therefore, reward-based learning of gaze allocation is neurally plausible. 
Sprague and colleagues (e.g. Sprague et al., 2007) have begun to develop reward-
based models of gaze behaviour in complex tasks. In a walking task that involves 
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three concurrent sub-goals (avoid obstacles, collect “litter” and stay on the path), 
some reward value can be assigned to each sub-task. Gathering information for a 
sub-task is therefore rewarded. In this model, attention can only be allocated to 
one sub-task at a time, and uncertainty about non-attended sub-tasks increases over 
time. As uncertainty increases, so does the amount of information (i.e. the reduction 
in uncertainty) that will be gained by attending to that sub-task. The model allocates 
attention over time on the basis of the expected reward associated with attending to 
each sub-task and reducing uncertainty about that sub-task (Sprague et al. 2007). 
This model offers a proof of principle that gaze allocation in natural tasks can be 
explained using reward-based models.

Reward-based explanations of sensorimotor behaviour are emerging across a 
variety of experimental settings (e.g. Tassinari et al. 2006; Trommershäuser et al. 
2008). Hand movements are optimised to maximise externally defined reward (e.g. 
Seydell et al. 2008; Trommershäuser et al. 2003). Saccadic eye movements show 
similar sensitivity to external monetary reward (Stritzke et al. 2009) and are con-
sistent with an ideal Bayesian observer that incorporates stimulus detectability and 
reward (Navalpakkam and Itti 2010). It seems likely therefore that reward-based 
underpinnings to saccadic decisions may become increasingly important to our 
understanding of eye movements in laboratory and real environments. Moreover, 
reward-based models of fixation selection provide a promising new direction for 
research and language for describing the priority maps that are likely to underlie 
decisions about when and where to move the eyes.
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1  Introduction

It is well known that conscious perception is severely capacity limited: At any mo-
ment in time, only a few objects can be consciously perceived. Attention is needed 
to select items from cluttered visual scenes for further in-depth processing. In the 
past, much effort has been devoted to identify the factors that guide attention and 
determine which item will be selected first.

The currently dominant view is that attention can be guided by two indepen-
dent attentional systems: First, a stimulus-driven system guides attention to the most 
salient locations in the visual field, such as suddenly appearing items (‘onsets’; 
e.g. Yantis 2000), or items with a high-feature contrast (e.g. Theeuwes 1994, 2010; 
Wolfe 1994). Importantly, attention is allocated to these items in a purely stimulus-
driven fashion, that is, without or even against the goals and intentions of the ob-
servers to perform a certain task (e.g. Yantis 1993). A second attentional system is 
goal-dependent and guides attention to items that match the observer’s goals and in-
tentions to find a sought-after item (e.g. Folk et al. 1992; Wolfe 1994). For instance, 
when we search for a red item, such as a woman with a red skirt, attention can be 
involuntarily captured by other red items. Importantly, capture by target-similar 
items is usually much stronger than capture by salient irrelevant items that do not 
match our top-down settings (e.g. Folk and Remington 1998). This similarity effect 
(defined as stronger capture by target-similar than target-dissimilar distractors) has 
been found in numerous studies with the visual search paradigm and has usually 
been taken to show that top-down tuning to specific feature values can override ef-
fects of bottom-up saliency (e.g. Ansorge and Heumann 2003; Becker et al. 2009; 
Eimer et al. 2009; Folk and Remington 1998; Ludwig and Gilchrist 2002).

Most models of attentional guidance assume that attention is tuned to particular 
feature values. For example, in the colour dimension, attention can be biased to 
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select either red, green, yellow or blue items; in the orientation dimension, attention 
can be biased for horizontal, vertical or differently tilted orientations and in the size 
dimension, attention can be biased to select items of different sizes (e.g. Treisman 
and Gelade 1980; Treisman and Sato 1990; Wolfe 1998; Wolfe and Horowitz 2004).

Multiple different mechanisms have been proposed to describe feature-based 
tuning of attention. For instance, feature similarity views assume that attention is 
tuned to the target feature value (e.g. Martinez-Trujillo and Treue 2004). According 
to the attentional engagement theory, attention can be additionally biased against se-
lecting the feature value of the nontarget(s) (‘nontarget inhibition’; see; e.g.  Duncan 
and Humphreys 1989). Although accounts of top-down selection differ with respect 
to the feature value that will be prioritized in a given instance, they uniformly as-
sume that top-down selection is achieved by activating or inhibiting specific feature 
maps (e.g. red, green; Duncan and Humphreys 1989; Folk and Remington 1998; 
Koch and Ullman 1985; Maunsell and Treue 2006; Navalpakkam and Itti 2007; 
Treisman and Gelade 1980; Treisman and Sato 1990; Wolfe 1994). Feature maps 
are populations of sensory neurons that are topographically organized and respond 
to specific feature values (‘feature detectors’). Most theories assume that visual 
selection is achieved by modulating the response gain of feature-specific neurons, 
increasing the response gain of feature detectors responding to the target feature, 
and/or decreasing the response gain of feature detectors responding to the nontarget 
features (e.g. Koch and Ullman 1985; Maunsell and Treue 2006;  Navalpakkam and 
Itti 2007; Spitzer et al. 1988).

Contrary to these feature-based theories, it has recently been proposed that atten-
tion is guided by target–nontarget relationships, that is, information that specifies 
how the target differs from irrelevant items (Becker 2010). According to this new 
relational view, the target and irrelevant context are not evaluated separately—with 
activation applied to the target feature and inhibition to the nontarget feature. Instead, 
the feature relationship between the target and context is evaluated and attention is 
guided towards items sharing the target–context relation (e.g. redder). For example, 
when searching for the orange shirt of a goalkeeper, it would depend on the context 
how attention is top-down tuned: When the goalkeeper is embedded in a team wear-
ing all yellow shirts, as in the left panel of Fig. 1, attention would be tuned towards 
all redder items. By contrast, if the goalkeeper is surrounded by a team wearing all 
red shirts, attention would be tuned to all yellower items (see right panel of Fig. 1).

1.1  Is There a Similarity Effect?

The relational theory is overall quite similar to the classical feature-based views, but 
the two theories make different predictions with regard to stimuli that can capture 
our attention. For example, if observers have to search for an orange target, and at-
tention is top-down tuned to the target feature value, then only orange items should 
capture attention. Items of different colours should capture to the degree that they 
are similar to orange (feature similarity view; e.g. Folk and Remington 1998). By 
contrast, the relational account predicts that attention should be tuned to target–
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nontarget relationships. Thus, if the orange target is redder than the nontargets (e.g. 
yellow), attention should be tuned to all redder items. A consequence of tuning to 
redder is that items that are redder than the target itself should be able to attract at-
tention. This holds because a relational top-down setting specifies only the direction 
in which an item differs from the context, and does not contain information about 
the exact feature values of the target or the context. Hence, the item with the most 
extreme feature in the specified direction (e.g. reddest item) should always capture 
attention most strongly (e.g. Becker 2008, 2010).

Studies testing the relational account against the feature similarity account con-
firmed the predictions of the relational account (e.g. Becker 2010; Becker et al. 
2010): When observers had to search for an orange target among irrelevant yellow 
nontargets, a red distractor captured attention more strongly than an orange distrac-
tor—despite the fact that the red distractor was more dissimilar from the target. 
When the orange target was embedded among red irrelevant nontargets, a yellow 
distractor captured more strongly than a target-similar orange distractor, consistent 
with a top-down setting for yellower (e.g. Becker et al. 2010). Across all conditions, 
the colour contrasts of all stimuli were controlled, so that stronger capture by the red 
or yellow distractors could not be explained by bottom-up factors such as feature 
contrast or visual saliency (Becker et al. 2010; Becker and Horstmann 2011).

These results were diametrically opposite to the often-reported similarity effect, 
that items can only attract attention when they are similar to the sought-after target 
feature (e.g. Folk and Remington 1998), and demonstrated, for the first time, that a 
target-dissimilar distractor can capture attention more strongly than a target-similar 
distractor. This is an important finding, as the similarity effect can be regarded as 
the most direct evidence for feature-based theories of top-down guidance. Although 
these first results ruled out similarity theories of attentional guidance, they are still 
consistent with a less well-known group of feature-based theories, viz., optimal 
tuning accounts.

Fig. 1  Example of searching for orange in different contexts: According to the relational account, 
colours are encoded relative to the context, and visual selection is biased to the relative attribute 
that distinguishes the target from the context. Hence, when searching for the orange-shirted goal-
keeper, visual selection would be biased to redder when the goalkeeper is among a team clad in 
yellow (left), whereas attention would be biased to yellower, or the yellowest item when the goal-
keeper is among red-shirted players (right).
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2  The Relational Account Versus Optimal Tuning Accounts

More capture by target-dissimilar distractors may still be consistent with feature-
based accounts, when we assume that attention can be top-tuned tuned towards a 
different feature value than the target feature value (e.g. tuning to red in search for 
orange). Optimal tuning accounts assume that attention is always tuned towards the 
feature value that optimally distinguishes the target from the nontarget features, and 
would allow for such a shift in top-down tuning. Especially when the feature value 
distributions for the target and nontarget features overlap to a large extent, tuning 
attention to a more extreme feature that is shifted away from the nontarget features 
can enhance the signal-to-noise ratio and provide a more optimal setting than tuning 
to the target feature itself (e.g. Lee et al. 1999; Navalpakkam and Itti 2007; Scolari 
and Serences 2010). With this, optimal tuning accounts could provide an alternative 
explanation for the finding that a red distractor captured more than a target-similar 
orange distractor, simply by assuming that attention was tuned more towards red 
than orange.

The optimal tuning account and the relational account both predict that a distrac-
tor with an ‘exaggerated’ target colour (i.e. a colour shifted away from the nontar-
get colour) should capture more strongly than a target-similar distractor. However, 
optimal tuning accounts assume that a distractor with the nontarget colour could 
not capture attention, because attention has to be biased away from the nontarget 
feature (to provide a better signal-to-noise ratio). By contrast, the relational account 
would allow capture by a nontarget colour (provided that the set-up allows this co-
lour to differ from all other colours and to be the most extreme in the target-defining 
direction). This holds because visual selection of the target is thought to depend 
only on its relationship to other items, not a specific feature value, so any item with 
the same relationship(s) as the target should capture.

In the visual search paradigm, the target and distractors are always presented 
in the same display and hence it is impossible to create targets and distractors that 
have different feature values and yet both have the most extreme feature value (e.g. 
reddest item in the display). To critically test whether a nontarget-coloured distrac-
tor can capture attention, it is necessary to present the distractors (‘cues’) prior to 
the target in a separate cueing display, so that the distractor (cue) features can be 
manipulated independently of the target and nontarget features. In a recent study 
(Becker et al. 2013), observers were asked to search for an orange target among 
three yellow-orange nontargets (target redder condition), and to ignore differently 
coloured cues that were briefly flashed (100 ms) prior to the target display. The 
cueing displays consisted of four cues, three of which constituted the context for 
the differently coloured singleton cue. In one condition, the singleton cue had the 
same colour as the nontargets (yellow-orange), and the other three cues were yel-
low, rendering the singleton cue redder than the cue context (same relative colour as 
the target). The results showed that the yellow-orange cue with the nontarget colour 
captured attention (Becker et al. 2013), as reflected in faster response times when 
it was presented at the target location (valid cue) than when it was presented at a 
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nontarget location (invalid cue; e.g. Posner 1980). These results demonstrate that, 
contrary to the optimal tuning account, a distractor with the nontarget colour can 
still capture attention, provided that the cue–context relations match the relationship 
between the target and the nontargets.

The study of Becker et al. (2013) included multiple control conditions to ensure 
that capture by a nontarget-coloured cue is not due to bottom-up factors (e.g. the 
specific colours used in one condition). In one experimental block, the target and 
nontarget colours were also reversed, so that observers now had to search for a 
yellow-orange target among orange nontargets (target yellower condition). In this 
condition, the yellow-orange cue (among yellow-other cues) failed to capture atten-
tion—despite the fact that it had the same colour as the target. This outcome was 
predicted by the relational theory: As the task required tuning to a yellower target, a 
target-similar cue should not capture if it is itself redder than the cue context. These 
findings strongly support the relational account that capture is largely independent 
of the absolute feature values of target and nontargets, and instead depends on the 
relationships of target and distractor.

Taken together, the current evidence invalidates the prevalent doctrine that cap-
ture necessarily depends on similarity to the target feature (i.e. ‘similarity effect’; 
e.g. Folk and Remington 1998; Becker et al. 2008), or similarity to the exagger-
ated target feature (i.e. ‘optimal feature’; e.g., Lee et al., 1999, Scolari & Serences, 
2010) and suggests that capture is instead determined by feature relationships. Pre-
vious studies did not vary the similarity of distractors independently of their relative 
features: Hence, it is possible that the often-reported similarity effect in previous 
studies was due to the distractor matching the relative, not absolute, colour of the 
target. In fact, one of the strengths of the relational theory is that it seems consistent 
with all results that were previously interpreted in support of a feature-specific top-
down setting (cf. Becker 2010).

3  Can Guidance by Relationships Be Explained 
by Feature-Based Theories of Attention?

Is guidance of attention by feature relationships really inconsistent with common 
feature-based accounts of attention, or can feature based-accounts somehow account 
for top-down tuning to relative features? This question is unfortunately not easy to 
answer, as the top-down tuning component as well as the feature maps, ‘channels’ 
or ‘filters’ are not clearly specified in the mainstream models of visual attention 
(e.g. Mozer and Baldwin 2008). The view most commonly found in the literature 
seems to be that attention is guided by separate, disconnected feature maps that ba-
sically act like feature detectors and signal the location of items with particular fea-
ture values (e.g. Itti and Koch 2000; Koch and Ullman 1985; Treisman and Gelade 
1980; Treisman and Sato 1990; Wolfe 1994). With this, feature map theories do not 
seem to be able to account for guidance by feature relationships, as it is impossible 
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to specify feature relationships within feature maps. For example, an orange feature 
detector cannot signal whether the item in its receptive field is redder or yellower 
than other items in the context. To obtain information about feature relationships, 
we would need additional feature detectors that signal, for example, the presence of 
red and yellow items. Then, feature relations could be computed by another layer 
of neurons (i.e. ‘comparator maps’) that receive input from the orange, yellow and 
red feature detectors. However, to account for guidance by feature relationships, at-
tention would have to be guided by comparator maps—not feature maps or feature 
detectors, as is proposed by current feature-based models of visual attention.

Adding another layer of neurons to feature map models may also not seem the 
most parsimonious way to account for guidance by feature relationships. In fact, 
one rather problematic aspect of feature-based theories is that they have to propose 
a feature map or population of feature-specific neurons for each feature that can be 
top-down selected. As noted by Maunsell and Treue (2006), the number of neurons 
required by feature map theories may very well exceed the number of neurons in 
the brain that are actually involved in the guidance of attention. Adding comparator 
maps to the already proposed feature maps would aggravate this problem and hence 
does not seem advisable.

An alternative solution would be to propose a small number of categorical chan-
nels that respond to an entire range of feature values (e.g., all colour values from 
yellow to red), with a red detector responding maximally to red (e.g., Wolfe, 1994). 
Such broadly tuned feature detectors could indeed explain many relational effects 
(e.g., Becker, 2010). However, such an account could not explain our ability to 
select intermediate colours (e.g., orange among red and yellow). If the account is 
equipped with an extra channel to explain fine-grained selectivity (e.g., an extra 
orange channel), it loses the ability to explain relational effects such as capture by 
nontarget-coloured items.

In sum, the only practical and parsimonious approach seems to be to abandon the 
idea of separate feature detectors, and to ponder the idea that sensory neurons can 
directly encode the direction in which features differ from one another, and that this 
information can be used to direct attention towards items that have the same feature 
relationship(s) (e.g. Becker 2010; Becker et al. 2013). In the following, it will be 
argued that the current neurophysiological evidence also supports the possibility of 
‘relational feature detectors’.

4  Are Sensory Neurons Feature Detectors or Relational?

The idea that attention is guided by independently working feature maps or feature 
detectors has dominated the theoretical landscape for a long time, and the reason 
that the concept has been so very successful is probably because feature detectors 
seem to have the most basic response characteristics, and we can easily imagine 
how they work (e.g. Nakayama and Martini 2011). However, the idea that atten-
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tion is guided by feature detectors is not strongly supported by neurobiological 
evidence. For feature detectors or ‘channels’ to be operating independently of one 
another, it appears that different colours, for example, must be encoded by en-
tirely different populations of neurons. Contrary to this claim, neurophysiological 
studies have found many neurons in the visual cortex of the monkey that respond 
to two colours, in the fashion of an opponent-colour mechanism (e.g. Hubel and 
Wiesel 1967; De Valois et al. 2000; Gouras 1974). For example, some opponent-
colour cells increase their firing rate in response to input from L-cones (e.g. red) 
but significantly decrease their firing rate in response to input from M-cones (e.g. 
green). These neurons cannot be regarded as feature detectors, because they do not 
respond to a specific colour. Opponent cells also often show different responses 
depending on whether they receive input from the same cone in the centre or in 
the surround of their receptive fields (RFs). L–M opponent-colour cells, for ex-
ample, fire in response to an L-cone increment in the centre but also to an M-cone 
decrement in the surround of the RF (e.g. Conway 2001; De Valois et al. 2000). 
These cells and their counterparts (e.g. M–L cells) are predominantly found in the 
lateral geniculate nucleus (LGN) and could be regarded as ‘purely relational cells’, 
because they signal that the centre of the receptive field is occupied by something 
‘redder’ than the surround—without specifying whether the centre contains red or 
whether the surround contains green. Also at later cortical stages, there are still 
‘relational neurons’ that relate inputs from different cone types to one another, in 
line with the hypothesis that neurons can signal feature relationships (e.g. Conway 
2001; De Valois et al. 2000).

Admittedly, it is at present unclear what proportions of colour-sensitive neurons 
should be classified as relational cells vs. feature detectors, and whether and to 
what extent these different classes of neurons are involved in the guidance of at-
tention. Of note, studies investigating the neurophysiological underpinnings of at-
tention also cannot distinguish between a relational and feature-specific account of 
guidance: Several studies reported that the response gain of some feature-specific 
neurons increased in expectation of the target (e.g. Martinez-Trujillo and Treue 
2004; Motter 1994). However, none of the studies systematically varied the target–
background relations and/or the distractor-background relations (e.g. Atiani et al. 
2009; David et al. 2008; Kastner et al. 1999; Luck et al. 1997; Motter 1994; Scolari 
and Serences 2010; Spitzer et al. 1988). Hence, the available neurophysiological 
evidence which has always been interpreted in support of a feature-based account 
also seems consistent with a relational account.

In sum, the current state of evidence does not seem to provide good reasons to 
claim that relational neurons could not exist or that they could not guide attention. 
Naturally, the existence of neurons signalling feature relationships also does not 
preclude that feature detectors exist or that they can guide attention as well (e.g. 
Conway and Tsao 2009). However, at least in the monkey, early processing of co-
lour (e.g. in the LGN) seems to initially rely mostly on L–M type of cells that are 
context dependent (e.g. De Valois et al. 2000). All information that can be used at 
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later, cortical stages has therefore to be extracted from relational, context-dependent 
information.

It seems possible that colour processing initially proceeds relational and be-
comes feature specific only at later stages of visual processing. This is also in line 
with the observation that colour perception shows both relational and absolute 
characteristics. Relational or context-dependent characteristics are reflected in the 
fact that the visual system remains susceptible to different surrounding colours, so 
that, for example, a grey patch can look slightly green when surrounded by a large 
green area (‘simultaneous colour contrast’; e.g. Conway et al. 2002). Absolute 
characteristics are, for instance, reflected in our ability to categorize colours, and 
to recognize a specific colour in many different lighting conditions (‘colour con-
stancy’). Given that all colour processing has to be based on the initially relational 
information, it is an interesting question to what extent colour perception may still 
be relational at very late stages of visual processing. In fact, Foster (2003) argued 
that there is insufficient evidence for colour constancy, as colour constancy could 
itself be relational.

5  Can the Relational Theory Explain Feature-Specific Tuning?

Above, it was argued that the current neurophysiological evidence does not appear 
to support a feature detector account more strongly than a relational account of at-
tention. In addition, it could be asked whether there is any more direct evidence that 
a relational theory can account for tuning to specific feature values. A first problem 
with this question is that it is not entirely clear what would qualify as an instance for 
‘clearly feature-specific tuning’.

As outlined above, the perhaps most compelling evidence for feature-specific 
tuning was the similarity effect, that is, the finding that target-similar distractors 
capture attention most strongly. This finding has been called into question by find-
ings demonstrating that target-dissimilar distractors can capture as well, provided 
that relative attributes as the target (e.g. Becker et al. 2013, in press). Another 
finding that can be interpreted as evidence for feature-specific tuning is our abil-
ity to select items that have intermediate feature values, that is, features that are 
directly sandwiched between more extreme features. For example, visual search 
studies have shown that attention can be tuned to a medium-sized target when half 
of the nontargets are larger and half are smaller than the target (e.g. Hodsoll and 
Humphreys 2005). Similarly, we can also select an orange item when half of the 
nontargets are red and the other half is yellow (e.g. Bauer et al. 1995; Navalpak-
kam and Itti 2006). In these examples, the target feature does not differ in a single 
direction from the nontarget features; rather, as half of the nontargets is smaller 
(or redder) than the target and the other half is larger (or non-redder), the target 
differs in two opposing directions from the nontargets (‘non-linearly separable’; 
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e.g. Bauer et al. 1995). Previous studies show that search efficiency is decreased 
for such intermediate features; however, search is not random, indicating that 
attention can still be top-down guided to intermediate features (Bauer et al. 1995; 
Hodsoll and Humphreys 2005; Navalpakkam and Itti 2006).

To explain these results from a relational perspective, it has to be assumed that 
attention can be biased to two opposing relationships simultaneously, to select the 
item that is ‘neither the reddest nor the yellowest item’ in the display. Such a two-
fold relational setting would result in an attentional bias for items intermediate be-
tween two more extreme feature values (i.e. reddest and yellowest) and, thus, would 
mimic a feature-specific setting. However, deviating from a feature-specific ac-
count, selection of the intermediate item should still strongly depend on the context; 
that is, in search for an orange target among red and yellow nontargets, an orange 
distractor should only capture attention when it is similarly embedded in a context 
containing both redder and yellower items. Orange distractors should, however, fail 
to capture when they are either the reddest or the yellowest items in their context(s).

This hypothesis was tested in a spatial cueing study, where observers had to 
search for an orange target among two red and two yellow nontargets (Becker et al. 
2013). Prior to the target frame, a cueing frame was presented that contained five 
cues, four of which constituted the cue context. Capture was tested by a cue that 
could have either the same colour as the target (orange) or a different colour (yellow-
orange). Critically, the context cues were coloured such that the uniquely coloured 
singleton cue sometimes had an intermediate colour relative to the cue context and 
sometimes an extreme colour (e.g. orange the reddest colour in the cueing display). 
The results showed that an orange cue captured attention only when it was embed-
ded among redder and yellower cues, but not when the cue context rendered it the 
reddest cue. In addition, a target-dissimilar yellow-orange cue captured attention 
to the same extent as the target-similar (orange) cue when it was embedded among 
redder and yellower cues, but failed to capture when it was the yellowest cue in the 
cueing display (Becker et al. 2013).

These results indicate that attention was not top-down tuned to the exact fea-
ture value of the target (orange). Rather, capture depended on whether the context 
rendered the singleton cue colour intermediate between more extreme colours, in-
dicating that attention had been tuned simultaneously towards the target feature 
and the features of the context. This finding has two important implications: First, 
it indicates that the target and nontarget colours (red, yellow and orange) were not 
processed independently and separately of each other—contrary to the major claims 
of current feature-based theories, that visual selection is achieved by a number of 
independent feature detectors (e.g. Treisman and Sato 1990; Wolfe 1994). Second, 
and even more importantly, the results demonstrate that information from different 
target–nontarget relations (redder/yellower) can be used to bias attention to inter-
mediate features. With this, a relational top-down setting can mimic the effects of a 
feature-specific top-down setting, as it allows selection of a range of intermediate 
feature values that are bounded by more extreme features. In fact, it is possible that 
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evidence previously interpreted in favour of feature-specific tuning was really due 
to relational tuning. Of note, the target and nontarget features were always held 
constant in previous studies (e.g. Bauer et al. 1995; Hodsoll and Humphreys 2005; 
Navalpakkam and Itti 2006). Hence, it is possible that observers did not apply a 
feature-specific setting, but used information provided by the nontarget context to 
tune attention to the target in a relational manner.

That said, it should also be noted that the most recent studies showed that we are 
also able to tune attention to a specific target size or target colour, when the nontar-
gets varied randomly and tuning attention to relative features could not help localis-
ing the target (Becker et al., in press; Harris et al., 2013). Interestingly, performance 
was poorer in this feature-specific search mode than when observers engaged in 
relational search (Becker et al., in press). Taken together, there is evidence that at-
tention can be tuned to the target attributes in a context-dependent manner, as well 
as to specific features in a context-independent manner. The challenge for future 
research will be to find out how the two search modes can be explained in a unified 
theory of attention, and what their respective neural substrates are.

6  Conclusion

The present chapter introduced a new relational account of attention and argued that 
it can provide an alternative to current feature-based theories of attention. Among 
the findings in favour of the relational account were results showing that feature 
relationships account for (1) capture by irrelevant distractors and (2) selection of a 
target with an intermediate feature, among heterogeneous nontargets. Some of the 
findings in favour of the relational account were clearly inconsistent with feature-
specific views of guidance, amongst them the finding that a nontarget-coloured 
distractor can capture attention. Moreover, it has been argued that the current neu-
rophysiological evidence also does not unequivocally support the feature detector 
concept. From a theoretical stance, top-down tuning to feature relationships seems 
to be able to account for the majority of findings that were previously interpreted 
as evidence for feature-specific tuning of attention, including neurophysiological 
evidence (but see Becker et al., in press; Harris et al., 2013). Whether a relational 
account can eventually explain all the instances of feature-specific guidance of at-
tention, and may eventually replace feature-based accounts of attention remains to 
be determined by future research. What is clear from the present review is that the 
features in the context play an important role in top-down tuning of attention. Thus, 
studies focussing on attention shifts to single stimuli in isolation are unlikely to 
provide the insights necessary to advance current theories of visual search.
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1 Introduction

Communication between humans and computers is considered to be a two-way 
communication between two powerful processors over a narrow bandwidth (Jacob 
and Karn 2003). Most interfaces today utilize more bandwidth with computer-to-
user communication than vice versa, leading to a decidedly one-sided use of the 
available bandwidth (Jacob and Karn 2003). An additional communication mode 
will invariably provide for an improved interface (Jacob 1993) and new input de-
vices which capture data from the user both conveniently and at a high speed are 
well suited to provide more balance in the bandwidth disparity (Jacob and Karn 
2003). In order to better utilize the bandwidth between human and computer, more 
natural communication which concentrates on parallel rather than sequential com-
munication is required (Jacob 1993). The eye tracker is one possibility which meets 
the criteria for such an input device. Eye trackers have steadily become more robust, 
reliable and cheaper and, therefore, present themselves as a suitable tool for this 
use (Jacob and Karn 2003). However, much research is still needed to determine 
the most convenient and suitable means of interaction before the eye tracker can be 
fully incorporated as a meaningful input device (Jacob and Karn 2003).

Furthermore, the user interface is the conduit between the user and the computer 
and as such plays a vital role in the success or failure of an application. Modern-day 
interfaces are entirely graphical and require users to visually acquire and manually 
manipulate objects on screen (Hatfield and Jenkins 1997) and the current trend of 
Windows, Icons, Menu and Pointer (WIMP) interfaces have been around since the 
1970s (Van Dam 2001). These graphical user interfaces may pose difficulties to us-
ers with disabilities and it has become essential that viable alternatives to mouse and 
keyboard input should be found (Hatfield and Jenkins 1997). Specially designed 
applications which take users with disabilities into consideration are available but 
these do not necessarily compare with the more popular applications. Disabled users 
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should be accommodated in the same software applications as any other computer 
user, which will naturally necessitate new input devices (Istance et al. 1996) or the 
redevelopment of the user interface. Eye movement is well suited to these needs as 
the majority of motor-impaired individuals still retain oculomotor abilities (Istance 
et al. 1996). However, in order to disambiguate user intention and interaction, eye 
movement may have to be combined with another means of interaction such as 
speech. This study aims to investigate various ways to provide alternative means of 
input which could facilitate use of a mainstream product by disabled users. These 
alternative means should also enhance the user experience for novice, intermedi-
ate, and expert users. The technologies chosen to improve the usability of the word 
processor are speech recognition and eye tracking. The goal of this study is, there-
fore, to determine whether the combination of eye gaze and speech can effectively 
be used as an interaction technique to replace the use of the traditional mouse and 
keyboard within the context of a mainstream word processor. This will entail the 
development of a multimodal interface which will allow pointing-and-clicking, text 
entry, and document formatting capabilities.

The many definitions for multimodal interfaces (for example, Coutaz and Caelen 
1991; Oviatt 1999; Jaimes and Sebe 2005; Pireddu 2007) were succinctly summa-
rized for the purposes of this study as:

A multimodal interface uses several human modalities which are combined in an effort 
to make human–computer interaction easier to use and learn by using characteristics of 
human–human communication.

Multimodal interfaces themselves date back to 1980, when Richard Bolt, in his 
seminal work entitled Put That Here (Bolt 1981), combined speech and gestures 
to select and manipulate objects. A distinct advantage of multimodal interfaces 
is that they offer the possibility of making interaction more natural (Bernhaupt 
et al. 2007). Furthermore, a multimodal interface has the potential to span across 
a diverse user group, including varying skill levels, different age groups as well as 
increasing accessibility for disabled users whilst still providing a natural, intuitive 
and pleasant experience for able-bodied users (Oviatt and Cohen 2000). For the 
purposes of this study, a multimodal interface was developed for a popular word 
processor application and tested as both a pointing device as well as for use as a 
text entry modality.

Both eye gaze (for example, Hansen et al. 2001; Wobbrock et al. 2008) and 
speech recognition (for example, Klarlund 2003) have been used in the past for the 
purpose of text entry. The current study will include eye gaze as an input technique 
but will require the use of an additional trigger mechanism, namely speech, in or-
der to determine whether the accuracy and speed of the text entry method can be 
increased in this manner. The multimodal interface should also allow targets to be 
selected; thus, the viability of a number of pointing options was first investigated. 
Document formatting capabilities were provided through speech commands but the 
analysis thereof is beyond the scope of this chapter.



53Gaze and Speech: Pointing Device and Text Entry Modality 

2 Background

Using a physical input device in order to communicate or perform a task in human–
computer dialogue is called an interaction technique (Foley et al. 1990 as cited in 
Jacob 1995). However, for the purposes of this study, the definition will be modified 
and used in the following context:

An interaction technique is the use of any means of communication in a human–computer 
dialogue to issue instructions or infer meaning.

Using eye gaze as an interaction device, specifically in the form of a pointing de-
vice, could seem natural as users tend to look at objects they are interacting with. 
However, the use of eye gaze does present some problems such as the Midas touch 
problem (Jacob 1991). Some of the associated problems of using gaze as a pointing 
device can be overcome through the use of an additional modality, such as speech.

Psycholinguistic studies have shown that there is a temporal relationship between 
eye gaze and speech (for example, Just and Carpenter 1976; Tanenhaus et al. 1995), 
often referred to as the eye–voice span. The eyes move to an object before the object 
is mentioned (Griffin and Bock 2000) with an approximate interval of 500 milli-
seconds between the eye movement and speech (Velichkovsky et al. 1997 as cited 
in Kammerer et al. 2008). However, recently it has been shown that these fixations 
on objects of interest could occur anywhere from the start of a verbal reference to 
1500 milliseconds prior to the reference (Prasov et al. 2007). While the relation-
ship between eye gaze and speech could be confirmed in a separate study, a large 
variance in the temporal difference between a fixation and a spoken reference to an 
object was also found (Liu et al. 2007) which could explain the various temporal 
differences reported on in different texts. This could lead to misinterpretation when 
attempting to react to verbal and visual cues in synchrony based on gaze position 
at the time a verbal command is uttered. However, eye gaze has been successful in 
resolving ambiguities when using speech input (Tanaka 1999) as it has been found 
that for the majority of verbal requests, users were looking at the object of interest 
when the command was issued. In order to maximize the disambiguation of both 
eye gaze and speech in this study, the user will be expected to maintain eye gaze on 
the desired object whilst issuing the verbal command to interact with that object.

The combination of eye gaze and speech has been used in the past for data en-
try purposes. For example, in a study conducted in the UK, eye gaze and speech 
could be used to complete a television license application (Tan et al. 2003a). In this 
instance, eye gaze was used to establish focus on a particular entry field and then 
dictation was used to complete the field which currently had focus. Users of the 
system much preferred using the eye gaze and speech to complete the application 
form even though it was neither the fastest nor the most accurate means of form 
completion tested.

The RESER and SPELLER (Tan et al. 2003b) systems used single-character en-
try mechanisms as opposed to dictation of complete words. The former application 
required users to gaze at the required key on a cluster keyboard and then to utter 
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the letter that they wished to type. Suggestions were given to complete the word 
currently being typed which the user could then accept or reject. The SPELLER 
application requires the entire word to be typed out character by character. For text 
entry, users preferred the mouse and the keyboard while speech and eye gaze were 
the preferred means of data recovery.

Dasher is a text entry interface which uses continuous pointing gestures to facili-
tate text entry (Ward et al. 2000). Speech Dasher extends the capabilities of Dasher 
even further by including speech recognition as well (Vertanen and MacKay 2010). 
Speech Dasher uses the same selection technique as the original Dasher but allows 
the user to zoom through entire words as opposed to single characters. The word set 
is obtained through speech recognition where the user speaks the text they would 
like to enter. With an error recognition rate of 22 %, users were able to achieve typ-
ing speeds of 40 WPM (Vertanen and MacKay 2010) which is similar to keyboard 
text entry. Speech Dasher is an example of a multimodal interface where gaze is 
used to enhance the capabilities of speech recognition.

The current study built on the idea that eye gaze can be used to establish which 
keyboard button is required by the user. However, instead of relying on the inac-
curate or time-consuming methods of eye gaze only, an additional modality is sug-
gested. The use of the look-and-shoot method with a physical trigger assumes that 
the user may have some mobility although it may be possible to use a triggering 
mechanism such as blowing in a pipe. Instead, this study will remove the reliance 
on physical dexterity and will build on the idea proposed by Tan et al. (2003b) 
that speech could be used to activate the focused key. However, it also assumes 
that some users may have limited vocabularies and may not be able to vocalize all 
alphabetic letters. Therefore, a single command, which can be customized to meet 
the abilities of the user, will be used to activate the key which currently has focus. 
Through this means, it will be possible to provide text entry capabilities using eye 
gaze and speech.

3 Eye Gaze and Speech as a Pointing Device

In order to use the proposed modality for text entry, it must first be established how 
eye gaze and speech can best be used as a pointing device, since in this context 
pointing forms the basis of text entry. Furthermore, if the interface is to be used 
within a word processor, the user must be able to select targets such as buttons.

The most commonly used metrics to evaluate pointing devices are speed and ac-
curacy (MacKenzie et al. 2001) which give a good indication as to whether there is 
a difference between the performance of pointing devices (Hwang et al. 2004). ISO 
ratified a standard, ISO 9241-9, for determining the speed and accuracy of pointing 
devices for comparison and testing purposes. The ISO standard uses a throughput 
metric which encapsulates both speed and accuracy (ISO 2000) in order to compare 
pointing devices and is measured using any one of six tasks including three point-
and-click tasks which conform to Fitts’ law (Carroll 2003).
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The one-directional tapping test requires the participant to move from a home 
area to a target and back. In contrast, the multidirectional tapping test (Fig. 1) con-
sists of 24 boxes placed around the circumference of a circle. The participant is then 
required to move from the centre of the circle to a target box. From there the partici-
pant must move to and click in the box directly opposite that box and then proceed 
in a clockwise direction around the circle until all the targets have been clicked and 
the user is back at the first selected target box.

The ISO standard has been used to test eye tracking as an input device (Zhang 
and MacKenzie 2007). This test used the multidirectional tapping test across four 
conditions, namely (a) a dwell time of 750 ms, (b) dwell time of 500 ms, (c) look-
and-shoot method which required participants to press the space bar to activate 
the target they were looking at and (d) the mouse (Zhang and MacKenzie 2007). 
A head-fixed eye-tracking system with an infrared camera and a sampling rate of 
30 Hz was used for the study. The look-and-shoot method was the best of the three 
eye-tracking techniques with a throughput of 3.78 bps compared to the mouse with 
4.68 bps.

The fact that the look-and-shoot method is the most efficient activation mecha-
nism is not surprising since the selection time of a target is not dependent on a long 
dwell time and theoretically target acquisition times for all interaction techniques 
should be similar. Target acquisition in this chapter refers to when the target re-
ceives focus to such an extent that visual feedback is given. This does not imply that 
the target has been selected yet. Therefore, when a fixation is detected on a target 
or when the mouse enters the bounds of a target, the target is said to be acquired. 
The time required to press the space bar, particularly if users can keep their hand on 
it, should be shorter than the dwell time, which was confirmed by the results of the 
aforementioned study (Zhang and MacKenzie 2007). Recommendations stemming 
from the study included that a dwell time of 500 ms seemed the most appropriate 
so as to avoid the Midas touch problem whilst simultaneously ensuring that par-
ticipants did not get impatient waiting for system reaction (Zhang and MacKenzie 
2007). Increasing the width of the target reduced the number of errors made but had 
no effect on the throughput.

Fig. 1  Multidirectional tap-
ping task
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In a comparable study, the ISO standard was used to compare four pointing de-
vices which could serve as a substitute mouse for disabled users (Man and Wong 
2007). The four devices tested were the (1) CameraMouse, which was activated 
by body movements captured via a Universal Serial Bus (USB) webcam, (2) a 
Head-Array Mouse Emulator, an Adaptive Switch Laboratories, Inc. (ASL) mouse 
emulator that can provide solutions for power mobility, computer interfacing and 
environmental control for people with severe disabilities, (3) a CrossScanner, which 
has a mouse-like pointer activated by a single click and an infrared switch and (4) a 
Quick Glance Eye Gaze Tracker which allows cursor placement through the use of 
eye movement (Man and Wong 2007). Targets had a diameter of 20 pixels and the 
distance between the home and the target was 40 pixels. Two disabled participants, 
both with dyskinetic athetosis and quadriplegia, were tested over a period of eight 
sessions with two sessions per week. Each participant was analyzed separately and 
it was found that the CrossScanner was suitable for both participants although the 
ASL Head-Array was also suitable for use by one of the participants.

While ISO9241-9, similar to Fitts’ law, is undoubtedly a step in the right direc-
tion, allowing researchers to establish whether there are differences in speed and 
accuracy between various pointing devices, it does, however, fail to determine why 
these differences exist (Keates and Trewin 2005). MacKenzie et al. (2001) propose 
seven additional measures which will provide more information as to why differ-
ences are detected between performance measures of pointing devices. These mea-
sures are designed to complement the measures of speed, accuracy and throughput 
and to provide more insight into why differences exist between pointing devices. 
The seven measures as proposed by MacKenzie et al. (2001) are as follows:

1. Target re-entry
a.  If the pointer enters the area of the target, leaves it and then re-enters it, a 

target re-entry has occurred.
2. Task axis crossing

a.  A task axis crossing is recorded if the pointer crosses the task axis on the way 
to the target. The task axis is normally measured as a straight line from the 
centre of the home square to the centre of the target (Zhang and MacKenzie 
2007).

3. Movement direction change
a.  Each change of direction relative to the task axis is counted as a movement 

direction change.
4. Orthogonal direction change

a.  Each change of direction along the axis orthogonal to the task axis is counted 
as an orthogonal direction change.

5. Movement variability
a.  This “represents the extent to which the sample points lie in a straight line 

along an axis parallel to the task axis”.
6. Movement error

a.  This is measured as the average deviation of the sample points from the task 
axis, regardless of whether these sample points are above or below the task 
axis.
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7. Movement offset
a.  This is calculated as the mean deviation of sample points from the task axis.

The ISO9241-9 multidirectional tapping task was used to verify these metrics with 
16 circular targets, each 30 pixels in diameter and placed around a 400-pixel-diame-
ter outer circle (MacKenzie et al. 2001). These seven metrics, as well as throughput, 
movement time and missed clicks were used in a study to determine the difference 
in cursor movement for motor-impaired users (Keates et al. 2002).

A further six metrics, which could assist in determining why a difference exists, 
were specifically designed for use with disabled users and were proposed by Ke-
ates et al. (2002). These measures were not used during this study as they were not 
considered relevant. An additional metric measuring the number of clicks outside 
the target is also suggested in order to measure the performance of pointing devices 
(Keates et al. 2002).

4 Methodology

4.1 Experimental Design

The ISO test requires that the size of the targets and the distance between targets 
be varied in order to measure the throughput. In this study, however, variable size 
targets were used, but in order to reduce the time required to complete a test the 
distance between targets was not adjusted during this testing.

Standard Windows icons are 24 × 24 (visual angle ≈ 0.62°) pixels in size. This 
was, therefore, used as the base from which to start testing target selection with 
speech recognition and eye gaze. Miniotas et al. (2006) determined that the op-
timal size for targets when using speech recognition and eye gaze as a pointing 
device was 30 pixels. This was determined using a 17″ monitor with a resolution of 
1,024 × 768. Participants were seated at a viewing distance of 70 cm. This translated 
into a viewing angle of 0.85°. The eye tracker used in the current study was a Tobii 
T120 with a 17″ monitor where the resolution was set to 1,280 × 1,024. In order to 
replicate the viewing angle of 0.85° obtained by Miniotas et al. (2006), a 30-pixel 
target could be used but at a viewing distance of 60 cm from the screen. Therefore, 
the next size target to be tested in the trials was determined to be a 30 × 30 pixel 
button. It was decided to also test a larger target than that established by Miniotas 
et al. (2006). Following the example set by Miniotas et al. (2006) of testing target 
sizes in increments of 10 pixels, the final target size to be used was 40 pixels (visual 
angle ≈ 1.03°).

The multidirectional tapping task used in this study had 16 targets situated on a 
circle with a diameter of 800 pixels. The square targets were positioned on the edges 
of the circle—thereby creating an inner circle with a diameter of 800 pixels.

Target acquisition was either via eye tracking and speech recognition (denoted 
by ETS for the purpose of this chapter) or the mouse (M). The mouse was used to 
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establish a baseline for selection speed. When using a verbal command to select a 
target, the subjects had to say “go” out loud in order to select the target that they 
were looking at. This method of pointing can, therefore, be considered analogous 
to look and shoot.

Magnification (ETSM) and the gravitational well (ETSG) were used to combat 
various shortcomings of using eye gaze for target selection, namely the instabil-
ity of the eye gaze and the difficulties experienced in selecting small targets. The 
default zoom factor for the magnification enlarged the area to double its actual 
size within a 400 × 300 window while the gravitational well was activated within a 
50-pixel radius around each button. The target button which had to be clicked was 
denoted by an “X”.

This resulted in a total of 14 trials per session, the number of which served as 
motivation for not adding more trials for the mouse as this would simply prolong 
the session time and might cause participants to become irritable and fatigued dur-
ing the session.

A balanced Latin square for all trial conditions was obtained by following the 
instructions provided by Edwards (1951). Participants were randomly assigned to a 
Latin square condition for each session.

Together with the throughput measure of the ISO standard, additional measure-
ments were analyzed in an effort to explain the difference in performance if such 
a difference exists between the interaction techniques. To this end, the total task 
completion time was measured as well as the task completion time from when the 
target was highlighted to when it was clicked, the number of target re-entries, the 
number of incorrect targets which were acquired during task completion and the 
number of incorrect clicks. This will allow efficiency and effectiveness of each 
interaction technique to be tested.

4.2 Participants

Participants, who were senior students at the university at which the study was 
conducted, volunteered to participate in the study. For each session completed, the 
participant received a small cash amount.

Each participant completed three sessions and each session consisted of all 14 
trials. In total there were 15 participants who completed all three sessions.

Eleven of the participants were male and four were female. The average age of 
the participants was 22.3 (standard deviation = 1.9). The only selection criteria was 
that the participant have normal or corrected-to-normal vision, that they were profi-
cient with the mouse and that they had no prior experience with either eye tracking 
or speech recognition.
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5 Results

5.1 Throughput and Time to Complete a Trial

As stipulated in the ISO test, the throughput was measured and analyzed for each of 
the interaction techniques. The results of this analysis, as well as the time to com-
plete a trial, are discussed in detail in Beelders and Blignaut (2012). In summary, the 
mouse had a much higher throughput than the other interaction techniques. In terms 
of the time to complete a trial, the mouse and the use of the gravitational well had 
comparable selection times. Interestingly, when using a gravitational well, the time 
to select a target was much faster than when using any other interaction technique, 
including the mouse.

5.2 Target Re-Entries

Target re-entries were defined as the number of times the designated target was 
gazed upon before the user was able to click on it.

The graph in Fig. 2 plots the number of target re-entries for all interaction tech-
niques over the three sessions.

At an α-level of 0.05, there was a significant difference between the number of 
target re-entries for the different interaction techniques (F(3, 56) = 32.071). Post-hoc 

Fig. 2  Target re-entries for all interaction techniques
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tests indicated that ETSM had a significantly higher incidence of target re-entries 
than the other interaction techniques. This would imply that it was much more dif-
ficult to achieve a prolonged stable gaze on a button such that the required verbal 
command can be issued when the magnification tool was activated than for any 
other interaction technique. ETS also differed significantly from the mouse and 
ETSG. ETSG did not differ significantly from the mouse, which means that ETSG 
is able to perform comparably with the mouse in terms of target re-entries.

There was also a significant difference between the sessions (F(2, 112) = 4.249).

5.3 Incorrect Target Acquisitions

Incorrect target acquisitions were defined as the number of times a target, which 
was not the designated target, was acquired. This means that in the event of the eye 
tracker and speech being used, each time a button received enough focus to give 
visual feedback, the incorrect target acquisitions were incremented, provided that 
the focused button was not the designated target. The number of incorrect target 
acquisitions was counted as those targets which were acquired after the designated 
target had been acquired. Therefore, the incorrect targets that were acquired could 
not be attributed to normal searching for the designated target. For the purposes 
of this measurement, only the eye gaze and speech interaction techniques will be 
included in the analysis as the number of incorrect target acquisitions for the mouse 
interaction techniques was always zero.

The graph in Fig. 3 plots the number of incorrect target acquisitions for all in-
cluded interaction techniques over all sessions.

Fig. 3  Incorrect target acquisitions for all interaction techniques
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For this measure, ETSG had the best performance, although all interaction tech-
niques exhibited some degree of improvement, most notably that of ETS.

At an α-level of 0.05, there was a significant difference between the interaction 
techniques (F(2, 42) = 19.327) as well as the sessions (F(2, 84) = 12.046, p < 0.05).

All the sessions differed significantly from one another. Since only ETSM ac-
tually increased slightly in session 3, it can be surmised that the incorrect target 
acquisitions lessened at a significant rate over time. ETS, in particular, had a sharp 
decrease and it may be beneficial to increase the number of sessions so that it can be 
properly analyzed whether it can ever reach the low values of ETSG or ETSM. In 
terms of the interaction techniques, ETS differs significantly from both ETSG and 
ETSM. ETSG and ETSM do not differ significantly from each other.

Observations made of the participants while they were completing the tasks 
could provide an explanation for this. Many participants soon realised that when 
struggling to focus on a button it was sometimes easier to focus on another but-
ton at a suitable distance from the designated one. It was not necessary to focus 
on this other button for a protracted time. Participants would then look back at the 
designated button and the extended movement seemed to provide more accuracy in 
focusing on the desired target rather than trying to “fine-tune” the selection within 
a small area around the designated button. The smoothing algorithm could have 
contributed to this as small movements within a certain radius are interpreted as a 
single fixation. Since the gravitational well effectively pulls the selection onto the 
nearest target once the “pointer” is within a certain distance, it becomes easier to 
focus on a target and no fine-tuning is required. This could explain the reason why 
ETSG has such a low number of acquisitions compared to ETS.

ETSM also has a lower rate and this could possibly be attributed to participants 
rather trying to fine-tune the selection when using the magnification. Since the but-
tons appear larger, participants may have perceived the fine-tuning process to be 
easier since a larger target could create the impression that it can be easily acquired. 
The high incidence of target re-entries coupled with the low number of incorrect 
target acquisitions may serve to substantiate the suspicion that fine-tuning was the 
preferred method for ETSM.

The similar pattern for ETS, regarding target re-entries and target acquisitions, 
also corroborates the claim that the participants preferred to employ the use of a 
shifting of their eye gaze to focus on another button and then returning to the desig-
nated button. Closer inspection of the averages for ETS shows that incorrect target 
acquisitions constituted approximately half the number of re-entries for each ses-
sion. This could indicate that participants would attempt to re-acquire the desig-
nated target and, when they were unable to achieve a stable selection, they resorted 
to focusing on another target before attempting to select the designated target—in 
contrast to the strategy employed with ETSM.

The reason for this could be that the magnification disturbs the users while they 
adjust their gaze and they are unwilling to move their gaze substantially because 
they perceive this to require more effort when magnification is activated. Another 
reason for the different strategies could be attributed to the fact that the magnifica-
tion tool that was used has in-built visual feedback which allows the user to get an 
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approximation of their eye gaze position, which is centred in the magnified area. 
Since this feedback is present, the user may feel that fine-tuning is a better option 
since they can determine how close they are to the target, which is not the case with 
ETS. With ETS, they will know they have lost the target but not how close they are 
to re-acquiring it; hence, they feel more secure glancing at another target, establish-
ing position and then looking at the required target again until they can maintain 
a stable eye gaze. Therefore, to slave a cursor to the eye gaze may be disruptive 
but in this instance it could tentatively be said that it may have provided useful 
information to the participants. However, the evidence suggests that it in no way 
increased the efficiency or effectiveness of target selection and, therefore, it is not 
recommended for use.

The average number of target re-entries for ETSG was roughly the same as the av-
erage incorrect target acquisitions for ETSG. This could provide evidence that when 
using ETSG, the target was easier to acquire and it was easier to keep the focus long 
enough to issue the required command. Since the buttons were effectively larger, it 
would make sense that they were easier to focus on for a prolonged period of time.

5.4 Incorrect Clicks

Incorrect clicks were determined as the number of times a target that was not the 
designated target was clicked during a trial.

The graph in Fig. 4 plots the number of incorrect clicks for all interaction tech-
niques.

Fig. 4  Incorrect clicks for all interaction techniques
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Owing to the fact that there was significant interaction between the factors, each 
session was analyzed separately to determine whether there was a difference be-
tween the interaction techniques. It was found that in the first session, ETSG dif-
fered significantly from all other techniques; in the second session ETSG differed 
significantly from the mouse and ETSM and in the third session only from the 
mouse.

These results clearly show that ETSG resulted in the highest number of incorrect 
clicks. Although continued practice allowed ETSG to have a comparable number 
of incorrect clicks to ETS and ETSM, its performance could not match that of the 
mouse over the three sessions. This indicates that some learning did take place over 
the three sessions.

Natural eye movement may provide an explanation for the observed difference. 
Participants could acquire the target and then issue a verbal command while already 
starting to look at the next target (for all eye gaze and speech interaction tech-
niques). Since the use of the gravitational well increases the speed with which a tar-
get can be acquired, this often meant that by the time the speech engine recognized 
the command, the next target had already been acquired. This could account for the 
high number of incorrect targets for ETSG. These findings also confirm previous 
findings that the fixation immediately prior to the action or command being issued 
usually occurs on the object of interest (Land and Tatler 2009; Maglio et al. 2000).

Since ETSG had significantly lower incorrect target acquisitions, coupling it 
with this finding of more incorrect clicks creates the following dilemma. The use 
of the gravitational well increases the possibility of correctly acquiring a target and 
maintaining a stable gaze on the target. This is evidenced by the fact that other eye 
gaze and speech interaction techniques caused participants to first glance away, 
acquire another target and then glance back. However, the fact that a gravitational 
well is present together with human tendency to start glancing at the next object 
of interest whilst still issuing a command to the current target, means that the next 
target is acquired far quicker than when no gravitational well is present. This causes 
the next target to be incorrectly clicked on with higher frequency for ETSG. Since 
participants started moving their eye gaze away from the buttons before the speech 
command had been executed for all eye gaze interaction techniques, it would be as-
sumed that for ETS and ETSM, which pose greater difficulty in target acquisition, 
the participant would inadvertently have caused a click somewhere on the applica-
tion form which was not a clickable area. Unfortunately, this measurement was not 
captured during these tests. Further research must be done in order to determine if 
this proposition is true.

6 Discussion

Incorrect clicks were experienced with all eye gaze interaction techniques although 
more so with ETSG. Nevertheless, this finding corresponds with the finding of 
Kaur et al. (2003) that the target which was acquired a certain amount of time prior 
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to command execution is the target that must be selected. Although the interval was 
found to be 630 ms (Kaur et al. 2003), this interval will have to be confirmed for use 
with eye gaze and speech. While natural eye gaze movement appears to dictate that 
the target prior to command utterance must be selected, it must still be determined 
whether this will appear natural to the user or whether they would prefer to adapt to 
the use of ETSG as it was tested in this study. Clearly, practice allows them to ad-
just their natural behaviour to a degree to compensate for the interaction technique 
as is evidenced by the improvement over the sessions. However, requiring users to 
change their natural behaviour is not the aim of a multimodal interface. Therefore, it 
becomes necessary to establish the interval required for target selection and test the 
usability of that compared to the standard gravitational well employed in this study.

Previous studies such as the touch-sensitive mouse (Drewes and Schmidt 2009) 
and MAGIC pointing (Zhai et al. 1999) warped the mouse pointer to the position of 
the eye gaze and then users were required to use the mouse to click on the desired 
target. Although this exploits the high speed of eye gaze and also reduces inci-
dences of incorrect clicks since users are not likely to click on the incorrect target 
when having to manually manipulate a mouse pointer, some physical dexterity is 
required. The solution may lie in a combination of this technique and speech. Eye 
gaze could be used to establish intent, a single voice command could be issued to 
warp the pointer to the selectable target closest to the current eye gaze, and once the 
user has verified that the correct target is acquired, a second command can be issued 
to click on the target. For fine-tuning purposes of the mouse cursor, direction- or 
target-based navigation can also be provided.

7 Multimodal Word Processor

The next step was to test the modality when used for text entry. For these purposes, 
it was decided to use the familiar environment of Microsoft Word® and to simply 
develop a multimodal interface for Word. Visual Studio Tools for Office (VSTO), 
which allows developers to create extensions to the Office Suite with customized 
functionality (Anderson 2009), was used to add multimodal functionality (Fig. 5).

An on-screen keyboard was available which was overlaid on the bottom of the 
current document. Users could then type in the Word document by focusing their 
gaze on the desired character on the keyboard and issuing a verbal command to 
trigger the keyboard key. Auditory feedback, in the form of a beep, was given to 
alert the user that the character had been typed. This should allow them to continue 
typing without having to glance back at the document for confirmation.

As can be seen in Fig. 5, a magnification tool was available which allowed the 
area directly under the gaze of the user to be enlarged. Typing tasks using the mag-
nification tool were not required during this study and will, therefore, not be dis-
cussed in this chapter. Figure 5 also shows a number of other customizations which 
were available in the multimodal interface which was developed, most of which are 
beyond the scope of this chapter but it is interesting to note their inclusion.
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8 Analysis

8.1 Participants

A total of 25 participants participated in the 10-week long study. A prerequisite for 
participation in the study was sufficient computer literacy as well as word proces-
sor expertise. Forty percent of the sample was drawn from second-year computer 
science students who were registered for a community service module. The other 
60 % of the sample was drawn from the student assistants for the computer literacy 
course of the university, with the proviso that they were not studying for a computer 
science or related degree. These students all had to complete the literacy course 
prior to becoming an assistant and they had to achieve at least 70 % for a competen-
cy test of Microsoft Office applications. Their proficiency with Word was verified 
through the completion of a questionnaire before the commencement of the study. 
The questionnaire evaluated the duration and frequency of use in order to determine 
an expertise measurement.

The first week was simply an introductory session and the data collected there 
were not included in the analysis. Furthermore, the data of three participants had 
to be discarded from the sample due to various reasons. Of the remaining 22 par-
ticipants, only 8 completed all sessions on the on-screen keyboard and 14 with 
the traditional keyboard. These were the participants who were included in the 
analysis.

Fig. 5  Multimodal add-in for Microsoft Word
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8.2 Tasks

Each participant had one session per week during which they were expected to 
complete a series of tasks on the adapted word processor. Three of these tasks were 
typing tasks with the on-screen keyboard and two with the traditional keyboard. For 
each session, the buttons of keyboard were sized at 60 × 60 pixels ( ≈ 1.55° visual 
angle). Buttons were spaced 60 pixels apart with a gravitational well of 20 (≈ 0.52° 
visual angle) pixels on all sides of each button. The gravitational well effectively 
increased the selection area of each button since once the gaze was detected within 
the bounds of the gravitational well it was pulled onto the button. Participants were 
not aware of the gravitational well as it was not visible.

Additional typing tasks were added from the fifth session onwards in order to 
test varying sizes and spacing between buttons. These additional tasks were added 
to the end of the existing task list. By then the majority of the participants were 
completing the current task list in less than 30 min. No pressure was placed on the 
participants to complete all tasks within their scheduled time so it was felt that add-
ing additional tasks to the end of the test would not unduly cause any more anxiety 
or place more strain on the participants. Within these additional typing tasks, the 
first one had to be completed using the originally sized and spaced buttons. The next 
two had to be completed with buttons that were 50 × 50 (≈ 1.29° visual angle) pixels 
in size and spaced 70 (≈1.80° visual angle) pixels apart. Following this, there were 
another two tasks which had to be completed using buttons that were 50 × 50 pixels 
in size but were spaced 60 pixels apart. The original configuration of button will 
henceforth be referred to as speech-SC (small, closely spaced), the larger button 
configuration as speech-L and the smaller more widely spaced configuration will 
be referred to as speech-SW.

The typing tasks required the participant to type a phrase that was randomly 
selected from a set of 35 phrases. The phrase set used was a subset of the 500 as 
determined by MacKenzie and Soukoreff (2002) to be everyday phrases which are 
commonly used. The results of the typing tests from session 5 onwards will be the 
focus of this chapter.

8.3 Measures

The Levenshtein distance (Levenshtein 1965) between two strings measures how 
many insertions, deletions and substitutions have taken place between presented 
text and transcribed text. The sum of these errors can then divided by the number of 
characters to give a character error rate (CER) (Read 2005). Since there are multiple 
ways in which the presented text can be transformed into the transcribed text, the 
possible transformations or optimal alignments were identified, their mean length 
was calculated and then the Levenshtein distance was divided by this mean length 
to give an error rate (MacKenzie and Soukoreff 2003). This was how the CER was 
calculated for text entry in this study.
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The second measurement analyzed during the study was characters per second 
(CPS). This measures the number of characters that were typed and then divides it 
by the time taken to type the characters, measured in seconds. In order to ensure 
that the time it takes to read a phrase does not unduly influence the results, the time 
taken to type the phrase was measured from when the first character was typed to 
when the last character was typed.

9 Results of Study

9.1 Character Error Rate

The graph in Fig. 6 plots the mean error rate for all sessions and for all interaction 
techniques.

From the graph, it can be surmised that the keyboard had the lowest error rate 
of all interaction techniques for all sessions. Thereafter, speech-L had the next low-
est error rate while the smaller buttons, both speech-SW and speech-SC, caused 
the highest error rates for all sessions. The latter two seem to cause approximately 
the same error rates while typing; however, the widely spaced buttons have an im-
proved error rate during the later sessions while the error rates for the closely spaced 
buttons increased over the same period.

Fig. 6  Character error rate for secondary study
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At an α-level of 0.05, it was found that there was a significant difference be-
tween the error rate of the different interaction techniques (F(3, 43) = 7.303). Post-
hoc tests indicate that the keyboard differed significantly from both speech-SW and 
speech-SC. In this instance, it is encouraging to determine that speech-L does not 
differ significantly from the keyboard in these later sessions. This would seem to 
indicate that after some practice with the larger buttons, the number of errors made 
decreases. The same cannot be said of the smaller buttons. There was also a signifi-
cant difference between the CER for the sessions (F(5, 215) = 2.530), where session 
6 differed significantly from session 10.

The errors were then categorized as insertions, deletions or substitutions and 
further analyzed as such. The bar graph in Fig. 7 shows the breakdown for the first 
session (first four stacks) using all interaction techniques and the last session (last 
four stacks). Deletions are on top of each stack, substitutions are in the middle and 
insertions constitute the lower part of each stack.

The percentage of insertion errors was the highest for all interaction techniques 
for both of these sessions. The interaction techniques of speech-SW and speech-
SC have very similar distributions over the number of insertions, substitutions and 
deletions.

At an α-level of 0.05, there was a significant difference between the interac-
tion techniques in terms of the number of insertions (F(3, 44) = 4.100), but not for 
deletions (F(3, 39) = 1.638). Owing to significant interaction between the factors, 
separate analyses had to be performed for the substitution errors where it was found 
that there was a significant difference between the interaction techniques for all 
sessions.

Fig. 7  Breakdown of character error rate (CER) for secondary study
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Post-hoc tests indicated that the use of speech-SW resulted in significantly more 
insertions than the keyboard. For the substitution errors, the keyboard generally had 
significantly less errors than a variety of the speech interaction techniques depend-
ing on the session.

9.2 Characters per Second

The CPS were measured for each interaction technique and for each session. The 
graph in Fig. 8 plots this measure for each session and each interaction technique.

When using the keyboard, participants were clearly able to type at a much faster 
rate than when using eye gaze and speech with the on-screen keyboard, which re-
mained fairly consistent regardless of the keyboard settings. As can be expected, 
there was a significant difference between the interaction techniques at an α-level of 
0.05 (F(3, 44) = 148.369). There was a significant difference between sessions (F(5, 
15) = 3.002); in particular, session 10 differed significantly from sessions 5 and 6.

10 Discussion

It was found that the eye gaze and speech interaction technique had a significantly 
higher error rate than that of the keyboard, undoubtedly as a result of a higher num-
ber of insertions and substitutions. This may serve as confirmation that even when 

Fig. 8  Characters per second for secondary study
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using eye gaze and speech as a text input mechanism, the user is inclined to glance 
away before completing the issuing of the verbal command. The average insertions 
are generally higher than the substitutions which would seem to indicate that users 
are aware that they have activated the incorrect character and attempt to correct it by 
inserting the correct character. This is encouraging as it indicates that users become 
familiarized with the system such that they can interpret the selection (indicated 
by audio feedback) and are able to make corrections to text entry. Further research 
could confirm these suppositions by capturing the correction of the text input as 
well so that it can be analyzed to determine whether incorrect inputs are reversed/
erased before text input is continued. Whether the buttons are large, small and wide-
ly spaced or small and closely spaced seems to be of little consequence. There was 
no difference between the error rates of these three interaction techniques and they 
all differed from the keyboard at some stage. However, the interaction technique of 
speech-L did seem to offer the most improved error rate as it did not differ from the 
keyboard when analyzed for the later sessions only. In some instances, there was 
improvement over the sessions, which indicates some measure of learning when 
using the interaction technique. If the learning effect can be maintained then more 
practice with the eye gaze and speech could eventually lead to an effectiveness 
measurement which is comparable to that of the keyboard.

In terms of efficiency, the keyboard also outperformed all the eye gaze and 
speech interaction techniques with significantly higher numbers of CPS which 
could be typed. The typing speed of the eye gaze and speech also did not improve 
as exposure increased. This could indicate that either more practice is needed to 
achieve increased speeds or the typing speed quickly reaches the fastest achievable 
rate. Neither the size of the buttons nor the spacing between buttons affected the 
efficiency of the eye gaze and speech.

Therefore, in terms of effectiveness and efficiency, the three eye gaze and speech 
interaction techniques seem fairly interchangeable as they perform on comparable 
levels to each other. The keyboard is far more effective and efficient than any of the 
eye gaze and speech interaction techniques when used for text input.

No similar studies were found with which these results could be compared. 
However, the fact that speech outperforms keyboard input for young children (Read 
et al. 2001) indicates that the learning curve for keyboard entry is fairly steep. This 
could be the same for text entry with eye gaze and speech. Although there was no 
significant improvement in the speed of the text entry, participants clearly became 
more comfortable with the use of the interaction technique. Therefore, extended 
practice may be required to improve speeds.

The mean entry rate of eye gaze and speech fell within the range between 0.2 and 
0.3 CPS. Considering that the entry rate was relatively low for context switching 
at 12 WPM (Morimoto and Amir 2010) and 9 WPM for symbol creator (Miniotas 
et al. 2003), the range in this study was much lower than these previous studies. A 
previous study (Majaranta 2009) showed that the use of both visual and auditory 
feedback increased the entry speed to 7.55 WPM which is still faster than the speeds 
achieved in this study. Speech Dasher achieved much higher speeds (40 WPM), 
while using Dasher with eye gaze also resulted in higher speeds (17 WPM). 
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Therefore, when comparing the text entry method to studies using only eye gaze 
without text predictors, speech and eye gaze performs slightly better. However, the 
speeds are still lower than using text prediction methods and when using speech as 
an activator. While these comparisons are promising since they indicate that speech 
and eye gaze could facilitate faster entry speeds than using eye gaze only, they are 
discussed with caution since the text entered in the current study required only a 
few short phrases to be entered and more prolonged use could have an impact on 
the entry speed.

11 Conclusion

As evidenced by the incorporation of the technologies used in the multimodal in-
terface of this study, the time has perhaps dawned when they should be exploited as 
replacement interaction techniques. Speech recognition has become a standard fea-
ture in personal computers and is often available for dictation purposes. Similarly, 
there are packages available for purchase which can react to spoken commands 
(cf. Dragon n.d.). Furthermore, the first fully integrated eye-controlled laptop has 
recently been showcased at exhibitions (Tobii 2011) and bodes well for the adoption 
of eye tracking as a standard feature in personal computers. Cheaper, accurate eye 
trackers (cf. Haro et al. 2000) are also available which could function just as well as 
a standard interaction technique.

Therefore, the fact that a popular mainstream application can be adapted to in-
clude a highly customizable, multimodal interface could be a step in the right direc-
tion for the next generation of interfaces. The multimodal user interface displays 
great potential and test results indicate that the interaction techniques can be used for 
pointing and selecting tasks and common word processing tasks. Moreover, it has 
been proven that speech recognition can indeed be used for editing commands in a 
word processor which was contrary to theoretical beliefs (Klarlund 2003). This could 
mean that in the future a more diverse group of users can be accommodated and 
disabled users may no longer have to be relegated to using specialized applications.

The findings, therefore, suggest that the word processor is well placed to include 
such an interface in future developments as the technology is rapidly becoming 
available. As it is foreseen that access to the technologies by mainstream users is 
imminent, future word processors could be developed with multimodal interfaces 
incorporated.

The combination of eye gaze and speech could successfully be used to fulfil the 
needs of a pointing device, particularly when employed with a gravitational well. 
While text entry was slower than using a keyboard, indications are that there was 
an overall positive response to the interface and that it may well herald a suitable 
multimodal interface. The ease with which participants became accustomed to the 
interface is further proof of the naturalness and intuitiveness provided by speech 
and eye gaze. With constant progress being made in the development of the hard-
ware required by such an interface, the proposed multimodal interface may well 
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lay the foundation for a word processor to continue its exploitation of emerging 
technologies and remain a forerunner in the establishment of trends. While there is 
undoubtedly room for improvement and expansion, the use of eye gaze and speech 
has proven to be very promising.
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The fact that offsets between observed and actual gaze position show trends across 
the display, both with regard to direction and magnitude, and the fact that the off-
sets appear to be consistent for the same participant over time suggest the use of 
a regression approach to improve the accuracy of eye tracking based on previous 
visits to the same region on the display. We propose that an extra step is added to 
the calibration procedure in which participants are expected to click on a number of 
tiny blue dots spread out over the display. We show that this approach can improve 
the accuracy of data that are recorded by video-based systems from two leading 
manufacturers.

1  Introduction

Eye tracking can be used to obtain information about how people acquire and pro-
cess information while they read (Rayner et al. 2007), browse a website (Goldberg 
et al. 2002), shop (Vikström et al. 2009), drive a motor car (Crundall et al. 2003), 
interpret medical images (Donovan et al. 2008) and other areas where the ability to 
decipher the visual world around us is critical. Eye tracking can also be used as input 
modality during computer interaction such as eye typing (Abe et al. 2007).

No matter what the application area, it is important that the point of gaze is re-
corded accurately or otherwise the information obtained or action executed might 
be different from what was intended. For example, the need for greater accuracy 
and a simpler way to achieve it are of paramount importance in reading research 
and other branches of cognitive science. In this regard, Rayner et al. (2007, p. 522) 
states that “…there can be a discrepancy between the word that is attended to even 
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at the beginning of a fixation and the word that is recorded as the fixated word. Such 
discrepancies can occur for two reasons: (a) inaccuracy in the eye tracker and (b) 
inaccuracy in the eye-movement system.”

Lack of accuracy, also known as systematic error, may not be a problem in us-
ability studies where the areas of interest are large (e.g. 8° of visual angle) and are 
separated by large distances (Zhang and Hornof 2011), but in studies where the 
stimuli are closely spaced as in reading, or irregularly distributed as on a web page, 
uncertainty of as little as 0.5–1° can be critical in the correct analysis of eye-tracking 
data. Accuracy is also of great importance for gaze-input systems (Abe et al. 2007).

Systematic errors may result from bad calibrations, head movements, astigma-
tism, eyelid closure or other sources strongly dependent on the particular character-
istics of the individual participant (Hornof and Halverson 2002). Systematic errors 
can be several degrees of visual angle which may have a serious impact on results 
that refer to the number of fixations or the amount of time spent on a specific area of 
interest, but is of much less importance for fixation and saccade detection.

While it is common practice to do recalibration between trials, for example, in 
reading research, this is not always possible or feasible (for example, in studies 
where task completion time is measured or where an interruption might impact on 
contextual information or the participant’s thought processes). Furthermore, it has 
also been reported that eye trackers often maintain a systematic error even directly 
after careful calibration (Hornof and Halverson 2002).

A common approach to improve accuracy is to grab a fixation or group of fixa-
tions and pull it to a new position as can be done with the EyeLink system (SR-
Research 2007). Hyrskykari (2006) developed a method for reading in which inac-
curate data are moved in real time to the most probable line. Buscher et al. (2009) 
did a manual nine-point calibration after a recording to determine an offset that was 
then applied to all recorded data. In general, any correction procedure which applies 
the same correction across the entire display would be effective only if the error is 
of the same magnitude and direction across the display.

In general, any correction procedure with a single central calibration point would 
be effective only if the error is of the same magnitude and direction across the entire 
display. Recording accuracy data for each participant over a set of points before and 
after recording commences would give the researcher a measure of inaccuracy that 
could later be used to shift the data back accordingly.

In this chapter, we argue that since most eye trackers today claim to be drift-free 
or compensate for drift automatically (SensoMotoric Instruments n.d. (a); Senso-
Motoric Instruments n.d. (b); SR Research 2006; Tobii 2011), the initial calibration 
could be adjusted to achieve high accuracy before recording starts. Since the aim of 
this study is to evaluate a procedure for improving and reporting accuracy in video-
based eye tracking, specific reference will be made to the accuracy of these types of 
eye trackers as reported in the literature. The current study will be placed in context 
with other studies with similar goals whereafter the methodology of the current 
study will be outlined. Analysis of the data that was captured during participant test-
ing will be followed by a discussion about the feasibility of a regression approach to 
improve the accuracy of video-based eye tracking.
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2  Accuracy of Eye Tracking

Although there is a good deal of consensus about what accuracy of eye tracking (or 
lack thereof) is, the way to measure or calculate it is not yet settled. In principle, 
the accuracy of eye tracking refers to the difference between the measured gaze 
direction and the actual gaze direction for a person positioned at the centre of the 
head box (Borah 1998; Tobii 2010). This can differ across the screen and may vary 
depending on external conditions such as lighting, quality of the calibrations, and 
individual eye characteristics (Tobii 2010). Accuracy can be quantified in terms of 
the systematic error as explained above (Hornof and Halverson 2002). It is mea-
sured as the distance in degrees between the position of a known target point and the 
average of a set of collected raw data samples from a participant looking at the point 
(Hornof and Halverson 2002; Holmqvist et al. 2011). This error may be averaged 
over a set of target points that are distributed across the display.

3  Reported Accuracy of Video-Based Eye Trackers

Video-based eye tracking is the most widely practised eye-tracking technique (Hua 
et al. 2006). This technique is based on the principle that when near-infrared (NIR) 
light is shone onto the eyes, it is reflected off the different structures in the eye to 
create four Purkinje reflections (Crane and Steele 1985). With this technique, the 
vector difference between the pupil centre and the first Purkinje image (PI), i.e. the 
reflection caused by the anterior cornea (also known as the glint or corneal reflec-
tion, CR), is tracked. CR/pupil devices are largely unobtrusive and easy to operate. 
The combination of pupil and CR tolerates head movements to a small extent and is 
the most practical approach for many experimental environments (Hua et al. 2006).

In order to compare and replicate research results, it is essential that researchers 
report the accuracy of eye tracking. Stating the manufacturers’ specifications only 
could be misleading since it is known that accuracy can vary considerably across 
participants and experimental conditions (Hornof and Halverson 2002; Blignaut 
and Beelders 2009). Some researchers, for instance, Tatler (2007) and Foulsham 
and Underwood (2008), make a point of recalibrating until the measured accuracy 
is below 0.5°, and only then start recording.

While an accuracy of 0.3° has been reported for tower-mounted high-end sys-
tems operated by skilled operators (Jarodzka et al. 2010; Holmqvist et al. 2011), 
remote systems are mostly usually less accurate. Komogortsev and Khan (2008), 
for example, used an eye tracker with an accuracy specification of 0.5° but found 
that after removing all invalid recordings, the mean accuracy over participants was 
1°. They regarded systematic errors of less than 1.7° as being acceptable. Johnson 
et al. (2007), using an alternative calibration procedure for another commercially 
available eye tracker with stated accuracy of 0.5°, found an azimuth error of 0.93° 
and an elevation error of 1.65°. Zhang and Hornof (2011) also found accuracy of 
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1.1° which is well over the 0.5° as stated by the manufacturer. Using a simulator 
eyeball, Imai et al. (2005) found that a video-based eye tracker has an x-error of 
0.52° and a y-error of 0.62°. Van der Geest and Frens (2002) reported an x-error 
of 0.63° and a y-error of 0.72°. They remarked that the results from a video-based 
system “should be treated with care when the accuracy of fixation position is re-
quired to be smaller than 1°” (Van der Geest and Frens 2002, p. 193). Chen et al. 
(2008) propose a “robust” video-based eye-tracking system that has an accuracy of 
0.77° in the horizontal direction and 0.95° in the vertical direction which they deem 
acceptable for many HCI applications that allow natural head movements. Brolly 
and Mulligan (2004) also proposed a video-based eye tracker with accuracy in the 
order of 0.8°. Hansen and Ji (2010) provided an overview of remote eye trackers 
and reported the accuracy of most model-based gaze estimation systems to be in 
the order of 1–2°. According to them, accuracy of less than 1° can only be achieved 
with multiple cameras and light sources.

Hornof and Halverson (2002) thoroughly studied the nature of systematic errors 
in a set of eye-tracking data collected from a visual search experiment. They found 
that the systematic error tends to be constant within a region of the display for each 
participant. Specifically, the magnitude of the disparities between the target visual 
stimuli and the corresponding fixations were “somewhat evenly distributed around 
40 pixels (about 1º of visual angle) and most were between 15 and 65 pixels” (Hor-
nof and Halverson 2002, p. 599). Horizontal and vertical disparities remained con-
stant to a certain degree for each participant. Thus, accuracy was not randomly 
distributed across all directions or sizes but was, as the name implies, systematic.

This study proposes an intervention prior to recording to improve the accuracy 
of a variety of video-based systems from different manufacturers in real time while 
recording a representative sample of participants under typical experimental condi-
tions.

4  Calibration

The output from eye-tracking devices varies with individual differences in the 
shape or size of the eyes, such as the corneal bulge and the relationship between the 
eye features (pupil and CRs) and the foveal region on the retina. Ethnicity, viewing 
angle, head pose, colour, texture, light conditions, position of the iris within the eye 
socket and the state of the eye (open or closed) all influence the appearance of the 
eye (Hansen and Ji 2010) and, therefore, the quality of eye-tracking data (Holmqvist 
et al. 2011). In particular, the individual shapes of participant eyeballs and the vary-
ing positions of cameras and illumination require all eye trackers to be calibrated.

Calibration refers to a procedure to gather data so that the coordinates of the 
pupil and one or more CRs in the coordinate system of the eye video can be con-
verted to x- and y-coordinates that represent the participant’s point of regard in the 
stimulus space. The procedure usually consists of asking the participant to look at 
a number of predefined points at known angular positions while storing samples of 
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the measured quantity (Abe et al. 2007; Kliegl and Olson 1981; Tobii 2010). There 
is no consensus on exactly when to collect these samples, but Nyström et al. (2011) 
showed that participants know better than the operator or the system when they are 
looking at a target.

The transformation from eye position to point of regard can be either model 
based (geometric) or interpolation based (Hansen and Ji 2010). With model-based 
gaze estimation, a model of the eye is built from the observable eye features (pu-
pil, CR, etc.) to compute the gaze direction. In this case, calibration is not used to 
determine the actual gaze position but rather to record the eye features from dif-
ferent angles. See Hansen and Ji (2010) for a comprehensive overview of possible 
transformations.

Interpolation might involve, for example, a linear regression between the known 
data set and the corresponding raw data, using a least squares estimation to mini-
mize the distances between the observed points and the actual points (Hoorman 
2008). Other examples of two-dimensional interpolation schemes can be found in 
McConkie (1981) as well as Kliegl and Olson (1981) while a cascaded polynomial 
curve fit method is described in Sheena and Borah (1981).

Theoretically, the transformation should remove any systematic error, but the 
limited number of calibration points that are normally used limits the accuracy that 
can be achieved. Typical calibration schemes require 5 or 9 predefined points, and 
rarely use more than 20 points (Borah 1998).

While it is true that the calibration procedure should not distract from the main 
study and should preferably not be time consuming (Brolly and Mulligan 2004), it 
is also important that a short calibration period should not be conducted at the cost 
of accuracy. This study proposes that an extra step that takes about 80–120 s to 
complete is added to the calibration procedure to report and improve the accuracy of 
eye tracking. This period is probably less than the total time taken to perform a drift 
correction between trials as is often done during cognitive and oculomotor research. 
Furthermore, our method follows a methodological approach and is not as crude as 
manual corrections that rely on the facilitator’s subjective judgement. There is also 
no disruption to the participants between trials.

5  Improving the Accuracy of Eye-Tracking Data

Post-calibration corrections have been done before (Buscher et al. 2009) although 
the details of the procedure and the magnitude of the errors have not always been 
reported. Also, it is not always clear how the corrections were done and if variability 
in the error from one region on the display to the other was taken into account.

Hornof and Halverson (2002) reasoned that because the systematic error is rela-
tively constant within a region on the display, it is possible that the effect of system-
atic error on each recorded fixation can be offset by adjusting the fixation location 
based on the weighted average of the error vectors that are closest to that recorded 
fixation, with heavier weights assigned to closer error vectors. They introduced the 
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idea of required fixation locations (RFLs)—screen locations that the participant 
must look at within a certain time frame in order to successfully complete a task, 
but without explicit instructions to fixate those locations. They showed how the 
disparity between the fixations recorded by the eye tracker and RFLs can be used to 
monitor the accuracy of the eye tracker and to automatically invoke a recalibration 
procedure when necessary. They also demonstrated how the disparity varies across 
screen regions and participants and how each participant’s unique error signature 
can be used to reduce the systematic error in the eye movement data that are col-
lected for that participant.

6  Motivation for This Study

The study by Hornof and Halverson (2002) triggered us to do something similar in 
order to confirm their results for a wider range of eye trackers running at higher fre-
quencies, while adapting the methodology somewhat in order to avert some of the 
shortcomings of their approach. Therefore, there are some agreements between the 
above-mentioned studies and the procedure that is reported in this chapter, but there 
are also some important differences. In this study, we also expect a participant to 
look at a specific target in order to successfully complete a task and we also employ 
the principle that systematic error can be reduced by adjusting each recorded point 
based on the closest error vectors.

In their research, Hornof and Halverson (2002) used only the 60 Hz Eyegaze 
system from LC Technologies while this study implements the regression proce-
dure on several eye trackers from two other manufacturers. Hornof and Halverson 
themselves acknowledge that “the systematic error observed here is in the range 
typically seen with our brand and model of eye tracker” (Hornof and Halverson 
2002, p. 600). It is important to confirm that the approach is feasible on different 
eye trackers since manufacturers may apply some filtering on the raw data prior to 
delivering them to the user which might impact on the accuracy of the eye tracker.

In this study, we present the participant with a set of points on a grid (or explicit 
RFLs) before recording starts. This eliminates the need for identification of implicit 
RFLs by the researchers and ensures that the procedure can be followed even when 
no obvious RFLs can be identified. Zhang and Hornof (2011) also recognized this 
shortcoming and proposed that the error vectors are based on the most probable 
fixation locations with the consequent possibility of wrongly assigning fixations 
to targets. The solution of Zhang and Hornof (2011) is also quite time consuming 
as the entire stimulus must be investigated to identify the most probable fixation 
locations.

The above-mentioned studies applied their corrective measures to fixations as 
identified by some or other algorithm while this study applies the corrections to the 
raw data prior to aggregating them into fixations. While a fixation algorithm hides 
the variability in the data and serves to identify clusters of raw data points as fixa-
tions, it is known that they are not always 100 % correct with regard to position and 
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duration (Blignaut 2009). Any corrective approach should be based on the original 
data and not on derived data that are dependent on the algorithm that was used. A 
fixation algorithm should rather be applied after the raw data have been adjusted.

Furthermore, this study focuses on real-time adjustments of raw eye-tracking 
data whereas the above-mentioned studies focused on post hoc corrections of fixa-
tions. Although the Hornof and Halverson approach could possibly be based on 
raw data and implemented in real time, no results are available to prove its feasibil-
ity. Since modern remote eye trackers are capable of achieving 500 Hz or more, it 
needs to be confirmed that the computer will be able to keep up with recalculating 
the regression coefficients for every data point as they are captured. If the approach 
cannot be implemented in real time, it means that it is of no use in gaze-contingent 
or gaze-controlled systems.

In this study, we expect a participant to fixate on small targets (diameter about 
0.2°) and then click on them, whereas the RFLs of Hornof and Halverson (2002) 
had dimensions of about 1° horizontal × 0.5° vertical which implies an uncertainty 
about the exact fixation position that is larger than the expected improvement in 
accuracy. By forcing the participants to look very closely at a small target before a 
click will be accepted, very little uncertainty exists about the exact fixation position.

Both the studies of Hornof and Halverson (2002) and Zhang and Hornof (2011) 
applied a chin rest to stabilize participants’ gaze and fix the distance to the display. 
Although the procedure could be executed without a chin rest, no results were re-
ported for free head movement and it cannot be assumed that the correction proce-
dure will be robust enough under these circumstances. This study allowed free head 
movement within the head box as specified by the manufacturers (approximately 
30 cm × 20 cm × 30 cm) of the four remote eye trackers that were used. Consequent-
ly, this study was more representative of typical experimental conditions where 
remote eye trackers are utilized.

The studies of Hornof and Halverson (2002) and Zhang and Hornof (2011) used 
16 and 12 participants, respectively, without mention of participant characteristics. 
In order to confirm that the correcting approach works for a wide variety of par-
ticipants, we recruited many more participants without applying any pre-screening.

In the light of the above mentioned, the aim of this study was, therefore, to 
confirm previous findings that systematic error can be reduced by adjusting each 
recorded point based on the closest error vectors. In addition, we wanted to prove 
that a spatial-dependent regression formula can be used to improve the real-time 
accuracy of a variety of video-based eye trackers from different manufacturers run-
ning at different frequencies while recording a representative sample of participants 
under typical experimental conditions.

It is important to note that the intention was not to compare the accuracy of 
the eye trackers with one another. In fact, according to manufacturer specifications 
(SensoMotoric Instruments nd (a); SensoMotoric Instruments nd (b); Tobii 2010) 
and other studies (Nyström et al. 2011), the accuracy of these eye trackers could be 
better under ideal conditions than is reported here. It should also be noted that two 
of the systems were not yet officially released at the time of the study and manufac-
turers would probably have improved the accuracy since then.
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7  Method

7.1  Equipment

Four different video-based eye trackers with five configurations were used in the 
study:

(i) A Senso Motoric Instruments (SMI) high-speed 1,250 Hz system which 
made use of a built-in chin rest to stabilize the participant’s head. Data were 
recorded binocularly on this system at a rate of 500 Hz. A 24″ display (reso-
lution 1,920 × 1,200) was used and the chin rest was set up such that the gaze 
distance to the middle of the screen was 68 cm.

(ii) An SMI RED 250 Hz system recording data at 250 Hz. A 22″ screen (resolu-
tion 1,680 × 1,050) was used and participants were requested to keep their 
heads as still as possible at a distance of 68 cm as advised by a manufac-
turer’s representative who was present during the study.

(iii) An SMI RED 500 Hz beta prototype system recording at 250 Hz. The same 
screen was used as above.

(iv) The same SMI RED 500 Hz system as in (iii) recording at 500 Hz. The same 
screen was used as above.

(v) A Tobii TX300 beta prototype system recording at 300 Hz and running firm-
ware version 0.0.53. The stimuli were displayed on a 22″ screen (resolution 
1,920 × 1,080) and participants were requested to keep their heads as still as 
possible at a distance of 65 cm as advised by the manufacturer.

7.2  Participants

The study was conducted in the Humanities Laboratory at Lund University, Swe-
den. Participants were recruited from students and staff at the university, without 
any pre-screening. Participants for the SMI RED 500 (500 Hz), RED 500 (250 Hz) 
and RED 250 eye trackers were largely mutually exclusive. In other words, a spe-
cific participant was tested on only one of these three eye trackers. A large majority 
of these participants were tested on the Tobii TX300 eye tracker as well. Partici-
pants were tested in pairs—one participant on the Tobii system and the other on one 
of the SMI systems. After being tested on one eye tracker, the participants switched 
eye trackers. This had the effect that half of the participants were tested first on the 
Tobii system and the other half on one of the SMI systems. Participants for the SMI 
high-speed system were recruited and tested separately since this system required 
more time to be configured properly for each participant. Table 1 shows the number 
of participants together with some other aggregates for each one of the systems. 
Although participants were not grouped in any way and no comparison between 
groups was done, about 20 % of the participants proved to be difficult to track in 
some way or other.
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7.3  Initial Calibration

Every participant was calibrated using the manufacturer’s calibration routine with 
recommended settings for the best results. The calibration procedure was repeated 
until an acceptable calibration was obtained as determined by means of the manu-
facturer’s validation procedure. For SMI, this procedure expected participants to 
look at four small circles near the middle of the screen. The calibration was con-
sidered to be acceptable if a fixation was shown for each circle and no fixation 
appeared in an obvious outlier position (example in Fig. 1). For Tobii, a calibration 
plot was displayed that showed the original calibration points together with the raw 
data samples that were collected during calibration. The calibration was accepted if 
data were recorded for both eyes at all points (example in Fig. 1).

Although both manufacturers provide a numerical value for the average sys-
tematic error, these could not be used to compare with a set upper limit since they 

Table 1  Number of participants per eye tracker
Participants Glasses Lenses Age

Average Standard deviation
SMI RED 250 (250 Hz) 18 9 0 31.3 12.2
SMI RED 500 (250 Hz) 24 2 4 25.0 4.9
SMI RED 500 (500 Hz) 13 3 1 27.5 11.1
SMI high-speed (500 Hz) 18 3 2 28.6 6.5
Tobii TX300 (300 Hz) 53 12 5 27.4 9.0

Fig. 1  Calibration validation for SMI ( left) and Tobii ( right). The screen prints are shown in the 
ratio that they appeared on the screen. For SMI, the targets are displayed as black circles while the 
recorded fixations are shown as red dots. For Tobii, the targets are shown as yellow dots with the 
blue and red dots indicating raw data samples for the left and right eyes, respectively.
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are not comparable. Specifically, SMI averages the error over the four points in the 
middle of the screen while Tobii averages over all calibration points with most of 
them displayed at the edges of the screen where the errors are normally larger. This 
was not considered to be a problem since the aim of the study was not to determine 
the initial accuracy of the eye trackers but to determine if the regression approach 
would succeed to improve the accuracy to an acceptable level from any initial value.

7.4  Data Capturing

A software application was developed in C# with which the stimuli were generated. 
This application utilized the software development kits (SDK) as provided by the 
respective manufacturers to record data. The applications for the SMI and Tobii 
eye trackers were the same in all respects but for the implementation details of the 
manufacturer-specific SDK.

The stimuli on all eye trackers and for all participants consisted of two sets of 
tiny (diameter 8 pixels or 0.2°) blue dots that appeared in random order in a 8 × 5 
grid such that the grid spans a horizontal angle of 38.4° and a vertical angle of 24° 
at the optimum gaze distance for the specific eye tracker regardless of the screen 
size or resolution. Participants were instructed to take their time and click precisely 
on a dot before the next dot would appear.

The dots were small enough to require participants to look at them very closely 
while making sure that the tip of the mouse was exactly on the dot before clicking 
(cf. Khan et al. 2011). In this way, the position of actual gaze could be established 
at the time of clicking. A similar procedure was followed by Koh et al. (2009) and 
Komogortsev and Khan (2008) although they had 17 points and participants were 
not requested to click on the dots but to fixate on them only.

It is argued that expecting participants to click on a dot instead of just looking at 
it, would improve the probability that they looked at the target at the time of data 
sampling. As mentioned above, Nyström et al. (2011) confirmed that participants 
know better than the system or the operator when they are looking at a target. Hor-
nof and Halverson (2002, p. 594) also argued that “the target of a mouse movement, 
if small enough, would make a very good implicit RFL (Required Fixation Loca-
tor)”. Furthermore, eye movement studies confirm that, even when the hand starts 
moving before the eyes, the eyes arrive at the target before the hand and stay on the 
target until completion of the action (Abrams et al. 1990; Helsen et al. 1998).

Recorded gaze data for the left and right eyes were averaged to obtain a gaze 
point for every sample. The observed gaze position was calculated as the average of 
the valid (i.e. excluding blinks and periods where no data were recorded) raw gaze 
points for the 250-ms period immediately prior to the mouse click (button down) at 
each position.

Figure 2 shows a screen print after the last dot was clicked by a participant. Upon 
every click, a cluster of raw data points from the 250 ms prior to the click appeared 
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on the screen. The average position of the raw data points in every cluster is indi-
cated with a black × .

For reference purposes, the target points were indexed from 1 through 8 (left to 
right) and 1 through 5 (top to bottom). Every target point can, thus, be referred to as 
(X, Y) where X ∈ [1,8] and Y ∈ [1,5].

If the average of gaze samples in the 250 ms prior to a click was not within 5° 
from the target point, the click was not accepted. This ensured that participants did 
not look away during a click or pre-empt the position of the next dot during the pe-
riod when data for the current point were captured. It also increased the probability 
that all samples in this interval belong to the same fixation. While this threshold is 
fairly large, it allowed participants to continue with the procedure even if the initial 
accuracy was not very good. Later, during the analysis of data, all samples further 
than 3° from the target point were removed.

Figure 2 also shows clusters of raw data as recorded by the eye tracker during the 
250 ms prior to every click. Note that this is a scaled-down version of the original 
stimulus. The letters, dotted lines and circles are annotations that are referred to in 
the text.

7.5  Correction of Observed Gaze Position through Regression

Based on the offsets between the actual and observed gaze positions recorded 
with the first set of 40 dots, a regression formula was applied for the second set of 
40 dots. This means that three sets of gaze coordinates were available for analysis, 
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Fig. 2  Screen print showing small blue dots on which participants had to click
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namely the original coordinates from the first and second sets of dots as well as the 
corrected coordinates for the second set of dots.

For the purpose of compensating for the deviations, it was reasoned that points 
nearer to the observed gaze position should dictate the amount and direction of cor-
rection and that not all available points should be taken into account. This is similar 
to the approach of Hornof and Halverson (2002) who used a weighted average 
based on the four error vectors that are closest to the recorded fixation, with heavier 
weights assigned to closer error vectors.

Unlike Hornof and Halverson (2002), however, a regression approach was 
followed to determine the direction and magnitude of adjustments. Because of 
the extra load placed on the central processing unit (CPU) during high-speed eye 
tracking, the regression approach should be simple and straightforward to execute 
in real time. In this study, an approach was followed where two separate linear 
regressions were carried out, one in the horizontal dimension and one in the verti-
cal dimension (cf. Hoorman 2008). In Fig. 2, for example, an observed gaze point 
at position X should be adjusted as indicated by the arrow. The five closest points 
from the first set of dots will be identified in real time (A, B, C, D and E in the 
example) and a set of regression coefficients will be calculated based on the off-
sets of the identified points. For the adjusted x-coordinate of a point, the follow-
ing least squares algorithm was used. The adjusted y-coordinate was calculated 
similarly:
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where Obs xi and Act xi refer to the observed and actual x-coordinates respectively 
at the five points from the first set that are nearest to the observed point:
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where Observed x refers to the x-coordinate of the observed point (O in the example).

8  Analysis

The analysis was done in four stages. At first, the data were cleaned to remove 
possibly erroneous data points. Secondly, trends in the offsets between actual and 
observed gaze positions were identified. If it was discovered that the magnitude and 
direction of these offsets were constant over the display for a specific participant, a 
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fixed adjustment could be applied to the recorded data and the regression approach 
would not be necessary. Thirdly, it was important to confirm that the offsets were 
consistent for a specific participant. In other words, the magnitude and direction of 
the offsets should be the same for subsequent fixations in the same region of the 
display or else a regression approach to improve data which are based on previous 
recordings would not be feasible. Finally, the improvement that could be achieved 
with the regression approach for various eye trackers and various regions of the 
display was quantified and compared with the initial offsets.

9  Preparation of the Data

All raw data samples within the 250 ms prior to a mouse click were regarded to be 
part of a single fixation. Raw data points that were more than 3 × the standard devia-
tion away from a fixation centre were regarded as outliers and removed.

10  Trends in the Offsets

Some of the fixations in Fig. 2 are connected with dotted lines to highlight the trend 
of deviations between actual and observed gaze position for the specific participant. 
It is clear that a consistent, albeit not constant, difference exists between the blue 
dots (representing the actual gaze position) and the observed gaze positions. This 
agrees with the error signatures of Hornof and Halverson (2002). Contrary to the as-
sumption of Zhang and Hornof (2011), however, it is clear that every fixation does 
not necessarily belong to the nearest target (as indicated, for example, by the dotted 
oval that connects the dot at (2,1) and its corresponding fixation).

In order to examine the influence of gaze position on the magnitude and posi-
tion of the offsets (observed gaze position–actual gaze position), the average offset 
in both the x- and y-dimensions were calculated per eye tracker and grid point. 
Figure 3 shows the directional x-offset (blue line) and absolute value of the x-offset 
(black line) for the Tobii TX300 at every point in the grid, averaged over all par-
ticipants. The 95 % confidence intervals are indicative of the variance caused by 
individual differences amongst participants.

It is clear that the errors in the horizontal direction range from about 0.5° to about 
1.1°. The best accuracy (minimum absolute accuracy) is obtained in the middle of 
the screen ( X ∈ [4,5], Y ∈ [1,5]) while the largest errors occur at the edges of the 
screen ( X = 1 or X = 8, Y ∈ [1,5]). The offsets are more or less the same for different 
vertical positions of the eye gaze although the spread is somewhat smaller at the top 
of the screen ( Y = 1).

The fact that the average directional offset is about 0° in the centre of the 
screen ( X ∈ [4,5], Y ∈ [1,5]) indicates equal probability of the offset being to the 
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left or right of the target. On the bottom left-hand side of the screen ( X ∈ [1,3], 
Y ∈ [3,5]), the general trend is that the observed gaze position is to the right of 
the target (positive directional average) while at the bottom right-hand side of the 
screen ( X ∈ [6,8], Y ∈ [3,5]) the observed position is mostly to the left of the target 
(negative directional average).

Figure 3 shows a comparable graph for the tower-mounted SMI high-speed sys-
tem. The magnitude of the horizontal offset varies between 0.3° at the top of the 
display ( X = 5, Y = 1) to about 0.8° at the bottom of the display ( X = 7, Y = 5). The 
S-shaped distribution of the directional offsets is once again very striking. The fact 
that the magnitude of the directional offsets is so close to the absolute offsets at 
some positions of the display (e.g. ( X ∈ [5,8], Y ∈ [3,5] and ( X = 3, Y = 5)) is in-
dicative that the observed gaze position was at a specific side of the target for just 
about all participants. The trends for the SMI remote systems are very similar to the 
tower-mounted system.

It can, therefore, be concluded that gaze position has an influence on the offset 
between observed and actual gaze positions for all the eye trackers. Therefore, any 
attempt to correct for the offsets should take the gaze position into account and a 
constant adjustment over the entire display would not be appropriate.

Fig. 3  Absolute and directional horizontal offsets for a the Tobii TX300 and b the SMI tower-
mounted system
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11  Consistency Per Participant

If the recorded offsets between actual and observed gaze positions are to be used as 
basis for improvement of future recordings, these offsets should be replicable for a 
specific participant at a specific region of the display. In other words, prior to any 
regression, it should be proven that the offsets have the same direction and magni-
tude for subsequent fixations in the same region of the display.

Figure 4 shows a graph of the offset in the vertical direction ( ∆y) for one specific 
participant on the SMI RED 500 (250 Hz) for the first and second sets of 40 dots. 

y = 0.7034x + 0.0101
R² = 0.6936

-1.00
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Fig. 4  a Vertical offset for the two sets of 40 dots for one participant on the SMI RED 500 (250 Hz) 
eye tracker. b Correlation plot of the data in (a)
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In order to quantify the apparent correlation between the two data sets, Fig. 4 shows 
the same data plotted as offsets for the first data set against offsets for the second 
data set. A regression line with value of R² is shown as well. A similar procedure 
was followed for all eye trackers and all participants for offsets in both the x- and 
y-directions. The correlation between offsets for the two sets of dots was significant 
(α = 0.05) for all participants on all eye trackers in the x-direction. In the y-direction, 
the correlation was not significant (α = 0.05) for one participant on each of the SMI 
RED 250, RED 500 (250 Hz) and high-speed eye trackers. Since the offsets are 
consistent with regard to direction and magnitude for the large majority of partici-
pants, an investigation into the improvement that a regression might bring about is 
justified (next section).

12  Improvement with the Regression Approach

The offsets that were recorded with the first set of 40 dots were used in a regression 
as previously explained to adjust the observed gaze position in real time. The graph 
in Fig. 5 shows the magnitude of the offsets ( ) ( )∆ ∆x y2 2+( )  (averaged over par-
ticipants) at each point on the grid before and after correction for the Tobii TX300. 
The magnitude of the 95 % confidence intervals is indicative of the variance caused 
by individual differences at each grid point. It is clear that the accuracy was im-
proved with about 0.6° over all regions of the display. It is interesting to note that, 
in general, the accuracy was best in the centre of the screen ( X ∈ [4,5], Y ∈ [2,4]) 
with some offset towards the edges of the display.

Figure 6 shows a graph for the magnitude of offsets for individual participants on 
the Tobii TX300, averaged over all points in the grid. The regression approach suc-
ceeded to improve the accuracy for all participants although not to the same extent 
for each person and not always by a significant margin.

Fig. 5  Offset magnitude per grid point averaged over participants for the Tobii TX300
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Table 2 shows the results of a series of one-way analyses of variance on correction 
as independent variable and magnitude of offset ( |∆x|, |∆y| and ( ) ( )∆ ∆x y2 2+( )  
as dependent variables while controlling for the eye tracker.

Figure 7 provides a graphical visualization of these results. The confidence inter-
vals are indicative of the variance caused by individual differences and the variance 
over different regions of the display (grid points). It is clear that the regression ap-
proach succeeded to improve the accuracy for all eye trackers significantly.

Fig. 6  Offset magnitude per participant averaged over all grid points for the Tobii TX300

 

Table 2  Results of a series of one-way analyses of variance for the effect of correction through 
regression on the magnitude of the horizontal, vertical and overall offsets per eye tracker

N Before 
correction

After 
correction

Improvement F p

Horizontal offsets
SMI RED 250 (250 Hz) 582 0.62 0.49 0.13 15.2 < 0.001
SMI RED 500 (250 Hz) 868 0.69 0.44 0.25 129.0 < 0.001
SMI RED 500 (500 Hz) 415 0.73 0.52 0.21 27.5 < 0.001
SMI high-speed (500 Hz) 625 0.50 0.30 0.20 101.7 < 0.001
Tobii TX300 (300 Hz) 1851 0.79 0.31 0.48 754.8  < 0.001
Vertical offsets
SMI RED 250 (250 Hz) 582 0.85 0.63 0.22 32.4 < 0.001
SMI RED 500 (250 Hz) 868 0.62 0.47 0.15 41.4 <0.001
SMI RED 500 (500 Hz) 415 0.75 0.58 0.17 18.8 <0.001
SMI high-speed (500 Hz) 625 0.51 0.31 0.20 88.4 < 0.001
Tobii TX300 (300 Hz) 1851 0.64 0.35 0.29 409.4 < 0.001
Combined offsets
SMI RED 250 (250 Hz) 582 1.15 0.88 0.27 34.2 <0.001
SMI RED 500 (250 Hz) 868 1.03 0.72 0.31 131.5 <0.001
SMI RED 500 (500 Hz) 415 1.17 0.87 0.30 38.3 < 0.001
SMI high-speed (500 Hz) 625 0.80 0.49 0.31 175.3 < 0.001
Tobii TX300 (300 Hz) 1851 1.13 0.53 0.60 1021.9 <0.001



94 P. Blignaut et al.

13  Correlation of Improvements with Initial Offsets

Table 3 shows the correlations between the average improvement (initial offset−
adjusted offset) over all participants and grid points per eye tracker with the initial 
offset, i.e. the systematic error after calibration with the manufacturer’s procedure 
only. Table 3 also shows the correlations between the relative improvements, i.e. 
(initial offset−adjusted offset)/initial offset, with the initial offset. All correlations 
are significant (α = 0.001), meaning that the procedure of improvement through re-
gression works better if the initial accuracy is poor.

Fig. 7  Magnitude of overall offset between actual and observed gaze positions per eye tracker, 
averaged over participants and display region. The vertical bars denote 95 % confidence intervals

 

Table 3  Correlations between average improvement and initial systematic error
Eye tracker N Correlation of improvement 

with initial offset
Correlation of relative improve-
ment with initial offset

r R² p r R² p
SMI RED 250 (250 Hz) 582 0.404 0.163 < 0.001 0.305 0.093 < 0.001
SMI RED 500 (250 Hz) 868 0.658 0.433 < .001 0.370 0.134 < 0.001
SMI RED 500 (500 Hz) 415 0.457 0.209 < 0.001 0.291 0.085 < 0.001
SMI high-speed (500 Hz) 625 0.694 0.482 < 0.001 0.363 0.132 < 0.001
Tobii TX300 (300 Hz) 1851 0.772 0.596 < 0.001 0.397 0.158 < 0.001
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14  Discussion

The calibration procedures that are provided by manufacturers aim to remove any 
deviation between the actual gaze position of a participant and the gaze position as 
recorded by the eye tracker. Since it is reasoned that this calibration routine distracts 
from the main task at hand, manufacturers try to shorten this procedure as much as 
possible, which may inadvertently negatively affect the accuracy. In this chapter, it 
is proposed that an extra step that takes about 80–120 s to complete is added to the 
calibration procedure to report and improve the accuracy of CR/pupil eye track-
ing. It is argued that the improved accuracy makes this investment in testing time 
worthwhile.

Several sources of literature reported that the accuracy of video-based eye track-
ing can vary across participants, experimental conditions and over time (Blignaut 
2009; Van der Lans et al. 2010). Most studies report an accuracy of 1–2° to be typi-
cal while the accuracy for individual participants can be even worse (Hansen and 
Ji 2010). Some researchers pre-screen their participants so as to exclude those with 
glasses, lenses, mascara and downward eyelashes to ensure a high and even data 
quality, but pre-screening limits the number of available participants and prolongs 
the time it takes to record the data. The procedure that is suggested in this chapter 
is, therefore, particularly useful in projects where pre-screening is not an option but 
where accuracy is nevertheless of great importance.

It was shown that participant recordings are highly consistent with the same 
offset (magnitude and direction) being recorded repetitively at a specific display 
region. It was also shown that there are definite trends with regard to the direction 
and magnitude of the offsets across the display and it is possible that the direction of 
the offset could be in opposite directions in different areas of the display. While the 
procedure offered by EyeLink (SR Research 2007) to do a drift correction based on 
a single dot in the centre of the display is a step in the right direction, it does not take 
the gaze position into account and applies a fixed correction to all fixations across 
the display. The procedure discussed in this chapter, however, allows for a localized 
correction where the observed gaze position during future visits to a specific display 
region can be corrected based on a previous visit to the same area.

The procedure expects a participant to click on a grid of tiny blue dots which 
requires him to look very carefully at the mouse pointer and position it very steadily 
prior to a click. The data that are recorded during the 250 ms prior to a click are re-
garded as being representative of the participant’s eye gaze during that period. The 
deviations between the recorded gaze positions and the corresponding blue dots (ac-
tual gaze positions) are used in the correction of the gaze position during subsequent 
recordings. This correction is done through two separate linear regressions with the 
regression coefficients being recalculated in real time for every recorded raw data 
point based on the error vectors of the five nearest calibration points at the time. In 
other words, a different regression formula is applied to every recorded gaze data 
point, depending on its x and y coordinates. This ensures that the correlation between 
the spatial offsets and position on the screen (Figs. 2 and 3) is taken into account.
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When this procedure is to be followed as part of the calibration procedure during 
an eye-tracking study, a participant would be requested to click only one set of dots, 
but for comparison purposes two sets of blue dots were displayed in this study. The 
first set of dots was used to capture the offsets between actual and recorded gaze 
data. The second set of dots served (1) to verify that the offsets were consistent per 
participant and display region and (2) to evaluate the corrections that were made. 
For the sake of (1) above, it was necessary to display the second set of dots in the 
same position as the first set. While it would seem to be more convincing to have 
the second set of dots in different positions for the sake of (2), it does, in fact, not 
matter since the observed gaze positions are in any case hardly ever exactly on one 
of the dots and may occur anywhere in between.

While it is acknowledged that better accuracies can be achieved with the latest 
hardware and firmware, careful experimental set-up, pre-screening of participants 
and experienced operators, the order of magnitude of deviations between actual and 
observed gaze positions that was found in this study (see Fig. 7) agrees with the 
literature. It is important, however, to note that the reported accuracy values of the 
selected eye trackers are not important for this study—only the improvements that 
could be achieved with the regression procedure.

It has been shown that systematic error can be reduced significantly for a vari-
ety of video-based CR/pupil eye trackers and for virtually every single participant. 
Looking at Fig. 7, it is clear that there is no substantial difference in the initial ac-
curacy that can be acquired by the four remote eye trackers as the average deviation 
between actual gaze position and observed gaze position lies in a band between 1.0° 
and 1.2° for these eye trackers. The SMI high-speed system recorded an initial accu-
racy of about 0.8° but after correction, the average accuracy of this eye tracker was 
improved to less than 0.5°. For the Tobii TX300, the average systematic error of 
more than 1.1° was reduced to about 0.5°. Although the improvement was smaller 
for the remote SMI systems, a significant improvement was still achieved.

In this study, good initial accuracies were achieved for some participants only 
and then only in specific regions of the display (Figs. 5 and 6). If the systematic 
error for a specific participant is constant with regard to direction and magnitude 
across the entire display, the manufacturers’ calibration routines seem to work fairly 
well as they apply the same offset across the entire display. The procedure that was 
applied in this study succeeded to improve the accuracy of eye tracking also for 
participants with varying offsets across the display as in Fig. 2.

While the accuracy of individual recordings could be as bad as 1.5–2° (Fig. 6) 
before correcting, recordings with a systematic error of more than 0.8° were an ex-
ception after correction. With correction, several individual recordings, especially 
for the SMI high-speed and Tobii TX300, had an average accuracy across the entire 
display of 0.3–0.4° which are generally accepted as being exceptionally good for 
video-based eye trackers.

The fact that the improvement is better when the initial accuracy is bad, has im-
portant implications for difficult experimental conditions, when participant-specific 
physiological factors make calibration difficult or when the operator has limited 
experience with the equipment.
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In conclusion, it was shown that existing calibration routines are not necessarily 
perfect and can be improved upon. The fact that offsets between observed and actual 
gaze position show trends across the display both with regard to direction and mag-
nitude and the fact that the offsets appear to be consistent for the same participant 
over time, allows the use of a regression approach to improve the accuracy of eye 
tracking based on previous visits to the same region on the display. It was shown 
that such an approach can successfully be implemented on remote systems from 
two leading manufacturers as well as for a high-precision tower-mounted system.

15  Limitations and Future Possibilities

The regression model in this study made use of two separate linear least squares 
algorithms, one in the horizontal dimension and one in the vertical dimension. Us-
ing this regression model, the gaze position was adjusted in real time based on the 
five nearest calibration points to the gaze position at the time. No other models were 
investigated and no comparison was done to determine if a regression based on a 
different number of calibration points would provide better results. Also, the initial 
grid consisted of 40 points in 5 rows of 8 points each and no comparison was done 
to determine if grids with fewer points would produce equally good results. This 
study was done only to confirm in principle if a regression model is applicable to 
a variety of eye trackers and further research needs to be done to determine if and 
how it can be improved.

While the core of the procedure that is discussed in this chapter is the regres-
sion, it would be valuable to investigate the effect of clicking on the dots instead of 
just watching them would have on the accuracy that is obtained. According to the 
motor-control literature, some people may be better at pointing and clicking than 
others (Chaparro et al. 1999; Keates and Trewin 2005) and it might be important to 
determine if this would have an artificial effect on accuracy.

Except for the SMI high-speed system, this study allowed free head movement 
within the head box. The regression formula did not take any head movements into 
account and more research will be needed to determine if the accuracy can further 
be improved by incorporating dynamic three-dimensional (3D) head-position coor-
dinates into the regression model.
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1  Introduction

There has been only one study that has previously investigated the eye and hand 
behaviours during signature copying (see Pepe et al. 2012). Although eye–hand be-
haviours have been previously reported on during other copying tasks (see Tchalenko 
and Miall 2009; Tchalenko 2007, 2009), none have investigated the timing between 
gaze shifts (saccades) and pen velocity minima (reductions in pen velocity) during 
copying of simple concatenated lines.

Previous drawing studies have reported that gaze shifts are frequently made at 
moments that the pen slows to a velocity minimum during a stroke (see Reina and 
Schwartz 2003; Gowen and Miall 2006). Similar behaviours have also been re-
ported on in aiming tasks (see Helsen et al. 1998; Helsen et al. 2000), shape drawing 
(see Ketcham et al. 2006) and other tasks (Neggers and Bekkering 2000). Gowen 
and Miall (2006) recorded the eye movements and pen kinematics of subjects dur-
ing shape drawing and tracing. For these tasks, respectively, they found that 43 and 
47 % of saccades were made within ± 100 msec of a velocity minima. They propose 
this eye–hand behaviour could indicate attention returning to eye movement plan-
ning before the hand movement has been fully programmed, whilst others suggest 
this behaviour could be related to the eyes receiving feedforward information about 
the upcoming movement (Ketcham et al. 2006; Reina and Schwartz 2003).

Pepe et al. (2012) explored the eye movements and pen kinematics of simula-
tors (forgers) during signature simulations of two types of signatures with different 
complexity ratings (see Found and Rogers 1998). Although the authors found that 
copying these signatures evoked different eye and pen kinematic behaviours, the 
study did not report on temporal behaviours during copying, the nature of these 
behaviours and their relevance to signature simulation. Therefore, the current study 
was, in part, conducted to address this issue by exploring the eye–hand behaviour 
in a task similar to, but not synonymous with, signature copying. More specifically, 

M. Horsley et al. (eds.), Current Trends in Eye Tracking Research, 
DOI 10.1007/978-3-319-02868-2_6, © Springer International Publishing Switzerland 2014
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it aimed to determine the nature of the temporal relationship between the movement 
of the eye and hand during a copying task and to determine the implications of this 
relationship with respect to signature simulation.

2  Methods

2.1  Participants

Twenty healthy subjects with normal or corrected to normal visual acuity levels 
participated in the study. All subjects confirmed the absence of any neurological 
conditions, disorders or injuries known to affect eye or hand movements, or to tak-
ing any medications known to affect eye or hand movements. Of the 20 subjects, 
five subjects whose data could facilitate an accurate analysis of eye–hand interac-
tions were selected. Of the five subjects, four were female and one was male. The 
age range was 23–44 years with a mean of 30 years.

2.2  Materials and Apparatus

Subjects sat on a kneeling chair at a desk with a horizontal surface and an attached 
PTZ-1230 12 × 12 Wacom Intuos 3 digitising tablet. An inking pen was used for re-
cording subjects’ raw and digital kinematic data (FFT low-pass 12 Hz filter). A Tobii 
X-120 eye tracker attached under the table facing upwards at an angle of 68° captured 
the eye movements of subjects. Subject’s viewing distance from the eye tracker ranged 
between 54 and 62 cm, depending on their height. A fixation was classified using the 
Tobii fixation filter, which was customised to a velocity threshold of 30 pixels/window 
and a distance threshold of 15 pixels. This filter best matched the raw sampling data. 
The sampling rate of the eye tracker was 60 Hz and had an accuracy of 0.5° and the 
digitising tablet recorded at 200 Hz with an accuracy of 0.25 mm in the x and y direc-
tion. An external Basler scA640-120gc digital camera was used to record the trials and 
the video footage was superimposed with eye-gaze position using Tobii Studio version 
2.0.2 software. The camera was positioned directly above the centre of the display 
screen and had a resolution capture of 658 × 492 pixels. The camera was set to 91 
frames per second and the video feed was encoded using the default Microsoft video 1 
codec within Tobii studio. A headrest was used to keep subject’s head position constant 
throughout testing to improve the spatial accuracy of eye tracking.

2.3  Data Gathering

Subjects were first calibrated to the eye tracker using a five-point calibration grid 
positioned on the digitising tablet surface. Once properly calibrated, subjects were 
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then required to have a practice attempt at copying the word ‘practice’ to insure 
desired eye-tracker accuracy and reliability, as well as subject comfort.

Subjects were required to copy a line image called the exemplar image, which 
was made up of eight connected lines, as shown in Fig. 1.

The image was presented and copied three times consecutively. Subjects were in-
structed to copy to the best of their ability. All copies were drawn at least 5° below the 
exemplar image to control for any potential effects arising from parafoveal vision.

3  Results

Gaze data was explored qualitatively in order to determine the extent of any tem-
poral relationships between the eye and hand during copying. This required frame-
by-frame analysis of the recordings taken using Tobii Studio version 3.0.3. Camera 
frames were recorded every 11 milliseconds. Of the three repeated trials, the trial 
that best allowed for an accurate temporal analysis between the eye and pen was 
analysed. This was determined by the number of pen velocity minima and their 
positions, as these factors affected the ability to determine the time elapsed between 
gaze shifts and velocity minima. Trials with higher writing velocities and therefore 
more automated movements tended to be selected. The coinciding of gaze shifts and 
velocity minima were identified by reviewing camera recordings of the drawn copy 
and an image of where the copies’ velocity minima occurred.

It was found that the majority of gaze shifts coincided with velocity minima, 
regardless of whether gaze was directed at the exemplar image or the copy. Figure 2 
is an image of a copy trial produced by one of the subjects.

Velocity minima that were overlapping spatially (see Fig. 2) were counted as one 
velocity minima. During the trial in Fig. 2, a gaze shift was made at the fifth (from 
the left) velocity minima. This can be viewed in Fig. 3, which shows the occurrence 
of a gaze shift as the pen reached that position.

Figures 2 and 3 illustrate that as the pen reached a velocity minima, the sub-
ject’s gaze shifted from left to right. This gaze shift was represented by two fixa-
tion circles, the former (left) and the latter (right). Figure 3 also shows that as the 
pen reached the equivalent position of the eye gaze, the gaze shifted—a behaviour 

Fig. 1  Exemplar image 
copied by subjects
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reported previously in drawing (see Tchalenko 2007; Gowen and Miall 2006), point-
ing (see Neggers and Bekkering 2000) and in face copying (see Tchalenko 2009).

Table 1 is a summary of the number of velocity minima and gaze shifts and the 
percentage of gaze shifts that coincided within a 33-millisecond interval.

As there tended to be more velocity minima than number of gaze shifts, not all 
velocity minima coincided with a gaze shift. On average, almost two thirds of gaze 
shifts coincided with a velocity minima, with a large proportion of these instances 
occurring at moments when the pen was still.

Fig. 3  An observed gaze 
shift (from left to right) at 
the moment of a pen velocity 
minima during copying

 

Fig. 2  Example image of 
a subject’s copy attempt 
showing the locations of pen 
velocity minima ( circles)
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4  Discussion and Conclusions

The aim of the current study was to determine the nature of the temporal relation-
ship between the movements of the eye and hand during the task of line copying. 
The results show that there was a close relationship between the eye and hand, with 
an average of two-thirds of gaze shifts occurring at moments the pen was spatially 
at or temporally within 33 milliseconds of a velocity minima—the former being 
more common than the latter. A possible explanation for this finding is that subjects 
were prioritizing the order of cognitive processes relevant to the task and also at-
tempting to reduce the impact of delays in cognitive processing associated with 
making gaze shifts (see Rayner 1998). The advantage of making gaze shifts when 
the pen is still or moving slowly is that it would allow for extra time, with relation 
to pen distance covered, for visual processing of the next stroke from the exemplar 
image, or checking of spatial output of the drawn image—a process important for 
maintaining the spatial quality of the copy (see Smyth and Silvers 1987). This idea 
is consistent with the view that at these moments, there is more relative time to gath-
er and integrate visual information (Ketcham et al. 2006). The presumed problem 
with making gaze shifts during moments the pen is moving quickly is that relevant 
cognitive processes may become suspended during this time (see Irwin et al. 1996). 
In addition, if further time is then required to process the visual information of the 
newly fixated area, large distances could be covered by the pen in the absence of 
relevant, or necessary cognitive processing. Given the pen can move relatively large 
distances over short periods of time, these delays to processing could be enough to 
affect the quality of output. Therefore, it is proposed that gaze shifts can come at a 
cost during this task. This cost can be somewhat mediated by the simulator by using 
certain eye–hand behaviours, and it is these behaviours that suggest tactical deci-
sion making about the execution of processes relating to copying.

Although simulators may be able to mediate costs associated with making gaze 
shifts during line copying, this may not be true for signature simulation. The prob-
lem associated with copying signatures is that the same strategy may not be as 
viable. The reason for this is that pausing during a signature simulation task can 
compromise line quality—a characteristic important for determining authenticity 
of specimen signatures. Because authentic signatures tend to be executed fluently 
(tend not to show abrupt pen pauses, unnecessary pen lifts or moments of dysflu-

Table 1  Summary of gaze shifts, velocity minima and percentage of gaze shifts coinciding
Subject Total gaze 

shifts
Total velocity 
minima

Total Coinciding 
(within 33 msec)

Percentage of gaze 
shifts coinciding

1 11 15 7 63.64
2 15 16 11 73.33
3 23 20 18 78.26
4 6 11 3 50.00
5 14 16 9 64.29
Mean 13.8 15.6 9.6 65.90
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ency caused by slow pen movements and hesitations), the line quality is important 
in determining the authenticity of a signature simulation. Given line quality must 
also be appropriately maintained by the simulator, the strategy of simulators taking 
advantage of momentary pauses during line copying is unlikely to be as viable for 
signature simulation. This may be the reason why spatial accuracy and line fluency 
are thought to trade off (see Hilton 1982) during signature simulations.

The present study has provided evidence of a close temporal relationship exist-
ing between the eye and hand in the task of line copying. It is thought that this 
relationship may serve to help mediate the costs associated with making gaze shifts 
that can impact upon the ability to accurately copy an image. Future studies should 
determine if a similar relationship is present in the task of signature copying. In ad-
dition, future studies should aim to investigate the effects of line length and fluency 
on the eye–hand behaviour and quality of output during copying.
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1  Introduction

Indecisiveness is, for some people, a character trait that manifests as a difficulty in 
settling between several simple or complex alternatives. It is an irritating character 
trait from a theoretical point of view, as it can be difficult to explain or decipher; 
it also becomes irritating from a practical point of view, as it seems particularly 
resistant to modification, sometimes even increasing while one tries to reduce it. 
Indecisiveness has been the topic of a large body of work. For example, relative to 
decisive people, Frost and Shows (1993) found that indecisive people take more 
time to make simple decisions; Rassin and Muris (2005) noticed that indecisive 
people seek more information before making decisions; and Veinott (2002) noticed 
that indecisive people more often postpone more difficult choices.

This study of indecisiveness is part of the ANR† project ORIGAMI2 (“Obser-
vation du Regard et Interprétation du Geste pour une Analyse Marketing Non In-
trusive,” or “observation of Gaze and Interpretation of Gesture for a Nonintrusive 
Marketing Analysis”). ORIGAMI2 aims at a complete analysis of the customer’s 
decision-making process through the combination of various data acquisition tools. 
The analysis of a decision-making process involves three steps. First, the stimuli 
with which the customer is interacting must be identified. Second, the customer’s 
behavior must be interpreted based on his hesitations, time spent staring at different 
objects, etc. Finally, behavior patterns that take place during the decision-making 
process need to be identified. Our present work is related to the second and third 

† Agence Nationale de la Recherche, funded by the French Ministry of Research.Website: http://
www.agence-nationale-recherche.fr/en/

M. Horsley et al. (eds.), Current Trends in Eye Tracking Research, 
DOI 10.1007/978-3-319-02868-2_7, © Springer International Publishing Switzerland 2014
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steps, with the goal of building a predictive model of a person’s degree of indeci-
siveness through the use of eye-tracking methodology. First, we needed to extract 
relevant descriptors.

Several authors have proposed scales to quantify indecisiveness. We used Frost 
and Shows’ Indecisiveness Scale (IS). This tool is composed of 15 statements (e.g., 
“I have a hard time planning my free time”); for each statement, the subject must 
choose from five answers, which range from “strong disagreement” to “strong 
agreement.” The choice of the IS as a reference is a way of reaching our gold stan-
dard: the segmentation of the population into two groups, “decisive people” and 
“indecisive people.” We explore later how we made such a distinction.

2  Experimental Procedure

In the first part of this chapter, the operating procedure is presented. Next, the pre-
processing of the data and the construction of descriptors are described. In the third 
part, the results regarding the selection of the best descriptors are presented. Fi-
nally, a comparison with other results in the literature is made. The experimental 
procedure for each subject was standardized. First, the subject had to fill out Frost 
and Shows’ multiple-choice questionnaire. Next, he was asked to complete three 
tasks in a random order. Finally, he had to fill out the multiple-choice questionnaire 
described by Zaichkowsky (1984), which measures the degree of motivation. We 
used a corneal reflection-based eye tracker†. The subject’s head rested on a headrest 
that was located 70 cm from a monitor that was 47.7 by 29.7 cm2. Stimuli were 
displayed with a resolution of 1680 by 1050 square pixels, and data were acquired 
at 500 Hz.

During the experiment, the subjects gave their answers orally while the experi-
menter took notes.

2.1  Measuring the Degree of Indecisiveness with Frost 
and Shows’ Scale

As described in the introduction, Frost and Shows’ questionnaire gives us a way of 
segmenting the population into two classes: decisive subjects and indecisive sub-
jects. It is a 15-statement questionnaire, and each response is chosen within the 
following parameters:

• Strong disagreement (score = 1)
• Disagreement (score = 2)
• Reasonable agreement (score = 3)
• Agreement (score = 4)
• Strong agreement (score = 5)
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For 6 of the 15 statements, the scoring is reversed (score for strong disagreement 
= 5, score for disagreement = 4, etc.). Frost and Shows define the subject’s degree of 
indecisiveness as the mean value of the 15 scores.

According to Frost and Shows, subjects whose scores are less than 2.5 are la-
beled “decisive,” while those whose scores are greater than 2.5 are labeled “inde-
cisive.” In contrast, Patalano et al. (2009) used the median score of the population 
as a threshold for segmentation. We, however, questioned which solution, either 
Frost and Shows’ value of 2.5 or the median score, was more statistically relevant. 
The value of 2.5 is logical, but the actual statistical distribution of our population’s 
degree of indecisiveness cannot be known; therefore, choosing the median score, as 
proposed by Patalano, appears to be more appropriate but may not always be an ab-
solutely correct choice. We believe that one should also consider whether the vari-
ance should be taken into account. In section 2.6, an alternative way of segmenting 
the population is presented that is based on intra-class variance, as described by 
Otsu (1979).

2.2  Participants

The goal of this work was to describe and characterize each subject’s degree of 
indecisiveness. It was necessary to recruit a large number of subjects, which can 
be difficult in a controlled environment. In particular, it was necessary to recruit 
enough subjects to obtain reliable data. Germeijs and De Boeck (2002) used 291 
subjects, while Rassin et al. (2007) used 39, 56, and 62 subjects; the number of 
subjects depends on the requirements of the experiment. We recruited 28 French-
speaking subjects. The subjects had no ophthalmological problems nor any par-
ticular difficulties in reading and understanding documents displayed on a screen. 
Table 1 shows the distribution of the ages of female and male subjects.

2.3  Description of Tasks

After filling out Frost and Shows’ questionnaire, each subject was given three tasks 
to perform. We chose to arrange each task’s alternatives in columns. The complex-
ity of each task was determined by the number of alternatives: two alternatives in 
task 1, three in task 2, and four in task 3. Accordingly, task 1 was the least complex 

Table 1  Distribution of the ages of male and female subjects
18–20 21–30 31–40 41–50 51–60 61–70 Total

Women 1 9 0 2 2 1 15
Men 1 4 1 7 0 0 13
Total 2 13 1 9 2 1 28
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task and task 3 the most complex. In tasks 1 and 2, the subject had to choose be-
tween menus (two menus in task 1 and three menus in task 2). In task 3, the choice 
was between four academic programs. Tables 1, 2, and 3 show the stimuli for each 
task.

Because of the relatively small number of participants, we chose to increase the 
number of tasks. In addition to the advantage of acquiring more data, increasing 
the number of tasks allowed us to reduce intra-subject variability, which is an im-
portant parameter to consider when one is working with human subjects and needs 
to generalize features. The robustness of certain descriptors was tested relative to 
task complexity, and the results are presented in section 4.3. Similarly, increasing 
the number of tasks allowed us to filter our subjects, allowing us to avoid “noise” 
(section 2.5) even before building the database.

The three tasks were randomly presented to the subjects. We chose to arrange the 
alternatives in columns. The instructions given for tasks 1 and 2 were as follows:

You are a student. It is lunch time. Every day, information about the day’s menus is dis-
played on a touch screen in the campus restaurant. A menu selection can be made by touch-
ing the screen. Please indicate which menu would best suit you (menus can be vegan).

Table 2  Stimulus on the screen for task 1
Menu 1 Menu 2
Starter Hot dish
Hot dish Dairy product
Dairy product or dessert Dessert
Bread Bread

Table 3  Stimulus on the screen for task 2
Menu 1 Menu 2 Menu 3
Salad with a side dish Cold sandwich 30 cm Hot sandwich 15 cm
Dairy product Bread Dessert or dairy product Dairy product Dessert

Table 4  Stimulus on the screen for task 3
Program 1 Program 2 Program 3 Program 4
Sports: compulsory 

module
Sports: compulsory 

module
Sports: compulsory 

module
Sports: noncompulsory 

module
Frequency: 12 h per Frequency: 24 h per Frequency: 48 h per Frequency: as you 

wish
semester semester semester
BONUS = + 1 points 

on the final general 
semi-annual mark, if 
and only if practicing 
12 h in the semester

BONUS = + 2 points 
on the final general 
semi-annual mark, 
if and only if prac-
ticing 24 h in the 
semester

BONUS = + 4 points 
on the final general 
semi-annual mark, 
if and only if prac-
ticing 48 h in the 
semester

BONUS = + 6points 
on the final general 
semi-annual mark, 
if and only if prac-
ticing> 60 h in the 
semester
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The instructions for task 3 were as follows:
You are a student. Sports are becoming an important component of academic programs. 
Each student may choose between 4 programs, each with a different way of practicing 
sports. Please indicate which program would best suit you.

2.4  Measuring the Degree of Motivation with Zaichkowsky’s Scale

After completing the three tasks, the subject was required to complete Zaich-
kowsky’s multiple-choice questionnaire. The purpose of Zaichkowsky’s question-
naire is to measure the degree of motivation, on a scale that ranges from “low mo-
tivation” to “high motivation.” The questionnaire is made up of 20 statements. The 
answers to each of the 20 statements are scored from 1 to 7; for 10 of the statements, 
the scores that correspond to each answer are reversed. Final scores can range from 
20 to 140. A person whose score is under 69 is considered to have a low degree of 
motivation. A person whose score is between 70 and 111 is considered to have a 
medium degree of motivation. If his score is higher than 112, he is considered to 
have a high degree of motivation.

As was done by Zaichkowsky (1984), we scored the answers to each of the 20 
statements from 1 to 7. Accordingly, the final scores ranged from 20 to 140.

2.5  Filtering and Database Construction

Before analyzing the eye-tracking data, it was necessary to first filter the population.

2.5.1  Filtering based on Zaichkowsky’s scale

To avoid distorting the results, or to at least minimize any distortion, it is necessary to 
exclude subjects whose motivation for the experiment is too low. To do so, we started 
by examining the distribution of the population based on Zaichkowsky’s scale.

Figure 1 shows this distribution. Among the 28 subjects, 3 had a medium degree 
of motivation based on their effort during the experiment; the other 25 had a low 
degree of motivation. If we applied this criterion, we would have had to exclude 25 
subjects from our database. We could not rely solely on Zaichkowsky’s scale.

2.5.2  Filtering based on both Scanpaths and Zaichkowsky’s  
Degree of Motivation

In addition to the distribution of the degree of motivation, we also examined each 
subject’s scanpaths during the tasks. Figure 2 shows the scanpaths of two example 
subjects during the three tasks. Each rectangle stands for a text field on the stimulus.
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Task 1

Task 2

Task 3

Fig. 2  Scanpaths. A good subject ( left) and a “noise” subject ( right)

 

Fig. 1  Degree of motivation
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In the first subject’s scanpaths (left), his eyes look over the three columns and 
come back several times to several locations. Based on these scanpaths, we could 
infer that this subject followed the instructions and seriously participated in the 
experiment. In contrast, the second subject (right) did not correctly view all of the 
alternatives; moreover, his scanpaths are less complex than those of the first subject. 
This subject was labeled “noise” in the database, and his participation was not taken 
into account. Altogether, among the 28 participants, 6 were labeled as “noise.”

The mean score of the “noise” outliers on Zaichkowsky’s questionnaire was 
44.91, with a standard deviation of 15.75. According to Zaichkowsky’s scale, they 
had a low degree of motivation with the experiment. The mean score of the other 
22 subjects was 49.75, with a standard deviation of 15.36. The fact that these tasks 
were intended for students may explain these low scores. Despite the low degrees 
of motivation, Zaichkowsky’s scale supports the application of this filtering step.

After excluding the unreliable participants from the database, segmentation 
based on Frost and Shows’ scale was performed.

2.6  Segmentation based on Frost and Shows’ indecisiveness scale

Both the value of 2.5 given by Frost and Shows and Patalano’s median value seemed 
to us to be arbitrary and only justified for a large number of subjects. We used a seg-
mentation method based on the between-class variance, which was first proposed 
by Otsu (1979). This method is easy to implement and consists of two main steps:

• For each threshold s, ranging from smin to smax (here, 1 and 5), with a predefined 
step size, the intra-class variance Va( s) is given by the formula:

V s p C M M p C M Ma
s s s s( ) ( )*( ) ( )*( ) ,= − + −1 1

2
2 2

2

where Ci
s  is the ith class, M is the mean score of the population, Mi

s  is the mean 
score of the ith class, and p Ci

s( )  is the probability of the ith class, equal to the num-
ber of subjects in the ith class divided by the total number subjects.

Minimizing the intra-class variance is equivalent to maximizing the between-
class variance:

V s p C p C M Mb
s s s s( ) ( )* ( )*( ) .= −1 2 1 2

2

The optimal threshold s0 is given by the expression:

V s V sb s b( ) max{ ( )}.
[ ; ]0 1 5
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Figure 3 shows the distribution of the scores of the 22 subjects. Notably, our thresh-
old and the median value (2.51) are similar. The numbers of subjects per class 
were quite similar: 9 decisive subjects and 13 indecisive subjects. The first class 
(“decisive”) had a mean value of 2.13 with a standard deviation of 0.24, and the 
second class had a mean of 2.78 with a standard deviation of 0.19.
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After segmenting the population into two classes, we next extracted the eye-
tracking descriptors.

3  Eye-Tracking Descriptors

Eye-tracking descriptors were divided into two groups: descriptors based on fixa-
tion and descriptors based on saccades. We decided to focus not only on information 
about the alternatives that were chosen or looked at the most but also on information 
about the areas outside these regions. In an indecisive state, at least two alternatives 
must be taken into account; we wanted to study behaviors directed towards the 
three alternatives at which subjects spent the most time looking (or towards the two 
alternatives, when only two alternatives were available).

Altogether, we extracted 24 descriptors for each subject: Of these, 19 were based 
on fixation data (D1–D19) and 5 on saccade data (D20–D24). The percentage of 
time spent on noninformative areas, the chosen alternative or the i-th most observed 
alternative (1 ≤ i ≤ 3), is proportional to the ratio between the time spent on nonin-
formative areas, the chosen alternative or the i-th most observed alternative, and the 
duration of the task. Thus, if i = 1, the percentage of time spent on the most observed 
alternative will be:

D9 D6
D1

= 100* .

Fig. 3  Degree of indecisiveness
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It should be noted that for task 1, we did not have descriptors based on the third 
most observed alternative (D14, D15, D16, and D17) because task 1 consisted of 
only two alternatives.

The alternative-based path length (D21) was calculated as the sum of the lengths 
of the saccades going from one alternative to another. This descriptor should be 
relevant in quantifying the participant’s indecisiveness.

Such a large number of eye movement patterns were gathered to build, in future 
works, a predictive model that can be used to determine a person’s degree of inde-
cisiveness; this list is likely to evolve.

4  Eye-Tracking Results

In this part, the selection of the most relevant descriptors is presented. Then, the aver-
age behavior of decisive and indecisive subjects is discussed in relation to task com-
plexity. An interesting conclusion about behavior is drawn based on either the first or 
the second half of the task. Eventually, the results regarding the relationship between 
the degree of indecisiveness and the degree of personal motivation are presented.

Table 5  Descriptors
Fixation 

data
D1 Total time
D2 Time awarded to the chosen alternative
D3 Fixation’s mean duration on the chosen alternative
D4 D3/D1
D5 Percentage of time awarded to the chosen alternative
D6 Time awarded to the first most observed alternative
D7 Fixation’s mean duration on the first most observed alternative
D8 D7/D1
D9 Percentage of time awarded to the first most observed alternative
D10 Time awarded to the second most observed alternative
D11 Fixation’s mean duration on the second most observed alternative
D12 D11/D1
D13 Percentage of time awarded to the second most observed alternative
D14 Time awarded to the third most observed alternative
D15 Fixation’s mean duration on the third most observed alternative
D16 D15/D1
D17 Percentage of time awarded to the third most observed alternative
D18 Time awarded to the noninformation areas
D19 Percentage of time awarded to the noninformation areas

Saccade 
data

D20 Total path length
D21 Alternative-based path length
D22 Ratio between alternative-based path length and total path length
D23 Ratio between the number of alternative-based saccades and the total number 

of saccades
D24 Ratio between the number of saccades to the chosen alternative and the total 

number of saccades
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4.1  First and Second Halves of a Task

It has been shown that every decision-making situation can be divided into two 
main elementary parts (Patalano et al. (2009)). First, information about the pro-
posed alternatives must be gathered; in our case, each subject was supposed to be 
looking at the stimuli as a whole. Second, a decision-making process is launched. 
The boundary between each part depends on the subject and is not always easy to 
define. Therefore, to simplify our measures, and as was done in Patalano et al.’s 
work, we assigned the first part of the decision-making process to the first half of 
fixation. Further studies can be made to refine this boundary.

The 24 descriptors were calculated three times: for the entire task, for the first 
half, and for the second half. We then wanted to describe how a subject behaved, not 
only during the task as a whole but also during each half (see Part III.3).

4.2  Selecting Relevant Descriptors

To select the most relevant descriptors, a one-factor analysis of variance (ANOVA) 
was used. Because there were two classes (“decisive” and “indecisive”), the null 
hypothesis was that the patterns of each class originated from the same population; 
the alternative hypothesis was that they did not.

Table 6 provides the p values for the main hypothesis for each of the three tasks. 
The values in column F are for the first half of the task, those in column S are for the 
second half, and those in column T are for the entire task. A p value was considered 
significant if it was less than 0.05.

Only the descriptors whose p values were significant for the full duration of at 
least one task were included: 13 descriptors from the fixation data and 2 from the 
saccade data. The names of these descriptors are depicted in bold in the table. It 
should be noted that no descriptor was statistically significant for each part of every 
task ( F, S, and T) and that only six were significant in two different tasks (D4, D8, 
D14, D17, D20, and D21). Because of this selection, we can now discuss the impor-
tance of task complexity and the relative importance of the first or second part of a 
task in characterizing indecisiveness.

4.3  Degree of Indecisiveness and Task Complexity

Figures 4 and 5 display the standardized total durations of the tasks (descriptor D1) 
and the standardized durations spent looking at the chosen alternative (D2).

Let us consider task duration. Relative to the average decisive subject, the aver-
age indecisive subject spent more time on a task (Fig. 4). Moreover, he spent more 
time looking at the alternative he ultimately selected (Fig. 5), with a higher mean 
fixation duration. We noted that the longer the duration of the task, the larger the 
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difference between the indecisive class and the decisive class. However, this obser-
vation did not apply for all of the 24 descriptors.

Let us then consider all of the descriptors for the full task durations (Table 6, 
column T). We can see that for the most complex task, almost half of the descriptors 

Table 6  The p values of each descriptor for the first half of the task (F), the second half ( S), and 
the entire task ( T)

Task 1: complexity Task 2: complexity Task 3: complexity
F S T F S T F S T

D1 0.213 0.401 0.297 0.076 0.080 0.076 0.002* 0.003* 0.002*
D2 0.392 0.977 0.579 0.197 0.606 0.320 0.009* 0.126 0.016*
D3 0.236 0.928 0.244 0.029* 0.854 0.573 0.013* 0.020* 0.010*
D4 0.020* 0.185 0.027* 0.651 0.377 0.559 0.058 0.124 0.035*
D5 0.782 0.446 0.403 0.433 0.620 0.975 0.553 0.238 0.204
D6 0.452 0.394 0.504 0.290 0.062 0.150 0.020* 0.030* 0.005*
D7 0.371 0.342 0.245 0.700 0.394 0.940 0.735 0.901 0.744
D8 0.022* 0.025* 0.019* 0.421 0.143 0.377 0.030* 0.017* 0.031*
D9 0.422 0.726 0.207 0.087 0.914 0.563 0.026* 0.515 0.187
D10 0.307 0.464 0.221 0.170 0.172 0.074 0.001* 0.005* 0.002*
D11 0.668 0.082 0.361 0.774 0.465 0.950 0.994 0.542 0.500
D12 0.094 0.765 0.151 0.105 0.135 0.117 0.001* 0.137 0.047*
D13 0.595 0.552 0.177 0.555 0.911 0.773 0.777 0.479 0.802
D14 0.029* 0.150 0.111 0.004* 0.066 0.015*
D15 0.171 0.120 0.490 0.066 0.368 0.237
D16 0.685 0.903 0.725 0.102 0.017* 0.010*
D17 0.035* 0.781 0.655 0.047* 0.647 0.987
D18 0.401 0.696 0.774 0.045* 0.572 0.100 0.074 0.180 0.083
D19 0.693 0.775 0.834 0.140 0.823 0.219 0.098 0.507 0.174
D20 0.006* 0.003* 0.001* 0.193 0.410 0.282 0.137 0.046* 0.059
D21 0.117 0.002* 0.007* 0.181 0.168 0.148 0.431 0.023* 0.085
D22 0.410 0.154 0.187 0.273 0.297 0.142 0.373 0.271 0.889
D23 0.347 0.368 0.262 0.953 0.529 0.646 0.198 0.430 0.287
D24 0.225 0.146 0.131 0.651 0.741 0.975 0.253 0.278 0.804

3 3 4 4 0 0 10 8 10
* p-value ≤ 0.05.
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Fig. 4  Standardized total durations of the tasks (D1) for tasks 1–3 (from left to right)
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were statistically significant. For the first and second tasks, four and zero descrip-
tors were relevant, respectively. We did not find that the relevance of the descriptors 
increased with task complexity. It would have been interesting to study the subjects’ 
behaviors for a greater number of stimuli with increasing complexities.

4.4  Degree of Indecisiveness during the Parts F  
and S of the Tasks

If we consider the alternative-based path length (Fig. 6), we can see that during the 
second half of a decision-making situation, the average indecisive subject, relative 
to a decisive one, has a greater alternative-based path, although there is no signifi-
cant difference during the first half of the task. We obtained the same results with 
the descriptor “total path length.” These results are consistent with the idea that after 
reading the instructions and exploring all of the alternatives, an indecisive subject, 
relative to a more decisive one, browses a greater distance before orally formulating 
his answer.

The data presented in Fig. 7 are consistent with the hypothesis proposed by Pa-
talano et al. (2009) that the relationship between the degree of indecisiveness and 
the exploratory strategy employed depends on whether the subject is in the first or 
second stage of the decision-making process.
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Fig. 6  Alternative-based path lengths in standardized values (D21) for parts S of the first task 
( left), the second task ( middle), and the third task ( right)

 

-1,5

-1

-0,5

0

0,5

1

1,5

2

2,5

3

D
es
cr
ip
to
r_
C
12
_D
2

Decisive Indecisive
Class

PValue = 0.5791

-1,5

-1

-0,5

0

0,5

1

1,5

2

2,5

3

D
es
cr
ip
to
r_
C
13
_D
2

Decisive Indecisive
Class

PValue = 0.3201

-1,5

-1

-0,5

0

0,5

1

1,5

2

2,5

3

D
es
cr
ip
to
r_
C
14
_D
2

Decisive Indecisive
Class

PValue = 0.0160*

Fig. 5  Standardized durations spent looking at the chosen alternative (D2), for tasks 1–3 (from 
left to right)

 



119Degree of Subject’s Indecisiveness Characterized by Eye Movement Patterns …

4.5  Degree of Indecisiveness and Degree of Personal Motivation

In this section, we present data relating to the relationship between the degree of 
indecisiveness and Zaichkowsky’s degree of personal motivation. To analyze this 
relationship, we began by performing an analysis of variance and then applied Ken-
dall’s nonparametric test (τ) to more precisely identify any interactions.

The ANOVA revealed that the classes were statistically separable based on the 
degree of motivation: The probability that all of the 22 degrees of motivation came 
from the same population was 0.0154, which is less than the value of alpha (0.05). 
We were interested in looking more deeply at this interaction.

Kendall’s rank correlation coefficient is based on Spearman’s. The calculation is 
quite simple. First, the n degrees of indecisiveness must be sorted. The rank values 
of the n degrees of motivation are then sorted according to the degrees of indeci-
siveness. After this step, only the degrees of motivation are taken into account. For 
the oth observation, we counted the number of observations that were greater than 
the oth (weight “+ 1”) or less than the oth (weight “− 1”). We then obtained a third 
column of n − 1 values by summing the weights. The maximum total weight, S, is 

equal to 
n n*( )−1

2
 if the order is perfect, as it would then be the sum of the n first 

integer numbers. If the order is the perfect opposite, S will be equal to 
− −n n*( )1

2
. 

In the case of a total absence of correlation, S is equal to 0. The Kendall rank cor-
relation is given by the expression

τ = − =
−
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where τ ranges from − 1 to 1 and can be related to Pearson’s coefficient: The closer 
it is to 1, the more likely it is that a positive correlation exists, while the closer it is 
to − 1, the more likely it is that a negative correlation exists. Finally, if  is close to 0, 
there is a strong probability that there is no monotonic link between the two degrees.

We calculated Kendall’s τ for the entire population ( n = 22), for the decisive 
group ( n = 9), and for the indecisive group ( n = 13):

τ
τ

= =
= ==
= − =τ

Thus, according to our decisive database, we can conclude that the higher the de-
gree of indecisiveness (below 2.5), the higher the probability that the degree of 
motivation will be high as well. As for the indecisive subjects, we can only conclude 
that there is a high likelihood that there is no monotonic link between the degree of 
indecisiveness and the degree of personal motivation.

5  Conclusions and Discussion

We proposed an automated method for the segmentation of a population into two 
classes: decisive and indecisive. We emphasized a possible correlation between 
Frost and Shows’ indecisiveness scale and Zaichkowsky’s personal degrees of mo-
tivation. We successfully filtered the participants and identified 15 eye-tracking de-
scriptors based on the ocular responses of the 22 subjects during the three different 
tasks.

Some of the results are consistent with the work of Frost and Shows (1993). For 
example, an indecisive person, relative to a more decisive one, takes more time 
to make simple decisions. We also found the same results as Ferrari and Dovidio 
(2000): An indecisive person, relative to a decisive person, seeks more information 
about the alternative chosen but not more information overall. It should be noted 
that the greatest number of relevant descriptors was found for the most complex 
task (task 3).

These analyses were applied to a population of 22 subjects. The lack of rel-
evancy of certain descriptors, from a statistical point of view, may be due to the 
lack of power. Whether it is valid to base the first step of a decision-making process 
on the first half of fixation may also need to be evaluated further. Indeed, it would 
be interesting to identify a method of determining this threshold in each subject. 
For example, by applying a sliding temporal window to the saccade data, we could 
detect when the alternative-based saccade frequency exceeds the frequency of sac-
cades directed to the alternatives.

As mentioned in the introduction, this indecisiveness study is part of our work on 
behavioral marketing. Marketing managers need to understand the behavior of cus-
tomers during a purchasing act: What does first catch the customer’s eye, between 
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what products does the customer hesitate, why does he hesitate, etc.? Our work 
could also be translated into research fields that involve the subject’s emotional 
state, such as motor racing competitions, fighter pilots’ flights, or psychiatric dis-
orders.
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1  Introduction

Eye movement recording systems have been widely used by researchers to aid in 
assessment of various health problems, such as neurological, ophthalmological and 
psychological diseases (Frohman et al. 2003; Sweeney et al. 2002). The earlier sys-
tem using scleral search coils was invasive as it involved direct contact with the 
eyes (Duchowski et al. 2003; van de Geest and Frens 2002). The technology of 
eye movement recording has since developed to provide increasingly non-invasive 
measurements with higher precision and sampling rate through sophisticated algo-
rithms. Examination using eye trackers can be performed without restricting the 
head/posture, hence providing measurements in more natural and patient-friendly 
environments. This feature is crucial in examining patients with special characteris-
tics such as in nystagmus patients.

Nystagmus is characterised by involuntary oscillation of one or both eyes about 
one or more axes (Abadi 2002). It was estimated that the prevalence of infantile 
nystagmus could be in a range of 1 in 1,000 to 1 in 6,000 (Abadi and Bjerre 2002) 
and has been reported to occur in 0.06 % of the blind schoolchildren in Malaysia 
(Reddy and Tan 2001). Nystagmus could be of congenital or acquired origin. Pre-
vious studies reported that the involuntary retinal image movements in a person 
with nystagmus are responsible, at least in part, for their poor visual acuity (Abadi 
and King-Smith 1979; Dickinson and Abadi 1985). The reduced vision may impact 
their daily living activities such as reading. Reading performance in patients with 



124 M. M. Shahimin et al.

nystagmus was reported to be reduced compared to those without vision impair-
ment (Rubin and Turano 1994; Chung et al.1998). During reading, the eyes engaged 
in a series of small jerky eye movements (saccades) with an intermittent pause. The 
pause whilst reading is known as fixation, i.e. the time between saccades when the 
eyes are steady and information processing occurs. The saccadic eye movements’ 
pattern in persons with nystagmus was reported to be superimposed with the infan-
tile nystagmus waveform that showed few pause periods indicating less time for 
the eyes to be steady (Kudo et al. 1995). Thus, this may cause the reading speed of 
persons with nystagmus to be reduced.

Clinically, reading rate is assessed by determining the correct words read in a 
minute. Reading performance depends on the types of optical corrections (Ciuffreda 
et al. 1976) and the reading material (Lovie-Kitchin et al. 1987, 2001). Therapeutic 
options available for persons with infantile nystagmus include optical treatment, 
surgical, pharmaceutical and electrical stimulation. All these treatments have been 
aimed at reducing the intensity of the nystagmus (Dell’Osso et al. 1988). In this 
study, only optical treatment, i.e. contact lens and spectacles, will be used for treat-
ment of nystagmus. Previous study suggested that contact lens wear improves the 
visual function of persons with nystagmus (Biousse et al. 2004). However, Biousse 
et al. (2004) reported that the clinical improvement observed in their participants 
may result from a better optical correction of the refractive error when wearing con-
tact lenses than spectacles, rather than the dampening effect of the nystagmus due 
to contact lens wear. The aim of this study is to determine the impact of contact lens 
wear on the eye movement pattern of persons with nystagmus during reading. For 
this purpose, the infrared eye movement recording system, the Tobii T60 eye track-
er, will be used to provide a more comprehensive reading performance evaluation.

2  Case study

2.1  Patient

A 14-year-old boy presented to the clinic with a diagnosis of congenital nystagmus 
due to retinopathy of prematurity. He had high myopia which causes moderate vision 
loss. Upon examination, his distance best-corrected visual acuity (VA) was 6/19 on 
his right eye (oculus dexter, OD) and hand movement on the left eye (oculus sinister, 
OS). Refractive error measured was OD: − 9.50 DS/− 4.00 DC × 180° and no improve-
ment seen on the OS. He can read N10 print size (OD) at 40 cm. He had right jerk 
nystagmus with anomalous head posture and a face turn to his right. The ocular motil-
ity assessment revealed a null zone position at laevo-elevation. A pair of spectacles 
with an updated refraction power was prescribed to the patient. The patient came back 
to the clinic after 10 weeks insisting on wearing a contact lens. He was fitted with a 
toric silicone hydrogel (SOFLEX) contact lens with a base curve of 8.7, 14.50 mm 
in diameter and a power of − 8.50 DS/− 4.00 DC × 180° on his OD only. The type and 
material of the contact lens were chosen to allow safe, extended wearing time.



125The Use of an Infrared Eye Tracker in Evaluating …

3  Methods

We performed a series of tests which includes visual acuity assessment, reading 
performance and eye movements recording in two occasions, after 10 weeks of 
wearing the prescribed spectacles and after 10 weeks of wearing the contact lens. 
The visual acuity assessment was performed using a LogMAR chart for far and 
near distances. The reading performance and eye movements were recorded at a 
distance of 60 cm using the Tobii T60 eye tracker with a sampling frequency of 
60 Hz. The Tobii T60 is integrated with a 17-inch TFT monitor which was used 
to display the reading material (black text on a white background) to the patient. 
The reading material was carefully selected from validated Malay reading text to 
ensure the comprehension difficulties are suitable for his age. It consists of one 
paragraph displaying 50 words in N10 materials corresponding to the patient’s 
near VA.

4  Results

The VA assessments revealed a distance VA of 6/19 (for both spectacles and con-
tact lens). The near VA was demonstrated to be improved by one line, i.e. from 
N10 with spectacles to N8 after 10 weeks of wearing contact lens. Interestingly, 
his reading duration (1.09 min when wearing spectacles and 0.47 min when wear-
ing contact lens) showed marked improvement. Reading rate increased to almost 
double from 44 words per minute (wpm, with spectacles) to 105 wpm (with con-
tact lens) with average fixation duration increased from 0.32 to 0.44 s (Table 1). 
These improvements in visual functions and reading performance parameters were 
supported by the eye movement recording results. The eye movement pattern 
with spectacles showed a modified staircase reading pattern which is due to the 
nystagmus (Fig. 1), whereas the eye movement pattern with contact lens demon-
strates clear saccades, regressions and fixations (Fig. 2), which closely resembled 
eye movement pattern of normals during reading. The eye movement pattern also 
demonstrates longer time per fixation as reflected in the mean fixation duration 
indicating more time for the eyes to be stable for information processing and thus 
improving reading rate.

5  Discussion

We are interested in exploring the possibility of evaluating and providing more 
quantitative reading performance results to congenital nystagmus patients wearing 
different types of optical corrections. It was found that with contact lens wear, pa-
tient’s near visual acuity improved considerably. In addition, he demonstrated faster 
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reading rate with contact lens compared to spectacles. Previous studies reported that 
as reading speed is strongly associated with visual acuity, decrease in print size is 
reported to increase reading speed (Lovie-Kitchin et al. 1987, 2001).

The advantages of contact lens over spectacles are reducing optical distortions 
and providing a wider field of view. The ‘contact’ position with the cornea ensures 
a more stable vision as the nystagmoid eye is always fixating through the optical 
centre of the contact lens. In contrast, vision with spectacles will reduce as the eye 
drifts resulting in prismatic effect and distortion (Tabibi et al. 2008)

In this study, we found that mean fixation duration with contact lens was longer 
compared to spectacles. This suggests that the patient spent more time on aver-
age per fixation. The analysis also showed that reading duration with contact lens 
was reduced to half of the time taken using spectacles. This indicates that more 
letters/words were processed per fixation. This finding is supported by previous 
work reported by Tabibi et al. (2008). They found that contact lens broadened the 
high-foveation-quality field and improved foveation where the subject was able to 
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Fig. 1  Eye movement recording result for patient’s reading performance with spectacles

 

Reading task Spectacles Contact lens Changes (%)
Visual acuity 

(distance)
6/19 6/19 No changes

Visual acuity (near) N10 N8 1 line better
Reading duration 

(min)
1.09 0.47 56.88

Reading rate (wpm) 43.92 105.26 139.66
Average fixation 

duration (ms)
0.32 0.44 −37.50

Table 1  Comparisons in 
visual acuity and reading 
parameter measurements 
between spectacles and 
contact lens
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see more area with better vision. This is supported by the fact that reading duration 
becomes shorter indicating that less time is needed to complete the task (Kudo et al. 
1995). This could suggest that more visual input was being processed per fixation 
resulting in longer fixation duration. However, foveation period could not be ana-
lysed with Tobii T60 eye tracker due to low sampling rate of 60 Hz.

Wearing contact lens has been suggested to dampen nystagmus (Biousse et al. 
2004). Reduction in nystagmoid eye movement results in stable vision and increased 
fixation time. Dampening effect from contact lens wear could affect eye movement 
fixation during reading. Although we only managed to analyse the average fixation 
duration because of the limitation of the eye tracker system, the figures presented 
roughly showed that refractive correction with contact lens (Fig. 2) resulted in a 
better fixation during reading compared to wearing spectacles (Fig. 1).

6  Conclusion

Contact lens improves reading performance in this patient. This was illustrated by 
increased reading duration, reading rate and eye movement recording. This case 
showed a transition from poor reading performance to an almost normal state. The 
ability to achieve normal reading rate in school children with nystagmus will facili-
tate their learning process. This in turn will open up more opportunities for them to 
pursue higher level education and increase their chance of employability.
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Fig. 2  Eye movement recording result for patient’s reading performance with contact lens
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1  Introduction

Reading is a relatively recent cultural innovation, emerging in the last 5,000 years 
or so. It is an acquired skill involving the decoding of patterns of visual stimulation 
into a linguistic and, ultimately, a conceptual representation. Because it involves 
a considerable amount of learning and entails the interaction of several disparate 
brain areas, it is an ideal experimental domain to study the plasticity of the brain in 
a relatively pure form. As Huey (1908) observed in his seminal work The Psychol-
ogy and Pedagogy of Reading first published just over 100 years ago, to understand 
reading fully would involve gaining a deep understanding of complex brain func-
tion. Huey’s goal remains elusive to this day. What has changed is the availability 
of a powerful set of tools with which to explore the process: eye tracking, compu-
tational modelling, and electroencephalogram (EEG) recording. I will argue in this 
short chapter that it is only through the coordinated deployment of all three tools 
that we will get close to attaining Huey’s goal.

2  Eye Movements in Reading

A reader’s eyes move along a line of text in a sequence of fixations separated by 
jumps called saccades. Reading, therefore, takes the form of a series of “snapshots” 
during which textual information is acquired. During one such snapshot, the rec-
ognition of a single English word of average length takes about 100 milliseconds 
(Rayner and Pollatsek 1989). From the pioneering research of McConkie et al. 
(1988), it emerged that the effective target of a given eye movement is the centre of 
the to-be-fixated word. The goal of eye movements in reading appears to be to attain 
an optimal viewing position (OVP) on a word, which, if successful, facilitates rapid 
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word recognition (O’Regan 1990). In reality, fixation locations are normally distrib-
uted with means somewhere between the beginning and the centre of the word. This 
latter position is referred to as the preferred viewing location (PVL; Rayner 1979). 
The eye frequently undershoots or overshoots the optimal position or even the word 
boundary with the consequence that extra fixations and/or movements back to pre-
viously read words may need to be made (Nuthmann et al. 2005).

All current accounts of word targeting in reading assume that the writing system 
serves up unambiguously delineated word “blobs” that act as targets for the saccade 
programming mechanism. This solves several problems at one fell swoop. There is 
no need, for example, to invoke a word segmentation algorithm to extract the indi-
vidual words for targeting. However, it raises the question of what happens when 
the words in a writing system are not so conveniently delineated. What strategies 
do readers adopt when reading unspaced writing systems such as Thai or Chinese? 
This is still very much an open research question.

3  Computational Models

Over the last 20 years, there has been a burgeoning of computational models in the 
field of eye movements and reading. This growth has occurred partly as a result of 
the wealth of data generated by modern eye-tracking technology and partly because 
of the need to manage theory development for what turns out to be a complex in-
terplay of cognitive, perceptual, and motor processes. Up until the early 1990s, the 
main types of theory in the field were informal, verbally specified ones. Morrison’s 
(1984) model is a good example of this genre. While providing a plausible account 
of the phenomena of saccade targeting and word skipping in reading, Morrison’s 
model still omitted crucial aspects of the process. For example, it could not account 
for spillover effects, where the processing on one fixation affects another. It was 
also hard to infer reliably testable predictions from the model because of the com-
plex parallel interaction of different processes (e.g. word recognition and saccade 
preparation occur in parallel in the model). The management of this complexity 
clearly called out for computational modelling. Moreover, a computational model 
was required rather than a purely mathematical one, since it effectively involves the 
integration of a number of distinct mathematical models into a process-based ac-
count instantiated as a computer program. As Norris (2005) put it:

In research on word recognition, models don’t just resolve debates over what 
theories predict, they are often the only way that even the theorists themselves can 
be sure what their theories predict. (Norris 2005, p. 333)

While he was referring specifically to visual word recognition (VWR) models, 
his remarks can be applied just as emphatically to models of eye movements in 
reading. Tellingly, the computational instantiation of the Morrison model as E-Z 
Reader (Reichle et al. 1998) led to several important changes in the original model’s 
formulation arising from inconsistencies in the relative timing of several of the 
component processes. These inconsistencies would have been hard or impossible 
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to detect without the support and constraints provided by a computational imple-
mentation.

With the use of computational models now the norm in the field, a new issue 
arises regarding the precise relationship between model and motivating theory that 
it instantiates. Because of the complexity of models involved, the relationship can 
often be ambiguous and is frequently under-specified by the model designers. This 
can, in turn, lead to confusion about the testability of certain features of a model and 
the implications that this might have for its veridicality.

For example, in the case of the very successful interactive activation (IA) model 
of VWR (McClelland and Rumelhart 1981; Rumelhart and McClelland 1982), one 
of its features not especially deliberated over by the authors and by implication not 
attributed much theoretical weight was the input letter representation. The approach 
adopted involved having identical banks of features and letters replicated across the 
visual field. To most researchers, this was taken as a computational convenience 
and a way of skirting around what is still a hard problem in computational vision, 
namely position- and scale-invariant object recognition. Nonetheless, the letter 
representation approach adopted by the IA model became the focus of some criti-
cism and empirical evaluation by other researchers (e.g. Mewhort and Johns 1988; 
Humphreys et al 1990; Davis and Bowers 2004).

The critique that certain letter-migration errors were precluded by the input’s 
design was indeed valid and the results of Davis and Bowers’ (2004) experiments 
were informative. Similarly, the studies of Humphreys et al. (1990) were on a much 
broader canvas than merely a critique of the input format for the IA model. How-
ever, one felt, to a large extent, that both critiques missed the point, since the core 
assumptions of the IA model were not heavily dependent on the precise nature of 
the letter representation used. A more central property of the whole family of IA 
models was that of interactivity between word, letter, and feature levels. Undermin-
ing the centrality of this property to the model’s performance could be seen as much 
more damaging. In fact, Norris (1994) appeared to do just that with his Shortlist 
speech perception model. The Shortlist model, using a purely bottom-up architec-
ture, demonstrated effects that had required top-down influences in the TRACE 
model of speech perception (a member of the IA family of models; McClelland and 
Elman 1986).

The case of the IA models is a good illustration both of how computational mod-
els can act as an important stimulus for research and of how there is little agreement 
about what constitutes a damaging critique. Notwithstanding Norris’ (1994) find-
ings, the IA framework of models has proved very productive in many varied cog-
nitive modelling domains (e.g. Grainger and Jacobs 1998). The Glenmore model 
of reading (Reilly and Radach 2006), for example, is an IA model that can account 
within one mechanism for basic patterns of eye movement behaviour and accom-
modate a wide range of well-established empirical phenomena including parafoveal 
preview effects (Rayner and Pollatsek 1989).

The E-Z Reader model mentioned earlier (Reichle et al. 1998) can be regarded as 
a simulation of reading when higher-level linguistic processing is running smoothly 
(Reichle et al. 2003). The model aims to explain how lexical processing influences 
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the progress of the eyes through the text and provides a framework for understand-
ing word identification, visual processing, attention, and oculomotor control that 
determines when and where the eyes move during reading (Reichle et al. 2003).

E-Z Reader works on the hypothesis that linguistic processing affects eye move-
ments in two different ways. First, there is a relatively low-level linguistic process 
that keeps the eyes moving forward. Second, higher-level processing occurs in par-
allel with this low-level processing and is effective when the higher-level process-
ing is having difficulty.

The SWIFT model (Engbert et al. 2005) embodies a number of features that set 
it apart from E-Z Reader. Most notably, the model assumes the parallel processing 
of several words in a given fixation, the number of such words being constrained by 
the extent of the perceptual span. In contrast, E-Z Reader assumes serial processing 
of words. Another distinguishing feature of SWIFT is that the triggering of a sac-
cade is autonomous from word recognition. E-Z Reader, on the other hand, assumes 
word recognition or at least partial recognition of a word drives the reading process 
forward.

There is still, however, a gulf between the modelling architectures used to ac-
count for reading data (e.g. Glenmore, SWIFT, and E-Z Reader) and those neces-
sary to account for the neural basis of reading. Indeed, the very existence of this 
gulf allows the proliferation of models that are, in my view, difficult to chose among 
on the basis of behavioural data alone. What are required are additional constraints 
from the neural substrate that the models purport to abstract from.

4  Electroencephalogram

Focussing on the neural foundations of reading is a significant challenge for a num-
ber of reasons: (a) Reading is an active process, so paradigms that restrict eye move-
ments degrade the process under investigation; (b) reading involves coordinated 
activity in a variety of brain regions from the retina and primary visual cortex to 
integration areas to language areas; and (c) both inter-subject and intra-subject vari-
ability is high across various aspects of reading. Despite these difficulties, great 
progress has been made using oculomotor recording, EEG, and functional magnetic 
resonance imaging (fMRI). The primary limitation of fMRI is that its timescale is 
orders of magnitude slower than the timescales of interest in the reading brain.

EEGs are recordings of minute low-frequency electrical potentials on the sur-
face of the skull produced by neural activity within the brain (typically 10–300 μV, 
0.5–40 Hz). EEGs on the surface of the scalp reflect the synchronous activity of 
large populations of cortical neurons—of the order of 10,000 or so—with similarly 
aligned current flow. Variations in the magnitude of these potentials in the same 
spatial location are assumed to reflect underlying cortical processing activity. The 
primary limitation of EEG is that it is difficult to link the noisy EEG responses to 
particular aspects of brain function.
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All current computational models of reading tend to be behavioural rather than 
neuroscientific, constructed on an empirical base derived mainly from studies of 
eye movement patterns. Unfortunately, several successful models can account more 
or less equally well for the same behavioural data. The most promising source of 
additional constraint comes from neuroscientific data, and the best current source of 
such data is cognitive electro-physiological studies. Such studies have the necessary 
temporal resolution to provide insights into the time course of reading (Barber and 
Kutas 2007). Curiously, to date there have been very few attempts to use this source 
of constraint in the development of reading models.

The benefits of … a dynamic interplay between computational models and em-
pirical research are clearly evident in several computational models of VWR [visual 
word recognition] based largely on behavioral measures (reaction time and accu-
racy). By contrast, on the whole, there is no similar give-and-take between com-
putational modelers and electrophysiological researchers, perhaps because compu-
tational models have been agnostic if not silent regarding the time courses of the 
various neurophysiological processes or the brain areas involved in VWR. (Barber 
and Kutas 2007, p. 100).

While Barber and Kutas’ (2007) observations refer to VWR models, their com-
ments are even more apposite for dynamic reading. Consequently, an overarching 
goal of co-registration research should be to help bridge the gap between current 
models of reading and the complex neural basis of the process. However, building 
that bridge will require the significant reworking of current models and the develop-
ment of new EEG paradigms compatible with the model development enterprise.

Reading and Event-Related Potentials (ERPs) ERP analysis has the potential 
to provide us with an exquisitely precise tool for revealing the temporal dynam-
ics of the component processes of reading. Figure 1 is a schematic representation 
of the locus, size, and reliability of ERP effects associated with different levels of 
analysis of the VWR (from Barber and Kutas 2007, Fig. 4). Note that P1 and P2 
are the first two positive peaks; N400 is a robust negative potential peak occurring 
typically around 400 ms. LPC represent later positive components such as the P600 
(Osterhout et al. 1994). The figures in boxes represent size of effects in milliseconds 
(i. e. the temporal responsivity of the component amplitude)—darker figures are for 
effects supported by more than one study. As can be seen from this figure, ERPs can 
be used to index the temporal stages of the subcomponents of the reading process. 
Note that it is not just peak amplitude that is the source of information about tim-
ing but also the point at which the ERPs diverge as a function of an experimental 
manipulation. There is still some debate about the precise timing and nature of word 
identification, since the N400 is rather late compared to timings derived from eye 
movement behaviour, such as fixation durations (Sereno and Rayner 2003; Kliegl 
et al. 2006).

Fixation-Related Potentials (FRPs) Although still very much at an explor-
atory stage, the co-registration of eye movements and EEG has been successfully 
employed by several research groups (e.g. Baccino et al. 2005; Hutzler et al. 2007; 
Dambacher and Kliegl 2007; Dimigen et al. 2011).
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One of the disadvantages of permitting eye movements when recording EEGs is 
having to deal with artefacts from the movement of the eyes themselves. The eye is, 
in effect, a large dipole, any movement of which causes significant potential flows 
when viewed against the background of the much smaller scalp potentials. Nonethe-
less, the detection and removal of these artefacts is now relatively straightforward. 
For example, the use of independent component analysis (ICA) has been shown to 
be quite effective (Hutzler et al. 2007; Tang et al. 2002; Pearlmutter and Jaramil-
lo 2003; Tang and Pearlmutter 2003; Henderson et al. 2013). Moreover, since the 
time-locking event is now the start of the fixation (hence, the term fixation-related 
potentials—FRPs—rather than ERPs), from the eye-tracking record we will know 
precisely when an eye movement has occurred.

The use of a more ecologically valid reading setting has many advantages. For 
example, in some reading studies involving a lexical decision task where the sub-
ject must press one of two buttons to indicate whether a word or non-word is being 
displayed, one can obtain P300 components that are merely associated with the 
need to generate a binary response (Kutas and van Petten 1994). These, in turn, can 
overlap with N400 responses, which are the usual focus of interest in lexical deci-
sion experiments. In contrast, by allowing free viewing and using the standard eye 
movement parameters of fixation duration and saccade extent, we get closer to the 
real reading process and avoid such procedural artefacts.

Naturally, the analysis of FRPs is not without its own significant challenges. 
Foremost among these is the problem of spillover of FRP components from one 
fixation to the next.

Fig. 1  Time course of effects in visual word recognition. (From Barber and Kutas 2007)
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Figure 2 from Henderson et al. (2013) gives a striking example of how spillover 
can make the interpretation of waveforms from natural reading problematic. In the 
case of, say, the 151–175-ms waveform in Fig. 2, it is impossible to distinguish the 
source of the negative inflection following the peak at P1. It could be the expected 
N1 for the second fixation, or it could have arisen from a possible N400 from the 
preceding fixation. A possible way to deal with this challenge is to provide con-
text for the interpretation in the form of predictions from a computational model 
that would allow us to systematically unpack the various contributions to the final 
waveform.

5  A Synergistic Alliance

Two complementary challenges have been discussed in this chapter: (1) the need 
to determine which of a number of competing computational accounts of the read-
ing process is the more plausible and (2) how to handle the complex spillover ef-
fects we find in co-registered EEG and eye movement data from natural reading 
experiments. However, by placing one challenge at the service of the other—in 
other words, use computational models to help disentangle the multiplexed EEG 

Fig. 2  Electroencephalogram (EEG) waveforms for fixations of different durations from Hender-
son et al. (2013). The vertical bars indicate fixation offset. Note that for short fixations, the P1 
peak following fixation offset and associated with the new fixation can occur before some of the 
later components (e.g. N400) of the preceding fixations

 



138 R. G. Reilly

 waveforms, and use EEG data to ground the current generation of reading models—
we may end up with a powerful and productive alliance.

Barber and Kutas (2007) made a similar appeal several years ago in the context 
of VWR models (2007):

We suggest that it is time that computational modelers and neurophysiologists come together 
in practice and in theory to unravel the mysteries of reading (Barber and Kutas 2007, p. 119).

The pressure to combine forces is even more pressing in the case of the co-registra-
tion paradigm in reading, if only to make analysing the data more tractable.

A recent approach to neurally grounded modelling at the level off EEG-gener-
ating current flows has been that of dynamic causal modelling (DCM; Kiebel et al. 
2008; Stephan et al. 2007). DCM aims to account for EEG data in terms of coupled 
neuronal groups and analyses how the topography of the couplings variously impact 
on the brain’s response to different experimental conditions. Bayesian methods are 
then used to select the most likely candidate from among competing patterns of con-
nectivity. This and approaches at a similar level of neural granularity are the next 
step forward in the computational modelling of reading.

References

Baccino, T., Manunta, Y. (2005). Eye-fixation-related potentials: Insight into parafoveal  processing. 
Journal of Psychophysiology, 19, 204–215.

Barber, H. A., & Kutas, M. (2007). Interplay between computational models and cognitive electro-
physiology in visual word recognition. Brain Research Reviews, 53, 98–123.

Dambacher, M., & Kliegl, R. (2007). Synchronizing timelines: Relations between fixation dura-
tions and N400 amplitudes during sentence reading. Brain Research, 1155, 147–162.

Davis, C. J., & Bowers, S. J. (2004). What do letter migration errors reveal about letter position 
coding in visual word recognition? Journal of Experimental Psychology: Human Perception 
and Performance, 30, 923–941.

Dimigen, O., Sommer, W., Hohlfeld, A., Jacobs, A. M., & Kliegl, R. (2011). Co-Registration of 
eye movements and EEG in natural reading: Analyses and review. Journal of Experimental 
Psychology: General, 140, 552–572.

Engbert, R., Nuthmann, A., Richter, E., & Kliegl, R. (2005). SWIFT: A dynamical model of sac-
cade generation during reading. Psychological Review, 112(4), 777–813.

Grainger, J., & Jacobs, A. (1998). Localist connectionist approaches to human cognition.  Hillsdale: 
Erlbaum.

Henderson, J. M., Luke, S. G., Schmidt, J., & Richards, J. E. (2013). Co-registration of eye move-
ments and event-related potentials in connected-text paragraph reading. Frontiers in Systems 
Neuroscience, 7, 28. doi:10.3389/fnsys.2013.00028.

Huey, E. B. (1908). The psychology and pedagogy of reading. New York: Macmillan.
Humphreys, G. W., Evett, L. J., & Quinlan, P. T. (1990). Orthographic processing in visual word 

recognition. Cognitive Psychology, 22, 517–560.
Hutzler, F., Braun, M., Vo, M., Engl, V., Hoffman, M., Dambacher, M., Leder, H., & Jacobs, A. M. 

(2007). Brain Research, 1172, 124–129.
Kiebel, S. J., Garrido, M. I., Moran, R. J., & Friston, K. J. (2008). Dynamic causal modelling for 

EEG and MEG. Cognitive Neurodynamics, 2, 121–136.
Kliegl, R., Nuthmann, A., & Engbert, R. (2006). Tracking the mind during reading: The influ-

ence of past, present, and future words on fixation durations. Journal of Experimental 
Psychology:General, 136, 520–529.



139Triangulating the Reading Brain: Eye Movements, Computational Models, and EEG

Kutas, M., & Van Petten, C. (1994). Psycholinguistics electrified. In M. A. Gernsbacher (Ed.), 
Handbook of Psycholinguistics (pp. 83–143). San Diego: Academic Press.

McClelland, J. L., & Elman, J. L. (1986). The TRACE model of speech perception. Cognitive 
psychology, 18(1), 1–86.

McClelland, J. L., & Rumelhart, D. E. (1981). An interactive activation model of context effects in 
letter perception: I. An account of basic findings. Psychological review, 88(5), 375.

McConkie, G., Kerr, P. W., Reddix, M. D., & Zola, D. (1988). Eye movement control during read-
ing: I. The location of initial eye fixations on words. Vision Research, 28, 1107–1118.

Mewhort, D., & Johns, E. E. (1988). Some tests of the interactive activation model for word rec-
ognition. Psychological Research Psychologische Forschung, 50, 135–147.

Morrison, R. E. (1984). Manipulation of stimulus onset delay in reading: Evidence for parallel 
programming of saccades. Journal of Experimental Psychology: Human Perception and Per-
formance, 10, 667–682.

Norris, D. (1994). Shortlist: A connectionist model of continuous speech recognition. Cognition, 
52(3), 189–234.

Norris, D. (2005). How do computational models help us develop better theories? In A. Cutler 
(Ed.), Twenty-first century psycholinguistics: Four cornerstones (pp. 331–346). Hillsdale, NJ: 
LEA.

Nuthmann, A., Engbert, R., & Kliegl, R. (2005). Mislocated fixations during reading and the in-
verted optimal viewing position effect. Vision Research, 45, 2201–2217.

O’Regan, J. K. (1990). Eye movements and reading. In E. Kowler (Ed.), Reviews of Oculo-
motor Research, Vol. 4: Eye Movements and their Role in Visual and Cognitive Processes 
(pp. 395–453).

Osterhout, L., Holcomb, P. J., & Swinney, D. A. (1994). Brain potentials elicited by garden-path 
sentences: Evidence of the application of verb information during parsing. Journal of Experi-
mental Psychology: Learning, Memory, & Cognition, 28, 786–803.

Pearlmutter, B. A., & Jaramillo, S. (2003). Progress in blind separation of magneto-encepha-
lographic data. In Independent Component Analyses, Wavelets, and Neural Networks, vol-
ume 5102 of Procceding of the SPIE, pp. 129–34.

Rayner, K. (1979). Eye guidance in reading: Fixation locations within words. Perception, 8, 21–30.
Rayner, K., & Pollatsek, A. (1989). The psychology of reading. Boston: Prentice-Hall.
Reichle, E. D., Pollatsek, A., Fisher, D. L., & Rayner, K. (1998). Toward a model of eye movement 

control in reading. Psychological Review, 105, 125–157.
Reichle, E., Rayner, K., & Pollatsek, A. (1999). Eye movement control in reading: Accounting for 

initial fixation locations and refixations within words. Vision Research, 39, 4403–4411.
Reichle, E. D., Rayner, K., & Pollatsek, A. (2003). The E–Z reader model of eye-movement con-

trol in reading: Comparisons to other models. Behavioral and Brain Sciences, 26, 445–526.
Reilly, R., & Radach, R. (2006). Some empirical tests of an interactive activation model of eye 

movement control in reading. Cognitive Systems Research, 7, 34–55.
Rumelhart, D. E., & McClelland, J. L. (1982). An interactive activation model of context effects 

in letter perception: II. The contextual enhancement effect and some tests and extensions of the 
model. Psychological review, 89(1), 60.

Sereno, S. C., & Rayner, K. (2003). Measuring word recognition in reading: Eye movements and 
event-related potentials. Trends in Cognitive Sciences, 7(11), 489–493.

Stephan, K. E., Harrison, L. M., Kiebel, S. J., David, O., Penny, W. D., & Friston, K. J. (2007). 
Dynamic causal models of neural system dynamics: Current state and future extensions. Jour-
nal of Biosciences, 32, 129–144.

Tang, A. C., & Pearlmutter, B. A. (2003). Independent components of magneto-encephalography: 
Localization and single-trial response onset detection. In Z.-L. Lu & L. Kaufman (Eds.), Mag-
netic source imaging of the human brain (pp. 159–201). Lawrence Erlbaum Associates.

Tang, A. C., Pearlmutter, B. A., Malaszenko, N. A., Phung, D. B., & Reeb, B. C. (2002). Inde-
pendent components of magnetoencephalography: Localization. Neural Computation, 14(8), 
1827–1858.



141

Oculomotor Control, Brain Potentials, 
and Timelines of Word Recognition During 
Natural Reading

Reinhold Kliegl, Michael Dambacher, Olaf Dimigen and Werner Sommer

R. Kliegl ()
University of Potsdam, Potsdam, Germany
e-mail: kliegl@uni-potsdam.de

M. Dambacher
University of Konstanz, Konstanz, Germany

O. Dimigen · W. Sommer
Humboldt University, Berlin, Germany

1  Introduction

Reading is an outstanding achievement of the human brain. The ability to read has 
substantially formed our history and culture and plays an essential role in our ev-
eryday lives. Skilled readers can hardly prevent processing a written stimulus and, 
most often, they grasp a word’s meaning within a fraction of a second. The under-
standing of the underlying mechanisms as well as the time course of this seemingly 
effortless skill is the goal of psycholinguistic research.

In general, two major sources of information contribute to language compre-
hension. First, bottom-up processes transmit neural codes of sensory input to in-
creasingly complex levels. Upon success, the appropriate word representation in 
long-term memory is activated and semantic information associated with a word 
becomes available. Second, language-related knowledge and expectancies are ex-
pressed in top-down influences that guide the way words are understood. They per-
mit the integration of word meaning into a wider context and hold the potential to 
bias expectations about upcoming words.

Despite ample evidence for the relevance of bottom-up and top-down process-
es, their joint role in the timeline of word recognition is insufficiently understood. 
Clearly, bottom-up processes account for the elaboration of sensory signals and 
therefore reflect operations giving rise to the retrieval of a word’s mental represen-
tation, i.e., lexical access. The role of top-down processes, however, is ambiguous. 
They may be slow and only play a role for mental operations after lexical access; 
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alternatively, they may rapidly impinge on early lexical processes and co-determine 
the course of word identification.

As illustrated in Fig. 1, when reading the words “In 365 days the earth circles 
the” the word “sun” will be predicted on the basis of our top-down knowledge. At 
the same time, when the eyes have landed on the second “the” of this sentence, the 
perceptual span (i.e., the area from which we process information “bottom-up”; 
McConkie and Rayner 1975; Rayner 1975) will include the word “sun.” Disagree-
ments about bottom-up and top-down processes in reading mainly relate to their dy-
namics, that is, about the timelines of their interaction and their localization within 
the brain. The co-registration of eye movements (EMs) and brain potentials is a 
promising research strategy to test theoretical proposals and resolve some of these 
disagreements.

2  Word Frequency and Predictability Affect Eye 
Movements and Brain Potentials

Two major determinants of the speed of word recognition can be considered as 
proxies of bottom-up and top-down streams in reading, respectively: word frequen-
cy and predictability. Normative word frequency is operationalized by counting the 
occurrences of a word in a large collection of documents. A quantitative index of 
word predictability is obtained with the cloze task. In this task, subjects are asked 
to guess the next word, given the previous words of a sentence (Taylor 1953)—the 
proportion of correct guesses serves as an index of predictability (cloze probabil-
ity); that is, words are predicted from the prior context in the absence of the visual 
word form.

Fig. 1  Illustration of top-down and bottom-up processing in reading: word predictability indexes 
top-down and word frequency for bottom-up processes
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3  Evidence from Eye Movements (EMs)

There is ample evidence that highly predictable words and highly frequent words 
require less processing time. Fig. 2 illustrates these effects for single fixation dura-
tions (FDs) collected during the reading of German sentences (Kliegl et al. 2006; 
see also Ehrlich and Rayner 1981, Rayner and Duffy 1989). These effects relate 
to the fixated word. However, FDs on a given word are also influenced by the 
frequency and predictability of the neighboring words. Thus, FDs inform us about 
the preprocessing as well as postprocessing of words, when the eyes have already 
moved on to the next word. Such results are evidence for distributed processing of 
words across several fixations. These effects are typically small and are not found in 
every study (see exchange between Rayner et al. 2007; Kliegl 2007). In our opinion, 
the question is no longer whether or not such distributed processing occurs; the task 
is rather to determine which information is used under what conditions.

4  Evidence from Event-Related Brain Potentials

Frequency and predictability effects have also been demonstrated with event-re-
lated potentials (ERPs). One of the signature results of neurolinguistic research is 
the N400-component of the ERP, which is associated with the difficulty of retriev-
ing stored word information (Kutas and Federmeier 2011; Kutas et al. 2006). In 
response to anomalous or unexpected words in a sentence (e.g., “The pizza was too 
hot to drink”), a pronounced negativity emerges about 200–250 ms after presenta-
tion of the anomalous target word (Kutas and Hillyard 1980), reaching a maximum 
at about 400 ms. The N400-component is also sensitive to variations in cloze prob-
ability as they occur while reading normal sentences without semantic violations 

Fig. 2  Frequency and predictability effects on single fixation durations (FDs) during reading of 
German sentences. (Kliegl et al. 2006)
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(Dambacher et al. 2006; see right panel in Fig. 3, based on the sentences used by 
Kliegl et al. 2006).

Dambacher et al. (2006) also reported larger N400 for low-frequency words 
compared to medium- and high-frequency words (Dambacher et al. 2006; left panel 
of Fig. 3; see also Rugg 1990; Van Petten and Kutas 1990). Further, there is some 
evidence that frequency exerts influences on the ERP time course already before 
200 ms (Hauk and Pulvermüller 2004; Sereno et al. 1998).

5  Co-Registration of Eye Movements and Brain 
Potentials

Natural Reading Versus Serial Visual Presentation FDs are strongly affected 
not only by the properties of the currently fixated word but also by word frequency 
and predictability of the neighboring words (Kliegl et al. 2006). Dambacher and 
Kliegl (2007) assembled FDs measured on content words by Kliegl et al. (2006) 
during natural reading and ERPs measured on the same words by Dambacher et al. 
(2006) during the “traditional” ERP procedure, where words were presented serially 
at a fixed rate of 700 ms per word in the center of the display. Using path analysis 
based on words as units of observations, they were able to show that frequency 
and predictability of these content words mediated the covariation of FD and N400 
amplitudes across successive words in sentences.

Obviously, however, serial visual presentation (SVP) of words differs from natu-
ral reading in several important ways. First, fixation times are artificially inflated; 
a stimulus onset asynchrony (SOA) of 700 ms is about three times the duration 

Fig. 3  Frequency and predictability effects on N400-ERP amplitudes during reading German sen-
tences. (Dambacher et al. 2006)
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of a normal fixation. Second, the SVP paradigm eliminates the need to select the 
next word target to which to saccade. Consequently, there is also no skipping of 
upcoming words or regressions to previous words in a sentence. Third, with central 
presentation of words in one location there is no preview of words to the right of 
fixation. Although some recent studies attempted to combine SVP with preview of 
the upcoming word, most SVP paradigms eliminate the core issue of much research 
on eye-movement control during reading: parafoveal preprocessing.

There are several reasons why most psycholinguistic ERP research uses the SVP 
paradigm rather than natural reading conditions. First, the SVP paradigm eliminates 
EMs. This is of paramount concern because EMs generate artifacts due to corneo-
retinal dipole changes and due to spike potentials (SPs) generated by extraocular 
muscles. These artifacts are often several magnitudes larger than the neurolinguis-
tic experimental effects one hopes to identify with experimental manipulations of 
frequency or predictability. Second, the long SOAs reduce the temporal overlap 
with potentials triggered by the previous or the following word. The left column of 
Table 1 summarizes these problems. The table lists additional problems and solu-
tions available or under active development. As far as these are not self-explanatory 
(e.g., the technical problems and their solutions), we refer readers to several recent 
expositions (e.g., Baccino 2011; Dimigen et al. 2009, 2011, 2012).

Despite the differences between natural and SVP reading, there is no doubt 
that ERP research has delivered important insights about timelines when various 
types of lexical and sublexical information become available (see, e.g., Kutas 
and Federmeier 2011; Lee et al. 2012, for reviews). Nevertheless, since we are 
interested in eye-movement control during reading with a focus on saccade target 

Table 1  Methodological problems of co-recording of eye movements and EEG from Dimigen 
et al. (2011)
Problem Solution
Technical
Data synchronization Shared trigger pulses or D/A card
50-Hz line noise Notch filter
Artifacts from head stabilization Foam cushions or remote eye tracking
Eye-movement artifacts
Corneoretinal dipole changes Multiple source eye correction (MSEC)
Extraocular muscles (spike potential) Independent component analysis, with component 

selection supported by eye-tracking data
Constrain analysis to one fixation duration

Overlapping signals
Temporal overlap with “neighbor” 

potentials
(Post hoc) matching of similar fixations
Deconvolution methods

No neutral baseline Modeling
Low-level neural response variation
Saccade amplitude (Post hoc) matching of similar fixations
Luminance around fixated spot Modeling, e.g., with linear mixed models
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selection and parafoveal processing as well as in the timelines uncovered by ERP 
research, we need to tackle co-registration. Therefore, we adopted a two-pronged 
approach for our research program. On the one hand, we have started to co-regis-
ter EMs and brain potentials during natural reading (Dimigen et al. 2011, 2012). 
On the other hand, we have also stayed with the SVP paradigm, but systemati-
cally varied SOA, using both slow presentation rates (SOA of 700 and 490 ms) 
and a fast presentation rate (280 ms) that approximates the speed of natural read-
ing (Dambacher et al. 2012). The general goal of this concerted effort addresses 
the important question of how timelines uncovered by traditional ERP research 
depend on SOA and whether there are task-specific dependencies that need to be 
taken into account.

Fixation-Related Potentials During Natural Reading The first step was to dem-
onstrate that EEG recordings are feasible during natural reading; in other words, 
the problems listed in Table 1 are indeed surmountable. Using again the Potsdam 
sentences, which already featured in Figs. 2 and 3, Dimigen et al. (2011) reported a 
fairly comprehensive experiment and data analysis. Using the multiple source eye 
correction method (MSEC; Berg and Scherg 1994; Ille et al. 2002), they were able 
to remove most of the corneoretinal artifacts. MSEC was only partially successful 
with the muscle SPs at the saccade onset (Keren et al. 2010). However, due to some 
topographic overlap with the corneoretinal dipole artifact, the MSEC procedure 
attenuated the contribution of the SP.

Fixation-Related Potentials In traditional EEG research, the onsets of stimuli 
serve as the reference events at which EEG segments are aligned and averaged 
across trials, yielding the ERP. Analogous to this procedure, during natural read-
ing, the onsets of fixations are used as synchronizing events. We refer to the aver-
aged electrical potential that results from aligning EEG epochs with reference to the 
onsets of critical fixations as fixation-related potential (FRP). In addition, one can 
also calculate averaged potentials synchronized to the onsets of saccades (saccade-
related potentials, SRPs).

Deflections of the FRP The maps at the top of Fig. 4a illustrate scalp topographies 
of five interpretable FRP deflections: First, the visually evoked lambda response 
to the previous fixation N-1 occurs at around 150 ms prior to the current fixation 
N. Second, the muscular SP emerges at saccade onset. Third, the lambda response 
evoked by current fixation N peaks after around 100 ms at parieto-occipital elec-
trodes. Fourth, we observed an equivalent of the N170 component known from 
ERP research. Fifth, the N400 component overlapped with the lambda response 
to the next fixation N + 1. In general, the visually evoked FRP potentials show the 
P1–N1 complex known from ERP research. Before ocular artifact correction, many 
of the EEG channels were strongly correlated with the participants horizontal gaze 
position, as measured with the electrically independent eye tracker. After MSEC 
correction, correlations were nonsignificant or very small. In this way, simultaneous 
eye tracking can be used as an objective external criterion to evaluate the success 
of artifact correction.
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Neural Responses and FDs In the lower panel of Fig. 4a each of the 7,113 EEG 
segments contributing to the average FRP shown on the top is represented by one 
horizontal line. The segments are sorted by FD in increasing order. Colors represent 
EEG amplitudes at every sampling point that were smoothed vertically with a mov-
ing average across 50 adjacent segments. The figure shows that the positive peak 
at around 280 ms in the average FRP is partially affected by the lambda response 
to fixation N + 1. The bottom panel of Fig. 4a displays the distributions of onset 
latencies of the preceding and succeeding fixations relative to the onset of the cur-
rent fixation N.

SRPs and Saccade Amplitudes Finally, Fig. 4b shows that the morphology of 
SRPs and FRPs depend on saccade amplitude: Deflections of both the premotor 
SP and the visually evoked lambda response increased with saccade size. Because 
the lambda response largely dominates the shape of FRPs during left-to-right read-
ing, saccade amplitudes can critically affect FRPs even after the correction of EM 
artifacts.

Fig. 4  The fixation-related 
potential (FRP): illustra-
tions of postsaccadic neural 
response (for explanation, see 
text). (Dimigen et al. 2011)
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6  The N400 Predictability Effect in FRPs During Natural 
Reading

The N400 enjoys the status of a benchmark result in psycholinguistic research. 
Therefore, the first goal of a new methodology, such as the co-registration of EMs 
during reading, must be to replicate this signature result. As shown in Fig. 5, this 
goal was indeed reached (see also Marton et al. 1985). The figure displays scalp 
distributions for differences between low- and high-predictability words for succes-
sive 40-ms windows after fixation onset. The large map at the right displays the ag-
gregate for the usual N400 range. After correction for multiple testing, results were 
significant from 248 ms onwards, which is quite consistent with reports of N400 
predictability effects in earlier SVP experiments (Kutas et al. 2006). An inspection 
of the maps, however, clearly suggests that the effect (a central negativity) emerges 
already somewhat earlier.

7  Experimental Manipulation of Frequency and 
Predictability

With the demonstration of a key result of psycholinguistic research, that is, the 
N400 predictability effect on FRPs, we are in a position to address the question 
whether the timelines of the effect are different in SVP studies. Thus, we are moving 
back to ERP research, but with the difference that we are looking at ERP effects at 
different SOAs (Dambacher et al. 2012). The motivation to examine SOA effects is 
straightforward: Traditional SVP experiments present one word at a time with rela-
tively long intervals (usually from 500 up to 1000 ms) between successive stimuli. 
Natural reading, in contrast, takes place at a much faster pace of around 250 ms per 
word. The SOA manipulation therefore tests whether the rate of incoming words is 
a relevant factor for the time course of word recognition.

Fig. 5  N400 effects of predictability ( low minus high) in natural reading start early in fixation-
related potentials (FRPs). (Dimigen et al. 2011)
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Moreover, because frequency and predictability are positively correlated in ev-
eryday language (cf., Dambacher and Kliegl 2007), we also aimed for uncorrelated 
effects of predictability and frequency in this research. This required the construc-
tion of new experimental material, in which high- and low-frequency target words 
were embedded in identical neutral sentence frames. Predictability of these targets 
was manipulated by a preceding context sentence that induced high expectancy ei-
ther of a high- or a low-frequency target, while its counterpiece was of low predict-
ability (see Fig. 6 for an illustration).

With this corpus, we conducted three SVP experiments with different presenta-
tion rates: SOAs of 700 and 490 ms reflected the medium and lower range of pre-
sentation times usually used in ERP experiments. The third SOA of 280 ms approxi-
mated normal reading speed. In another line of ongoing experiments, this corpus is 
also used to assess FRPs during normal left-to-right reading.

8  Experimental Manipulation of SOA in the SVP 
Paradigm

8.1  The ERP Time Course Depends on SOA

The first three experiments were devoted to documenting the SOA dependencies 
of predictability and frequency effects (Dambacher et al. 2012). SOA effects on 
the timeline of word recognition are not well established because fast SOAs have 
been rarely used in psycholinguistic ERP research. The reason is that overlapping 
components of successive words usually complicate the interpretation of neural re-
sponses since they cannot be attributed to individual words. Here, this problem 
was minimized since the words preceding and succeeding the target are physically 

Fig. 6  Experimental paradigm for orthogonal manipulation of frequency and predictability with 
target words. A set of low- and high-frequency words is presented in high- and low-predictability 
contexts. (Dambacher et al. 2009)
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identical across all conditions and only differ in the expectancy induced by the 
context sentence.

Predictability Effects Fig. 7 illustrates that SOA affected the N400 predictability 
effect. Its onset was later and amplitudes were smaller in the SOA of 280 ms com-
pared to the SOAs of 490 and 700 ms. One possible reason for the weaker N400 
effect under a reading-like SOA is that the N400 temporally overlapped with the 
processing of the next word. Thus, two words may have been processed in parallel 
such that N400-related mechanisms were attenuated and/or decelerated. In fact, the 
offline comparison of SVP-based N400 amplitudes and FDs from natural reading 
revealed a cross talk between the currently fixated word and ongoing processing of 
the previous word (Dambacher and Kliegl 2007). It is also possible, though, that the 
N400 effect was smaller because the short SOA granted less time to build up expec-
tations about the upcoming word. This limited semantic preactivation may result in 
a smaller predictability effect (e.g., Federmeier and Kutas 1999; Lau et al. 2008).

At the same time, however, the data of the short SOA revealed evidence that 
predictability supported lexical processing well before the N400. First, we observed 
a very early main effect of predictability at around 90 ms poststimulus, which was 
reliable even within high- and low-frequency words. We suggested that this effect 
may point to a rapid verification mechanism, i.e., the comparison of the incoming 
with the expected word (Dambacher et al. 2009). In fact, similar early expectancy 
effects have been reported with spoken language (Van Berkum et al. 2005). Second, 
an interaction of frequency and predictability at around 145 ms pointed to an early 
processing advantage of highly predictable words. Notably, there was no evidence 
for such early predictability effects with the slower SOAs of 490 and 700 ms.

Frequency Effects Irrespective of SOA, Dambacher et al. (2012) found no evi-
dence for frequency effects in the N400 range. However, frequency effects at earlier 
intervals indicated that the time course of lexical processing is modulated by SOA. 
Specifically, frequency effects emerged at 207, 174, and 131 ms with SOAs of 700, 

Fig. 7  Onsets of N400 predictability effect for (rapid) serial visual presentations (SVPs) with 
stimulus onset asynchronies (SOAs) of 700, 490, and 280 ms. (Dambacher et al. 2012)
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490, and 280 ms, respectively. There is one qualification: At the shortest SOA, the 
effect was only observed for high-predictable words. These results suggest that lexi-
cal processing is accelerated as presentation rate increases. In particular, the shortest 
SOA rate seems to play a special role for word recognition since only here early 
lexical processing was supported by predictability. Thus, normal reading speed may 
indeed reflect the optimal rate of visual word processing since it combines several 
sources of information to grant rapid lexical access. We want to emphasize that we 
consistently find frequency effects with robust and highly comparable scalp distri-
butions at the latest around 200 ms. Analyses of frequency effects during natural 
reading are currently ongoing.

N400 Predictability Effects on FRPs During Natural Reading In experiment 
4 of this series, we co-registered EEG during natural reading of these sentences. 
Our preliminary analysis reveals predictability effects with an N400-like topogra-
phy beginning as early as 160 ms. Thus, counter to the delay at the shortest rela-
tive to longer SOAs, there appears to be a mechanism that supports early retrieval 
of semantic information of upcoming words in left-to-right reading. One plausible 
candidate is parafoveal preview of the not-yet-fixated word, which is maintained in 
natural reading but prevented in SVP settings. In fact, the preview benefit effect, i.e., 
the reduction of FDs on words that have been visible from the parafovea compared 
to words that were parafoveally inaccessible, is well established in EM research 
and the brain correlates of the preview benefit effect has been recently tracked with 
FRPs (Dimigen et al. 2012).

9  Outlook: Gaze-Contingent Display Change 
Experiments

The sentence material, comprising an orthogonal manipulation of frequency and 
predictability of content words, has already proved very useful to unravel SOA ef-
fects on timelines of predictability and frequency effects in ERPs during reading in 
the SVP procedure and, in ongoing research, in FRPs during natural reading. These 
results strongly suggest that readers make use of properties of words as soon as 
they are available in parafoveal vision in agreement with eye-movement research 
about parafoveal processing during reading. This research comprises multivariate 
analyses of the majority of words in sentences during natural reading (e.g., Kliegl 
et al. 2006) and the analyses of specific target words for which critical natural cor-
relations have been eliminated by construction, such as the correlation between 
frequency and predictability (Dambacher et al. 2009; Fig. 6).

In eye-movement research, statistical analyses, covering most words of sentenc-
es or a subset of target words, are complemented by experimental manipulations 
involving gaze-contingent display changes, such as the boundary paradigm (Rayner 
1975). In the boundary paradigm, a target word (such as the target words of Fig. 6) 
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is either displayed all the time (like in natural reading) or its location is filled with 
a random string of letters and the word is displayed first during the saccade to the 
target word. Obviously, in this latter condition, preview of the target word is pre-
vented just like in SVP. Typically, FDs are 20–50 ms longer compared to natural 
reading. This difference in FDs is called preview benefit.

Gaze-contingent display changes can also be employed during co-registration of 
EMs and EEG brain potentials (see Dimigen et al. 2012, for a first application and 
discussion of feasibility). Indeed, we already carried out two experiments to test 
predictability- and frequency-related preview effects for the target words used in 
the last set of experiments. In the first experiment, words were displayed during a 
saccade to the target word (i.e., the “classic” N + 1-boundary paradigm); in the sec-
ond experiment, words were displayed already when the eyes approached the word 
before the target word (i.e., the N + 2-boundary paradigm). Preliminary analyses 
suggested that preview effects were significant in FRPs for the N + 1-boundary 
condition; they were not significant for the N + 2-boundary paradigm. Specifically, 
if word N + 1 is masked, the N400 predictability effect was delayed—similar to the 
SOA 700 and SOA 490 timelines of Fig. 7; if word N + 2 was masked, the predict-
ability occurred already after 160 ms, that is, at the time when the effect appeared 
during natural reading. Thus, again, it appears that parafoveal preview exerts effects 
on timelines of word recognition during reading.

Clear evidence for the preview benefit in FDs and FRPs was also reported for 
reading a short list of five words with the goal to check for an animal name in the 
list (Dimigen et al. 2012). Like the sentence-reading studies, this study found that 
N400 effects are shifted forward during natural reading. As shown in Fig. 8, effects 
of identity priming from showing repeated words in a list arose 80–120 ms after 
fixation onset. Similarly, semantic priming effects in the FRP started only 160 ms 
after fixation onset. Both latencies are significantly shorter than those typically 
observed for priming effects in SVP reading or in foveal priming studies that do 
not allow for parafoveal preview (e.g., Rugg 1987). This experiment also tested 
whether parafoveal preprocessing extends to semantic processing, but did not find 
any significant evidence in support of this hypothesis. Although semantic priming 
effects started early, they only began after a semantically related word was directly 
fixated. Similarly, in other trials of the experiment, which manipulated preview 
with the boundary paradigm, a semantically related preview word did not lead to 
shorter FDs or different brain responses than an unrelated preview word. These 
results stand in contrast to demonstrations of semantic relatedness with the bound-
ary paradigm during reading of sentences (i.e., four experiments in Hohenstein 
and Kliegl 2012; see also Hohenstein et al. 2010, for evidence with a different, 
that is, parafoveal fast priming paradigm). Obviously, there are many empirical 
issues that remain to be sorted out, but we close with the observation that our 
research program on co-registration of EMs and brain potentials during reading 
closely recapitulated the development of eye-movement research on reading in a 
time-compressed manner.
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10  Summary

Our research on top-down predictability and bottom-up frequency effects on eye 
movements and brain potentials during reading covers experimental paradigms 
ranging from natural reading to SVP at different SOAs to gaze-contingent display 
changes. The experimental paradigms are needed to advance our theoretical under-
standing of the dynamics of word recognition during reading, but they also appear 
to incur paradigm-specific effects:

• Fixation-related EEG analyses in ecologically valid settings are feasible
• Care is necessary, since FRPs are influenced by a number of potentially con-

founding factors (e.g., artifacts, overlapping potentials, incoming saccade ampli-
tude)

• N400 topography and amplitude are similar in natural reading and SVP, but there 
are large differences in timelines

• SOA manipulations in the SVP paradigm and gaze-contingent display-change 
manipulations (such as the boundary paradigm) show that this is (largely) ex-
plained by parafoveal preprocessing; this limits generalizability of ERP data re-
corded in the SVP paradigm for natural reading

Our understanding of eye-movement control during reading is shaped strongly 
by computational models of saccade generation during reading (e.g., Engbert and 
Kliegl 2011; Reichle 2011; Reilly and Radach 2009). Timelines of predictability 
and frequency effects and their interactions, as revealed by the co-registration of 
EMs and brain potentials, are important for the further development of these mod-
els, because they greatly reduce the degrees of freedom available for simulating 
this complex human activity. Most importantly, we present this research program as 
an example that it is possible to overcome this traditional fractionation of research 

Fig. 8  Priming effects on the N400 component while reading word lists. Within lists of five 
unrelated German nouns, two neighboring words were either semantically related (e.g., “knife”–
“blade”), unrelated (e.g., “sugar”–“blade”), or identical (word repetition, e.g., “blade”–“blade”). 
The difference between fixating related versus unrelated word pairs modulated the N400 already 
160 ms after fixating the second word (see scalp topography). The unusually early onset of seman-
tic priming in fluent reading is most likely explained by the fact that readers had already prepro-
cessed orthographical or phonological properties of the second word parafoveally. Figure adapted 
from Dimigen et al. (2012).
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domains in cognitive and biological psychology to the benefit, we hope, of every-
body involved.
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The aim of the research described here is to extend the boundaries of our under-
standing of the reading process using a combination of eye tracking, electrophysi-
ological measurement, and innovations in signal processing to unpack the millisec-
ond-to-millisecond time course of the underlying neuronal processes. In particular, 
we are interested in studying the dynamics of attention allocation while the reader 
fixates a word.

Investigating the neural foundations of reading remains a significant challenge 
for a number of reasons: (1) reading is an active process, so paradigms that restrict 
eye movements degrade the process under investigation; (2) reading involves co-
ordinated activity in a variety of brain regions from the retina and primary visual 
cortex to integration areas through to language areas; (3) both inter-subject and 
intra-subject variabilities is high across various aspects of reading. Despite these 
difficulties, significant progress has been made using oculomotor recordings, Elec-
troencephalography (EEG), and functional magnetic resonance imaging (fMRI). 
The primary limitation of fMRI is that the time scale of the blood-oxygen-related 
dependent (BOLD)  effect is orders of magnitude slower than the time scales of 
interest in the reading brain. EEG, on the other hand, has better temporal char-
acteristics. EEGs are recordings of minute low-frequency electrical potentials on 
the surface of the skull produced by neural activity within the brain. EEGs on the 
surface of the scalp reflect the synchronous activity of large populations of cortical 
neurons of the order of 10,000 or so with similarly aligned current flow. Variations 
in the magnitude of these potentials in the same spatial location are assumed to re-
flect underlying cortical processing activity. The primary limitation of EEG is that 
it is difficult to link the noisy EEG responses to particular aspects of brain function. 
The goal of this talk is to describe a new technique for establishing this linkage.

Visual-evoked spread-spectrum analysis (VESPA)  is a recently developed 
signal-processing technique that offers the possibility of measuring evoked re-
sponse potentials (ERPs) during free viewing (Lalor et al. 2007; Lalor et al. 2006). 
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This is achieved by ‘tagging’ different regions of interest, in our case words, us-
ing random luminance variation where these tags can be recovered through a 
simple convolution process in the subsequent ERP analysis (Lalor et al. 2007). 
The VESPA amplitude associated with each tag can then, in principle, tell us what 
word is being attended to at a given point during a fixation.

Neural visual responses are usually measured with EEG using the average re-
sponse to repeated flashes. These flashes are aversive and disruptive of the oculo-
motor behaviour characteristic of normal reading. In contrast, the VESPA technique 
uses a non-aversive smoothly shimmering stimulus. The essence of the approach is 
to consider the relationship between the brightness of a stimulus, x(t), and the po-
tential measured at an EEG electrode, y(t), as linearly related by convolution with 
an impulse response function w(t), where y(t) = w(T) • x(t) + noise. We can choose a 
random process that changes continuously but randomly and can then recover w(t), 
a generalisation of the usual VEP, using numeric deconvolution.

The deployment of covert attention plays a crucial theoretical role in a number 
of current reading models, in particular the influential E-Z Reader model (Reichle 
et al. 2003). This model assumes a discrete word-based shift in an attentional spot-
light from the currently fixated word to the next one. Alternative accounts argue for 
an attentional gradient distributed over a small number of words, allowing for paral-
lel processing. So the ability to ascertain the focus of attention during a fixation is 
an important tool for deciding among competing reading models.

By using the VESPA technique to tag regions of the visual field, we will be 
able to ascertain when and where attention is allocated. The main question asked 
is whether there is temporal overlap in the waveforms associated with the process-
ing of consecutive target words, essentially deciding between the alternatives of 
discrete attention shift and distributed attention gradient. This will directly address 
one of the most hotly debated issues in the field with direct consequences for model 
development and reading theory in general (see lnhoff et al. 2005 and Pollatsek 
et al. 2006 for opposing theoretical positions).

This talk will discuss the methodological details for implementing the VESPA 
paradigm in a reading study and will present results from a co-registration study 
involving EEG recording and eye tracking.
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1  Introduction

Life is a narrative, and meaningful communication needs to be shaped within the 
boundaries of this narrative. The implication of this statement is that as a teacher 
you are a storyteller, as a marketing expert you are a storyteller, as an entertainer 
you are a storyteller—or as Walter Fisher (1987) says: We are all “homo narrans”.

Across cyber space, there is a new grammar of storytelling. Almost all disciplines 
are touching upon it, but from various perspectives, using diverging terminology, 
but with one common denominator: The experience of the story is enabled through 
the use of various digital tools. There is an enormous media convergence taking 
place evolving our ability to communicate. The well-known media guru Marshall 
McLuhan would probably consider it as extending our voices as storytellers, or per-
haps rather a whole nervous system evolving outside our physical bodies. Think of 
it as the stories told by the campfires long ago echoing into our time with the help of 
new tools. Our aim is to understand this media convergence from an interdisciplin-
ary perspective and to learn how to speak the new grammar of digital storytelling. 
We are embracing it as both content developers and researchers.

Disregarding what your purpose as a digital storyteller is—be it to sell products, 
to enhance learning, or simply to entertain—the core of this new grammar is about 
understanding the audience/learner/customer and how you can engage them in your 
storyworld across media platforms. Therefore, the concept of user experience (UX) 
is highly relevant, as it places the human in the centre of any kind of design solu-
tion, i.e. user-centred design. To take this one step further, Experience Design gives 
importance to the experience as the guiding star for the design, rather than technol-
ogy in itself. According to this design genre, the aim of any design should start with 
a “Why?”—referring to the motives why the end users would want to engage with 
your product, the so-called be-goals (Hassenzahl 2010; Carver and Scheier 1989). 
Our emphasis in both research and digital content development lies in experience 
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design, in which technology becomes transparent and human needs and UX guides 
the design process. It is simply the idea of using technology for all the right reasons 
(Hassenzahl 2010).

Our aim in this chapter is to describe our notion of UX and audience research 
related to media content creation and format development. We discuss our mixed 
research methods in relation to research questions. We further illustrate this using an 
example how mixed data can be integrated in UX research during iterative design 
of a website, and how eye tracking is an essential method involved in several steps 
of analysis.

2  Experience as a Design Aim

Experience design is becoming more widespread among digital content creators. 
For instance, instructional designers are starting to realize that the job to design an 
e-learning course is not only about delivering material to be learnt, but also about 
managing a learning experience. Matthew Moore wrote a post in The eLearning 
Guild’s discussion forum (30 December 2009) on LinkedIn, titled “Do we need 
to move from instructional design to experience design?” The topic generated 80 
comments in 15 days, which, after a quick glance in the forum, is about 99 % more 
than usual.

An experience is always dependent on many interrelated dimensions and as-
pects, which differs from person to person (Hassenzahl 2010). We are interested 
in the dimensions of UX created by encountering various media content—mostly 
digital, and how we can design media solutions for targeting specific user needs 
in order to facilitate a great experience and user satisfaction. When testing digital 
media content on users, we emphasize on the difference between usability and UX. 
These two aspects of human interaction with any system are two sides of the same 
coin, whether the focus is on the technological product or the digital media content. 
Nonetheless, these perspectives raise different questions, require different methods 
and research instruments, and generate different results. In our research on UX we 
target both sides of the coin: for instance, users’ attributions to product qualities, 
pragmatic “do-goals”, hedonic “be-goals” (Hassenzahl 2010; Carver and Scheier 
1989), the affective experience (Watson and Clark 1994; Eilers et al. 1986), needs 
related to the experience (Sheldon et al. 2001), and mental effort (Zijlstra and van 
Doorn 1985). We apply several research methods that are specifically chosen to 
support each other in order to form a holistic picture of the experience. This allows 
us to capture a broad perspective of UX, and we can validate findings by triangulat-
ing data collected by a variety of research instruments. This will be explained in the 
methods section discussing mixed research.

Hassenzahl (2010) describes experiences as both actual and reflective. Actual 
experiences are in the moment, objective phenomena dealing with usability, func-
tionality, as well as visceral stimulation. Reflective experiences are subjective 
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memories activated by experienced emotions, benefits felt, as well as stories we 
remember and tell about our experiences to other people. There are four essential 
characteristics to an experience: it is always subjective, holistic, situated, and dy-
namic. Given these characteristics, experiences can be shaped. This fact is some-
thing that the field of human–computer interaction still needs to recognize on a 
wider scale (Hassenzahl 2010), and it is something that we find of great importance 
in our research on UX and media content development.

Experience can be regarded as meaning making. There are four concepts that 
can guide us in the design of technology and digital content, in order to support 
the end-user experience: (1) experience in interaction involves the dynamic pro-
cess, (2) experience in interpretation involves how we actively construct meaning, 
(3) experience as what the designers offer and what the users bring to it, and (4) 
involves four dimensions of experience, which are inseparable, interrelated, and 
experienced as a coherent whole, i.e. practical involvement, cognitive involve-
ment, emotional involvement, and sensual involvement (Vyas and van der Veer 
2006).

Table 1 illustrates categorization of experience according to Hassenzahl (2010), 
as well as Vyas and van der Veer (2006). We can look at an experience from three 
perspectives based on time: before, during, and after—or in other words, pre-expe-
rience, actual experience, and post-experience. This has implications for the meth-
ods we chose for looking at different aspects of an experience.

Table 1  Perspectives on the structure of an experience
Pre-experience Actual experience Post-experience

Structure of 
experiences

Experience as what the 
designers offer and 
what the users bring 
to it

Individual difference
Fundamental needs
Autonomy
Competence
Relatedness
Stimulation
Self-esteem
Physical WB
Security
Self-actual
Popularity
Luxury

Experience as
Practical involvement
Cognitive involvement
Emotional involvement
Sensual involvement
Experience as
Subjective
Holistic
Situated
Dynamic

Experience as inter-
pretation; how we 
actively construct 
meaning:

Reflective experiences
Subjective memories
Experienced emotions
Benefits felt
Stories remembered

Research focus Preconception of an 
experience

Process of an experience Reproducing an 
experience

Methods Interview, survey Eye-tracking, EDA, heart 
rate, electroencephalog-
raphy (EEG), concur-
rent think aloud

Stimulated recall inter-
view retrospective 
think aloud
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3  Needs as Determinants of Experiences

The ultimate goal of the digital media content and products we are designing and 
developing is to invoke a positive UX. One approach to achieve this endeavour 
is to look at the role of human fundamental needs for the content of our experi-
ences. We suggest that the source of UX lies in the needs that drive our actions 
and choices (Hassenzahl 2010; Wiklund-Engblom et al. 2009). Research on needs 
address the content of experiences, rather than focusing on the structure of experi-
ence. Where, for instance, McCarthy and Wright’s (2004) experience framework, 
stop with the observation that experiences have an emotional–motivational and a 
meaning-making thread, the needs perspective clarifies where the emotion, motiva-
tion, and meaning comes from, as well as the essence of it. By that, it becomes much 
easier to address experiences in the context of product and media content design 
(Wiklund-Engblom et al. 2009).

According to Sheldon et al. (2001), fundamental needs are limited in number. 
By looking at various theories, they found ten needs that seemed to represent the 
most important categories. This summary of needs builds upon well-known theo-
ries, such as Ryan and Deci’s self-determination theory, Maslow’s theory of per-
sonality, Epstein’s cognitive–experiential self-theory, and Derber’s lay theory of 
human needs. The ten needs are: self-esteem, autonomy, competence, relatedness, 
pleasure-stimulation, physical well-being, self-actualization-meaning, security, 
popularity-influence, and money-luxury.

Sheldon et al. (2001) wanted to know which basic human needs were mostly 
related to satisfying events. They developed a Likert-scale-based questionnaire in-
cluding three items for each of the ten needs. In a number of studies, college stu-
dents were asked to think of the most satisfying event they remember from the last 
month, and then fill in the questionnaire while thinking of this event. These studies 
continuously showed that the four most important needs that people related to a 
satisfying event were self-esteem, relatedness, competence, and autonomy. We are 
interested in creating positive experiences from digital media content. The needs 
approach is one way of defining the aimed experience. This approach was, for ex-
ample, applied in the pre-design phase of a multiplatform music show The Mill 
Sessions. The ten fundamental needs were used as a base for a survey to capture 
peoples’ conceptions of what a great music experience is in relation to the ten needs 
(Esch et al. 2011). The aim of the study was to confirm the design idea of the show.

4  Research Questions

Our questions involve looking at UX from (1) an ontological perspective; what a 
great UX is in specific contexts, (2) a methodological perspective; which methods 
should be applied in various studies in order to capture end-users’ experiences, as 
well as (3) a content design perspective; exploring how to design media content for 
a great UX.
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The media convergence culture is upon us, and new generations are more or less 
expecting it. The convergence involves “the flow of content across multiple media 
platforms, the cooperation between multiple media industries, and the migratory 
behavior of media audiences who will go almost anywhere in search of the kinds of 
entertainment experiences they want”. (Jenkins 2006, p. 2). To experience the flow 
of a story is often the aim with digital content. When the story flows between dif-
ferent media platforms it becomes transmedia storytelling. One of the most obvious 
questions designers have when creating transmedia solutions is the notion of keep-
ing the audience with the story flow between options of content and discontinuities 
between technological platforms. The experience of the story (transmedia content) 
is intended to evoke feelings and thoughts by allowing for identification and par-
ticipation. The question is how this transmedia UX is optimized—especially at the 
trigger points where users need to be motivated to move with the flow of the story. 
This is where UX research becomes critical in order to spot flaws of the design, as 
well as to explore potential design choices. To design for a transmedia experience, 
we have to account for media discontinuity as part of the experience, and this is not 
necessarily a negative thing. However, it is not only about delivering content, it is 
also about participation—letting the audience become part of a story in order to en-
able a deeper level of identification.

For transmedia learning, the UX research further involves the dimensions of the 
learning process with its specific aims for learning, such as motivating self-regula-
tion, reflection, and higher order thinking. From the user’s perspective, transmedia 
storybuilding is the process of taking in a story told across platforms and creating 
your own version of it through your own choices and your own experience of the 
content (Wiklund-Engblom et al. 2013). The transmedia seams across media dis-
continuities represent the choices you make for your own learning to move with 
the flow in co-constructing the content. The totality of your experience becomes 
your own storybuilding and transmedia learning process; what you have learned. 
The what, how, and why of your choices for constructing your own story reveal 
important aspects of your UX. These are, for instance, the physical, the sensory, the 
cognitive, and the affective influences on the experience. Other aspects are expecta-
tions, prior knowledge, prior experiences, social context, etc.

5  Mixed Methods

UX of media users is in many ways an abstract notion. How to best measure it 
is a debatable question. For instance, multidimensionality is an essential factor of 
UX, but still, not many studies explore the interrelations of dimensions (Bargas-
Avila and Hornbæk 2011). Over the years, we have used many different methods 
to collect both quantitative and qualitative data targeting the multidimensionality of 
UX, for instance, users’ observable behaviour, a variety of physiological reactions, 
product evaluations and attitudes, judgements of affect and effort, as well as users’ 
needs and reflections.
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“Mixed methods” is the most common term for blending of research methods 
and methodological paradigms in a study. Broader terms are mixed research or inte-
grative research, which according to Johnson and Onwuegbuzie (2004) would pro-
vide a more inclusive meaning. Creswell and Plano Clark (2007, p. 5) refer to mixed 
methods research “as a research design with philosophical assumptions as well as 
quantitative and qualitative methods”. Others argue that the minimum criterion for 
defining a research design as mixed methods is that you have an “interdependence 
of component approaches during the analytic writing process” (Bazeley and Kemp 
2012, p. 70). The key is the integration of data at some phase of the analysing pro-
cess (Creswell et al. 2003; Bazeley and Kemp 2012).

The purpose of using multiple methods in our UX research has been to capture 
the phenomenon as closely as possible, not being restricted by any methodological 
paradigm, but rather to explore how the use of methods can be expanded. Bazeley 
and Kemp (2012, p. 16) suggest that researchers should take “every opportunity to 
fully exploit the integrative potential of mixed data sources and analysis methods” 
if it benefits the research by resulting in better validity and stronger conclusions. 
Our goal is to find out the best ways of integrating mixed data in order to answer 
research questions. Our approach to research is, therefore, pragmatic. This is under-
standable, as we are looking at different media solutions in various media contexts, 
and these are forever changing into innovative new forms. Similarly, we need to be 
constantly re-evaluating what the best ways to answer research questions are. For 
instance, new technological solutions and software are providing new possibilities 
for analysing larger amounts of mixed data, which was not an option before because 
of the time it demanded.

Although mixed methods research has been carried out in various forms since 
the 1950s, it is only in the recent years that it has become a more widespread ac-
knowledged research approach (Creswell and Plano Clark 2007). Historically, 
there have been two base camps of purists when it comes to methodological ap-
proaches: the quantitative vs. the qualitative advocates. These often argue for the 
incompatibility thesis that the two paradigms never should or even could be mixed. 
However, nowadays there is a new set of advocates suggesting that focus should 
rather be on the many similarities between the two approaches. In this debate, the 
mixed methods research is seen as a third paradigm drawing on the strengths and 
counteracting the weaknesses of each of the first two methodological research ap-
proaches. As such, qualitative and quantitative research are seen as end points on a 
continuum where mixed methods are represented by the large middle area (Johnson 
and  Onwuegbuzie 2004).

5.1  Differentiating Methods

We explore methods to discover the added value of combining instruments and 
methods for collecting data. This methodological research process in itself is one 
of our areas of interest. We are using a number of laboratory-based methods to col-
lect both quantitative and qualitative data targeting the multidimensionality of UX. 
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In our laboratory for UX, we have equipment such as eye trackers, electroencepha-
lography (EEG) helmets, and various psychophysiological instruments for measur-
ing skin response and heart rate. In combination with these methods, we use stimu-
lated recall interviews, think-aloud protocols, as well as traditional questionnaires 
for measuring emotional experiences, needs, and evaluations targeting hedonic and 
pragmatic qualities of media solutions.

In order to better understand the varieties of data we collect, we visualize it in 
Table 2. The table is a matrix of the methods used, categorizing them according 
to type of data generated. The matrix is organized by four categories of data char-
acteristics: objective, subjective, formative (qualitative), and summative (quantita-
tive). Which methods we use in a study is, of course, determined by the particular 
research questions at hand—usually generated by the phase of development during 
the iterative design of the digital content.

The table further illustrates how the differing data target a variety of research 
questions. In the following, the four questions heading each of the four centre cells 
will be described in relation to the variety of methods we employ.

Question 1: What did they do? Observations of user activities and eye move-
ments recorded on the screen generate objective formative data. User activities on 
the screen are recorded by video and audio using the functions of the TobiiStudio 
recording software. The qualitative eye-tracking data, i.e. the eye movements or 
scan paths, which are synchronized with the screen recording, can be imported 
as video into, for instance, the QSR Nvivo analysing software. Eye-tracking data 
may be used as a base for a narrative description of the event, or for describ-
ing and categorizing activities and task performance. Participants are also filmed 
during the session. These video recordings are used as validity check for psy-
chophysiological reactions, which are sensitive to body movements and other 
disturbances.

Question 2: Why did they do/think what they did? Interviews and concurrent think 
aloud by participants during task performance generate subjective formative data. 

 
Table 2  Methods matrix illustrating types of mixed data
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Instant recall interview questions relating to usability and UX are often asked after 
each task during a test session. Screen recordings, including eye tracking, are used as 
a stimulus for the stimulated recall interviews. Furthermore, the participants are often 
encouraged to think aloud during task performance, in order to visualize their thought 
process and motivations for actions. This is referred to as concurrent think aloud in 
contrast to retrospective think aloud where participants reflect on their actions while 
watching their eye movements after the actual task performance is over (Tobii 2009). 
This is an example of the difference between researching UX as a process or as a 
memory in retrospect. Interviews and the concurrent think aloud are usually tran-
scribed and may be imported into, for instance, the QSR Nvivo software for qualita-
tive categorization and/or mixed analyses in which it is compared and correlated to 
quantitative data. The subjective formative data are in many ways the most critical in 
determining the essence of the UX, and also for validating objective data analyses.

Question 3: How much reaction and action was measured? Objective sum-
mative data are generated from measuring psychophysiological reactions and eye 
movements. Skin response data are measured with the Affectiva Q-sensor or clip-on 
sensors on the index finger. The sensor registers changes in the electrical conduc-
tance of the skin that are driven by sympathetic or parasympathetic nervous sys-
tem activation controlled by the brain. The sympathetic nervous system is activated 
when we have an emotional response or a stress response to stimuli. As opposed to 
this, parasympathetic activation means the subject is calm and has low stress lev-
els. High skin conductance levels, or electrodermal activation (EDA) levels, mean 
sympathetic activation and emotional response; low EDA levels mean parasympa-
thetic activation and low emotional stress levels (Poh et al. 2010). The Affectiva 
Q-sensor is placed on the wrist and is unobtrusive to the test persons. EDA data are 
transferred from the sensor to a computer and synchronized with eye-tracking data 
and video recordings for the analysis. By defining areas of interest (AOI) in the eye-
tracking data, we can correlate the user’s attention to these AOIs with psychophysi-
ological reactions during this defined attention span.

Participants’ eye movements are recorded using TobiiX120 and the record-
ing software TobiiStudio. Our eye movements can be categorized in two ways: 
the fixation on something we are looking at, and the movements in between fixa-
tions, which are called saccades. The eye tracker records both fixations and sac-
cades  (Tobii 2009). This enables us to measure, for instance, time spent in areas 
of interest, initial perception, and order of actions taken and fixations made within 
the  media environment. An analysis of the quantitative eye-tracking data would in-
clude measuring fixations and saccades in AOIs, mouse clicks, time, etc. The quan-
titative eye-tracking data, i.e. number and length of fixations within pre-defined 
AOI and areas of non-interest (AOINS), may be exported as an Excel file, which 
enables import into, for instance, Statistical Package for the Social Sciences (SPSS) 
or the QSR Nvivo software.

Brain waves (EEG data) are registered with the Emotiv EPOC, including 14 
sensors to be placed on the scalp. The sensors detect a person’s emotional experi-
ence by tuning into the electrical signals the brain is producing. In addition to raw 
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EEG data, the EPOC uses an algorithm to estimate a person’s levels of frustration, 
engagement, and meditation related to the experience subjected to study.

Question 4: Who are they: identity and attributes? Demographic data about the 
participants, as well as questionnaire data covering attitudes, needs, preferences, 
etc., can be used for describing the users in relation to the experience they had 
during their activities in the session. These kinds of instruments generate subjec-
tive summative data. As a post-questionnaire, we often use the abridged version 
of the AttrakDiff2 (Hassenzahl and Monk 2010), developed for evaluating interac-
tive products. It consists of ten seven-point semantic differential items, including 
four items measuring pragmatic quality (confusing–structured, impractical–practi-
cal, unpredictable–predictable, complicated–simple), four items measuring hedonic 
quality (dull–captivating, tacky–stylish, cheap–premium, unimaginative–imagina-
tive), and two items measuring general product evaluation, i.e. goodness (good–bad) 
and beauty (beautiful–ugly). Traditionally, subjective summative data are mostly 
used for studies aiming for generalizations based on large data samples. However, 
we use it as indications for product evaluations, in order to see if the targeted object 
of the evaluation is up to the standards aimed for in the product development. These 
quantitative data can further be used in mixed analyses in correlations with qualita-
tive data, or with objective summative data, such as eye-tracking measures. This 
will be further explained in the example below.

For the non-verbal measuring of mental effort, positive/negative affect, and en-
thusiasm/serenity, we use the Subjective Mental Effort Questionnaire (SMEQ) and 
the Self-Assessment Manikin (SAM). The SMEQ is a self-report questionnaire mea-
suring the amount of mental effort invested during task performance. There is a 
numeric scale parallel to a verbal scale, which ranges from 0 (no effort at all) to 220 
(very much effort). Thus, the participant can judge his/her mental effort according 
to both scales (Eilers et al. 1986). The SAM scale, developed by Lang (1980), is 
a non-verbal, pictorial questionnaire measuring general emotional states, includ-
ing valence, arousal, and dominance. (The dominance scale is not included in our 
research at this point.)

There are a variety of reasons for the addition of these questionnaires in our hands-
on system testing. First of all, the questionnaires are applicable to studies conducted 
in different contexts, on different target groups and on different media content as 
well as media technology. As the scales are short and easy to fill in, it is possible to 
measure test participants’ experiences several times during a media encounter.

5.2  Example of Mixed Research for Measuring UX

The integration analysis, i.e. mixed research using both qualitative and quantita-
tive data, should be guided by key issues related to the research questions, rather 
than separating the analysis by method (Bazeley and Kemp 2012). The following 
example of an integration analysis is guided by the aim to explore usability and UX 
of a website (Table 3).
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Key issues concern, for instance, first impressions, perceived purpose, and moti-
vation. In order to illustrate the potentials of integration of mixed methods in analy-
sis, we will present one key issue targeting the relation between first impression, 
perceived purpose, and motivation.

The first impression we get of something affects our experience. Therefore, par-
ticipants’ first impressions are crucial in determining UX. It is further of importance 
for determining usability, as the functions of the website need to be designed to 
guide the user in a positive direction in using the site from the first point of entry. 
By using mixed methods, we can look at this key issue from several perspectives:

• Users’ initial perceptions are recorded from their eye movements
• Their first thoughts while using the site are recorded from their concurrent think 

aloud
• Their physiological reactions (EDA) are recorded, from which the first encoun-

ter and first task can be extracted
• Time to their first fixation on the screen can be measured from the eye-tracking 

statistics
• Their impressions of the site are discussed during the stimulated recall interview

Table 4 lists the different methods we can use to approach this key issue. It is an ex-
ample of how multiple methods are employed in order to answer research questions 

Table 3  Type of data, methods, and research targets in relation to UX key issue
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related to UX. In the table, research targets are separated by the kind of data gener-
ated (as described earlier in Table 2).

6  Iterations of Analysis

NVivo nodes (categories) are created for important aspects related to the first im-
pression using qualitative data. Participants are clustered (fast vs. slow) by how 
fast they make their first fixation on the website using eye-tracking data. They 
are further clustered by their physiological reactions for the first fixation in which 
EDA data and eye-tracking data are synchronized. These clusters are imported into 
NVivo as case attributes linked to each participant. All case attributes can be cross-
tabulated in a matrix in order to explore the qualitative data, which will be sorted 
according to matrix cross-tabulations as shown in Table 4.

Furthermore, our hypothesis is that a person’s motivation for and perceived pur-
pose and value of a website will influence his/her first impression. The scaled ques-
tionnaire variables related to perceived purpose are dichotomized (high vs. low), 
and participant clusters are made based on these. Thereafter, the clusters are import-
ed into NVivo as case attributes. The interview discussions related to motivation are 
categorized and coded. NVivo nodes for motivation are then used in a matrix, as 
presented in Table 3, in the same manner as described above.

7  Software for Data Manipulation and Synchronization

The rich data of varied types that are produced during investigations cause con-
cern as it is very time consuming to do analyses using mixed data of these kinds. 
Therefore, we are further developing our software program, eValu8, to assist in 
the analysing process of data collected with the above-mentioned instruments. Im-
portant steps of analysis according to the mixed research process model are: data 
reduction, data display, data synchronization, data transformation, data comparison, 

Table 4  Matrix illustrating integration in analysis using mixed methods 
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data  correlation, data consolidation, as well as data integration. Our aim is to be able 
to develop the eValu8 software as a useful tool to assist these steps of the analysing 
process. It is also important that the eValu8 can be synchronized with other analys-
ing tools such as SPSS and the QSR Nvivo software, as these are inevitable in for 
instance the data reduction process (Table 5).

The core of mixed methods research is legitimation, assessing the trustworthi-
ness of data. The mixed data are used for validating findings of both the qualita-
tive and quantitative data and subsequent interpretations. The legitimation process 
might include additional data collection, data analysis, and/or data interpretation 
until as many rival explanations as possible have been reduced or eliminated. In 
Table 5, we are using terminology from mixed methods research (Johnson and 

Table 5  Examples of qualitative and quantitative data manipulation and synchronization in 
mixed research
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Onwuegbuzie 2004) to describe the functions we aspire for in developing the data 
synchronization tool eValu8.

8  Concluding Thoughts on Mixed Methods in UX 
Research

When exploring UX in, for instance, a computer-based environment, as in the 
above-mentioned example, for the purpose of improving the user interface, the re-
search questions are not always obvious or even possible to pinpoint on a specific 
level. Rather, the researcher must be able to shift focus whenever something of 
interest arises. The research situation needs to remain flexible to the dynamics of 
human experiences targeting a specific event or process of activities.

The added value of using mixed methods within the field of UX research is that 
it provides the potential for diving deeper into the analyses, and we are able to ask 
more intricate questions of the data. Instead of separating methods as incompatible 
as they generate different types of data, we would rather like to see them as pieces of 
a puzzle, in need of a little twisting in order to fit the larger picture. However, ana-
lysing mixed methods data is messy. It is also very much experimental. As a mixed 
methods researcher you need to have “flexibility and pragmatism about design, 
openness to data, and a touch of inventiveness in approach to analysis” (Bazeley 
2012, p. 825). One aggravating circumstance is that several iterations of analyses 
need to be made whenever a study includes rich sources of mixed data. However, 
this is also positive as the researcher builds deep levels of meaning through an itera-
tive analysing process (di Gregorio and Davidson 2008).

One thing we are certain about is that an experience of a media user needs to 
be explored as an event in which both objective and subjective data illuminate im-
portant parts of the puzzle as a whole. Another methodological reflection is that 
research methods must be flexible enough to explore an unlimited number of expe-
rience dimensions. For us, this is especially interesting as we are involved in both 
development and content testing research in the field of crossmedia and transme-
dia creation and innovation, in which the essence of the UX makes the difference 
between failure and success (Hassenzahl 2010). This kind of exploration of UX 
is limited if the research remains restricted by paradigmatic boxes and divisional 
thinking. Our challenge lies in looking beyond the norm of what UX is and how it 
can be measured, observed, and explored. Therefore, we are advocates of mixing 
methods, team building, and collaboration across all kinds of borders, be it norma-
tive, paradigmatic, scientific, or merely psychological.

There are several challenges of UX research as part of a creative development 
process. These challenges can shortly be referred to as time, money, and asking the 
right questions at the right phase of development. Every project presents its own 
challenges, and for the UX researcher this is a never-ending, but nonetheless excit-
ing learning process.
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Human behaviour is incredibly complex and astoundingly broad. As a result, many 
disciplines have been developed to study it in great detail. Each discipline develops 
its own unique shared understandings and common discourse and professional com-
munity of researchers. Each discipline also develops various research paradigms 
and assumptions which create boundaries between other disciplines in exploring 
and investigating human and physical phenomenon (Kuhn 1962). Central to devel-
oping research paradigms are research methodologies—the accepted and founda-
tional ways that researchers in a discipline support—to more deeply understand and 
investigate the world.

Although individual disciplines develop unique and different research method-
ologies and processes that pertain only to their own discipline, many research meth-
odologies are shared across disciplines. This sharing is an increasing phenomenon 
in cross-disciplinary and multi-disciplinary studies. Eye-tracking research method-
ologies have existed for a considerable time (Wade and Tatler 2011). However, 
spurred on by developments in eye-tracking technologies and analysis software, 
and increasingly mobile and low-cost eye tracking, the applications of eye tracking 
are continuing to spread from discipline to discipline.

Eye movements are at the core of many human behaviours (Wade and Tatler 
2011). So examining eye movements during behaviour is providing a new and pow-
erful opportunity to develop a new research methodology across disciplines. This 
is the focus of this section, to present a series of research studies that utilise eye-
tracking technologies and research methods in a wide range of social applications—
from investigating forged signatures (Dyer, Found, Merlino, Pepe and Sita 2013) 
to using saccades to assess cognitive decline in ageing (Bowling and Draper 2013). 
The centrality of eye movement to so many human behaviours means that the appli-
cation of eye-tracking research approaches to social and marketing research prob-
lems will continue to both expand and deepen.
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1  Core Eye-Tracking Research Methods in Social 
and Marketing Applications

Concomitant with the increasing application of eye-tracking methodologies to a 
range of social and marketing research is the development of some core research 
processes in investigating eye movements in these applications. Increasing use of 
fixation and saccade analysis through heat maps, AOI, and descriptive and infer-
ential statistical procedures provide new ways of approaching the measurement of 
cognitive processes and information requirements during behaviour. The develop-
ment of benchmarks and measures, comparison of different groups in relation to 
their eye movements and explanations of the relationship between the visual and 
underlying cognitive and physiological processes are beginning to constitute a new 
research paradigm (Kuhn 1962). This paradigm has a common core of eye-tracking 
research elements. This common core of research elements is increasingly being 
deployed across myriad social behaviours. This can be seen in Table 1.

Table 1 illustrates a core set of research methodologies, based on eye tracking 
that are increasingly seen at the core of social and marketing applications.

2  Area of Interest Analysis in Social and Marketing 
Applications

Area of interest (AOI) analysis involves the use of eye-tracking software to ex-
plore fixation duration, frequency and return between the different elements, parts 
or components in any visual scene or visual display. AOI analyses are increasingly 
used in social and marketing applications to investigate the differences between 
various groups. As a result, AOI analysis is present in three of the chapters  presented 
in Part 3. AOI analysis is a key research procedure in use when researchers wish 
to examine and investigate the differences between novice and expert groups. The 
use of AOI methods and novice and expert comparisons reveals rich insights into 
learning and development. AOI and expert and novice analysis can also be useful in 
understanding the nature and visual structure of expertise.

3  Gaze Plots, Heat Maps and Scan Plots in Social 
and Marketing Applications

Gaze plot, heat map and fixation analysis explore the structure and development 
of gaze. Fixation analysis allows researchers to explore and investigate the struc-
ture of attention and distraction in scenes and visual displays. Gaze and scan path 
analysis provide a new ways of investigating and exploring the actual structure of 



181Eye Tracking as a Research Method in Social and Marketing Applications

looking and eye movements. Eye movements are not conscious and are extremely 
rapid (Wade and Tatler 2011). In addition, the visual system is highly automated 
(Kahneman 2011), and attention requires significant cognitive energy. How vision 
is structured through eye movements over scenes and displays can be investigated 
through gaze plot and scan path analysis, saccade data and algorithms and forms of 
saliency analysis. These types of eye-tracking research methods form the basis of 
three of the research projects and studies in three of the chapters in Part 3.

4  Stimulated Recall in Social and Marketing Applications

The inclusion of video playback for subjects being eye tracked and the ability for 
subjects to observe their own gaze plots is now a feature of new eye-tracking tech-
nologies and software. Sometimes called think aloud or stimulated recall, this fea-
ture of recent eye tracking provides a new way for researchers to investigate social 
and marketing phenomena by linking the thoughts of subjects to the underlying 
processes guiding the structure of their eye movements and gaze plots. A number 
of new studies are beginning to use the power of the simulated recall methodol-
ogy to investigate the social and cognitive process underlying eye movements. This 
 section includes one chapter that employs this important research method.

Table 1  Disciplines, research problems and eye-tracking research methods used in research appli-
cations given in Part 3
Authors Discipline Research area/problem Eye-tracking research 

methods
Grigg, Griffin Accounting Understanding what 

readers see in 
financial report

AOI analysis, gaze plot 
analysis, novice and 
expert comparisons

Harwood, Jones Marketing Consumers visual 
attention in a retail 
environment

Content analysis, coded fixa-
tions, saliency analysis, 
groups comparisons

Li, Breeze, Horsley, 
Brierly

Marketing Efficacy of retail mar-
keting tools, reading 
direction and efficacy 
of brand motions

Stimulated recall, AOI 
analysis, fixation analysis: 
– counts duration

Dyer, Found, Pepe, 
Merlino, Rogers, 
Sita

Writing Evaluating signature 
forgeries

AOI analysis scan path and 
gaze plot analysis novice 
and expert comparisons

Bowling, Draper Aging Impact of ageing and 
eye movements

Saccade analysis, older and 
younger comparisons

Chen Social anxiety 
disorders/men-
tal illness

Psychosocial stress 
simulation

Fixation analysis, fixation 
detection algorithms
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1  Introduction

Retail has become an increasingly competitive environment, squeezed by online 
offers that emphasise convenience and cost, while offline, the proliferation of stores 
results in low perceived differences between physical stores and brand environ-
ments. Thus, there is renewed emphasis on the importance of understanding con-
sumer behaviour in stores in order to build profitable propositions, yet little research 
has been undertaken that considers the holistic environment from the consumer’s 
perspective. This is primarily because of the development of research methods that 
have, until recently, been limited to mainly quantitative studies using questionnaires 
to assess attitude, perception and recall.

With the advent of new classes of observational technologies such as mobile 
eye tracking that captures consumers’ audio-visual attention, it is now possible to 
explore environments using first-person perspectives, with opportunities to provide 
new insight into naturalistic shopping behaviour.

This chapter reports on an empirical investigation into consumer behaviour in a 
UK branded retail environment using mobile eye-tracking technology. The chapter 
begins with a review of relevant literature in the domain of store environments, 
atmospherics and typical consumer behaviour. Subsequently, a review of eye-track-
ing literature in the marketing domain is presented. Thereafter, the chapter discusses 
the research design adopted for the study, which takes a qualitative dominant-less 
dominant mixed methods approach using content analysis of consumers’ gaze fixa-
tions, supported by pre- and post-tracking questionnaires and critical incident anal-
ysis to assess key elements within the first-person observations. Findings are then 
presented and discussed.

M. Horsley et al. (eds.), Current Trends in Eye Tracking Research, 
DOI 10.1007/978-3-319-02868-2_14, © Springer International Publishing Switzerland 2014
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2  Literature Review

Retail stores are complex and visually rich environments that support both hedonic 
and utilitarian consumer experiences by managing architectural features, layout, 
product presentation, design, lighting, scent, etc. (Kotler 1974; Spanenburg et al. 
1996; Turley and Milliman 2000; Custers et al. 2010). Navigation and store lay-
out are linked to how products are presented to consumers—walking pace, range 
(distance) and degree of viewing angle are all aspects which interior designers in-
corporate into retail environments through the creation of immersive ‘theatre’ (e.g. 
Davis 1991), where architecture becomes advertising (Cairns 2010). The resultant 
store atmosphere influences the emotional state of the consumer, and this influences 
arousal levels that, if positive, may increase time spent in the store and likelihood of 
purchase (Mehrabian and Russell 1974; Donovan and Rossiter 1982; Bitner 1992; 
Rook 1987; Bagozzi and Dholakia 1999). Important elements have been found to 
be the sense of space and spacing of products which stimulate consumer senses; 
aesthetic surroundings which influence perceptions and attitudes; product presen-
tation which influences consumer reactions; social surroundings which influence 
consumption patterns (e.g. conformity); and complexity, i.e. the number of compo-
nents within the environment, which influences arousal leading to preference (Mar-
kin et al. 1976; Belk 1974; Nasar 1987; Uhrich and Benkenstein 2010). Consumer 
response is subject to intrinsic and extrinsic motivational influences, including time 
available (Park et al. 1989), mood state (Lee and Sternthal 1999), familiarity with 
an environment (Hoch and Deighton 1989; Alba and Chattopadhyay 1986), atten-
tional priorities and need (Kent and Allen 1994). These areas have been categorised 
into three broad domains in the literature: atmosphere, ambience and relationships; 
yet, little research has considered the interrelationships between them at a holistic 
level (Ballantyne et al. 2010). The range and arrangement of positive atmosphere 
building cues remain, however, rather a ‘black art’, dependent upon retailer brand 
strategy and implementation and management preferences (e.g. Gauri et al. 2008).

Whilst there is a large body of literature into the components of stores and their 
impact on different aspects of consumer behaviour, this is primarily examined 
through evaluation of stated intent, perception and third-person observation tech-
niques. There is limited research on actual browsing and purchasing behaviour and 
the elements that may influence behaviour in stores using first-person observational 
techniques (Suhur and Sorenson 2010). Third-person observation via remote forms 
of tracking, whilst popular in industry, is especially difficult to interpret because 
often only partial, say photographic or moving image, is used which is then sub-
ject to interpretation (e.g. Basil 2011). Consumer behaviour viewed from a first-
person perspective is, however, important in generating insight to develop retail 
‘experience environments’ that engage and retain consumers from both design and 
marketing perspectives (Venkatesh et al. 2011). Of particular interest are the ways 
in which the complexity of the store environment influences consumers’ shopping 
behaviour. New technologies such as mobile eye-tracking are capable of providing 
such insight ‘in action’ rather than reflection of some prior activity (‘on action’).
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2.1  Eye-Tracking in Marketing

This research uses mobile eye-tracking to evaluate consumer responses at a holistic 
level. This type of observational technology provides a first-person perspective into 
embodied behaviour reflecting goal orientation that third-person techniques cannot 
capture (e.g. Paletta and Rome 2007; Istance 2008). Thus far within marketing, 
eye-tracking technologies have been used to understand consumer cognitive and 
emotional responses to advertising communications, focussing on impact of brand-
ing, images and text (Pieters et al. 2007; Wedel and Pieters 2008a, b) in media, such 
as print and feature advertisements (e.g. Aribarg et al. 2010; Zhang et al. 2009), 
billboards (e.g. Dreze and Hussherr 2003), product labelling (e.g. Fox et al. 1998), 
TV commercials (e.g. Janiszewski 1998) and supermarket shelving (e.g. Chandon 
et al. 2007; Van der Lans et al. 2008). Researchers have found correlations between 
visual attention, i.e. frequency and duration of fixations and product preferences 
(Maughan et al. 2007) where positive attention results in more and longer fixa-
tions, albeit this may be a function of gender, age, personality (Rosler et al. 2005; 
Isaacowitz 2005) and familiarity with brands (Russo and Leclerc 1994). Of interest 
to marketers is how well respondents remember what they have seen, for example, 
firms invest heavily in differentiating brands predicated upon their distinctive and 
memorable features. Wedel and Pieters (2008a) have also proposed that visual atten-
tion in marketing is influenced by both motivational (intrinsic) and environmental 
(extrinsic) factors. This is, however, a controversial claim within the neuroscience 
research domain where opposing views suggest that visual attention is a function of 
purely intrinsic motivations (e.g. Theeuwes 1992) or purely extrinsic stimuli (e.g. 
Folk and Remington 1998) although these features may be processed in different 
parts of the brain, and visual attention itself is more a function of the proximity of 
an individual to relevant features (Becker et al. 2010; Becker 2012).

Thus, this research integrates the use of mobile eye-tracking to assess visual 
attention in a retail environment in order to explore the types of influences, both in-
trinsic and extrinsic, upon consumer behaviour at a holistic level. The development 
of the research methodology is discussed in the next section.

3  Methodology

Wedel and Pieters’ (2008a) conceptualisation of visual attention was used as the ba-
sis for the research design that aimed to evaluate the naturalistic and holistic visual 
attention of consumers in a retail environment. A qualitative dominant-less domi-
nant mixed method approach was used for the research design to explore visual 
attention. Mobile eye-tracking was selected as the dominant method as it provides a 
flexible means to capture first-person observational data (Duchowski 2007). Wedel 
and Pieters (2008a) suggest visual attention is both a function of consumer goals 
that inform what and where to look (intrinsic factors) and saliency of marketing 
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stimuli. Saliency in the context of marketing is defined as the prominence of objects 
discerned by consumers within the scene (extrinsic factors) because of their rela-
tive luminosity, sharpness, brightness, contrast and colour (e.g. Summers and Her-
bert 2001; Custers et al. 2010). Intrinsic and extrinsic factors combine to produce 
attentional priorities and simultaneously suppress non-target perceptual features. 
Consumers may, however, only partially recall aspects of the goal such as charac-
teristics of a brand (colour, shape, distinctive feature) and this is further influenced 
by the complexity of the scene (Pieters et al. 2010; Clement 2007). Thus, within a 
retail environment, visual attention is likely to be dominated by intrinsic relevancy 
of information to the individual (‘informativeness’) with the extrinsic effectiveness 
of marketing stimuli varying according to specific goals (Pieters and Wedel 2008a).

The study was conducted in a department store combining home and garden with 
men’s and women’s fashions and incorporating a café bar in the South of England, 
part of a UK-wide high street chain. Intrinsic factors that were anticipated as being 
relevant were the specific purchase goals and intentions of consumers coupled with 
the familiarity (previous experience) with the store layout. Pre- and post-tracking 
administered questionnaires (Eger et al. 2007) were used to understand these as-
pects of shoppers’ journeys and to identify primary search behaviour and attention 
within the store environment, including, for example, any pre-planned and impulse 
purchase and browsing behaviours. Market Research Society ethics were adopted 
for the conduct of the study.

The technology used was Tobii Mobile™ glasses (manufactured 2010, recording 
resolution 640 × 480 at 30 Hz) in conjunction with Tobii Studio (version 2.0) and 
Noldus Observer XT (version 10.0), which enabled capture and analysis of both 
visual and audio data from research participants. Thus, the research was able to con-
sider the role of any verbal data in assessing consumer response and together with 
fixations recorded by the mobile tracker (visual attention) enabling the researchers 
to identify behavioural patterns in the shoppers’ journeys using content analysis and 
critical incident analysis identified in the videos to give rich insight into observed 
behaviours (Yin 1984; Miles and Huberman 1994). The technology, therefore, en-
abled the researchers to examine not only consumers’ cognitive and affective be-
haviour but also conative (i.e. apparently instinctive) behaviour in the environment. 
Eye-tracking data were, firstly, content analysed and this subsequently informed 
critical incident analysis using an ethnographic approach (Arnould and Wallendorf 
1994; Chong 2010) by coding, troping and representing behaviour constellations 
(Arnould and Wallendorf 1994) using both fixations and ‘scanpaths’ of the direction 
of visual attention (Duchowski 2007).

Firstly, content analysis was used to classify and analyse the frequency of fixa-
tions of participants in the store generated using the technology (visual attention). 
Given that proximity of consumers to extrinsic stimuli varied as they passed through 
the environment, necessitating a degree of flexibility in interpreting the focus of at-
tention (e.g. near sight of, say, a meter and far sight of several meters, depending 
on the scene and apparent activity of the participant such as browsing products, 
walking through the store environment, etc.) it was not deemed possible to use 
the automated functionality provided by Tobii Studio to analyse locus of attention 
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and draw meaningful conclusions. Therefore, eye-tracking videos were exported to 
Noldus Observer for content analysis by hand using fixation data to deduce visual 
attention. From the initial review of the eye-tracking data collected, the researchers, 
working with four coders, developed and described mutually exclusive categories 
(codes) for the content analysis in a qualitative mode (Haney et al. 1998). Extrinsic 
factors (codes) were identified as the actual store layout (space and product), navi-
gational and section signage, promotional merchandising, product display, in-store 
offers, sales assistants/store staff and roles played by other consumers that facilitate 
search and goal-related behaviour.

Subsequently eye-tracking videos were sequentially coded to generate frequency 
(of occurrence) data for content analysis in a quantitative mode (Berelson 1952; 
Weber 1990; Krippendorff 2004). Each substantive change of focal attention (fixa-
tion) was noted and recorded for each participant, e.g. product A to product X gener-
ated two separate counts for the ‘product’ category. This is a method of event-based 
coding. A table of data was subsequently extracted and used as the basis for further 
evaluation. The method of content analysis does not represent a comprehensive 
analysis of all fixation points produced by the Tobii MobileTM equipment; however, 
it facilitated coding for data reduction and subsequent evaluation of critical inci-
dents. A valence for each of the store departments was applied in order to assess fo-
cal attention (fixations) within the different areas of the store. Cohen’s (1960) kappa 
coefficient was used to test inter- and intra-coder reliability of content analysis with 
one recording used as the basis for testing the level of agreement among all coders.

Within the retail environment, 7 h 16 min of eye-tracking data were collected at 
the store location from 16 adult visiting consumers (see Table 1), 10 of whom were 
accompanied by other adults (family or friend). Participants were asked not to change 
their intended shopping behaviour during the data collection process (data suggest 
that visual attention was naturalistic as it did not appear to alter stated consumer 
intentions). Non-response to participation was noted to be due to time constraints or 
unwillingness to be recorded: it was evident the technology was an attractor for some 
and repellent for others. The constraints of the technology precluded participants 
wearing prescription glasses, and the researchers also selected out adults with small 
children (because their focus would be likely to be on the child rather than the shopping 
experience). Sampling was, therefore, convenience based and bias may be present in 
the data from both self-selection and unknown/unanticipated factors. Nonetheless, 
all consumers had approached the store voluntarily before being asked to partici-
pate in the study. The preliminary recruitment phase included calibrating the equip-
ment to each participant, followed by the pre-tracking questionnaire (see Table 2) 

Age Male Female All
18–30 years 2 0 2
31–45 years 2 3 5
46–55 years 0 6 6
55 + 0 3 3
Total 4 12 16

Table 1  Study participants
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(see http://www.tobii.com/en/eye-tracking-research/global/library/manuals/ for a 
full description of this process). Consumers then shopped the store in their own time 
and subsequently returned to the researchers where the technology was removed 
and a post-tracking questionnaire completed the process (see Table 3). Given the 
qualitative sample used, it is not possible to apply statistics to produce more than a 
descriptive overview. Triangulation of methods and investigators (data coders) were 
primary modes of validation (Shapiro and Markoff 1997).

Table 4 summarises the frequency (count) and percentage of data coded for each 
category, i.e. coded fixations representing visual attention (total number of observa-
tions coded = 44,625). Table 5 identifies the locations in the store browsed/shopped 
by the participants. Data indicate that participants primarily browsed/shopped 
within the home (52.3 % coded behaviours), women’s/children’s (28 %) and garden 
(7 %) departments of the store.

The findings show each area of the store elicits different visual attention pat-
terns alluding to the interplay between the design, ambience and social-relational 
features and characteristics of the environment (Allen 2005). Of note are the roles 
of shopping partners and staff, who appear to play a greater role in the experience in 
home than observed in women’s, where labelling played a greater role than in home 

Table 2  Primary reason for visit compared to familiarity with store
Primary reason for store visit Familiarity with store Total

First-time visit Been twice before Been 3 + times 
before

Buy a particular product 1 3 1 5 (31.3 %)
Compare specific products 1 0 0 1 (6.3 %)
Browse products generally 4 1 3 8 (50.0 %)
Coffee 1 0 1 2 (12.5 %)
Total 7 (43.8 %) 4 (25.0 %) 5 (31.3 %) 16

Table 3  General satisfaction with store visit
Agreement with statement of satisfaction Mean score ( n = 16) (1 = disagree, 2 = disagree 

slightly, 3 = agree slightly, 4 = agree)
The atmosphere in the store was appropriate 

for me (lighting, ventilation and heating)
4.0

I found what I was looking for 3.8
The store layout made it easy for me to find 

what I was looking for
3.8

The store layout made it easy to browse/find 
other interesting products

3.8

Information I used in the store was helpful 3.7
The information about the products I was 

interested in was clear
3.6

The sight lines in the store made it easy to 
navigate around

3.4

The signs for store departments/sections 
were clear

3.3



189Mobile Eye-Tracking in Retail Research 

and garden. This is broadly consistent with findings of research by Hu and Jasper 
(2006) into the positive impact of attentive store staff on consumer experiences. In 
the present study, the differences observed were felt likely to be due to the more spe-
cialized and technical nature of the product offer in home and garden and a greater 
familiarity with the purchase environment in fashion. It may also be a coincidental 

Table 4  Content analysis of eye-tracking data
Category Category description Frequency of coded 

fixations ( n = 44,625)
% coded behaviours 
to all (mean)

Product All products in store 32,342 72.5
Shopping partner A person in the store 

identified as shopping 
with the glasses wearer

2,868 6.4

Product label/price All labels that identify 
product details or pricing

2,615 5.9

Staff A person in the store identi-
fied as a member of staff 
(with or without an apron)

1,257 2.8

Customer A person in the store shop-
ping, excluding a shopping 
partner or member of staff

878 2.0

Brochure/leaflet A loose brochure or leaflet 
about products, services, 
offers, prices, etc.

366 0.8

Set offer All signs that identify a 
promotional offer located 
within a home design 
style set

179 0.4

Navigational sign All signs that identify loca-
tion or direction of a store 
section

159 0.4

Other Looking at floor/ceiling/
wall; no obvious focus on 
another defined category

3,961 8.9

Table 5  Content analysis of eye-tracking data by store department
Category Home n = 23,361 (%) 

(rank order)
Women’s/ children’s 
fashion n = 12,488 (%) 
(rank order)

Garden n = 3,142 (%) 
(rank order)

Product 74.4 (1) 82.7 (1) 87.6 (1)
Shopping partner 8.9 (2) 3.3 (4) 3.9 (2)
Product label/price 4.3 (4) 6.0 (2) 3.5 (3)
Staff 2.2 (5) 0.9 (6) 1.9 (4)
Customer 1.8 (6) 1.7 (5) 0.9 (6)
Brochure/leaflet 1.1 (7) 0.6 (7) 0.2 (7)
Set offer 0.7 (8) 0 (9) 0.1 (8)
Navigational sign 0.5 (9) 0.2 (8) 0 (9)
Other 6.1 (3) 4.6 (3) 1.8 (5)
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observation as a consequence of uneven distribution of staff in the departments 
across the store, with more staff evident in the technical store areas than elsewhere. 
Overall, content analysis of visual attention illustrates that participants focus most 
on products, whilst relatively little attention is given to signage, particularly navi-
gational signage, in all areas of the store. From a marketing management perspec-
tive, this finding is especially important—marketing and merchandising materials 
(signage and display information) that support the consumer experience in store 
are considerable areas of spend for organizations but our data suggest they receive 
relatively little attention in this type of environment. Thus, ethnography was used to 
provide insight into critical incidents in the shopping episodes of consumers.

Critical incidents were identified as being those points in the store visit where 
decisions on what do, where to go or who to speak to were important consider-
ations for the consumers, i.e. key decision points. The researchers aimed to identify 
elements that were intrinsic to the consumer and extrinsic in relation to the retail 
environment. Findings highlighted a range of elements that appeared to influence 
consumer behaviour in store (see Table 6). The intrinsic cues, comprising the prod-
ucts of relevance to an individual consumer, were most clearly evident in those 
observations where consumers were accompanied by partners through verbal dis-
cussion or sought assistance from a member of staff. The analysis identified behav-
iour patterns in the observations that were replicated across the data set. Patterns 
are noted in response to sight lines (vertical and horizontal) and saliency achieved 
through lighting and colour. Saliency (contrast) was found to be the dominant cue 
in the environment used by consumers to navigate the store. Lighting also supported 
socialising and flow in the environment. The patterns observed in relation to these 
findings are now discussed in turn, using video frames from participant eye tracking 
(fixations and scanpaths removed) to illustrate.

Table 6  Summary of components used by consumers in store (excluding signage)
Component Description
Light contrast A product or visual component of the scene that is brightly illu-

minated or is in light contrast to its immediate vicinity (may be 
reflecting light, a feature light/product or natural day light)

Colour contrast A product or visual component of the scene that is prominent by 
its colour (either neutral tones in a dark-colour scene or dark 
tones in a light-colour scene)

Vertical sight line (VSL) A view in the shopping expedition where the consumer makes a 
directional decision and the decision scene is predominantly 
made up of vertical lines

Horizontal sight line (HSL) A view in the shopping expedition where the consumer makes a 
directional decision and the decision scene is predominantly 
made up of horizontal lines (‘panorama’)

Socialisation ‘Active’ consumption experience—interactive elements that 
engaged consumers in experimenting with products

Flow Immersion in the store layout enabling associations between prod-
uct sections and departments
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3.1  Sight lines and saliency

On entry to the store, participants paused a few seconds to look at an early feature 
in the store, low tables filled with highly salient products, and then towards either 
the back of the store (Fig. 1) or to the right using a vertical sight line (VSL). A less 
evident VSL was apparent to the left but not selected—research participants clearly 
preferred the more constrained aisle spaces offered. Thus, the VSL presentation 
appeared to facilitate the directional decision-making process which may also have 
been influenced by the highly salient product presentation evident along the aisles. 
Sight lines are an explicit component of store design that serve both functional and 
aesthetic needs. Functionally, they enhance store merchandise security by providing 
increased visibility to products and consumers; aesthetically, sight lines support the 
organization’s aims and objectives for consumption activities within the space that 
underpin the creation of store ambience (Cohen 1998).

Whichever aisle participants moved into or towards, they initially focussed on 
feature-lit salient points in the scene—typically products (Fig. 2). They followed 
the VSL looking left and right, drawn quickly through the environment by the 
most salient features that their walking speed allowed. Whilst in an aisle, par-
ticipants found something of more specific (intrinsic) interest that often appeared 
to be a neutral-coloured object, most likely located in a salient part of the scene. 
Aisles were filled with products and related information; thus, the focus on rela-
tively neutral objects appears to reflect the idiosyncratic curiosity and preferences 
of research participants (Berlyne 1960). This may be because the ‘noisiness’ of 
the visual cues in the environment drives consumers to consider non-conforming 
stimuli but may also be because they have a directional aim and merely seek va-
riety as they continue to their goal (e.g. Howard and Sheth 1969; Steenkamp and 
Baumgartner 1992).

Fig. 1  Vertical sight line 
(VSL) towards back of store 
( left)

 



192 T. Harwood and M. Jones

Further investigation of browsing using saliency identified it was influenced 
also by contrast emphasised by colour blocks (Fig. 3). Colour blocking is likely 
to be both an extrinsic and intrinsic cue—salient within a scene but relevant to 
the participant in some way; for example, there is evidence that colour prefer-
ence is used in consumers’ search patterns evoking empathy with the scene in 
some way (Klonk 2005) such as red-themed store offers which were dominant 
for some participants (Clynes 1977). Colour has a long association with designed 
environments (Fortune 1930), influencing consumer behaviour by enhancing 
ambience (Nayar 2008) and influencing mood states in stores (Martineau 1958; 
Bellizzi et al. 1983).

Horizontal sight lines (HSLs), where the scene was presented as a ‘panorama’ 
(Fig. 4), were evident in a few parts of the store and these elicited different visual 
search behaviour to VSLs. Visual behaviour at HSLs involved pausing for a longer 

Fig. 2  Feature lit salient 
product ( right)
 

Fig. 3  Colour contrast 
saliency (neutral in dark 
tones, left)
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period of time than VSLs and scanning the scene rapidly far left to far right, fixating 
on feature-lit objects across the scene. The decision to move appeared to follow 
some apparent indecision to return to an aisle, i.e. turning around and looking back. 
Feature lighting and colour-blocked objects acted as draws in the ‘panorama’; and 
once in the scene, participants seemed to revert to rapid browsing behaviour as well 
as scanning their visual horizon to navigate through the space, until they found a 
product or feature they may be more intrinsically interested in. Browsing behaviour 
is most evident when consumers are in scenes presented as VSLs.

Whereas HSLs support store management, because there are fewer visual barri-
ers for security cameras, the findings suggest these areas within the store discourage 
browsing behaviour. The most likely reason is that consumers are simply too far 
away from products to investigate them in sufficient detail; however, another rea-
son may be the holistic impact generated by the store ambience. Whereas previous 
research has found space to positively influence consumer behaviour (Ballantyne 
et al. 2010), this appears not to be the case in this research. Consumers clearly found 
the store engaging as a social space, evidenced through the ways in which they 
interacted with products, staff and other consumers as they shopped. The enforced 
distance between the consumer and the merchandise apparently presented through 
an HSL effectively decreased proximity (immediacy) of staff, other consumers 
(Janakiraman and Niraj 2011; Xu et al. 2012) and products, which the consumers 
participating in the study evidently found discomforting. Social interaction theory 
has been found to explain the affective influence of the presence of people on con-
sumer behaviour in shopping environments (Argo et al. 2005), but the impact of 
store ambience and the ways in which it may change over the store context is not 
well understood despite a number of researchers investigating this from the stimu-
lus–organism–response (Turley and Milliman 2000; Baker et al. 2002; Hyde 2006) 
or hedonic-consumption (combining attractive and facilitating stimuli) perspectives 
(Kotler 1974; Hirschman and Holbrook 1982; Ballantyne et al. 2010).

Fig. 4  Horizontal sight line 
(HSL, right)
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3.2  Socialisation

Socialisation is more than just the interactions between consumers and staff; it en-
compasses their interactions with the whole environment—in our evaluation, social 
consumption is central to the ambience in the store that has been intentionally incor-
porated into the design of the space, including the presentation and merchandising of 
products and inclusion of a café concession. A purchase decision from a design (prod-
uct) set, which was used by the store to present connections between the products in 
interactive displays, typically involved a staff member, either in locating a particular 
product on a shelf display or in completing an order process for a product. Elsewhere 
in the store, products on shelves, or otherwise grouped together into a display, were 
selected from the display and taken to a check out. Store staff were an active part of 
many scenes, appeared to be easily approachable and drawn into both browsing and 
purchase episodes. Participants also actively engaged with design sets, such as room 
layouts in the store, ‘trying out’ products by enacting some imagined behaviour from 
their personal lives and involving others in the consumption experience, e.g. putting 
feet up on a foot stool, laying back on a sofa, sitting at a dining table, etc. Interest-
ing products placed in design sets were subsequently sought out from shelves (e.g. 
cushions, bed linen, ornaments), but areas where products were displayed on shelves 
were of less focal interest to participants than products in sets (which was consistent 
with stated browsing intentions). Thus, the creative display of content appealed to 
participants, giving them an opportunity to browse, relax and enjoy the physical and 
visual stimulation provided by the environment. This was reinforced by the café, 
where consumers paused in their shopping trip for refreshments, discussion with their 
shopping partners or just to sit and contemplate the store environment.

The ambience generated by the socialisation within the environment was there-
fore co-created by consumers (Vargo and Lusch 2004). This finding is consistent 
with research into hedonic consumption but also highlights the store’s intentions 
in creating experiences through its designed layout and merchandise presentation. 
Crilly (2011) uses visual rhetoric to consider the role of design in persuading con-
sumers to engage and affect behavioural patterns, albeit an underdeveloped concept. 
He states there is a tension between informing and persuading through the design 
process that only the consumer experiences in order to infer ‘persuasive intention’, 
depending on their motivations for participation. Considering such an approach, 
consumers may infer from the presentation of products and presence of a café in 
the store that interaction and role play are intended to be part of the consumption 
experience in addition to their purchase behaviour.

3.3  Flow

Flow is the sense of immersion in an experience, a mood state between arousal 
and relaxation wherein the individual is in some optimum state of intrinsic moti-
vation (Csíkszentmihályi 1990). Within a store, antecedents may be the challenge 
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and skills consumers have in engaging in the experience environment (Wang and 
Hsiao 2012), such as the nature of the products and number of choices (Swami-
nathan 2003) or familiarity with the store (Wang and Hsiao 2012). Evident in the 
discussion above in the ways in which consumers engaged with design sets, flow 
was apparent when the store layout and navigational signage became frustrating 
and consumers could not find something they were specifically interested in, say 
that they had identified in a design set or possibly from a previous store visit, or 
the content of the section did not appear to ‘make sense’. Findings suggest partici-
pants were using a narrative approach to shop the store that was more intrinsically 
directed than random or directed by the store navigation system. For example, par-
ticipants appeared to correlate content between sections and subsections which may 
psychologically influence flow behaviour: there were links made between living 
room and decorative items; kitchens and utilitarian items; lighting, mirrors and wall 
paints; women’s clothing and shoes; etc. The store presentation clearly reinforced 
the interconnections but large sections of the store were not visited by participants 
which may represent a disconnect in the narrative they pursued—the sections may 
repel the consumers because there are no clear associations being made between 
product categories as presented in the sections and subsections.

4  Conclusions

Our findings provide general support for Wedel and Pieters’ (2008) theory of visual 
attention, i.e. consumer goals (intrinsic motivation) and saliency (prominence) of 
marketing stimuli (extrinsic stimuli) appear to have combined to establish attention-
al priorities within the store environment: visual attention is dominated by intrinsic 
relevancy of information to the individual (‘informativeness’) with the extrinsic 
effectiveness of marketing stimuli (Pieters and Wedel 2008a) driving both goal/
task-related and browsing behaviour. Findings also highlight that attention is influ-
enced by proximity to relevant features (Becker et al. 2010; Becker 2012). Within 
the store, signage was relatively little used compared to other components of visual 
scenes such as products and people. Therefore, although both intrinsic and extrinsic 
motivators appear to play a role, key elements consumers used in the store were 
lighting, colour blocks, sight lines and product. These combined and were presented 
through design sets that, in turn, promoted socialising behaviour and flow, where 
consumers engaged in ‘active consumption’ of the store environment. This pattern 
appears to contribute to store ambience, but more needs to be understood about 
the dynamic interplay between the elements and the ways in which they influence 
behaviour during a shopping episode.

Saliency (prominence) is highlighted as a dominant aspect that impacts on con-
sumers’ attentional priorities. Within the store, used in this study, saliency was pri-
marily achieved with lighting, which was evidently used by consumers as a stimulus 
that encourages exploration of the departments of the store. Whereas previous stud-
ies have tended to associate saliency, using contrast and colour, with recall (Alba 
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and Chattopadhyay 1986; Lynch and Srull 1982), this finding is particularly inter-
esting because it adds a further dimension to our understanding of store environ-
ments. For example, the store clearly used lighting to highlight details and features 
of products or product areas but in so doing it has created contrast that added to the 
‘drama’ into the store experience that appears to influence consumers to socialise 
and induce flow (Csikszentmihalyi 1990). The dominance of the lighting in the 
store appears to have impacted the hierarchy of effects of other components such 
as marketing messages and navigational aids. These findings are broadly consistent 
with design principles (e.g. Israel 1994); yet, this is an aspect that is apparently 
ignored in the marketing literature (Ballantyne et al. 2010). Much more needs to 
be understood about the role of lighting in influencing consumer response patterns, 
especially in relation to store navigation, because of the potential impact it has on 
the use of traditional (and expensive) promotional materials.

The research undertaken has obvious limitations that relate to the use of small 
samples and qualitative methodology. The research reported on is, however, an ex-
ploratory study that sought to evaluate naturalistic behaviour at a holistic level and 
its design was intended to consider visual attention from a first-person perspec-
tive. Whilst the size of samples used in the research limits the generalizability of 
findings, the external validity of findings reported on may, nonetheless, be used 
to develop hypotheses for more quantitative focussed investigations in the future.
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1  Growth in Eye Movement and Eye Tracking Research

There has been an exponential growth in eye research and concomitant use of eye-
tracking methodologies in the last decade. Improvements in eye-tracking technolo-
gies, enhancements in the sophistication of eye-tracking data analysis software and 
the development of smaller, more portable and mobile eye trackers has immeasur-
ably increased the range and volume of applications. Komorgortsev (2011), using 
Google Scholar, has demonstrated that eye-tracking-based research publications 
had reached over 2000 articles and papers in 2011.

2  Eye Tracking in Marketing Research

This exponential increase in applications of eye-tracking research methodologies 
and applications is understated in marketing and marketing-related disciplines. This 
is because as well as eye-tracking research and applications being undertaken and 
disseminated by the university and academic sector—a whole eye-tracking market-
ing industry has arisen in the private sector. This private sector industry is both 
large and expanding, with hundreds of companies internationally conducting eye-
tracking research and consulting for private and public sector clients.
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A core development in this space has been the rise of what Duchowski (2007) 
has termed ‘applied research organisations’. In many cases, such applied research 
organisations are wholly or partially owned by eye-tracking firms. Such organisa-
tions provide full service delivery for eye-tracking businesses: training and devel-
opment, marketing research, consulting and the development of specialised soft-
ware to solve industry problems.

These applied research organisations can also be eye-tracking technology ser-
vice providers and also private marketing business specialising in neuroscience so-
lutions for marketing problems. In addition, some large national and multinational 
firms have developed eye-tracking marketing research capabilities within their own 
marketing departments.

The reasons for these developments in eye-tracking marketing research were 
first outlined by Duchowski (2007), who noted that ‘the motivation for utilising in 
market research stems from the desire to understand consumer actions. …eye track-
ing can provide insight into at least one aspect of the internal consumer model: how 
the consumer disperses visual attention over different forms of advertising’ (Duch-
owski 2007, p. 262). Eye-tracking research can also be used to analyse and develop 
the consumer attention process and modify presentations and display to increase 
the capture of this attention. One part of marketing research using eye tracking is to 
develop usability research—to iteratively design more attention developing visual 
display through systematic collection of user response data.

3  The Rise of Applied Eye-Tracking Research Organisations

The importance of marketing in modern business and the significant and consider-
able investment in marketing and the evaluation of the costs and benefits of this 
investment have directly led to the rise of applied eye-tracking research organi-
sations. These organisations and cognate private marketing businesses, however, 
rarely share their research. Usually the research is proprietary and confidential. 
Dissemination of results and methodologies is usually contractually restricted, 
commercial in confidence or has involved substantial intellectual property develop-
ment—protected through contractual negotiations. As a result, much the actual mar-
keting research work is not reported or released. Accordingly, there is a significant 
gap in understanding of the entire corpus of eye-tracking marketing research due to 
its proprietary nature and the restrictions around its dissemination and publication.

As well as providing an academic case study based on eye movement research, 
the chapter also provides a case study from a private sector organisation. This chap-
ter presents a case study from an applied eye-tracking research organisation, which 
seeks to reflect the large volume of such eye-tracking marketing research and repre-
sent the eye-tracking marketing research activities conducted by such applied mar-
ket research organisations. Central to the case study are the needs of the clients and 
the directed nature of the research to solve business problems in marketing.
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4  Case Study 1: A Case Study from the Financial Services 
Industry on the Facilitation of Customer Design

4.1  Background to case study

Customer experience is a buzz word in the retail arena. The last decade has seen a 
tremendous change in the way customers interact with services. Ubiquitous technol-
ogy has empowered the customer to stay connected and informed. This increased 
power and awareness has resulted in higher customer expectations of the retail ex-
periences they are delivered. Businesses are, therefore, looking at user research for 
understanding their customers and the context of use of their services and, thus, 
design services that provide the enhanced experience the customer is expecting. Eye 
tracking is fast catching up as a preferred user research technique. Businesses are 
leveraging on eye tracking to understand the outreach of their marketing collater-
als, the physical evidences in their retail outlets, the effectiveness of their service 
encounters, etc.

The Service Innovation practice of a bank has been propagating the value of 
service design and the need to design for customer experience. In this context, the 
bank partnered with Objective Eye Tracking Pte Ltd, an eye-tracking consulting 
company in conducting customer experience research for a major Financial Servic-
es Institution that offers retail banking services. The retail banking service provider 
was interested in understanding their customer, their context of use of the bank 
branch services and the performance of their products and merchandise in attracting 
the attention of customers and embedding their brand and products in their minds.

4.1.1  Eye Tracking

Tobii eye-tracking glasses were used in the research to record audio, video and eye 
gaze position of the person wearing the glasses. In the Tobii eye trackers, the image 
sensors collect visual information of the person and the reflection patterns gener-
ated on the cornea using the near-infrared diodes. Applying sophisticated image 
analysis and mathematics on this information, the exact gaze point is calculated 
every 30th of a second, thus revealing what the person is looking at.

The eye-tracking glasses provide data in the form of the audio/conversations, 
video/scene within the field of vision of the user and the gaze point. In addition to 
this information, it is necessary to capture the intention behind the attention given 
to an item of interest. This is done through a retrospective think-aloud interview 
session, where the user watches a playback of the video recorded and voices their 
intentions as they come across various points of interest. Using this technique, we 
review both their conscious and unconscious experiences to decode exactly why 
they behave in a particular way.
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4.2  The Research

The bank has several branches situated island-wide typically serving customers 
who work/live in the neighbourhood. The bank branches, like any retail outlet, use 
their physical venue to display marketing merchandise that promotes the service 
products offered by the bank. The bank has modelled some of the branches to cater 
to certain demography of customers that it serves, thus displaying marketing mer-
chandise relevant to that demography.

The objective of this research was to provide an understanding of how all the mer-
chandising is working (or not working) within the branch. The bank had also identified 
some merchandise as their ‘areas of interest’, which need to be specifically analysed 
in this research. From this understanding, the bank planned to design its campaigns 
and services to benefit the customers, marketing teams and branch managers.

Based on the ‘areas of interest’ identified and the objective of the research, the 
metrics that need to be derived were identified. Participant percentage, fixation 
count and fixation length were some of the key metrics that were identified to pro-
vide insights into the ‘area of interest’ that captures and retains the attention of the 
bank’s customers.

The research was conducted in four bank branches, two typical, one themed on 
a specific product and one remodelled with mobile gadgets to cater to digital na-
tives and digital immigrants. The data collection was done over 2 weeks at these 
branches. The walk-in customers to the bank were intercepted and enrolled for the 
research. The enrolment included set-up with the Tobii eye-tracking glasses by fas-
tening the glasses at the back of the head with a head strap and calibrating the 
glasses. Once enrolled, the participants proceeded to perform their transaction at 
the teller. The participants had to wait in queues before their turn to be served which 
allowed for rich data capture. While the participants are wearing the glasses and 
transacting, they are also passively observed for any specific action or intervention. 
On completing their transaction, the glasses were recovered from the participants 
and the recording was played back to them for their retrospective think-aloud inter-
view. The participants were questioned on their thought process at various points in 
the video and these data were also recorded. The participants were compensated for 
their time with an incentive.

The video recording, the gaze-point information, the audio, the recording of the 
retrospective think aloud and notes made by the observer form the volume of data 
that were later analysed. The qualitative data collected were manually coded against 
the preset ‘areas of interest’ and statistical data were derived. On the other hand, the 
researchers also used affinity diagramming to synthesize and derive insights from the 
qualitative data gathered. The results from these derived data were put together and 
presented to the bank as a baseline for the performance of their various merchandise.

The results were presented to the bank in two stages. The first-stage presentation 
was in the form a workshop, with a purpose of providing the wider team with an 
overview of the methodology and headline findings. In the workshop, the audience 
was grouped into teams and provided with some of the issues uncovered in the 
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research and guided through analysis and brainstorming sessions to identify possible 
solutions. The second and final presentation was given in the form of a detailed re-
port which presented statistically significant evidences that confirm/refute hunches, 
convert early hypotheses to tenable theories and present new findings that establish 
a baseline for the marketing merchandise in the context of retail branch banking.

In this study, visual media (TV) emerged a clear leader as opposed to print media 
(brochures, posters, etc.) in capturing and retaining attention, with 85 % attention 
and 81.5 s dwell time, as opposed to their immediate competitor, menu boards hav-
ing 75 % attention and 15.7 s dwell time.

This eye-tracking research has provided the bank with findings and evidences 
that are beneficial in establishing a baseline for their merchandise and strategizing 
their campaigns and services to better serve their purpose.

4.3  Customer Experience and Eye Tracking

It is seen that people choose products and services based on their experiences with 
them. Such experiences are formed over many touch points or interactions the cus-
tomers have with an agent or artefact of the service or product. The experience the 
customers take away is unique and depends on them and their context. Thus, it is 
essential to understand the profile of the users, their expectations and the various 
contexts of use of the service/product. Eye tracking works as a favourable data col-
lection mechanism to provide insights into the use of the services or products.

5  Case Study 2: A Case Study Exploring the Influence 
of Articulatory Suppression on the Reading Direction 
Effect

5.1 Background to Case Study

This case study presents a research project that examined the influence of articula-
tory suppression on an eye movement driven phenomenon, the “reading direction 
effect” (Li and Briley, 2011). This project is broadly representative of published 
eye movement marketing research emanating from university/academic marketing 
departments.

The past decade has seen noticeable research advances on eye tracking and eye 
movement processes in the academic marketing area. For example, Pieters and 
Wedel (2007) utilised an eye-tracking experiment to investigate the influences of 
consumer goals on their visual attention in viewing advertisements. They found 
that when a consumer aimed to memorize an advertisement, both its verbal and 
pictorial information was attended to a higher level; whereas when the consumer’s 
goal was to learn the brand, only verbal component in the advertisement received 
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increased attention (Pieters and Wedel, 2007). In another series of eye-tracking 
studies, Brasel and Gips (2008) examined the potential threat toward advertising ef-
fectiveness posed by consumer fast-forwarding behaviour (e.g., consumers utilising 
video recorders to fast-forward through the advertisement breaks) and they found 
that fast-forwarding viewers tended to constrain their attention primarily to the cen-
tral screen position. Hence, they argue that marketers can alleviate the negative 
impacts of video recorders by placing brand information centrally in advertisements 
(Brasel and Gips, 2008). Atalay, Bodur, and Rasolofoarison (2012) also conducted 
eye-tracking studies to further explore the centrality bias where they demonstrated 
brands presented at horizontal centres were able to gather more attention and se-
lected more frequently by consumers.

Despite the fruitful findings, the academic marketing research has so far mainly 
focused on gauging consumer visual attention under ideal laboratory environments. 
Little effort has been made to address the potential interference effects on eye 
movements or eye tracking by secondary tasks consumers engage in on daily basis. 
For instance, can consumers’ eye movement processes be shaped by their concur-
rent oral muscle movements, including consumer daily activities such as eating or 
speaking? This case study aims to provide a preliminary answer to this question. 
Specifically, it looks into how eating activities can interfere with the eye movement 
processes underlie the reading direction effect, where consumers’ attitudes toward a 
moving brand increase when the brand movement direction is consistent with their 
habitual reading direction (Li and Briley, 2011).

5.2 Previous Research on the Reading Direction Effect

Li and Briley (2011) proposed that two modes of eye movement could lead to the 
reading direction effect: a habitual and a situational mode. First, as the dominant 
eye movements in processing alphanumeric stimuli (e. g. brand names) are made 
in the habitual reading direction (Rayner 1998), eye movements in this habitual 
direction could act more fluently than in other directions. Secondly, when an alpha-
numeric stimulus moves horizontally across a consumer’s field of vision, it tends 
to activate situational eye movements of identical direction (Palmer 1999). If the 
direction of activated eye movements coincides (vs. conflicts) with the consumer’s 
habitual reading direction, s/he might experience heightened motor fluency. This 
process might lead to increased evaluations of the stimulus (i.e., the reading direc-
tion effect) when the consumer  attributes the fluency experience to the quality of the 
stimulus itself (Bornstein and D’Agostino 1994).

Li and Briley (2011) presented compelling evidence for the reading direction 
effect. They demonstrated that this directional bias existed on both pure (i.e., mov-
ing brand name) and mixed alphanumeric stimulus (i.e., moving brand logo; Li 
and Briley, 2011). Furthmore, this effect should be driven by motor fluency in eye 
movements and procedural knowledge activated in reading (Li and Briley, 2011).
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5.3 Current Research Project

Extent research suggests that motor fluency effects should  be characterised by their 
effector dependency (e.g., Topolinski and Strack 2009). That is, such effects can 
only be blocked by engaging fluency-associated muscles. If that is the case, and 
if the reading direction effect is really driven by motor fluency, then a concurrent 
unrelated motor task, say, a manual motor task, should not cause any interference 
on the effect. Furthermore, as being exposed to words (e. g. moving brand name) 
automatically triggers reading activities (Stroop 1935), and the central effectors in 
reading are the oral muscles (McGuigan et al. 1964), the reading direction effect 
should be blocked by an articulatory suppression manipulation (Emerson and Mi-
yake 2003), e. g. oral muscle movements such as gum chewing activities (Campbell 
et al. 1991).

The current research project examined conditions under which the reading direc-
tion effect was susceptible to a concurrent motor task. In this study, participants 
(all left-to-right readers) were assigned to one of four conditions, based on a two 
(brand logo movement: left-to-right vs. right-to-left) by two (concurrent motor task: 
manual vs. oral) between-participants design. Specifically, participants in the con-
current manual task condition were asked to watch and evaluate a moving brand 
logo while kneading a rubber ball, whereas participants in the concurrent oral task 
condition chewed a piece of gum while evaluating the moving brand. The results 
demonstrated a replicated reading direction effect under the concurrent manual task. 
That is, participants who kneaded the rubber ball indicated higher likings toward 
the moving brand when it moved from left-to-right rather than from right-to-left. 
However, this effect went away among participants engaging in gum chewing while 
evaluating the moving brand. Furthermore, no difference was found on the amount 
of attention paid to the brand evaluation task between participants in the concurrent 
manual and oral tasks, ruling out the alternative explanation of attention depletion. 
These results show that the reading direction effect is indeed effector dependent, 
adding evidence that motor fluency and procedural knowledge activated in reading 
are the underlying mechanisms behind this effect.

5.4 Implications for Eye Movement and Eye Tracking Research

The findings of the current research project also shed light on general practice and 
future directions in eye movement and eye tracking research. On the one hand, as 
visually presented language stimuli can only access phonological working memory 
through subvocalization (e.g., Eiter and Inhoff, 2010), any oral muscle movements 
that might block subvocalization could interfere with the language stimuli being 
processed and utilised. Therefore, oral activities that might cause articulatory sup-
pression (e.g., eating or speaking) could bias eye movement effects or give rise to 
less than accurate eye tracking results. Future researchers should heed these po-
tential biases especially when they run eye tracking studies in unobtrusive, natural 
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 settings which could cause a lack of control on participants’ oral muscle movements. 
Moreover, literature also suggests that the powerfulness of acticulatory suppression 
varies depending on the type of language being read (Besner, 1987). Hence, eye 
movement and eye tracking researchers should pay particular attention on the va-
lidity of data collected cross-linguistically, or cross-culturally. Lastly, researchers 
should also explore bodily processes other than oral muscle movements and rule out 
any other potential interference factors in eye movement or eye tracking research.

6  Conclusion

This chapter has provided contrasting case studies that illustrate the types of research 
being conducted in the private sector and academic sectors. Although superficially 
similar—especially in regard to the use of similar research methodologies—the re-
search illustrates the breadth of eye movement and eye research applications in 
marketing. The industry problem and focus determines the research methodologies 
and iterative nature of the first case study located in the private sector consulting 
and research industry. The hypotheses at the core of the second case study reflect 
an academic focus in seeking to support research problems expressed in academic 
discourse. The published eye movement and eye-tracking research applied to mar-
keting seriously underrepresents the volume and range of eye-tracking-based mar-
keting research conducted by the private sector.
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1  Introduction

To find solutions to complex problems often requires the networking of experts 
from a variety of disciplines. This can be especially relevant in the application of 
eye movement studies to understand the complex ways in which humans make de-
cisions for non-trivial tasks. For example, the use of eye movement investigations 
to understand how experienced forensic officers make decisions whilst evaluating 
case evidence has important implications for legal proceedings (Dyer et al. 2006, 
2008; Merlino et al. 2008a). To conduct these types of studies firstly requires de-
tailed knowledge of the legal context for which quality empirical evidence is re-
quired (Merlino et al. 2008b) and secondly how experiments need to be designed 
to model the real-world working environment of a forensic officer. By utilising the 
correct context setting information to design eye movement studies, it is possible 
to collect high-quality data to answer specific questions pertinent to certain disci-
plines. Below we discuss the value of multidisciplinary inputs for understanding 
FDE visual processing as a model for how eye movement studies can provide high-
value empirical data on human visual expertise.

M. Horsley et al. (eds.), Current Trends in Eye Tracking Research, 
DOI 10.1007/978-3-319-02868-2_16, © Springer International Publishing Switzerland 2014
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2  Understanding the Legal Context of Performance 
Evaluations in Forensic Document Examiners

In vision sciences, the opportunity to make comparisons between experts and novice 
groups can be important for understanding visual processing mechanisms (Tanaka 
and Sengco 1997; Reingold et al. 2001; Nodine et al. 2002; Busey and Vanderkolk 
2004), but having accurate information to classify groups may be difficult to obtain. 
Due to the context of how adversarial legal systems operate, we discuss the recent 
opportunities that have emerged for using eye tracking to collect high-quality empiri-
cal data. The use of opposing argumentation is a defining characteristic of the adver-
sary system upon which justice in many countries, like the USA, UK, New Zealand 
and Australia, is based. For example, in the USA, it is the judge’s responsibility to 
hear arguments from opposing counsel in legal disputes about the relevance and 
reliability of expert testimony and to determine whether or not a jury should be pre-
sented with evidence (Gottesman 1998). The responsibility for ruling on the admissi-
bility of expert testimony is often referred to as a ‘gatekeeping’ role (Faigman 1995).

Whilst up to 1993 judges in the USA largely based admissibility decisions on a 
‘general acceptance’ standard, in a US Supreme Court decision Daubert v. Merrell 
Dow Pharmaceuticals, Inc. (1993), the Justices held that the Federal Rules of Evi-
dence superseded the general acceptance standard for scientific evidence in federal 
trials. In this landmark decision, guidelines were suggested for judges to determine 
the reliability of expert testimony, including knowledge of potential error rate in de-
cisions, whether techniques have been exposed to peer review and publication and 
whether the claimed expertise had general acceptance in the relevant community. In 
subsequent cases, the US Supreme Court created a statutory obligation for judges to 
evaluate the merits of scientific, technical, or other specialized knowledge in rulings 
of expert testimony (Dixon and Gill 2002).

Since the Daubert ruling in 1993, research demonstrates that the factors used by 
judges when determining the admissibility of expert testimony are often related to 
whether the judge views the evidence as scientific, technical or other specialized 
knowledge (Gatowski et al. 2001; Dahir et al. 2005; Merlino et al. 2008a; Merlino 
et al. 2008b), and the precedence of new findings has an important role in determin-
ing the admissibility of expert testimony (Dixon and Gill 2002). Immediately fol-
lowing the Daubert decision, a number of US legal scholars and defence attorneys 
began challenging the admissibility of many areas of forensic science (Merlino et al. 
2008a, b), including such long-accepted fields as latent fingerprint examination and 
forensic document examination. The earliest success of these initial challenges to 
forensic document examination came with the challenge to expert testimony in the 
US v. Starzecpyzel (880 F. Supp. 1027, S.D.N.Y. 1995). The judge of that case stat-
ed, ‘if testing is possible, it must be conducted if forensic document examination is 
to carry the imprimatur of “science”.’ Consequently, forensic document examiners 
have increasingly become involved in research testing to access the reliability and 
validity of the discipline, for example, testing at the La Trobe University Handwrit-
ing Analysis and Research Laboratory (Merlino et al. 2008a).
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3  Evidence of Expertise for Decision-Making in Forensic 
Document Examiners

The need to effectively communicate information about expert proficiency has 
led to the development of a new format for testimony to explain the methodology 
including documenting its reliability (Merlino et al. 2008b). This extended form 
of admissibility review has required experts in the forensic disciplines to provide 
information about the reliability of their methods and findings, the validity of 
the premises upon which their areas of expertise are based and the proficiency 
of the examiners (Merlino et al. 2008b). A consequence of this activity in un-
derstanding the validity of expert evidence has been increased research into the 
performance of FDEs, and subsequently there have been a number of studies that 
have quantified the expertise effect of FDEs in providing opinions based upon the 
visual inspection of questioned handwritten material. All studies reported to date 
show that FDE subjects are significantly more accurate at correctly indentifying 
questioned signatures than control subjects (Kam et al. 1994, 1997, 2001; Found 
et al. 1999; Sita et al. 2002; Dyer et al. 2006). For example, empirical studies on 
text-based writing identification have shown evidence of expertise in FDEs com-
pared to control subjects (Kam et al. 1994, 1997) as the FDEs made significantly 
fewer errors and were more cautious than control subjects. This expertise effect 
in FDEs was also observed in studies using signatures as test stimuli (Found et al. 
1999; Sita et al. 2002). Sita et al. (2002) used a multiple signature evaluation task 
to compare 17 FDEs from both Australian and New Zealand government bodies 
to 13 tertiary-qualified and well-motivated control subjects. The FDE subjects 
showed an expertise effect and were able to correctly call whether a questioned 
signature was genuine or a simulation (a simulation can include either a forged 
or disguised signature) with 94.2 % accuracy, which was significantly better than 
control subjects that scored 74.4 %. A third study by Kam and colleagues (Kam 
et al. 2001) compared 69 FDEs and 50 control subjects on questioned genuine and 
simulated signatures and also concluded that there was a significant difference 
in performance.

Taken together, these studies allow for the classification of FDEs as having an 
expertise effect in identifying signatures. As signatures can be classified as com-
plex visual stimuli which are comprised of multiple elemental features like turning 
points, retraces and intersections (Found and Rogers 1998; Found et al. 1998), it is 
of high value to understand the basis of this expertise effect in visual processing. 
Previously, expertise in visual processing has been investigated for fields including 
face recognition (Tanaka and Sengco 1997), chess playing (Reingold et al. 2001), 
mammogram classification (Nodine et al. 2002) and forensic fingerprint analysis 
(Busey and Vanderkolk 2004). One measure of expertise common in these fields ap-
pears to be evidence that, with increasing exposure to complex stimuli, processing 
moves from an elemental or piecemeal form through to a more holistic or configural 
representation of how the elemental information is represented.
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4  Understanding the FDE Work Environment

To understand the visual mechanisms that might allow FDEs to demonstrate an 
expertise effect for evaluating complex stimuli like signatures, and the potential 
value of this expertise to the legal system, it is very important to understand and 
model the real-world working environment in which FDEs make decisions about 
writing material. Many FDEs are associated with government laboratories and ex-
press opinions regarding the authorship of writings and also the process by which 
writings were produced. The skill and expertise of FDEs are drawn from a wide 
variety of sources including training programmes within laboratories or specialist 
society meetings, and the scientific literature relating to the discipline. Especially in 
the context of the Supreme Court rulings described above, FDEs regularly undergo 
independent testing programmes to provide feedback regarding the probative value 
of the skills that they utilize in casework.

The skills of FDEs rely on the appropriate identification and comparison of 
handwriting features, which are examined primarily by visual inspection of hand-
writing specimens. Handwriting is a complex motor behaviour that is learnt through 
experience and is carried out by most members of the population (Huber and 
Headrick 1999). Handwriting is a highly accessible and useful form of evidence 
in the forensic environment because it is typically a relatively stable behaviour for 
a given writer, but handwriting does vary quite markedly between writers, even 
for writers from the same educational background (Durina and Caligiuri 2009). 
As with most forms of forensic identification evidence, it is the ‘inter-individual’ 
variation that provides a useful tool to determine whether there is a nexus between 
a particular writing act and a person, or another writing act. Handwriting as a learnt 
behaviour is, however, subject to a number of variables. Examples of variables that 
FDEs must deal with include the intra-writer variation and the reality that people 
can change their handwriting purposefully (disguise) or copy the handwriting of 
others (forgery). One type of writing artefact that an FDE may inspect for is line 
fluency disturbances (Fig. 1). These disturbances occur when a writer trying to ei-
ther forge a signature or disguise their own signature does not make the normal 
smooth writing movements with the pen, leading to these telltale signs of non-gen-
uine writing movements. Line fluency disturbances may result from the writer not 
using a learnt and thus natural process of writing; thus, these indications are of high 
value in the determination of non-genuine signatures or other writings (Dyer et al. 
2006; Found and Rogers 1999; Huber and Headrick 1999; Ellen 1989; Hilton 1982; 
Osborn 1929).

The approach taken by FDEs in order to form opinions regarding the authorship 
of a sample of writing relies on visual and cognitive processing of the evidence. 
Typically, examiners are provided with a handwriting sample (whether text based 
or signatures) whose author is considered unknown or disputed. This sample is 
termed ‘questioned’. The questioned writing is then compared to specifically col-
lected samples of writing which have been knowingly written by a particular person, 
termed the ‘specimen’ or ‘exemplar’ samples. Generally, the analysis is done as a 
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‘side-by-side’ comparison task (Fig. 2), and the criterion for decision-making by an 
FDE is in forming an accurate opinion, so there is no time limit imposed whilst they 
undertake their visual comparison.

Until recently, the process by which FDE subjects visually process questioned 
signatures (or other handwriting) has remained a ‘black box’ where questioned and 
specimen samples were provided to the examiners, and a formal report on a deci-
sion of genuine, not genuine or inconclusive evidence was returned. The use of 
eye movement recordings, discussed below, provides important insights into the 
process by which FDEs make decisions, and potentially the basis of the expertise 
effect discussed above.

5  Eye Tracking to Understand the Mechanisms 
of Expertise in FDEs

To conduct eye movement experiments to potentially understand mechanisms of 
expertise in FDEs in order to satisfy legal requirements, it is very important that 
the experiments closely match the normal operating environment of FDE practice. 

Fig. 1  An example of a questioned signature. (a) Also shown are 15 area of interest (AOI) boxes 
used to quantify fixations made to the different regions of the signatures (AOI not viewed by test 
subjects). Shown here is a forgery with evidence of disturbed line fluency (a predictor feature 
of the forgery process) in AOI 11. (b) Stimulus 17 which is a genuine signature of the specimen 
provider that also had some evidence of disturbed line fluency. The bold arrows highlight the line 
fluency disturbances
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Four very important points can be drawn from the modelling of the FDE work 
environment described above:

1. Decisions are of high value to the legal system, and the criterion on accuracy 
for decision-making is paramount to how an experiment needs to proceed. Thus, 
instructions to test participants need to clearly state accuracy to avoid speed–
accuracy trade-offs (Rival et al. 2003), and a performance scoring metric that 
reinforces the gravity of the decision-making process is important.

2. The type of visual tasks that document examiners typically have made decisions 
on is simultaneous comparisons, where both a questioned signature and speci-
mens are available at the same time. The choice of stimulus display could have 
a significant effect on the type of data collected due to the likely occurrence of 
referral saccades (Fig. 3) between a questioned stimulus and specimens, com-
pared to a single stimulus presentation.

3. In a real-world operating environment, since accuracy is paramount, there is no 
limit imposed on the time allocated by an FDE to complete a visual inspection.

4. The key features that are likely to be of interest for understanding expertise in 
FDEs could be turning points, and/or line fluency disruptions, which are thus 
likely to be the key AOIs for evaluating fixations in subsequent analyses.

Fig. 2  A forensic document examiner simultaneously inspecting a questioned signature in com-
parison to known exemplars Insert ( left-hand side) shows how this normal viewing condition envi-
ronment was simulated on a display monitor to record eye movements whilst retaining sufficient 
spatial resolution to dissect attention to respective features within the signature. Insert (right-hand 
side) shows examples of a genuine (a), disguised (b) and forged (c) signature used to evaluate 
expertise during eye tracking
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In the first eye movement study (Dyer et al. 2006) that investigated visual atten-
tion and expertise for signature analysis in both FDEs and well-motivated con-
trol subjects, it was possible to meet these criteria by designing a stimulus set-up 
to closely match the way in which case work is typically conducted. The study 
tested nine FDEs (mean age 36.4 + /− 1.8 standard error of mean (SEM); years ex-
perience 11.7 + /− 2.3 SEM), eight of which were qualified by their organization to 
present expert evidence regarding signatures, whilst one FDE subject was a trainee 
with 1 year of experience. The control group consisted of 12 subjects (mean age, 
22.0 + /− 3.5 SEM years) who were La Trobe University students who volunteered 
to participate in the study as part of a third-year student research subject. All sub-
jects had better than 6/12 uncorrected visual acuity and no history of neurological 
disorders. The control subjects, as a group, were given a 30-min presentation on 
what a genuine, disguised and forged signature was and the role of an FDE in dis-
criminating between these different classes of stimuli. The control subjects were 
given an opportunity within the talk to sign their own name a number of times so 
as to understand the degree of signature variability and also to attempt to simulate 
another person’s signature. The control subjects were made aware of the potential 
consequences of an FDE making errors in a real-life scenario where the evidence 
could have important legal implications.

Since FDEs typically will only evaluate a questioned signature if it is possible 
to compare this to known exemplars (Fig. 2), the study presented stimuli where the 
questioned signature was at the top of the stimulus and four specimen signatures 
were simultaneously presented at the bottom of the stimulus (Fig. 2 insert). The 
subject instructions were that they may ‘view a signature for as long as required in 
order to make an accurate decision about whether it is a genuine signature of the 
specimen provider or not’. This simple factor of time for data collection was vital 
to data analysis to understand the processing of visual information by FDEs. Data 
were collected with a Tobii 1750 binocular eye-tracking system (Tobii Technology, 
Stockholm, Sweden). Calibration for each subject to a 16-point reference grid was 
carried out providing for a resolution of subject gaze to better than 0.5° of visual an-
gle. Stimuli were displayed using an integrated Tobii 1750 1280 × 1024 pixel thin-
film-transistor (TFT) monitor. Subjects viewed the screen from a distance of 57 cm 
so that the visual angle of the screen was 33° × 27° (W × H) and that the width of a 
typical questioned signature subtended a visual angle of approximately 28° which 
enabled sufficient spatial resolution to dissect the multiple AOIs for local features 
that a subject may view. Eye fixations were determined using criteria of eye position 
remaining within a 50-pixel area for a time of greater than 100 ms (values deter-
mined in preliminary pilot experiments). Data collection, fixation measurements 
and analysis of AOI data were determined with Tobii Clearview 2.1.2 software and 
analysed with custom-written software. To analyse subject attention to different 
features within the signature set, a range of AOIs were defined (Fig. 1). The study 
revealed several important points about how FDEs visually inspect signatures to 
make decisions. Consistent with previous studies (Kam et al. 2001; Found et al. 
1999; Sita et al. 2002), there was a significant difference in the capacity of FDE sub-
jects to make accurate decisions compared to the control subjects (Dyer et al. 2006).
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Fig. 3  (a) Typical eye movement recording of a forensic document examiner (FDE). This was done 
while they were making a decision about a questioned signature presented simultaneously with four 
(smaller) exemplar signatures; comparison referral saccades can be seen between questioned signa-
ture and exemplars. In this example, the signature was a genuine signature of the specimen provider, 
and the subject correctly called the signature. The response time of the subject to this stimulus was 
25.4 s which is very similar to the mean response time of FDEs for genuine questioned signatures.  
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However, there was no significant difference on the time-respective subject 
groups allocated to particular comparison tasks, indicating a high level of motiva-
tion in control subjects. There was no significant correlation between response times 
and accuracy for either test group (Dyer et al. 2006). The study also showed that eye 
movements were of high value to understanding visual processing by FDEs, as if the 
stimuli were tachistoscopically presented there was a significant drop in subject per-
formance, although performance for tachistoscopically presented stimuli was above 
chance levels suggesting that there was both global processing of the spatial proper-
ties of the entire signature that do not require eye movements and local processing 
of features fixated on during an evaluation which enables improved performance at 
correctly classifying signatures. Importantly, the study showed that the majority of 
errors made by the control subjects were regarding decisions made about genuine 
signatures, where the error rate was seven times higher than for the FDE subjects.

To more fully analyse the data to test for potential differences in performance 
due to what features were inspected, it was possible to allocate AOI over key stimuli 
elemental features like turning points and intersections which have been previously 
identified as important in writing evaluations (Found and Rogers 1998; Found et al. 
1998). Somewhat surprisingly, the frequency with which FDE and control subject 
inspected specific features was remarkably similar (Fig. 3), and analyses of subject 
inspection suggested that both groups used a somewhat anarchic, reflexive-type 
search strategy (bottom-up search) rather than a top-down scanpath along the lines 
originally proposed by Norton and Stark (1971). The next question then was what 
might explain the significant difference in performance between the groups? It was 
possible to answer this question by comparing the AOI fixated just prior to a deci-
sion being made (this important factor would not have been possible if a set time 
limit had been used for stimulus presentation). By considering stimuli which con-
tained line fluency evidence, it was possible to see that whilst both groups inspected 
the line fluency disturbance on the forged signature just prior to a decision, for the 
genuine signature the control group also used the line fluency disturbance to make a 
decision, whilst the FDEs did not fixate more on this information prior to a decision. 
The FDEs had observed fluency disturbance (as earlier eye movements revealed) 
but had weighted this information in relation to the rest of the available spatial 
information to render better decision-making. Thus, consistent with earlier studies 
on expertise and configural representations (Tanaka and Sengco 1997; Reingold 
et al. 2001; Nodine et al. 2002; Busey and Vanderkolk 2004), it appears a factor of 
expertise in FDEs is an enhanced capacity to process local feature information in 
the context of more global information. However, further work on the topic of FDE 

Circles show fixations and lines indicate sequential saccadic eye movements. Numbers on the fixa-
tions indicate sequence order which begin at fixation 277 at the top left-hand side of the image, 
where a fixation cross had been displayed before the presentation of the questioned signature. (b) 
The mean percentage fixations ( + /− SEM) to 15 different areas of interest (AOI; see Fig. 1a) by 12 
control subjects ( white bars) and nine FDEs ( black bars) for a test including 32 questioned signa-
tures. Data suggested that FDEs and controls use a very similar search strategy
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expertise and eye movements will be of high value for determining both how ex-
perts in different countries inspect handwritten documents, and how different visual 
inspection methodologies may need to be considered depending upon the require-
ments of evidence evaluation by legal systems in respective countries.

Typically, FDEs in government laboratories (in Australasia at least) do not at-
tempt to discriminate between signatures that are either forged or disguised. These 
types of signatures are referred to as ‘simulations’ or ‘non-genuine’ signatures. 
However, to investigate if it might be possible to make such discriminations, an ex-
tension of the study described above was conducted and showed that there was also 
an expertise effect for FDEs who could discriminate between the different classes 
of simulated signatures at a level significant from chance expectation (one sample 
t-test, p < 0.05) whilst control subjects could not. There was also a significant dif-
ference between FDEs and control subjects (independent samples t-test, p < 0.05); 
however, the measure of relative number of fixations to either forged or disguised 
signatures revealed very similar overall fixation frequencies between FDEs and 
controls, again supporting the conclusion that FDEs were predominately using a 
bottom-up search strategy and that expertise compared to the lay subjects resulted 
in the way that the local feature information was cognitively processed by the FDEs 
(Dyer et al. 2008).

Eye tracking has previously been used to understand the process of visual in-
spection and drawing (Coen-Cagli et al. 2009). To better understand the processing 
of information when a subject attempts to forge a specimen signature, one study 
(Pepe et al. 2012) has recently used a system of combining eye tracking (Tobii x50 
eye tracker: 50 Hz) with a Panasonic NV-GS17 (25 Hz) Digital ‘scene’ camera, 
and a PTZ-1230 Wacom Intuos 3 digitising tablet (200 Hz; 0.25 mm resolution) to 
simultaneously record eye and hand movements (to separately quantify graphomo-
tor output). Forging a signature is potentially a demanding cognitive task because it 
requires a subject to visually inspect a specimen, load this information into a form 
of working memory that can facilitate the planning of the sensory motor system re-
quired to execute the pen movement and, finally, produce the physical motor task of 
executing the forgery. This type of cognitive processing has been previously shown 
to be demanding for drawing and copying tasks (Kellogg 1996; Miall et al. 2009). It 
is possible that the requirement of cognitively processing such complex information 
may result in the errors like line fluency disturbances (Fig. 1) being produced that 
subsequently enable FDEs to detect the differences between genuine and simulated 
(non-genuine) writings (Dyer et al. 2006). As forging is a demanding cognitive 
task, it was hypothesised that task difficulty could stress the perceptual system in 
different ways depending upon the complexity of the signature to be forged. Pepe 
et al. (2012) thus considered how signatures were inspected during a forging pro-
cess depending upon signature complexity which was defined as high or low using 
a previously described complexity classification model (Found and Rogers 1998). 
Subjects ( N = 17, mean age = 29 y.o.) were required to produce multiple copies of 
‘high-complexity’ and ‘low-complexity’ signatures. The eye-tracking data revealed 
a complex picture where a significantly greater number of fixations were made 
to the model signatures of both high and low complexity when compared to the 
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forgery attempt ( p < 0.01), whilst the high-complexity model and forged signatures 
received significantly more fixations compared to the respective low-complexity 
signatures ( p < 0.05) (Pepe et al. 2012). These data are consistent with the complex-
ity classification model proposed by Found et al. (1998); however, the opinions of 
test subjects on how difficult individual signatures were to forge did not fully sup-
port the hypotheses of the Found et al. (1998) model.

Prior to their forgery attempts, subjects opined that high-complexity signatures 
would be the most challenging to forge, but this opinion switched for most subjects 
following the forgery attempts (Pepe et al. 2012). By also analysing the handwrit-
ing measures of pen pressure, normalized jerk and writing velocity for both the 
high- and low-complexity signatures, it was found that significantly more pen pres-
sure was applied during the high-complexity simulation attempts compared to the 
low-complexity attempts ( t(16) = 3.93, p < 0.01), but the low-complexity simulation 
attempts were completed with a significantly greater writing velocity ( t(16) = 3.05, 
p < 0.01). The mean pen pressure for the high-complexity model signature was 
305 pressure units (pu) with a mean velocity of about 17.6 cm/s, whilst the low-
complexity model signatures velocity was 32.7 cm/s at 236 pu. Importantly, the re-
sults for the normalized jerk suggest that subjects displayed significantly more dys-
fluent writing when producing the low-complexity compared to high-complexity 
signatures ( t(15) = 2.13, p < 0.05). Thus, a comparison of subject opinions for high- 
and low-complexity signatures (based on visual inspection of the stimuli quanti-
fied with eye-tracking and also graphomotor data) suggests that whilst initial visual 
inspection and ranking by subjects reveal one type of result, the quantification of 
pen movements is actually more consistent with opinions of subjects following an 
attempt to forge signatures. This study thus shows that whilst signature simulation 
difficulty may be accessed by using eye-tracking analyses for looking at forging 
behaviour, the data need to be very carefully interpreted by also considering well-
designed questionnaires and other factors to fully evaluate subject perceptions both 
prior to and following an experiment. This work shows that using eye movement 
recording technologies to fully understand learning and human performance may 
require input from several fields of expertise in order to produce focussed questions 
on the most important factors to enable meaningful quantitative analyses.

In conclusion, eye movement research has recently entered an exciting phase 
enabled by innovative technologies that can accurately track the eyes of subjects 
performing a wide range of real-world tasks (Vassallo et al. 2009; Tatler et al. 2011; 
Sasson et al. 2012; Chetwood et al. 2012; Tomizawa et al. 2012). These new tech-
nologies potentially open the door to understanding human expertise, learning pro-
cesses and visual attention in a wide range of fields, with potential flow on benefits 
for teaching, automating procedures or validating current practices. However, a risk 
in the application of some of these new techniques is that it may be difficult to dis-
sect the mechanisms of visual behaviour by simple gaze plot analyses. Understand-
ing the characteristics of expert performance is crucial in the forensic sciences. The 
experiments described here utilised the specialist input from a variety of disciplines. 
In terms of experimental design, it is important that attention be directed toward 
gaining a detailed knowledge of the context in which expertise is important, how 
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experts actually conduct their normal work practice and how the visual and other 
sensory processes operate. We hope that this model of collaboration discussed here 
may be useful for using eye tracking in other disciplines to better understand the 
nature of how humans carry out complex visual tasks.
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1  Introduction

Eye tracking is well used in usability studies (Goldberg and Wichansky 2003), for 
marketing and ecommerce (Wedel and Pieters 2006), as well as for fundamental 
research in neuroscience and visual processing (Blair et al. 2009) and developmen-
tal psychology (Johnson et al. 2004). However, it can also be applied to disciplines 
such as accounting. In this chapter, we describe why we believe behavioural studies 
supported by eye tracking are essential for improving financial decision making, 
both in Australia and globally. We provide examples from a pilot study to support 
our contention.

Today there is a plethora of legislation, standards and guidelines on how to report 
financial information, with oversight by numerous government and professional 
accounting bodies at both national and international levels. For example, Austra-
lian public companies are required to generate financial reports under the Corpora-
tion Act 2001 (Cwlth), in compliance with the International Financial Reporting 
Standards (IFRS), the Australian Accounting Standards and regulatory guides that 
require disclosure of non-IFRS financial information (e.g. RG230), issued by the 
Financial Reporting Council (FRC), which was established under the Australian 
Securities and Investments Commission (ASIC) Act 2001.

Regardless of how information is required to be reported, there has also been an 
increase in the complexity and amount of what information is reported. Furthermore, 
there has been a shift towards developing a vast array of business, performance and 
key indicator reports to support traditional financial reporting (Guthrie and Boedker 
2006). For example, see the latest initiatives under the International Integrated Re-
porting Committee (IIRC), which come out of the United Nations Global Reporting 
Initiative (GRI) and the Prince Charles Accounting for  Sustainability project.

The users of this plethora of financial information are at a tremendous disad-
vantage. The basis of financial reporting is a series of technical documents coming 



226 L. Grigg and A. L. Griffin 

out of a process that records a business’s financial transactions. These documents, 
by their nature, are not necessarily user-centred reporting documents designed for 
non-experts. Hence, the accounting and financial industries rely on and demand 
that users (e.g. company directors and audit committee members) have the skills to 
analyse and interpret these documents to make decisions (McDaniel et al. 2002). 
Given the complexity of these technical documents, their use requires a high degree 
of financial literacy. This view that users must ‘fit the system’ pervades much of 
the thinking concerning the development of accounting and financial reporting, and 
related information for decision making.

This chapter reports on our initial attempts to build a research programme dedi-
cated to conducting user studies of financial reports in order to derive guidelines for 
producing truly user-centred financial and business reports.

2  Methodology

We are not interested in changing or confronting the legal and professional 
 requirements imposed in financial reporting. Rather, we seek to initiate greater un-
derstanding of how users perceive these and other forms of financial and related 
non-financial information that guide decision making by stakeholders. To this end, 
eye tracking provides the opportunity to do behavioural research that provides valu-
able information in an unobtrusive way. To date, we have found no published litera-
ture that uses eye tracking for studying financial reports or related business reports. 
Notwithstanding this, Locarna (2012) does report on their website some work in 
progress at Simon Fraser University in which an eye tracker was used to docu-
ment visual attention patterns when users viewed several new proposed accounting 
reports. They noted that eye tracking helped to develop a financial report that was 
easier to read, showed key information faster and with greater accuracy.

We have conducted a small pilot study to investigate the extent to which eye 
tracking can provide information that is of value in understanding what participants 
see in financial reports. In the pilot study, we showed participants a standard public 
company Statement of Financial Position (Balance Sheet). The company’s name 
was removed and the financial years were changed to prevent users from guessing 
the identity of the company whose financial information was reported, avoiding 
users’ reliance on memory of the company’s history and requiring the use of infor-
mation in the financial document to complete each task. Four participants, who had 
varying levels of professional and formal accounting education and/or experience in 
accounting, ranging from 0 to 5 years, looked at the financial statement.

We gave each participant the same scenario; he/she was a director of a company 
reviewing the company’s financial statement. We asked them to answer five ques-
tions on key issues in financial analysis. The questions related to the company’s 
ability to pay debts when they fall due, the efficiency of management in a key op-
erational area, whether the business was debt or equity funded, if the business was 
profitable and whether the business appeared sound for the future.
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While participants answered these open-ended questions, we recorded their 
reading behaviours using a Tobii x120 eye tracker, recording at 60 Hz. We displayed 
the financial report on a 21ʺ LCD monitor using Adobe Acrobat. We used the Tobii 
Clearview fixation filter to identify fixations. Our behavioural measures included 
participants’ answers to the questions, the time it took them to answer questions 
and a variety of metrics describing their fixation patterns and scanpaths, including 
fixation density maps, time to first fixation and visit durations (Duchowski 2007; 
Holmqvist et al. 2011; Pernice and Nielsen 2009).

3  Results

Our pilot study data suggest that eye tracking will be very helpful for measuring 
and describing the readability of financial reports, and identified several possible 
issues for users of these documents. These included the ease of finding informa-
tion, and problems of accuracy and relevance. Furthermore, as would be expected, 
experience and education matter, leaving important questions to ask about the level 
of financial skills that can reasonably be expected of, for example, board members 
and what role education plays in skill development.

Figure 1 shows that accuracy and relevance are an issue for financial report us-
ers. Here, we asked participants to assess the level of working capital the company 
had. All participants answered the question correctly. However, it is also clear that 
all the participants missed the full story. To understand where the working capital 
was coming from, they would need to examine the receivables’ notes, shown in 
the figure in the large green area of interest (AOI). The two accounting educated 
participants (red, blue; Table 1) did not examine the area at all. The non-accounting 
educated participants (orange and grey) reviewed the additional data, but their an-
swers to later questions indicated that they did not have the background knowledge 
to understand the implications of this information.

Another question asked participants to identify if the management of the business 
was efficient as seen through accounts receivable (debtors) management.  Figure 2 
compares the participant with the most accounting experience (red), with each of 
the other participants. Here, we aimed to examine the effect of skill and knowledge 
on the ability to analyse and interpret a financial statement. The green AOIs indicate 
areas of the statement that are relevant to answering this question.

The panel at the upper left (red/blue; Fig. 2) shows that both participants saw all 
of the relevant information with a reasonable level of efficiency. This is perhaps not 
surprising given that both have an accounting degree and experience in the industry. 
The novice (upper right panel; grey) does find all of the relevant information, but 
the experienced accountant (red) was much more efficient than the novice. The par-
ticipant with no accounting degree, but some experience in the field (right panel), is 
the least effective at finding the relevant information. This participant spends most 
of her time reading the labels rather than looking at the actual financial data and 
does not find all of the needed data.
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Fig. 1  Identifying all rel-
evant information
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Table 1  Pilot study participant characteristics
Colour Years worked in accounting Has an accounting degree
Red More than 5 Yes and professional accounting body accreditation
Blue 1–2 Yes
Orange More than 5 No
Grey None No

Fig. 2  Comparing user education and experience
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4  Conclusion

We undertook this pilot study to determine whether eye tracking was likely to 
provide information that would be useful for improving the usability of financial 
reports. Our data indicated that financial statements that come out of a technical 
process are not particularly user centred and the statement was not easy to read. 
In terms of decision-making usefulness, even trained and experienced accountants 
had difficulty in finding the most relevant information. Our results demonstrate 
the potential for eye tracking to contribute to our understanding of financial deci-
sion making. Some potential research opportunities lie in improving readability and 
clarity of statements through identifying how users read financial statements and in 
developing alternative user-centred formats.
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1  Background

Social anxiety disorder (SAD) is a debilitating mental illness primarily character-
ized by an excessive fear of negative social evaluation. Cognitive models of SAD 
(e.g. Rapee and Heimberg 1997) suggest that this condition is maintained and ex-
acerbated by various information processing biases, which may occur from early 
automatic stages of processing, through to later interpretive stages of processing.

With regard to the former, a strong base of literature suggests that SAD is associ-
ated with an attentional bias to threat (Bar-Haim et al. 2007). That is, the preferential 
attentional processing of stimuli which may indicate feared negative social evalua-
tion. Such stimuli may include disapproving or angry facial expressions exhibited 
by other individuals in a given social situation. This threat bias may maintain social 
anxiety by increasing arousal, falsely confirming various negative beliefs, and may 
provoke safety behaviours and avoidance, thus, exacerbating this condition (Hof-
mann 2007; Rapee and Heimberg 1997).

Although the relationship between social anxiety and attentional bias to threat is 
well established, the attentional components which underpin such a bias necessitate 
empirical inquiry. For instance, theoretical distinctions have been made between the 
attentional engagement with a stimulus, and the subsequent disengagement from the 
stimulus. Therefore, an attentional bias to threat may either pertain to either a facili-
tated engagement with the threat stimulus, or some form of disruption to the disen-
gagement from the threat. Studies employing reaction time (RT)-based measures of 
attentional engagement and disengagement, commonly the modified Posner cuing 
task (Fox et al. 2001), have consistently observed RT data interpreted as disrupted 
disengagement from threat in high-anxious individuals. However, the validity of this 
measure has been questioned. It has alternatively been suggested that the same RT 
data may reflect an additive effect of facilitated engagement and a general slowing in 
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the presence of threat for high-anxious individuals (Mogg et al. 2008). The modified 
Posner cuing task cannot differentiate between these two alternate conjectures.

Recently, there has been a growing interest in the use of eye tracking to assess 
attentional bias, conceivably due, in part, to the limitations of RT-based measures. 
For instance, when a stimulus is presented for a duration of 500 ms, it is entirely 
possible that multiple shifts of attention may occur during this interval. However, 
RT is not sensitive to such shifts, only providing a snapshot of attention (Bradley 
et al. 2000). In contrast, eye movement (EM) may provide a continuous and rela-
tively direct measure of visual attention. Previous studies using EM assessments 
have found facilitated engagement with threat (Mogg et al. 2000) or both threat and 
positive stimuli (Calvo and Avero 2005; Garner et al. 2006). In addition, facilitated 
disengagement from positive stimuli, relative to threat, has been observed in clini-
cally socially anxious individuals (Chen et al. 2012).

In addition to engagement and disengagement biases, avoidant attentional styles 
in high-anxious individuals have been observed from EM studies. That is, when 
social stimuli are presented for a long duration, such as 3 s, anxious individuals 
have shown reductions in the sustainment of attention over time to either threat 
stimuli (Calvo et al. 2005; Rohner 2002) or both threat and positive stimuli (Chen 
et al. 2012; Garner et al. 2006). It has been suggested that while anxiety-linked 
attentional bias to threat may reflect an automatic process, attentional avoidance 
may represent a strategic effort, in which a socially anxious individual may avoid 
attending to emotional social stimuli in an attempt to regulate their emotional state 
(Cisler and Koster 2010).

While recent research has incorporated eye tracking to assess attentional selectiv-
ity, a further advantage of eye tracking is its capacity to unobtrusively assess visual 
attention during realistic simulations. For instance, in the field of human computer 
interaction, eye tracking has been utilized in aviation and driving simulations to as-
sess information selection and management, and situational awareness (Duchowski 
2002). Such simulations possess high ecological validity. In contrast, the majority 
of anxiety and attentional bias research has been conducted in contrived laboratory 
settings. While this setting allows for rigorous experimental control, the artificial 
nature of these laboratory settings begs the question of whether their findings gener-
alize to real-world situations. However, in clinical research, the use of eye-tracking 
realistic simulations remains a novel methodology.

2  Proposed Paradigm: Eye-Tracking Speech Simulation

Public speaking is a common fear for socially anxious individuals, as it requires 
them to engage in social performance and exposes them to potential negative social 
evaluation from the audience. Given this, a public speaking simulation, combined 
with eye tracking, may provide critical insights into the attentional processes that 
occur during conditions of psychosocial stress for individuals with SAD, in com-
parison to low-anxious control participants.
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2.1  Design

Participants are required to give a brief, 5-minute speech on a topic of their own 
choice, in front of a large display playing a pre-recorded video of an audience, while 
EM at the display is continuously recorded. The audience consists of eight confed-
erates, assigned to either express socially positive or negative gestures, or remain 
neutral throughout the speech (see Fig. 1). Socially positive gestures may include 
a smile, or an agreeing nod, whereas socially negative gestures may include a dis-
agreeing shake of the head, or a sigh of boredom. Participants receive one of two 
counterbalanced audience videos, in which the emotional confederates are switched 
for valence.

An initial 40-s neutral period is presented, in which all confederates are neutral. 
Following this a number of trials are presented, one trial every 10 s. Each trial 
begins with a flashing cross cue presented for 1 s on either an emotional face, or a 
neutral face. Immediately following this, a gesture pair consisting of one positive 
and one negative confederate make a dynamic social gesture for 6 s, and then re-
turn to neutral. Participants are asked to look at the cue whenever it appears. This 
method of presentation derives from the recent development of an engagement dis-
engagement cuing (EDC) task which uses a cue to secure attention in order to assess 
attentional engagement and disengagement (Chen et al. 2012).

For trials assessing engagement (see Fig. 2a), the cross cue is presented on the 
neutral face. The participant’s attention is, therefore, secured in between and equi-

Fig. 1  Layout of audience display
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distant from the positive and negative gesture. Following gesture onset, the pro-
pensity and speed of initial EM orientation may be assessed to provide measures of 
engagement propensity and engagement speed respectively, to positive and nega-
tive stimuli.

For trials assessing disengagement (see Fig. 2b), the cross cue appears on either 
the positive or the negative face. The participant’s attention is, therefore, secured at 
the location of the emotional face. Following gesture onset, the latency to saccade 
away from the face may be assessed to provide a measure of disengagement speed 
from positive and negative stimuli.

2.2  Data preparation

Given that speaking may cause momentary disruptions to the EM samples. A two-
sample noise reduction filter is first applied to the EM data (Stampe 1993), fol-
lowed by an interpolation filter to smooth out brief signal loss for gaps smaller than 
100 ms where EM is held within 1°visual angle (VA) immediately before and after 
the gap. Subsequently, fixations are defined as EM samples held within 1°VA for a 
minimum duration of 100 ms. Due to the noise introduced by concurrent speaking, 
fixation detection algorithms are preferable to velocity and acceleration-based sac-
cade detection algorithms.

2.3  Engagement Propensity and Engagement Speed

Trials assessing engagement are included for analysis if (a) fixation is present at the 
location of the cross cue immediately prior to gesture onset, (b) fixation occurs on 
at least one of the emotional faces before offset, and (c) this critical fixation occurs 
at least 100 ms following gesture onset (to remove anticipatory saccades). From the 
included trials, engagement propensity may be calculated as the relative likelihood 
to initially orient to positive and negative stimuli, and engagement speed as the 
mean latency of initial orientation to positive and negative stimuli.

Fig. 2  Example of trials assessing engagement (a, left) and disengagement from threat (b, right)
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2.4  Disengagement speed

Trials assessing disengagement are included for analysis if (a) fixation is present at the 
location of the cross cue immediately prior to gesture onset, (b) a saccade away from 
the emotional face is made before offset, and (c) this critical saccade occurs at least 
100 ms following gesture onset. From the included trials, disengagement speed may 
be calculated as the mean latency to saccade away from positive and negative stimuli.

2.5  Sustained attentional processing

To assess for the manner in which attention is sustained throughout the speech, total 
fixation time to positive, negative, neutral and non-face regions of the display are 
summed for the duration of the speech. The non-face region refers to the display 
area in between and around the confederate faces.

3  Expected Outcomes and Implications

If SAD is associated with an engagement bias to threat, it is anticipated that socially 
anxious individuals, relative to controls, will exhibit a greater propensity to initially 
orient to threat, possibly at a faster speed. If SAD is associated with a disengage-
ment bias from threat, then it is expected that socially anxious individuals, relative 
to controls, will be slower to disengage from threat gestures. In addition, if socially 
anxious individuals employ avoidance strategies in an attempt to self-regulate, it is 
likely that this will be reflected in reduced total fixation time to emotional social 
stimuli, and a relative increase in the total fixation time towards non-face regions in 
between and around the confederate faces. Such anxiety-linked findings would pro-
vide validation of previous empirical and theoretical literature using a novel simula-
tion-based methodology. Thus, it will be possible to elucidate whether such expected 
findings generalize to realistic settings. Moreover, given the consistent and evidently 
causal relationship between social anxiety and attention (e.g. Amir et al. 2009; Ma-
cLeod et al. 2002), the online assessment of attentional selectivity under conditions 
of psychosocial stress may provide utility as a potential marker for SAD, and as a 
quantitative heuristic for symptom reduction in the clinical treatment of SAD.
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1  Introduction

In viewing our environment, our eyes make rapid eye movements ( saccades) from 
one location to another and then rest briefly (fixations) while our eyes and brain 
derive a “snapshot” of the world at the point of gaze. About three successive sac-
cades and fixations take place every second. We are rarely aware of these saccadic 
eye movements, but they are influenced by a wide range of cognitive processes, and 
over the last 30 years saccadic eye movements have been widely used by research-
ers to enhance our understanding of neural processes in the brain (Hutton 2008).

The neural basis of saccadic eye movements is well understood (McDowell et al. 
2008). The motor neurons which signal the muscles which control the eye are locat-
ed in the brainstem (Sparks 2002). These neurons receive signals from the superior 
colliculus, in which the location of saccade destinations is systematically mapped 
(Everling et al. 1999). Neural input from higher areas of the brain such as the basal 
ganglia, the dorsolateral prefrontal cortex and frontal eye fields further provides for 
the control and modification of eye movements. Consequently, any influence that 
affects the function of the brain regions involved in the execution of saccades, such 
as pharmacological interventions, brain lesions, or neurological conditions, may 
affect some aspect of saccadic control. For example, patients suffering from Par-
kinson’s disease, which results from neural deterioration in the basal ganglia, have 
difficulty in voluntary saccade execution (Amador et al. 2006).

Although saccadic eye movements normally occur without conscious awareness 
and are usually considered reflexive, they can be controlled intentionally and sac-
cades may be made voluntarily or inhibited when necessary. For example, objects 
appearing in the periphery of vision capture attention, and a saccade is frequently 
reflexively generated towards the novel object. However, it is possible to inhibit this 
saccade, such as occurs when a driver attending to the road ahead avoids looking 
at advertising billboards and other roadside objects which may distract attention.
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Several paradigms have been devised to test how well participants are able to 
inhibit reflexive saccades. One of these is the antisaccade task, which is a very use-
ful tool for investigating cognitive deficits in psychopathology (Hutton and Ettinger 
2006). The antisaccade task requires a voluntary saccade to be made in the opposite 
direction to a stimulus which appears on one side of a computer screen. Participants 
are instructed to look away from this peripheral stimulus towards its mirror position 
(Hallett 1978; Munoz and Everling 2004). To successfully perform an antisaccade, 
participants have to suppress the reflexive saccade to the stimulus, before generat-
ing the intentional saccade to the alternative position (Everling and Fischer 1998). 
When a participant is unable to inhibit the reflexive saccade, a prosaccade error is 
produced. The percentage of errors made by participants is one measure of inhibi-
tory control. An increase in overall prosaccade error rate with increasing age has fre-
quently been reported (Butler et al. 1999; Klein et al. 2000; Nieuwenhuis et al. 2000; 
Olincy et al. 1997), suggesting that older people have greater difficulty in preventing 
responding to distracting influences in their environment than younger people.

Most prosaccade errors are immediately corrected. However, sometimes the pro-
saccade errors are not corrected. Bowling, Hindman and Donnelley (2012) found 
that uncorrected errors in particular correlated with neuropsychological tests such 
as spatial working memory.

Another saccade task requiring the inhibition of an unwanted saccade is the ocu-
lomotor capture task. This requires a saccade to be made to a target in the presence 
of an onset distractor which appears abruptly during the presentation of the target. 
In this paradigm, participants frequently direct an eye movement to the onset dis-
tractor even when they are not aware of its presence (Kramer et al. 1999, 2000). 
These erroneous saccades are referred to as “captures” and reflect a failure to au-
tomatically inhibit overt attentional capture by the distractor. Kramer et al. (2000) 
found no differences between older and younger age groups when the onset dis-
tractor was the same luminance as other elements in the display, and participants 
may not have been aware of its presence. However, when the onset distractor was 
brighter than other distractors in the display, older participants produced a greater 
proportion of captures than younger participants. Kramer et al. (2000) hypothesised 
that when participants are unaware of the presence of a distractor, inhibition of a 
saccade towards it is relatively automatic. However, when participants are aware of 
the distractor (its salience is high), they must intentionally inhibit an eye movement 
towards it, which involves higher-level cognitive processes (Kramer et al. 2005).

Participants are necessarily aware of the stimulus in the antisaccade task, since 
they must pay attention to it to compute the location and direction of the antisac-
cade. If both the antisaccade task and the oculomotor capture task with a highly 
salient distractor require intentional inhibitory control, we would expect those peo-
ple who have a high error rate on one task to similarly have a high error rate on 
the other. Participants who perform poorly on both tasks may consequently have 
difficulty inhibiting responses to distractors in their environment, indicative of a 
reduction in cognitive capacity. In this chapter, we present evidence to suggest that 
a combination of saccadic eye movement tests may effectively detect individuals 
with a reduced capacity to inhibit distracting stimuli. We compared the performance 
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of a group of older adults with a group of younger adults on the antisaccade and 
oculomotor capture tasks and found that a subset of the older group performed more 
poorly than the younger group and the remainder of the older group. The partici-
pants in this subset were all more than 70 years old, and their poor performance may 
be indicative of a reduction in cognitive capacity in this subgroup.

2  Method

2.1  Participants

Twenty-seven younger adults (age range18–34) and 23 older adults (age range 60–
79) completed the two eye movement tasks. Younger adults were recruited by means 
of an invitation letter or email, and included 11 community members and 17 stu-
dents from the university. Older adults all lived independently and were recruited by 
means of an invitation letter or communication placed on the University of the Third 
Age bulletin board. All participants self-reported as having normal or corrected-to-
normal vision, including normal colour vision. Participants with multifocal lenses, 
nystagmus, cataracts, or recent cataract surgery were excluded from the study due 
to difficulty in calibrating the eye-tracking system. No incentives were offered and 
all participants provided written, informed consent. Approval for this study was 
granted by Southern Cross University’s Human Research Ethics Committee.

2.2  Apparatus

We used an Eyelink 1000 eye-tracking system (SR Research) to collect antisaccade 
and oculomotor capture data. Specifically, eye movements were recorded by moni-
toring pupil position and corneal reflectance with a sampling rate of 1,000 Hz and 
spatial resolution of 0.05°. Eye-movement stimuli were created using SR Research 
Experiment Builder 1.1.2. All tasks were presented on a 19-in. CTX computer mon-
itor with a resolution of 1,024 × 768 pixels at 60 Hz. A nine-point calibration of gaze 
position on the eye tracker was performed prior to each block of trials. Saccades 
were detected when eye velocity was 30°/s, acceleration exceeded 8,000°/s2 and 
position changed by > 0.15°. All variables were extracted from the recordings using 
SR Research Dataview 1.7.5.

2.3  Stimuli

2.3.1  Antisaccade Task

Six 0.5°-diameter grey dots were positioned on the periphery of an imaginary pe-
ripheral circle 8° from the centre of the monitor. All stimuli were presented on a 
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white background in clock positions of 1, 3, 5, 7, 9 and 11 as shown at the left of 
Fig. 1. Each trial was preceded by a single cross in the centre of the screen and a trial 
was initiated once this cross was fixated. A 2,000-ms presentation of the fixation 
display was followed by a 200-ms gap during which the fixation cross was absent. 
One of the six grey dots was then replaced by a red one. At the appearance of the 
red dot, participants were required to move their eyes to the grey dot diagonally op-
posite the red one. After 1,200 ms, the stimulus display was replaced by the central 
cross, in preparation for the next trial. There were 96 antisaccade trials presented 
in two blocks.

2.3.2  Oculomotor Capture Task

The distractor in this task was either a grey (low-salience condition) or a red (high-
salience condition) dot, which could appear at any one of the six clock positions 2, 
4, 8, 10, on the periphery of the same imaginary 8°-radius circle as the six original 
dots. The target was a blue dot with the same luminance as the grey ones.

As for the antisaccade task, each trial was initiated by fixation on a central fixa-
tion cross. A trial commenced with a display consisting of the six grey dots for 
2,000 ms. After the subsequent 200-ms gap, a dot at any one of the six target loca-

Fig. 1  Stimulus display and sequence of events in the antisaccade and oculomotor capture tasks. 
In the antisaccade task, participants were required to look at the dot immediately opposite the 
red dot (shown patterned here). In the oculomotor capture task, participants looked at the blue 
dot (shown unfilled here). The onset distractor was an additional red or grey dot which appeared 
between two of the static dots.
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tions was replaced by the blue target dot, and participants were instructed to look at 
the blue target as quickly as possible, ignoring the other dots on the screen. A red or 
grey dot appeared simultaneously with the target in one of the distractor locations. 
The display returned to the single fixation cross after 1,200 ms. There were 48 trials 
for each of the salience conditions.

3  Data Analysis

For both eye movement tasks, the primary saccade after target onset was recorded 
as the saccadic response. Trials were excluded if the primary saccade was initi-
ated 80 ms before the onset of the target (anticipatory eye movements) or did not 
meet the amplitude criterion of 2° of visual angle. For the antisaccade task, a trial 
was scored as correct if the direction of the primary saccade deviated less than 15° 
from either side of the target location. The trial was scored as a corrected error if 
the primary saccade was directed to within 15° of the red cue location followed by 
a subsequent saccade towards the target location. An oculomotor capture trial was 
scored as a capture if the direction of the primary saccade was directed to within 15° 
of the distractor position. The total number of antisaccade errors and oculomotor 
captures were computed and converted to a percentage of the total number of valid 
trials in each condition.

Antisaccade errors and oculomotor captures were analysed using a general linear 
mixed-effect analysis since these data do not fulfil the assumptions for an analysis 
of variance (Dixon 2008). Age group (younger vs. older) was entered as a fixed fac-
tor into the model and participant as a random factor. For the oculomotor capture 
task, distractor salience was also included as a fixed factor in the model.

4  Results

For the antisaccade task, older participants produced a significantly higher percent-
age of corrected prosaccade errors ( M = 36.15, standard deviation (SD) = 28.40) 
than younger participants, ( M = 14.95, SD = 14.26), F(1,45) = 8.73, p = 0.005. For 
the older age group, there was a significant correlation between age and corrected 
error rate, r(22) = 0.62, p = 0.002. The oldest participants made the highest number 
of corrected errors, and all participants younger than 70 years old scored in the same 
range as the younger group.

Figure 2 shows the percentage of captures in the oculomotor capture task for old-
er and younger participants for the grey and red onset distractor conditions. There 
was a significant effect of age group, with older participants producing more cap-
tures than younger participants, F(1, 46) = 8.85, p = 0.005. There was also a signifi-
cant main effect of distractor, there being a greater number of captures for the red 



A. Bowling and A. Draper242

than for the grey distractor, F(1,31) = 244.52, p < 0.001). The interaction between 
age group and distractor was not significant, F(1, 31) = 0.15, p = 0.70.

Figure 3 shows the percentage of captures for the red onset distractor on the 
oculomotor capture task plotted against percentage of corrected prosaccade errors 
in the antisaccade task. For the older group, the percentage of corrected errors on 
the antisaccade task correlated with captures by the red distractor on the oculomo-
tor capture task, r(20) = 0.51, p = 0.016,  and in general, participants who performed 
poorly on one task also tended to perform poorly on the other. This suggests that 
both tasks provide a measure of inhibitory control (Butler and Zacks 2006).

Fig. 2  Mean percentage cap-
tures for older and younger 
adults in the grey and red 
onset distractor conditions 
of the oculomotor capture 
task. Error bars represent ± 1 
standard error of the mean

 

Fig. 3  Scatter plots showing 
percentage captures by a 
high-salience red distractor 
plotted against corrected 
prosaccade error rate in the 
antisaccade task
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5  Discussion

On average, older participants made more than twice the number of corrected pro-
saccade errors on the antisaccade task than younger adults. Similarly, with the ocu-
lomotor capture task, there were approximately twice as many captures for older 
adults than for younger adults for both low-and high-salience onset distractors. The 
overall increase in the mean number of reflexive saccades for the older group ap-
pears to be mainly due to a small number of individuals whose error rate was sub-
stantially higher than that of the remainder of the older participants. As is evident 
from Fig. 3, not all older adults showed evidence for a decline in inhibitory control, 
with high error rates on both tasks being confined to adults older than 70 years 
of age. All older participants were functioning well in the community, and many 
were highly educated, participating in teaching and study through the University of 
the Third Age. Consequently, the observed differences between the age groups and 
older individuals are unlikely to be attributed to differences in intellectual ability or 
educational level.

Our finding that older adults looked towards the grey onset distractor more fre-
quently than younger adults conflicts with previous research which obtained no dif-
ferences between age groups in capture rate with a low-salience distractor (Kramer 
et al 2000). This difference in the outcomes of the two studies may be due to meth-
odological differences. Unlike the stimuli used by Kramer et al. (1999, 2000), in 
which all distractors in the display changed colour, in our display only the target 
changed colour, in a similar manner to the to setup used by Godijn and Theeuwes 
(2002). We also introduced a 200-ms gap between the fixation offset and the target/
distractor presentation. This has the effect of releasing saccade neurons in the su-
perior colliculus from inhibition, increasing the possibility of triggering a reflexive 
saccade to a task-irrelevant stimulus (Dorris and Munoz 1995).

The finding that a subset of the older participants in this study exhibited compa-
rably poor performance on two saccadic eye movement tasks designed to test the 
ability to inhibit a reflexive saccade suggests that these participants may be show-
ing early signs of a reduction in inhibitory control, which is one aspect of cognitive 
functioning. Further studies using saccadic eye movement paradigms to test perfor-
mance of older adults on these tasks and to compare the outcome with neuropsy-
chological test results are necessary to determine whether these eye movement tasks 
may be used as a tool to detect early signs of cognitive decline. Follow-up studies of 
individuals showing poor performance on the tasks are also necessary to establish 
whether saccadic eye movement tests can predict dementia.
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No between-group differences were recorded in terms of message recall and higher-
order cognition immediately after receiving the intervention. The main message 
was recalled in both groups, but the details were largely forgotten and higher-order 
cognition was low. These results suggest that video-tailored messages are preferred, 
though more research is needed to optimise their impact so that recall and higher-
order cognition are increased.

1  Introduction

Insufficient levels of physical activity double the risk of cardiovascular disease, 
type 2 diabetes and obesity, and increase the risk of breast and bowel cancer, de-
pression and anxiety (Blair and Morris 2009). It is estimated that lack of physical 
activity causes more than 16,000 people to die prematurely annually in Australia 
(Medibank Private 2008). As a result, lack of physical activity remains the second 
largest disease burden in Australia (6.6 %) (Begg et al. 2008), costing the health 
care system Australian $ 1.6 billion and the economy Australian $ 13.8 billion each 
year. Less than half of the adult Australian population is sufficiently active to ob-
tain health benefits from physical activity (Bauman et al. 2001; Vandelanotte et al. 
2010).

Hence, new and innovative physical activity interventions, such as web-based 
physical activity interventions, which can effectively reach large populations at low 
cost, are required to address the lack of physical activity in the Australian popula-
tion. However, current research on web-based physical activity interventions has 

M. Horsley et al. (eds.), Current Trends in Eye Tracking Research, 
DOI 10.1007/978-3-319-02868-2_20, © Springer International Publishing Switzerland 2014
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predominantly demonstrated short-term effectiveness (Vandelanotte et al. 2007, 
2010; Spittaels et al. 2007a; ; Steele et al. 2007). Many studies have documented 
strong declines in website usage as the web-based physical activity interventions 
progressed. This usage decline limited their long-term effectiveness (Marshall et al. 
2003; Eysenbach 2005). Low levels of website interactivity have been suggested 
to explain modest participant engagement and web intervention retention rates in 
these studies (Vandelanotte et al. 2007; Leslie et al. 2005; Marcus et al. 2009; Van 
Den Berg et al. 2007). A study associated with one of the largest physical activity 
interventions in Australia, the 10,000 Steps program, evaluated web usage patterns 
prospectively over a 2-year period (www.10,000steps.org.au). This study demon-
strated that participants, who used interactive features of physical activity web in-
terventions (such as the i-challenge), were more engaged with the website over a 
longer period of time when compared to those who did not (Davies et al. 2012).

Physical activity intervention websites that provide ‘tailored’, or individually 
adapted, feedback about physical activity are more interactive and show good effec-
tiveness (Vandelanotte et al. 2005; Spittaels et al. 2007a; Kroeze et al. 2006; Noar 
et al. 2007). Users find tailored information more interesting and engaging because 
it is personally relevant (Vandelanotte and De Bourdeaudhuij 2003). Computer-
tailored interventions can provide large numbers of people with individualised be-
haviour change information at low cost (de Vries and Brug 1999). Compared with 
non-tailored messages, tailored messages are more likely to be read and remem-
bered, saved and discussed with others (Spittaels et al. 2007b; Skinner et al. 1999). 
To date, computer-tailored interventions have typically provided the personalised 
feedback in written text, which can accumulate to be several pages long.

However, a different stream of research has shown that text-based information 
is not effectively transmitted via the Internet, because people do not fully read text 
on the Internet but rather ‘scan’ and ‘skim’ the content (Liu 2005). Internet-based 
reading behaviour is characterised by more time spent on browsing and scanning, 
keyword spotting, non-linear reading and more selective reading (grazing, flick and 
click), while less time is spent on in-depth and concentrated reading (Liu 2005; 
Sutherland 2002). One eye-tracking-based study, including 232 participants, con-
cluded that people do not ‘read’ websites as they would a book or newspaper. In-
stead, participants quickly scanned websites in an F-shaped pattern, in which they 
primarily focussed on the top-left quadrant of the page and this pattern was consis-
tent across many different types of websites (Nielsen and Pernice 2010).

With the rise of broadband Internet connections, web-based video has become 
an increasingly popular part of users’ online experiences (Anderson et al. 2011). 
For example, 71 % of adults use video-sharing websites such as YouTube and 28 % 
of adults access these sites daily (Moore 2011). Popular websites can not only be 
highly interactive but they also provide most of their content in a visually attrac-
tive and engaging format (images or video). Health promotion physical activity 
intervention websites are competing with more popular entertainment and social 
networking websites for the attention of Australians. As a result, physical activity 
web interventions will need to be equally interactive and engaging. To fully harness 
the potential of computer-tailored physical intervention websites, they will need to 
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be made interactive. As such, providing personally relevant physical activity in-
formation using engaging videos might be more effective in producing behaviour 
change, when compared to providing the same content in traditional text-based for-
mats, which computer-tailored interventions have predominantly applied to date. 
Video messages have been used in other health behaviour change interventions; 
however, the videos applied were generic and not tailored to individual recipients 
(Frenn et al. 2005; Swartz et al. 2006; Alexander et al. 2010; Campbell et al. 2004; 
Vandelanotte and Mummery 2008; Vandelanotte et al. 2007).

As such, the current study aims to evaluate, by means of an eye-tracking meth-
odologies and interviews, whether a video-tailored physical activity intervention 
results in higher level attention, recall and understanding in participants when com-
pared to a traditionally text-tailored intervention. Currently, there is no published 
research applying cutting-edge eye-tracking technology to assess optimal delivery 
modes of information in health behaviour intervention websites. It is hypothesised 
that the video-tailored intervention will produce superior attention, recall and un-
derstanding in participants when compared to a text-tailored intervention.

2  Methods

2.1  Study Design and Procedures

The research used a two-group descriptive, exploratory design in which partici-
pants were asked to view either a text-based or a video-based website that provides 
personally relevant physical activity information after completing a brief online 
survey. Participants were English-speaking adult (more than 18 years of age) vol-
unteers, with adequate computer skills, who were recruited locally (via e-mail) 
from staff and students of a regional university in Queensland. They were invited 
to sit behind the computer fitted with eye-tracking equipment in a research labora-
tory where they would not be disturbed by anyone entering the room. Once seated, 
participants’ eyes were calibrated with the eye-tracking equipment. Following the 
calibration, participants completed a series of basic demographic questions that 
were provided as an electronic questionnaire on the computer. Participants were 
then instructed to follow the link to the test website, being the ‘My Physical Activ-
ity Advice’ website (www.mypaa.com). Each participant was given a login name 
and password code that randomised them automatically to receive the personalised 
physical activity feedback either in text-based format or video-based format. The 
structure and content of the activity advice was identical in both groups, with the 
exception of how the personalised feedback was delivered (text or video). The re-
searcher supervising the procedure was not aware of the group allocation that was 
randomly assigned to the passwords and logins provided to participants. Next, the 
participants were exposed to the online physical activity intervention (see ‘Inter-
vention’ section for a detailed description of the interventions administered to both 



C. Vandelanotte et al.248

groups), during which all eye movements were tracked, and website user statistics 
where gathered. Participants were also video-taped during this time. Finally, when 
exposure to the intervention was complete, participants in both groups were asked 
a number of questions to recall the contents of the intervention they had just been 
exposed to. The questions were administered by the researcher supervising the pro-
cedure and the answers were audio taped, so that they could be transcribed and ana-
lysed afterwards. The entire process was designed to take approximately 20–25 min 
of the participants’ time. Low-risk ethical clearance was obtained from the Central 
Queensland University ethics committee.

The sequence of the eye-tracking test was:

a. Introduction to the nature of the test
b. Calibration of the Tobii 120 to the participant’s gaze
c. Completion of demographic questions built into the gaze test using Tobii Studio 

software
d. Visit the MyPaa website, complete the questions to receive the personalised 

feedback
e. Read (text-tailoring) or watch (video-tailoring) the personalised advice provided
f. Answer recall questions pertaining to the physical activity feedback that was 

received

2.2  Intervention

The intervention was based on previous internet-delivered and computer-tailored 
studies that successfully increased physical activity (Vandelanotte and Bourdeaud-
huij 2003; Spittaels et al. 2007a; Spittaels et al. 2007b; Vandelanotte et al. 2007, 
2008); however, in addition to the previously developed text mode, a video mode 
was developed for the purpose of this study. To inform the development of the 
video-tailored intervention, focus groups and a state-wide survey were conducted 
to explore perceived appropriateness of the new delivery mode and volume of in-
formation presented (Vandelanotte and Mummery 2011). The computer-tailored 
content of the two intervention modes was identical, only the intervention delivery 
mode was different. A series of screenshots provide an impression of the interven-
tion and show the home page (Fig. 1), an example of survey questions (Fig. 2), an 
example of text mode (Fig. 3), an example of video mode (Fig. 4).

The intervention was largely based on the Theory of Planned Behavior (Aijzen 
1991) and the Stage of Change Concept (Prochaska and Velicer 1997). Constructs 
of the Theory of Planned Behavior were presented through provision of person-
ally relevant feedback on attitudes, self-efficacy, intentions, benefits and barriers in 
relation to their physical activity level. The intervention content was also adapted 
based on participants’ stage of change, and ‘normative feedback’ (whether or not 
participants meet the physical activity recommendation) (DHAC 1999) was pro-
vided in a graph. Other non-theoretical tailored variables were age, body mass in-
dex (BMI), work environment and the distance to much visited places. In order to 
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receive personalised physical activity advice, participants first had to complete a 
short questionnaire about their physical activity levels, after which the personal 
advice immediately appeared on screen (Part 1). Participants who did not meet the 
physical activity recommendation were encouraged to receive more feedback by 
completing additional questions related to the psychosocial correlates of physical 
activity (Part 2). A more detailed overview of the information participants received 
is provided below.

First part of the feedback: The first part of the feedback started with an intro-
duction, where the aim of the personalised feedback was explained. Next, the indi-
vidual average amount of physical activity a day was compared to the guideline 
of 30 min a day. This was also shown in a bar chart. If someone did less than five 
sessions of physical activity a week, extra feedback about this was provided. The 
feedback was accompanied by information about the health benefits of meeting the 
guidelines for physical activity. Participants with a BMI over 25 kg/m2 received 
tailored feedback about this, in which the health risks of being overweight or obese 
were explained. Participants who were older than 45 years and not meeting the 

Fig. 1  MyPaa website home page
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physical activity recommendations received extra feedback about the importance 
of physical activity even at an older age. After this, the participants who did not 
meet the guidelines were provided with information how to increase their physical 
activity (e.g. it is possible to do blocks of 10 min of physical activity). In the last 
section of the first part of the feedback, participants were directed to the next sur-
vey if they did not meet the guidelines for physical activity. Participants who were 
already active enough were told that it is not necessary to go to the next survey, but 
that they are still allowed to continue.

Second part of the feedback: The second part of the feedback also started with an 
introduction, which was tailored to the current level of physical activity and the inten-
tion to become more active. For participants who were already active enough, the 
feedback in this part was shortened. The participants were provided with feedback on 
how to achieve an active lifestyle (e.g. to incorporate physical activity in all parts of 
your daily life). Information was given about how to be physically active around the 
house and garden, at work, in transport, and during leisure time. The feedback was 
tailored to: the possession of a garden, having a job with short or long lunch breaks, 

Fig. 2  Example of survey question
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facilities of the workplace (e.g. showers and gym), the living distance to regular 
visited places, and the (intensity of the) current physical activity levels. Next, the 
individual benefits of being physically active (e.g. having fun) were discussed and 
confirmed. Information was provided on how to overcome relevant barriers of being 
physically active (e.g. too hot, cold or rainy weather). Further, tailored feedback on 
the participants’ self-efficacy was provided. In the last section of the second part of 
the feedback, participants were wished good luck staying or becoming more active.

2.3  Measures

2.3.1  Demographics

Participants were asked to complete a short demographic survey at the start of the 
test. The following demographic information was collected: gender, age (18–30, 
31–50, > 50 years), height and weight (to calculate BMI: normal or overweight), 
motivation to increase physical activity (motivated, not motivated), education (sec-

Fig. 3  Example of text-tailored physical activity advice
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ondary school, TAFE, university), employment status (full time, part time, unem-
ployed, student) and income (< Australian $ 30,000, Australian $ 30,001–70,000, 
>Australian $ 70,000).

2.3.2  Gaze Concentration and Click Stream

Participants’ eye movements and gaze patterns were recorded on a Tobii 120 eye-
tracking device, and the data collected and analysed by Tobii Studio software. 
The Tobii 120 tracks eye movements at a resolution of 1,280 pixels at a controller 
refresh rate of 60–75 Hz. The Tobii 120 eye tracker allows 15 degrees of head 
movement 60 cm from the screen, and tracks corneal movements to identify gaze 
focus, fixation and saccade at 15 ms. Total number of clicks made whilst receiving 
the feedback was also recorded.

2.3.3  Interview

A brief interview (nine questions) was conducted after each participant received the 
physical activity advice for each of the conditions (video based or text based). The 
items in the interview were constructed to explore recall of information provided 

Fig. 4  Example of video-tailored physical activity advice
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to participants in the personalised feedback and to explore lower- to higher-order 
thinking in relation to the physical activity advice (evaluative response). Each inter-
view was approximately 1–4 min in duration. Participant responses were recorded 
using an audio digital recorder (LiveScribe Pen) and transcribed in Microsoft Word.

2.4  Data Analysis

All analyses were conducted using Statistical Package for Social Sciences (SPSS) 
version 19. Significance level was set at p < 0.05. A chi-square analysis was con-
ducted to compare group baseline participant characteristics. Gaze duration (as an 
indicator of level of attention) was measured by the duration of all eye gazes whilst 
receiving the physical activity feedback within: (a) the total computer screen and (b) 
the area on the computer screen where the feedback was presented. To examine dif-
ferences between the groups (text and video), analyses of variance (ANOVAs) were 
conducted for duration of eye gazes within the total screen (minutes), duration of 
eye gazes within the feedback area only (minutes) and number of clicks made whilst 
receiving the feedback. ANOVAs were also conducted to examine gender (males 
vs. female), age (< 39 vs. ≥ 39), BMI (normal vs. overweight) and motivation to 
increase physical activity levels’ (motivated vs. not motivated) differences for dura-
tion of eye gazes within the entire computer screen, duration of eye gazes within the 
feedback area and number of clicks. The participant responses for each question of 
the interview conducted after receiving the personalised feedback were assigned to 
a category of can’t say/incorrect, recall response and, where appropriate, high-order 
response. Participant responses were coded as recall when they correctly recalled 
the physical activity advice. The responses were coded as high-order when they ap-
plied the physical activity advice to themselves. The high-order response category 
was not included for all questions if it was not possible for participants to respond 
in this way. A chi-square analysis was conducted to determine whether responses to 
each question differed between the video and text groups. A total recall score was 
also calculated for each participant by summing the total number of correct recall or 
high-order responses the participant gave. A Mann–Whitney U-test was conducted 
in SPSS to compare the recall scores in video and text participants.

3  Results

3.1  Participants

The demographic details of the participants are documented in Table 1. Data were 
collected from 41 participants. Overall, 66 % of participants were women, 61 % had 
a university education and 76 % said they would like to increase their physical activ-
ity. Participants were randomly assigned to the video ( n = 21) or text group ( n = 20). 
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There were no baseline differences between the two intervention groups in par-
ticipant characteristics, including gender ( x2 (1) = 0.01, p = 0.91), age ( x2 (1) = 4.36, 
p = 0.11), BMI ( x2 (1) = 0.10, p = 0.75), motivation to increase physical activity ( x2 
(1) = 0.01, p = 0.93), education ( x2 (1) = 1.66, p = 0.65), employment ( x2 (1) = 0.95, 
p = 0.81) and income ( x2 (1) = 0.39, p = 0.57).

3.2  Gaze Concentration and Click Stream

Table 2 shows descriptive statistics of gaze duration (minutes) within the total 
screen, gaze duration within the feedback area only and clicks by intervention 
group, gender, age, BMI and motivation. As shown in Fig. 5, both gaze duration 
within the total screen and gaze duration within the feedback area only were signifi-
cantly higher in the video group than in the text group (F(1,37) = 61.38 p < 0.001, 
ŋ2 = 0.630; F(1,37) = 32.7, p < 0.001, ŋ2 = 0.476, respectively). Although the propor-
tion of gaze duration within the feedback area compared to gaze duration within the 
total screen was lower in video participants ( n = 21, M = 82 %, standard deviation 

Table 1  Participant characteristics by intervention group

Total n ( % ) ( n = 41) Video n ( % ) ( n =  21) Text n ( % ) ( n = 20)
Gender
Males 14 (34) 7 (33) 7 (35)
Females 27 (66) 14 (67) 13 (65)
Age
18–30 8 (40) 3 (15) 11 (28)
31–50 6 (30) 12 (60) 18 (45)
> 50 6 (30) 5 (25) 11 (27)
BMI
Normal (< 25) 23 (57) 11 (55) 12 (60)
Overweight (≥ 25) 17 (43) 9 (45) 8 (40)
Motivation
Motivated 31 (76) 16 (76) 15 (75)
Not motivated 10 (24) 5 (24) 5 (25)
Education
Secondary School 9 (22) 5 (24) 4 (20)
TAFE 7 (17) 3 (14) 4 (20)
University 25 (61) 13 (62) 12 (60)
Employment
Full time 13 (32) 7 (33) 6 (30)
Part time 17 (42) 8 (38) 9 (45)
Unemployed 3 (7) 1 (5) 2 (10)
Student 8 (20) 5 (24) 3 (15)
Income
< 30,000 16 (39) 9 (43) 7 (35)
30,001–70,000 11 (26) 5 (24) 6 (30)
> 70,001 14 (35) 7 (33) 7 (35)
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(SD) = 1 % ) than in text participants ( n = 17, M = 89 %, SD = 2 % ), this was not sta-
tistically significant (F(1,36) = 0.884 p = 0.353, ŋ2 = 0.024).

Women had a significantly longer gaze duration within the total screen 
(F(1,37) = 3.83 p = 0.049, ŋ2 = 0.101) and within the feedback area (F(1,37) = 4.17 
p = 0.049, ŋ2 = 0.109) than men (Fig. 6). Women had an average gaze duration 
within the feedback area 1.2 min longer than men in the video group and 1.8 min 
longer in the text group; however, no significant interaction between group and 

Fig. 5  Gaze duration in minutes during feedback for intervention groups

 

Table 2  Descriptive statistics for gaze duration and number of clicks by group and participant 
characteristics

Gaze duration total screen 
(min)

Gaze duration feedback 
only (min)

Number of clicks

n M SD n M SD n M SD
Group
Video 21 9.32 1.70 21 7.69 1.96 21 3.62 6.98
Text 17 4.07 2.42 17 3.60 2.45 19 10.16 1.86
Gender
Males 13 6.03 3.24 13 4.85 2.60 21 6.00 6.92
Females 25 7.46 3.34 25 6.38 3.08 19 7.07 5.81
Age
Younger 20 6.98 3.19 20 5.89 2.63 21 5.90 5.49
Older 17 6.83 3.64 17 5.79 3.51 18 7.50 6.97
BMI
Normal 21 6.34 3.43 21 5.30 2.85 23 6.30 5.43
Overweight 16 7.66 3.21 16 6.56 3.18 16 7.12 7.28
Motivation
Motivated 28 7.44 3.24 28 6.41 2.89 30 6.73 6.25
Not motivated 10 5.67 3.39 10 4.31 2.82 10 6.70 6.04
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gender was found (F(1,37) = 0.196, p = 0.661, ŋ2 = 0.006). No differences were 
seen for either gaze duration within the total screen or within the feedback area 
by BMI (F(1,37) = 1.407, p = 0.244, ŋ2 = 0.039; F(1,37) = 1.61, p = 0.213, ŋ2 = 0.044, 
respectively), age (F(1,37) = 0.018, p = 0.894, ŋ2 = 0.001; F(1,37) = 0.009, p = 0.925, 
ŋ2 = 0.000, respectively) and motivation (F(1,37) = 2.13, p = 0.153, ŋ2 = 0.056; 
F(1,37) = 3.95, p = 0.055, ŋ2 = 0.099, respectively).

Participants in the text group used their mouse to click through the feedback 
more frequently than the video group (see Fig. 7). This difference was statistically 
significant (F(1,38) = 15.652, p < 0.001, ŋ2 = 0.292). There were no statistically sig-
nificant differences in clicks by gender (F(1,38) = 2.65, p =0. 610, ŋ2 = 0.007), age 
(F(1,38) = 0.640, p = 0.429, ŋ2 = 0.017), BMI (F(1,38) = 0.163, p = 0.689, ŋ2 = 0.004) 
or motivation (F(1,38) = 0.000, p = 0.988, ŋ2 = 0.000).

3.3  Interview

The interview after receiving the personalised physical activity advice was designed 
to reveal recall of the information presented in the personal advice and provide data 
on the type of learning. Descriptive statistics of responses in video and text partici-
pants are presented in Table 3.

• Question 1: What is the goal of the advice? The majority of participants 
(63 % ) answered this question correctly by recalling what the advice was about, 
but did not apply the advice to themselves (see Table 3). There were no signi-
ficant differences in responses between the video and text groups ( x2 (2) = 0.05, 
p = 0.97). An example of a recall response from a participant in the video group 
is ‘to become more active and ways to become more active’, and an example of 

Fig. 6  Gaze duration in minutes during feedback by intervention group and gender
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Fig. 7  Number of clicks during the feedback by intervention group

 

Table 3  Responses to the post-intervention interview by intervention group
Total n ( % ) Video n ( % ) Text n ( % )

Q1. What is the goal of the 
advice?

Can’t say/incorrect 2 (5) 1 (5) 1 (5)
Recall 26 (63) 13 (62) 13 (65)
High order 13 (32) 7 (33) 6 (30)

Q2. What is the recommended 
amount of physical activity?

Can’t say/incorrect 16 (39) 9 (43) 7 (35)
Recall 25 (61) 12 (57) 13 (65)

Q3. What is the optimal 
amount of physical activity 
per day?

Can’t say/incorrect 21 (51) 11 (52) 10 (50)
Recall 20 (49) 10 (48) 10 (50)

Q4. Are you meeting the phy-
sical activity guidelines?

Can’t say/incorrect 3 (7) 2 (10) 1 (5)
Recall 38 (93) 19 (96) 19 (95)

Q5. Exactly how many minu-
tes of physical activity do 
you do on a weekly basis?

Can’t say/incorrect 20 (49) 11 (52) 9 (45)
Recall 21 (51) 10 (48) 11 (55)

Q6 and Q7. What was presen-
ted in the graph? What was 
each of the bars showing?

Can’t say/incorrect 21 (51) 9 (43) 12 (60)
Recall 20 (49) 12 (57) 8 (40)

Q8. How will meeting the 
physical activity recommen-
dations benefit you?

Can’t say/incorrect 4 (10) 2 (10) 2 (10)
Recall 24 (59) 14 (67) 10 (50)
High order 13 (32) 5 (24) 8 (40)

Q9. What chronic diseases can 
be prevented?

Can’t say/incorrect 15 (37) 9 (43) 6 (30)
Recall 26 (63) 12 (57) 14 (70)
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a  high-order response from a participant in the video group is ‘to get more active 
in my free time’. An example of a recall response from a participant in the text 
group is ‘to become more physically active’, and an example of a high-order 
response from a participant in the text group is ‘to try to become more active by 
increasing my physical activity’.

• Question 2: What is the recommended amount of physical activity? The 
majority of participants (61 % ) answered this question correctly by recalling 
‘30 min a day’ (see Table 3). There were no significant differences in responses 
between the video and text groups ( x2 (1) = 0.27, p = 0.61).

• Question 3: What is the optimal amount of physical activity per day? Half 
of the participants (49 % ) answered this question correctly by recalling ‘60 min 
a day’ (see Table 3). There were no significant differences in responses between 
the video and text groups ( x2 (1) = 0.02, p = 0.88.)

• Question 4: Are you meeting the physical activity guidelines? A clear majo-
rity of participants (93 % ) answered this question correctly by recalling whether 
their physical activity levels were above or below the guidelines (see Table 3). 
There were no significant differences in responses between video and text groups 
( x2 (1) = 0.31, p = 0.58). Examples of correct recall responses from participants in 
the video group are ‘I’m doing more than I should be’, and ‘meeting minimum 
guidelines’. Examples of correct recall responses from participants in the text 
group are ‘I am beating it’, and ‘I was meeting them’.

• Question 5: Exactly how many minutes of physical activity do you do on a 
weekly basis? About half of the participants (55 % ) answered this correctly by 
recalling their estimated amount of physical activity presented in the graph (see 
Table 3). There were no significant differences in responses between the video 
and text groups ( x2 (1) = 0.22, p = 0.64).

• Questions 6 and 7: What was presented in the graph? What was each of the 
bars showing? A higher percentage of participants in the video group (57 % ) 
gave a correct recall response to this question in comparison to the text group 
(40 %; see Table 3). However, the difference in responses between the video 
and text groups for this question was not statistically significant ( x2 (1) = 1.21, 
p = 0.27). Examples of correct recall responses from participants in the video 
group are ‘minimum, then mine, then optimum’, and ‘my level of activity com-
pared to optimal and minimum’. Examples of correct recall responses from par-
ticipants in the text group are ‘what the minimum is, what I do, and what the re-
commended physical activity is’, and ‘minimum, then mine, then the optimum’.

• Question 8: How will meeting the physical activity recommendations benefit 
you? A higher percentage of participants in the text group (40 % ) answered this 
question with a high-order response when compared to the video group (24 %; 
see Table 3). However, the difference in responses between the video and text 
groups for this question was not statistically significant ( χ2 (2) = 1.34, p = 0.51). 
An example of a recall response from a participant in the video group is ‘better 
health’, and an example of a high-order response from a participant in the video 
group is ‘to stay fit and I won’t be susceptible to chronic diseases’. An example 
of a recall response from a participant in the text group is ‘healthier, less chance 
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of getting sick, look and feel better’, and an example of a high-order response 
from a participant in the text group is ‘feel healthier and fitter, and feel better 
about myself’.

• Question 9: What chronic diseases can be prevented? A higher percentage of 
participants in the text group (70 %) were able to correctly recall at least one of 
the chronic diseases that physical activity helps to prevent than the video group 
(57 %; see Table 3). However, the difference in responses between the video 
and text groups for this question was not statistically significant ( χ2 (1) = 0.73, 
p = 0.39).

• Total recall score: A total recall score was calculated for each participant by 
summing the total number of correct recall or high-order responses the parti-
cipant gave on all questions on the post-intervention interview. Possible scores 
ranged from 0 to 8. The mean response was 5.4 (SD = 1.57) in the video group 
and 5.6 (SD = 1.39) in the text group. This difference was not statistically signi-
ficant according to a Mann–Whitney U-test ( p = 0.67).

4  Discussion

Gaze duration (total screen and feedback area only) was significantly higher in the 
video group when compared to the text group. A way of measuring attention is to 
examine the amount of time that participants typically spend on different tasks and 
then to correlate this time with learning outputs. As such, Carol et al. (1965) have 
demonstrated that time on task is a strong predictor of learning from task. Gaze 
duration in the current study can be considered as a proxy measure for the level of 
attention that participants pay to the personalised physical activity message. This is 
important as attention is a critical component of remembering and learning. When 
people are concentrated, focussed and their senses attuned, then they are likely to 
learn more. Moreover, in a world where people are bombarded by hundreds of mes-
sages, advertisements and stimuli each hour and day, the struggle for attention is 
the key to having messages accepted processed and internalised. The messages de-
livered in video format are therefore more likely to be remembered and result in 
health behaviour change (increased physical activity) when compared to the mes-
sages delivered in text format. This is also in line with outcomes from previous 
website-delivered physical activity interventions that show that higher exposure to 
intervention contents leads to higher intervention effectiveness (Davies et al. 2012; 
Van Den Berg et al. 2007).

It was remarkable to observe that women had significantly longer gaze duration 
and, thus, paid more attention, when compared to men, irrespective of the group 
they were allocated (text or video). This is in line with other research that shows 
that women are keener to participate in web-based physical activity interventions 
and are also less likely to drop out of intervention trials (Vandelanotte and Spathonis 
et al. 2007). This research thus indicates that even when men do agree to participate 
in a web-based trial, their engagement is lower than that of women. It is crucial to 
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find physical activity interventions that are more appealing to men in order to pro-
duce behaviour change (Vandelanotte et al. 2012). Whilst women outperform men 
in both the video and text groups, it was encouraging to observe that, the gender gap 
was a lot smaller in the video group (as illustrated in Fig. 6).

The observation that video-group participants pay more attention to the message 
is important in terms of achieving behaviour change, though that does not explain 
why the group differences in gaze duration are so large. A first explanation might 
stem from the differences in ‘mental effort’ expended in interacting with the person-
al physical activity advice between both groups (Kahneman 2011). In this context, 
mental effort refers to the concentration and focus that participants assigned to: (1) 
the message they were receiving; (2) their interaction with this message and (3) the 
way the message was presented to them. A key difference in the provision of physi-
cal activity feedback between the two groups was that the video participants did not 
have to read and process information. Rather, they listened and attended to the video 
and this reduced the mental effort on participants’ short-term memory. In contrast, 
in the text-based group participants had to read and comprehend the text before they 
could move to the next page, requiring a higher mental load and a faster reduction 
of attention to the message. This is illustrated in the gaze plots (Figs. 8 and 9). More 
central and less dispersed video gaze plots indicate that the attention of the viewer is 
focussed on the content (Fig. 8), whereas less central and more dispersed text gaze 
plots conform to skim, scan and click processes (Fig. 9).

Fig. 8  Gaze plot of participant interacting with the video-based personal activity advice
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A second explanation for gaze duration differences might stem from learned 
differences in the ‘control’ people perceive when reading text or watching a video. 
Participants in both groups could control their interaction with the message through: 
(1) setting the pace of which new information was presented to them (participants 
could control the speed at which new pages of text or videos would appear); (2) set-
ting the duration of exposure to the new information (participants could shorten or 
extend the message on screen at any time) and (3) the review of information already 
received (participants could return to any part of the personalised advice at will). In 
short, participants in both groups could control what they saw, how much they saw, 
and whether they wished to see any part of the personal activity advice again. How-
ever, people have learned to control what appears on websites through previous 
‘flick and click’ experiences that predominantly relate to text-based websites. This 
‘skimming and scanning’ behaviour is best described as unfocussed gazing, atten-
tion to pop-ups and search for items that provoke interest or an emotional response, 
all at a rapid pace. In contrast, whilst participants in the video-based condition had 
similar control over content pace, duration and review, they did not take the oppor-
tunity to exercise this control but simply viewed the video to its conclusion. This 
reduced gaze duration in text-based websites compared to video-based websites is 
evidenced by the number of clicks performed in each condition. Participants in text 
group clicked more than twice as much when compared to those in the video group 

Fig. 9  Gaze plot of participant interacting with the text-based personal activity advice
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while viewing the personalised advice (see Fig. 7). Participants who received the 
text-based advice needed to click when they were finished reading a page to move 
to the next page. Therefore, the number of clicks for the text group was significantly 
higher as this was required for the personal activity advice to be completed. In con-
trast, participants who were given the video-based personal activity advice were not 
required to click (the video segments changed automatically). However, they could 
have chosen to click through the segments of the advice at any point during the 
video, as they had the same level of control as text-group participants. But they did 
not, and thus gaze duration was higher in video-group participants.

A final explanation of differences in gaze duration relates to the provision of a 
higher level of social and emotional connection to the participants who viewed the 
video advice rather than those who read the text advice. The video-based activity 
advice presented appealing images (people bicycling, walking and gardening) and 
created a sense of social presence and inclusion for the participant by featuring: (1) a 
personalised greeting; (2) human audio (the video was narrated with a human voice) 
and (3) human video (the video had different people speaking and participating in 
activities). The creation of this social context was entirely absent in the text-based 
advice and might have urged participants to ‘move on’ rather than ‘hang around’.

Previous studies have developed taxonomies of cognition to explore the type of 
learning which has occurred (Bloom et al. 1956). These taxonomies provide a guide 
to analyse the types of leanings that occurred in the different media, such as text- or 
video-based information (Anderson et al. 2001). Generally, these taxonomies argue 
that lower order cognition occurs when learners are able to recall and comprehend 
facts and details. Higher-order cognition occurs when learners apply concepts to 
new situations, synthesise information and use their judgement in assessing its ef-
fectiveness for them and others. The interview questions were designed to reflect 
both higher and lower order cognition to gauge the thinking level of the partici-
pants. Some interview questions asked for specific recall of facts and numbers while 
others required analyses and judgement on the application of key concepts. When 
considering recall of specific bits of information, the level of abstraction is very low 
(Krathwhol et al. 1964). The interview questions were designed to compare the rela-
tive balance of higher and lower order thinking between participants who received 
the text- and video-based physical activity feedback. However, despite the greater 
level of attention provided by those in the video group, the interview questions did 
not indicate any significant differences between recall and higher-order cognition 
between the two groups. It is difficult to interpret these surprising findings. It might 
be that the physical activity messages were so simple and basic that a lower level of 
attention in the text group was still sufficient to get the message across. Alternatively, 
it might be that the interview questions were not sensitive enough to measure a dif-
ference between the groups or that participants in both groups had high knowledge 
about physical activity prior to taking part in the experiment. It is worth mentioning 
that video-group participants were better (though not significantly so) at interpreting 
the information displayed in the graph when compared to those in the text group. It 
is possible that the explanation provided by the human audio over the graph is more 
helpful in interpreting this information when compared to a text transcript.
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Irrespective of group allocation, the interview was able to identify points of 
weakness and strength in the message communicated to the participants. Most par-
ticipants understood the goal of the advice, whether they were meeting the physical 
activity guidelines or not and how meeting the physical activity guideline might 
benefit them. However, only about half of participants were able to recall the guide-
line itself, exactly how active they are, what information was presented in the graph 
and what chronic diseases can be prevented by being active. This seems to be in line 
with Posner’s ‘Theory of Attention’ (1971) which poses that events that are linked 
to our emotions are better remembered and get our attention. Emotion and cognition 
are linked so that people often get the main message rather than the small details 
such as facts and numbers. This is directly in line with the outcomes of our study 
(e.g. participants remember whether or not they meet the physical activity guideline 
but find it harder to recall the actual number of minutes of activity they reported; 
people understand that meeting the guidelines will benefit them, but find it harder 
to recall which chronic diseases it will prevent) and provides us with a clear direc-
tion how to improve the feedback so participants might be able to remember more 
of what was provided to them.

In terms of higher-order cognition and internalisation, the feedback (across groups) 
did not score strong, with only about 30 % of participants showing any sign of higher-
order cognition or internalisation. Internalisation is defined as the process through 
which a phenomenon or value successively and pervasively becomes a part of the 
individual (Klopfer 1976); a good example of internalisation was the video-group 
participant who responded ‘to have fun’ when asked ‘What is the goal of the advice?’ 
This might be due to our questions not being sensitive enough to register higher-order 
cognition or the fact that the process of internalisation takes time. When a person is 
first confronted with new information (the personalised physical activity advice), it 
might actually take time before this person accepts the message that was communi-
cated and apply it to themselves; they might also need confirmation of the same mes-
sage through different channels before they will start the process of internalisation.

5  Conclusions

Several conclusions can be drawn from this study. Firstly, the video-based physical 
activity advice provoked greater gaze duration and attention. Secondly, participants 
in both groups had equal control over the message but only those in the text-based 
group choose to exercise it. Thirdly, despite the greater gaze duration and attention 
in the video group, there was no difference in message recall or higher-order cog-
nition between the groups. The main message was communicated, but the details 
were largely forgotten in both groups and higher-order cognition was low in both 
groups. These results suggest that video-tailored messages are preferred, though 
more research is needed to optimise their impact so that recall and higher-order 
cognition are increased. The results from this research provide valuable information 
to improve this new and innovative physical activity intervention.
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1  Introduction

Sherman (2009) reported the various user experience (UX) techniques practised across 
34 countries. The 1,786 respondents comprise of UX practitioners, usability profes-
sionals, user researchers, user-centred design (UCD) practitioners, interface designers 
and others. Among the techniques reported in Fig. 1, this study includes eye tracking 
and lab-based usability testing (LBUT), as was reported by Sivaji et al. (2013).

2  Problem Statement

During the LBUT performed by Sivaji et al. (2011, 2013), Goh et al. (2013) and Ab-
dollah et al. (2013), an eye tracker was used to capture the user’s feedback such as 
audio, video and eye gaze data (fixation and saccades). The eye tracker keeps tracks 
of user’s eye movement while they are performing the task. The LBUT also in-
volves encouraging users to think aloud (TA) while they perform some task. How-
ever, from this, it has been found that the users have difficulty with the TA method. 
There are few reasons for this.

2.1  Hofstede’s Power Distance

Hofstede (2005) and Yammiyavar et al. (2008) have shown that in countries like Ma-
laysia and India, there exists high power distance as per the Hofstede’s model. The 
power index score for Malaysia was recorded as 104 by Hofstede, being the highest 
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around the world. In the context of usability testing, power distance could be defined 
as the relationship between the user who is being tested and the moderator who is fa-
cilitating the testing. In most cases, the moderator will recruit the users, after assess-
ing his/her suitability to perform the testing based on a user screening questionnaire. 
During the testing, the user is expected to provide feedback based on the usability test 
session conducted by the moderator. Due to the power distance that is already pres-
ent in the Malaysian culture, the user, during the TA process, sees the moderator as a 
supervisor and hence has a tendency to be afraid in disagreeing in the effectiveness, 
efficiency and satisfaction of degree of usability of a website under test. This is one 
reason why TA technique alone may not be suitable and reliable in usability studies 
in Malaysia. Yammiyavar et al. (2008) and Goh et al. (2013) also found that there is a 
rich amount of non-verbal behavioural data such as eye, hand and head gestures that 
are collected during the LBUT. It is almost impossible for the moderator to capture 
all these information during the LBUT. Sivaji et al. (2011) found that although the 
subjects have been encouraged to TA, some subjects are reluctant to do so, as they are 
afraid that a failure of completion of a given task would reflect poorly on their perfor-
mance. This is despite the moderator briefing the user at the beginning of the task that 
the purpose of the LBUT is to assess the web interface and not the users themselves.

2.2  Persuasive Power

During the LBUT, when the moderator transcribes the TA feedback and raises the 
problem faced by the users as a defect, it is common for the design and  development 

Fig. 1  User experience (UX) techniques employed by usability practitioners worldwide
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team to be sceptical and defensive. They even go to the extent of requesting for fur-
ther evidence. This shows that LBUT and TA are not sufficient to convince the de-
sign and development team of the validity of the defects. In this case, it is important 
to complement the findings from LBUT and TA with a more visual method. Eye-
tracking analysis has high persuasive power. Blandford et al. (2008) has identified 
persuasive power as one of the important criteria of assessment from multiple UX 
methods. This study aims to show how eye tracking can increase persuasive power 
of highlighting usability defects to the stakeholders.

2.3  Multilingual Society

Malaysia is a multicultural, multiracial and multilingual country. According to the 
2010 Population and Housing Census of Malaysia by the Department of Statistics 
Malaysia, the citizens comprise of 67.4 % Bumiputera, 24.6 %Chinese, 7.3 % Indi-
ans and 0.7 % others. The official language of Malaysia is Malay or also known as 
Bahasa Malaysia. English remains as a second language and is taught in school. Ma-
laysian English sees wide use in business, along with Manglish, which is a colloqui-
al form of English with heavy Malay, Chinese and Tamil influences. It is common 
that during the usability moderation, some participants may tend to highlight some 
words in Malay, Chinese or Tamil. The moderator should translate this into English 
for the benefit of the international audience. However, there are chances for misin-
terpretation or miscoding of the TA feedback between the moderator and the users.

3  Objectives

The objectives of this study are as follows:

• Assess the level of the power distance index (PDI) in Malaysia
• Propose a new LBUT methodology that will incorporate both TA and eye tracking
• Perform an LBUT case study on a website based on the Malaysian demography
• Analyse and asses impact of the newly derived LBUT methodology

4  Current Study

4.1  Power Distance Assessment

Previous studies (Hofstede 2005 and Oshlyansky 2007) have performed surveys 
among Malaysians to gauge PDI. In order to validate these findings in the current 
context, Values Survey Module (VSM) 1994 questionnaire was distributed among 
Malaysians. The study revealed a PDI score of 36.8 from the 44 respondents. This 
shows that our findings (PDI of 36.8) is significantly lower than  Hofstede (2005) hav-
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ing a PDI of 104. Our result, however, is closer to that reported by Oshlyansky (2007) 
being 23.47. One significant difference between the subjects for this study is that the 
sample was more targeted to working adults (working experience ranging from 1 to 
35 years) as compared to postgraduates and undergraduates Oshlyansky (2007).

Although we found a lower PDI score of 36.8, we still believe there existed a 
significant power distance, as a closer look at Question 14 of the VSM revealed 
that significant power distance still existed as the average rating is “Sometimes”; 
for the response to “How frequently, in your experience, are subordinates afraid to 
express disagreement with their superiors?” This has a significant impact when users 
perform usability testing as there could be some reluctance in providing an honest 
opinion or feedback, especially negative feedback. Additionally, the moderators from 
MIMOS UX Lab who were involved in previous UX studies, such as Sivaji et al. 
(2011, 2013), Goh et al. (2013) and Abdollah et al. (2013), have also observed this 
high power distance response whereby subjects feel that their responses are being re-
corded and could be used against them when an issue is reported although anonymity 
in recruitment and reporting is practised.

4.2  LBUT with Eye Tracker

The process flow for the LBUT methodology employed in this study is shown in 
Fig. 2.The users are recruited as per the Malaysian demography who have partici-
pated in the VSM survey. Out of the six users, four were Malay, one was Chinese 
and another Indian. The seventh user was a native English speaker who was cho-
sen as a control sample for this study. The websites chosen for this study was the 
Nielsen Norman Group (http://www.nngroup.com/) whereby the users were tasked 
to determine the registration details for a particular event.

The steps that are shaded in grey (Fig. 2) involve using an eye tracker. The eye 
tracker that was used in this study is the Tobii T60 with Tobii Studio 2. This ver-
sion enables retrospective think aloud (RTA) where the moderator and users can 
play back the video to view the session. The test environment setup involves ar-
ranging a logical sequence of task, selecting a website URL to be tested, designing 
of the subjective ratings questionnaire. These information are then configured into 
URANUS, that would automatically link to the Tobii Studio. URANUS is an open 
source software that is developed by Sivaji et al. (2012) to facilitate usability test-
ing of websites and any user interface. It is developed in such a way that practitio-
ners are able to integrate with Tobii Studio. After the briefing session, subject will 
start to perform the first task. This will involve the subjects concurrently thinking 
aloud (CTA) as they perform the task. These will be recorded by the eye tracker. 
The subjects gaze patterns and mouse clicks are recorded for further analysis. The 
moderators would rate the effectiveness and efficiency of the task performed by 
the subjects. The subjects would also be able to provide some feedback based on 
a questionnaire. After all tasks are completed, the moderator will play back the 
 recordings to  confirm with the users on why they have reacted in a particular man-
ner. For instance, if they really liked an interface, more details could be asked on 
what  elements of the interface that attracted them. Conversely, if they had problems 
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with the interface, it will be interesting to determine the reason for that. In addition 
to that, the moderators would also gather the feedback from the observers to validate 
certain segments of the task with the users to gain a thorough understanding of the 
subject reaction towards the interface. This is called RTA. The moderators would 
also use the eye tracker to perform analysis, and obtain recommendation for fixes.

5  Results and Discussion

During the LBUT, an eye tracker was used to capture the user’s feedback such as 
audio, video and eye gaze data (fixation and saccades). The eye tracker keeps track 
of the user’s eye movement while they are performing the task. Although it is not 
mandatory to use an eye tracker in an LBUT study, there are some benefits to using 
one. If a study is carried out without an eye tracker, the moderator only has to rely 
on the feedback obtained from TA. With the eye tracker, the moderator can now 
support the TA feedback with one of the human biometric feature, which in this case 
is the user’s eye. This increases the data integrity obtained from all users.
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Fig. 2  Process flow for lab-based usability testing (LBUT) with eye tracker
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Figures 3–7 illustrate the various eye-tracking analysis features that are used in 
this study. Figure 3 has been chosen to be analysed, as it has some insightful TA 
feedback. Using the Tobii Studio’s visualisation tools, the following observations 
could be made:

• The cluster plot (Fig. 4) shows the areas of high concentration of gaze data points 
when this task was performed. Based on this, the moderator could mark certain 
areas of interest (AOI) for further analysis.

Fig. 3  Original image to be analysed

 

Fig. 4  Cluster plot
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• Figure 5 shows the four AOIs that have been marked with AOI 1–4. AOI 4 cor-
responds to cluster 1, while AOI 3 corresponds to cluster 3. Since cluster 2 spans 
a larger space, it is divided down to 2 AOIs, namely AOI 1 and AOI 2.

• The heat map as shown in Fig. 6 highlights areas based on the fixation duration 
and fixation count. Areas that receive more fixation concentration is shown as 

Fig. 5  Areas of interest

 

Fig. 6  Heat map

 



A. Sivaji and W. F. Wan Ahmad274

red, while areas that received lesser fixation are marked as green. It is a quick 
way to show how a group of users have focussed on some areas of the web page 
that is of high interest.

• The inverse plot of the heat map is the gaze opacity plot as shown in Fig. 7. This 
plot hides out areas that have received fewer fixations. This way the areas with 
the most fixations are highlighted.

6  Analysis

Some of the other descriptive statistics that are generated from the eye tracker, 
based on these AOIs, are fixation count, fixation duration, time to first fixation and 
mouse click-related data. It is useful to correlate the TA feedback obtained from the 
users with the descriptive statistics obtained from the eye tracker.

6.1  Correlation of TA with Eye Tracker

When subjects (user 1−7) were performing the registration task on one of the eight 
websites, the TA feedback as shown in Table 1 was recorded from the task being 
carried out.

Fig. 7  Gaze opacity
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6.2  TA and Eye Tracker’s Visualisation

Figure 7 clearly shows that users were attracted to the drop-down menu, which ac-
tually displayed the relevant content that is the “Check Out Date” data of the confer-
ence. Even the heat map (Fig. 6) highlighted the drop-down menu with red, indicat-
ing areas of high fixation. This shows that the AOI 2 was the areas of high interest.

6.3  TA and Eye Tracker’s Descriptive Statistics

The eye tracker can also support descriptive statistics as shown in the following 
tables. From Table 2, it could be seen that AOI 2 had 25 fixation counts. As pointed 
out by Ehmke and Wilson (2007), longer fixation indicates that the elements are 
more noticeable and/or more important. It also had the longest fixation duration of 
9.22 s as compared to the remaining  AOIs. Table 2 also shows that the visit duration 
for AOI 2 is 10.45 s, which is much higher than the remaining AOIs. This is consis-
tent with the TA feedback from the users “…Wow, I like this feature…”.

The correlation and consistency between the TA and eye tracking enable the 
moderator to conclude that this site has a better navigation strategy than other 
sites. Just like the above segment of TA, many other parts of the user’s recording 
could be further analysed with an eye tracker to gain insightful data of the web 
page design. From the results shown in Table 2, the moderator can highlight this 
feature as desirable and present it to the project team with visual evidence. Since 
the project team has the visual evidence to support their design, they could reuse 
this interface and incorporate it as a design best practice for their organization. 
Eventually, other designers will be able to adopt this practice, since it has been 
validated. Without the eye tracker, the moderator will not be able to recall visu-
ally what was happening, just based on the moderator notes which were gathered 
from the audio recordings from the TA. Now they have video and audio evidence 
with user’s eye as a biometric to proof a point. This enables the usability ana-
lyst (moderator) to present the findings with visual, audio and statistical evidence, 

Table 1  Concurrent think aloud (CTA) feedback for the interface used to display the date to regis-
ter for the conference
User Concurrent think aloud
1 “Wow, I like this feature, it is different from other sites, others sites would have used a 

calendar, and expected me to scroll up and down to the landing page to look for the 
conference dates to register, …I could have even selected the wrong conference date”

2 “Date is Sunday October 2011”
3 “Found the date”
4 “Sunday October 2011”
5 “”
6 “tak dapat jumpa tarikh”
7 “”
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 eventually  increasing the persuasive power towards the design and development 
team to implement changes.

6.4  Hofstede’s Power Distance and RTA

Among the seven users, it could be seen that user 1 has low power distance while 
the remaining users have high power distance. User 1 was from a native English-
speaking country, while the remaining users were from Malaysia. Among the Ma-
laysian users, two out of the six were quiet throughout the entire moderation. Al-
though they were successful at completing the task (finding the date), they were not 
comfortable to TA because they had problems verbalising in English. This would 
make it difficult for the moderators to provide ratings on the interface without justi-
fication if there were only depending on RTA. But with the eye tracker, the modera-
tors are able to provide the ratings with evidence as shown in the gaze opacity plot 
(Fig. 7) and with the time to first fixation metric.

Although users 2–4 managed to provide feedback, it was very succinct. This 
would not help the designers and developers to understand the degree of affective 
elements used in the design and how a user may react to it. The author finds this a 
common problem in usability studies conducted in Malaysia, whereby users are so 
focussed on completing the task and moving on to the next task. When the users are 
probed by the moderator on their feedback on the interface, they would provide a 
short or succinct answer, instead of providing a general comment on their UX and 
satisfaction level. There is still a strong belief that it is their fault when they are not 
able to complete a task, instead of criticising or praising a design of the interface.

User 6 managed to find the date. However, the CTA provided was in Malay lan-
guage. This will require the moderator to translate to English. The eye tracker also 
enables the user and the moderator to perform an RTA. With the RTA, two interest-
ing observations were made:

1. Even though user 6 mentioned during the RTA that the date was not found (“tak 
dapat jumpa tarikh”), during the playback, the moderator and user realized 
that the user was indeed staring at the date entry, but has mistakenly mentio-
ned that the date was not found. The RTA feedback was corrected to “date was 
found” instead. In other words, eye tracking was able to reduce miscoding of 
information.

Table 2  Descriptive statistics from eye tracker for user 1
User Fixation and visit duration

AOI_1 AOI_2 AOI_3 AOI_4
N (C) Mean 

(s)
Sum 

(s)
N (C) Mean 

(s)
Sum 

(s)
N (C) Mean 

(s)
Sum 

(s)
N (C) Mean 

(s)
Sum 

(s)
Fixation 4 0.16 0.65 25 0.37 9.22 8 0.31 2.46 6 0.22 1.33
Visit 4 0.16 0.65 10 1.05 10.45 6 0.50 2.98 5 0.30 1.52
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2. Unlike other users, user 6 was staring at the date and also staring away from the 
date. The user admitted that he was not in the right frame of mind to perform 
the test because he was rushing for another appointment after that. But the fact 
remained that the date entry was clearly visible by the user as shown by the 
fixations.

Despite advising the users that their feedback will remain anonymous, some users 
(user 5) were more comfortable on reporting some problems of the interface after 
the LBUT session. In these situations, the moderator was able to correlate the feed-
back provided with the eye-tracking visual cues to persuade the design and develop-
ment team to improve the user interface.

7  Conclusion

From the PDI assessment performed, it was found that the existence of power dis-
tance in Malaysian is significant and this would make traditional usability testing 
problematic. Hence, the proposed LBUT is derived as shown in Fig. 2. To overcome 
the barrier, eye tracking is used in addition to TA during the LBUT. And the results 
from the case study do support the argument that despite the power distance and 
language barrier, the eye tracker is able to reveal key biometrics information. This 
is so because the LBUT method proposed with TA and eye tracking (Fig. 1) is able 
to reflect cognitive behaviour supported with visual cues to increase the persuasive 
power of the findings from the usability testing. In the future, it is recommended 
to use LBUT to enrich the UX of web and standalone interfaces, especially when 
power distance and language barrier is a constraint.
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1  Introduction

In everyday and learning tasks, the eyes have, firstly, the roles of locating and rec-
ognizing objects and then, secondly, directing the actions to make use of them (Land 
& Tatler 2009). The use of eye tracking can reveal important aspects about students’ 
learning processes. Because eye tracking provides insights into the allocation of vi-
sual attention, it is very suited to study differences in learners’ attentional processes. 
In this section of the book, the contributions focus on the visual processes that occur 
when participants are performing a task.

Eye-tracking research in the area of learning has been dominated by the use of 
eye tracking in investigating reading. During learning tasks, students use their eye 
movements to accommodate incoming stimuli, and if the information is in printed 
form, linguistic factors such as the frequency of words, the difficulty of the text and 
the background knowledge of the learner influence eye-movement patterns (Rayner 
2009). Much research has been analytical, focussing on variables and components 
such as word frequency (White 2008), perceptual scans in reading, cognitive pro-
cesses in reading (Rayner 2009), word predictability (Drieghe et al. 2005), num-
ber of meanings (Folk and Morris 2003), phonological properties of words (Ashby 
2006) and semantic relations and word familiarity (Williams and Morris 2004). 
These valuable data have provided much useful information on how readers process 
text. The chapters in this part focus on the interaction between the learner and the 
stimulus in the context of task-oriented activities using eye-tracking methodology.

The use of eye-tracking methodologies is of increasing importance in many 
new technology-based research approaches in learning and education. The area of 
Teaching Analytics, for example, investigates the sort of data and information that 
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teachers receive in dynamic learning environments (Reimann et al. 2013) and the 
Conferences of the Computer Supported Collaborative Environment held under the 
auspices of the International Society of the Learning Sciences (ISLS). Significant 
data are sourced from eye-tracking data analysis in collaboration with repertory grid 
analysis (Reimann et al. 2012).

Teaching and learning analytics generally offers new tools and resources, partial-
ly based on eye tracking, to allow teachers deeper insights into the learning process 
and to access new knowledge of how to provide feedback and guidance to learn-
ers. There are a number of learning analytics research groupings such as the Mul-
timodal Learning Analytics Group at Stanford University (Worsley and Blikstein 
2013; Blikstein 2013). Learning analytics researchers utilise eye-tracking methods 
to comprehensively and systematically describe, investigate and characterise the 
student learning process.

Studies of learners’ cognitive and perceptual processes are taking research into a 
new phase of investigation, due mainly to the capability of eye-tracking software to 
produce data. These data can illustrate what learners are visually attending to (e.g. 
the Broadbent chapter which reports on what nursing students focus on when ana-
lysing an electrocardiogram (ECG)), the order in which they do it (e.g. school stu-
dents in the Knight an Horsley chapter reading a passage and answering comprehen-
sion questions) and the length of time learners devote to a task (e.g. higher education 
students composing a response online as reported in the Persaud and Eliot chapter).

2  Research on the Mechanics of Reading Comprehension

Eye-tracking methodologies enable researchers to track a reader’s eye movements, 
as well as their fixations (Rayner 1998) with saccadic movements between sentenc-
es and fixation times providing insights into comprehension activity. When com-
pleting a comprehension task, it is not easy for learners with learning and reading 
difficulties to determine which parts of the text are most relevant (and hence need to 
be attended to). By examining the eye movements of skilled and weak readers dur-
ing a comprehension task, it is possible to compare the different strategies used by 
the different readers. These data can provide important insights into the attentional 
processes used by effective readers and then be applied to generate strategies to im-
prove weak students’ comprehension monitoring skills. For example, Van Gog et al. 
(2009) have indicated that a useful strategy to enhance novice (our equivalent of 
weak readers) attentional skills so that they perform more expertly (our equivalent 
of skilled readers) with better learning outcomes may be not only to model skilled 
readers’ strategies and actions but also to display and discuss their eye movements.

Knight and Horsley analyse the mechanics of reading comprehension used by 15 
skilled and weak readers completing a standardised comprehension test (National 
Assessment Program—Literacy and Numeracy (NAPLAN)) that is administered 
by all schools to determine students’ reading and comprehension skills. The chapter 
outlines the use of eye tracking and electroencephalogram (EEG) methodologies 
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that have been used to develop a model of the mechanics of reading. The model 
has added a set of macro-reading behaviours revealed during the development of 
the model to the micro-reading behaviours of reading individual words and phrases 
established by previous eye-tracking research into reading behaviour (e.g. Rayner 
1998, 2009; Liversedge et al. 2011).

Early data report that skilled readers scanned quickly, continuously and con-
sistently from the comprehension questions to the text, suggesting that what they 
believe to be a critical part of a text is aligned to comprehension questions. On the 
other hand, weak readers were reading linearly, displaying frustration and “giving 
up” on the task.

3  Eye-Tracking Research in Investigating Learning 
from Complex Visual Displays

Eye-tracking research has shown that the distribution of attention to a task is influ-
enced by one’s expertise (Charness et al. 2001). Van Gog, Paas and Van Merrienboer 
(2005) report that individual variation also occurs between individuals with smaller 
differences in expertise. Eye-tracking technology is used in the study reported here 
to investigate the cognitive processes used by nurses as they analyse the informa-
tion provided in ECG displays of physiological data. Attention to the visual display 
is critical for patient care, and the research presented in this chapter by Broadbent 
explores the visual behaviour of novice (22 first-year students who often experience 
high cognitive load during new tasks), student nurses (18 final-year students) and 9 
experienced nurses as they read ECGs.

Using a gaze model (Wolfe 1994) of novice and experts and applying it to read-
ing visual displays, the author analyses the nurses’ eye movements as they view 
four different ECG reports and answer multiple-choice questions on the medical 
condition that each display represents. The results report clear distinctions between 
the way in which the three groups approach the identification and assessment of 
areas of interest (AOIs) on ECGs. This research has broad application in nursing 
education and, in the current context, provides much useful data about what nursing 
students have learned in a real-life, non-threatening application of their skills.

4  Eye Tracking and the Development of Self Regulation

Eye-tracking research methodologies offer new approaches to investigating stu-
dents’ self-regulated learning behaviour. The need to examine the processes in the 
development of self-regulation to manage their own learning in a higher education 
online context is the focus of this chapter by Persaud and Eliot.

Hyona (2010, p. 173) suggests that “the eyes are guided both endogenously (i.e. 
to meet the learner’s task-relevant goals) and exogenously (i.e. by perceptually sa-
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lient stimulus characteristics)”. Bearing this in mind, Persaud and Eliot firstly report 
eye-movement data in the e-learning environment to identify what 11 first-year 
higher education students attend to and what they ignore whilst navigating through 
online learning tasks. Then to clarify participants’ visual behaviour during the ac-
tivity, and to better understand students’ fundamental cognitive processes involved 
in composing a text, the researchers also used stimulated recall interview data to 
supplement and produce a more detailed description of the task behaviours.

Preliminary results report that working collaboratively with other students is in-
fluenced by how their work will be received by others and how students wanted to 
be perceived by others. Interestingly, the authors report that students’ eye movements 
during text composition (where they either looked at the monitor or looked at the key-
board) affected their cognitive and metacognitive processes as they composed text.

5  Eye Tracking on Websites

This chapter reports on usability testing by multilingual (English, Malay, Mandarin 
and Tamil) people as they navigate websites. Using eye-tracker data complemented 
with Think Aloud feedback, the authors report data on participants’ fixation count, 
fixation duration, time to first fixation and mouse click-related data as they interact 
with a web interface. The consistent results from the Think Aloud and eye-tracking 
data enabled the moderator to conclude that one website had a more efficient navi-
gation strategy than other sites. This research has implications for how to enhance 
the design and navigation of websites as learners/consumers visualise and process 
displays.

6  Conclusion

Mayer (2010, p. 170) has stated that “A serious challenge for eye-tracking research-
ers is to find the sometimes-missing link between eye-fixation measures and learn-
ing outcome (or cognitive performance) measures”. Steps to meet this challenge 
have begun as the eye-tracking methodology used in each of the chapters in this part 
of the book provide a valuable insight into the cognitive and visual processes used 
in learning and to the improvement of cognitive performance. The studies, although 
few in number, have provided an overview of the potential of eye-tracking technol-
ogy to impact learning and thus teaching in naturalistic settings.

For the final word on the future of eye-tracking research and the study of learning 
processes, we cite the work of Van Gog and Scheiter (2010, p. 98) who assert: “With 
technological developments making eye tracking more accessible (i.e. not only 
making equipment more affordable, but also making it easier to gather and analyse 
data), we believe that different applications of eye tracking will continue to increase 
in our field to study learning processes and improve the design of instruction”.
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1  Context

Reading is arguably the most critical skill for life success. Australia, like other An-
glophone nations, has high proportions of children and adults with serious literacy 
weakness. It is common for up to 30 % of students at primary and secondary school 
to be experiencing significant reading weakness (Knight and Galletly 2011; Mas-
ters 2009; National Assessment Program Literacy and Numeracy (NAPLAN) 2010; 
Program for International Student Assessment (PISA) 2007, 2009).

In addition, almost half of all Australians over the age of 15 have literacy skills 
below a minimum level needed to manage the literacy requirements of a modern 
society (Australian Bureau of Statistics 2008).

Australian teachers are increasingly being held to account for their students’ lit-
eracy and numeracy progress through the NAPLAN. To improve their students’ 
literacy performance, teachers, schools, and educational systems have devised spe-
cific literacy teaching strategies and focussed these strategies toward improving 
NAPLAN scores. However, current strategies have not been informed by research 
about the interactive visual and cognitive mechanics and the processes of com-
prehension that students actively use as they complete the literacy comprehension 
component of the NAPLAN tests. The research presented here uses a new meth-
odology that focusses on the visual and cognitive mechanisms used by students 
when responding to comprehension tasks that require interpretive and critical level 
responses. This new research has the capacity to underpin comprehension strategies 
for teacher use.

“It [comprehension] remains the key longitudinal and developmental goal of 
all school reading instruction” (Luke et al. 2011, p. 151). The research revolves 
around capacity building for teachers with a very clear purpose of relevance for 
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students with literacy difficulties. Currently, there is insufficient knowledge of how 
the skills and processes that students use to comprehend language interact. To better 
understand the precise and deliberate role of students’ eye movements and emotions 
interacting with cognitive and metacognitive strategies in the processes involved in 
reading comprehension, the research will provide timely, reliable, and valid knowl-
edge on the interaction of students’ skills and processes required for successful 
comprehension. The outcomes will facilitate teachers and policy makers to plan 
and allocate resources to effectively assist students in achieving literacy outcomes.

2  Reading Comprehension

Reading comprehension is a complex cognitive process that engages both early 
literacy skills (including accurate word recognition, fluent access to word meaning, 
recognition of syntactic cues to sentence meaning) and sophisticated literacy (au-
tomatic and self-regulating) level processing of information (Knight and Galletly 
2011). Sinatra and Pintrich (2003) describe the change that occurs as the “goal-
directed and conscious initiation and regulation of cognitive, metacognitive, and 
motivational processes to bring about a change in knowledge” (p. 6). The reader 
makes inferences and creates connections between the text and the real world of 
their situated social and cultural practice so as to construct a mental representation 
and generate meaning from the ideas presented in the text (Kintsch 1998; Knight 
and Galletly 2011; Luke et al. 2011; McNamara and Magliano 2009; Snow 2010). 
During such cognitively demanding tasks, other factors that need to be considered 
in any analysis include the role of reader emotions, the nature of the task being un-
dertaken and their motivation for completing the task.

Reading, thus, involves deciphering, comprehending and evaluating written 
texts to engage with the message it communicates. Gough and Tunmer’s (1986) 
Component Model of Reading proposes that reading comprehension starts from 
two essentials which follow developmental patterns of attainment: Reading Accu-
racy (the recognition or pronunciation of the spoken words corresponding to written 
words including decoding and word recognition) and Language Comprehension, 
which comprises thinking and reasoning skills as well as vocabulary and literal and 
inferential comprehension.

The Component Model of Reading supports research evidence as to the nature 
and operation of cognitive and linguistic processes in reading and is embedded 
within the sociocultural milieu that typifies readers’ lives. It acknowledges that re-
search has shown that the fundamentals of word recognition processes and of lan-
guage comprehension processes are different.

Although the Component Model of Reading describes the elements of reading 
comprehension, it does not consider how the processes operate and interact when 
students formatively appraise a text during comprehension. To consider how the 
processes interrelate, we focus on the Construction–Integration (CI) Model (Kintsch 
1998) of comprehension.
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The CI Model (Kintsch 1998) argues that discourse comprehension consists of a 
construction phase (a propositional network is constructed) and an integration phase 
where the network is integrated into the reader’s memory to make inferences (prop-
ositions) that promote understanding. The CI Model assumes that multiple levels 
of memory representations (surface code using decoding and syntax cues, propo-
sition base, and mental models to integrate information) are generated as part of 
the comprehension process (Graesser 2007). As inferences can be tracked through 
eye-tracking data where gaze patterns illustrate the processes used by readers to 
comprehend text and answer questions, this research will investigate the mechanics 
of the processes involved in reading comprehension.

3  Eye Movements During Reading

The fovea is the only part of the retina that is useful for reading, with visual accu-
racy being most favourable at the centre and decreasing toward the edge (Rayner 
2009). The eyes move in small steps (saccades), with the perceptual abilities of the 
eyes dependent on the number of letters in a word. As gaze advances by only ap-
proximately seven to nine letters (Rayner 1998), individuals consciously process 
only a very small subset of the visual inputs. The eyes shift around with the outcome 
that “reading is nothing but the word-by-word mental restitution of a text through 
a series of snapshots” (Dehaene 2009, p. 17). Dehaene proposes the brain does not 
stop at a single-letter level but rather the visual system automatically regroups let-
ters into higher-level graphemes, which are in turn automatically regrouped into 
syllables and whole words, suggesting that multiple levels of analysis coexist as 
meaningful reading and comprehension occurs.

Eye-tracking methodologies enable researchers to track a reader’s eye move-
ments, as well as their fixations as a text is read (Rayner 1998). Saccadic move-
ments between sentences and fixation times provide insights into comprehension 
activity. Where a reader directs their attention is revealed by saccadic movements, 
how much attention is allocated is revealed by fixations, while regressions can indi-
cate comprehension difficulties (Mikkila-Erdmann et al. 2008).

4  Eye-Tracker Literature

Reading then is a complicated process during which readers must control their eye 
movements to accommodate incoming printed information. Research has estab-
lished that an interaction occurs between the text and the reader (Kintish 1988) and 
that language factors such as word frequency, text difficulty and the reader’s back-
ground knowledge influence eye-movement patterns during reading (Rayner 2009). 
When reading complex English orthography (the range and irregularity of the spell-
ing patterns used in English words), most students in English-speaking countries 
take several years to become proficient readers, and at least 6 years to reach adult 
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proficiency, in comparison to readers from other countries which have a transparent 
orthography (Aro 2004; Knight and Galletly 2011).

Decades of reading studies using eye-tracking methodologies have focussed on 
experimental research. The narrow dimension of this research has led to an emphasis 
on the micro-aspects of reading individual words and phrases. Research on eye-move-
ment control has reported that readers of alphabetic writing systems tend to fixate lon-
ger when a word appears less frequently (White 2008); with readers’ eye movements 
also affected by word type (Carpenter and Just 1983); and word predictability (Frisson 
et al. 2005). Fixation time on a word can also be influenced by variables such as pho-
nological properties (Ashby 2006) and word familiarity (Williams and Morris 2004).

As students gain reading accuracy skills and become proficient readers, their 
eye-movement behaviours undergo substantial changes. McConkie et al. (1991), 
for example, reported that the average fixation duration decreased from first grade 
to fifth grade, whilst the mean saccade length increased over the same period. It has 
also been reported that the number of fixations per word decreases continuously as 
well as a reduction in regression rates and an increase of word skipping as reading 
skills improve (Kaakinen et al. 2003).

Most studies have focussed on individual aspects of the reading components, 
rather than how students coordinate the mechanics to creating meaning. Some re-
cent research has established that how much is processed during reading varies as 
a function of the skills of the reader, the difficulty of the text, and the purpose of 
the task (Rayner 2009). For example, the amount of preview benefit readers obtain 
(leading to fluency and comprehension) whilst engaged in the reading process var-
ies as a function of the difficulty of the fixated word. If the fixated word is difficult 
to process, readers get little or no preview benefit from the word to the right of fixa-
tion (White et al. 2005). Most competition between words is solved automatically 
and unconsciously by skilled readers, while in some cases only the context permits 
understanding and/or pronunciation.

5  Methodology

The research explored skilled and weak readers’ eye-movement patterns as they 
completed NAPLAN reading passages and answered comprehension questions that 
all students in Australian schools complete a number of times during their school life.

5.1  Aims

The research was designed to map the eye-movement behaviour of students, with 
data on the following variables being analysed:

1. What is happening when reading the text
2. Rereading habits
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3. What students read first
4. Structure of reading scan
5. Collect data on students’ emotions as they complete the tasks

5.2  Sample

Fifteen students in year 7 (aged 12–13) from a regional primary school in Queensland 
were involved in the study. Seven students were regarded as skilled readers (top 
achievement band) and eight were weak readers (bottom achievement band) based 
on their scores in the Australian NAPLAN test completed 2 years earlier. School 
tests and current teacher ratings supported the grouping of students into the skilled 
and weak reader categories.

5.3  Instrument

The NAPLAN tests assess skills in literacy and numeracy developed over time 
through the school curriculum. Knowledge and interpretation of language con-
ventions in context are drawn upon in many reading comprehension questions. 
NAPLAN can involve students making decisions under complex, ambiguous 
constraints where the text presents a high load of information which needs to be 
continually processed and filtered. In year 7, reading texts usually includes a wide 
range of genres that may use scientific vocabulary and varied sentence structures 
requiring readers to understand the meaning of words as well as interpret the inten-
tion of a narrator, the motivation of a character, and an author’s viewpoint.

The NAPLAN comprehension questions are designed such that students are re-
quired to use inferential and critical analysis skills to successfully complete the 
questions. In the experimental situation, students were provided with an online 
magazine test format that contained a range of texts that illustrated different writing 
styles. Students read the texts provided and then chose an answer from comprehen-
sion questions, which contained four alternative responses.

5.4  Apparatus

Eye movements are directly observable. Previously, the structure of experimental 
studies, together with unsophisticated eye tracker technology, has precluded study-
ing the interactivity between eye movement and information processing patterns.

Sophisticated eye tracking is particularly useful to this study as it can provide 
direct, online, sensitive, and non-invasive indexes of processing. User experience 
(UX) research methodologies generate ways of collecting student strategy data us-
ing Tobii eye tracker hardware and software, with the allocations of gaze during an 
activity monitored and quantified. Saccades and fixations during the task provide 
information about the interactive processes occurring during the task.
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6  Results

Early results show that skilled readers had increased reading times in comparison to 
weak readers. Early data report that skilled readers scanned continuously and con-
sistently from the comprehension questions to the text, suggesting that when skilled 
readers come to what they believe to be a critical part of a text that aligns with an-
swering comprehension questions, they return to previous sections of the text in an 
attempt to resolve any ambiguity that may have arisen from the text.

Figure 1 displays heat maps produced for a skilled and a weak reader on one of 
the tasks. In the heat map of the skilled reader, the map shows that the student has 
scanned the whole text on cockroaches (with paragraph 3 being the most intense) 
and also shows comprehensive reading of the comprehension questions. This stu-
dent’s reading behaviours included comprehensive scanning of the whole text to 
begin with and an alignment between comprehension questions and sections of the 
text. The most concentrated attention displayed in the heat map is looking at the 
alternative responses to answer the comprehension questions.

In contrast, the heat map of the weak reader as displayed in Fig. 1 is quite differ-
ent. Neither the whole passage nor all of the alternative responses to the comprehen-
sion questions have been read. Most intensity is focussed on the early paragraphs 
and alternative responses in the comprehension questions. The reading behaviour of 
the individual suggested that the reading level was too difficult and the student “gave 
up”. Other reading behaviours of the student included only linear reading left to right 
and top to bottom, no scanning of the whole text, and a focus on individual words.

7  Discussion

The early results have been used to develop an appreciation of the interactive pro-
cesses of how learners “prime” text elements to gain an understanding of text and 
answer comprehension questions. These preliminary investigations of skilled and 
weak readers have been used to formulate a model which attempts to understand the 
mechanics used by students to comprehend text.

7.1  Mechanics of Reading

From our initial early research, we have conceptualised a framework for under-
standing how students interrogate text by measuring the components that represent 
the mechanics of reading comprehension. Underpinning the model are theories of 
the Component Model of Reading and the construction/integration model of com-
prehension discussed earlier.
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Fig. 1  Heat maps of a skilled and weak reader
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Figure 2 represents a diagrammatic representation that aims to scope reading 
comprehension by using a number of constructs that constitute comprehension pro-
cesses needed for interpretive, critical, and creative levels of comprehension. At-
tention network theory (Posner and Petersen 1990) offered a theoretical framework 
to clarify the attentional processes that occur during a task. Posner and Petersen 
propose that there are three specific functionally and anatomically distinct atten-
tional networks that learners use, and we have integrated them into the model by 
hypothesizing that readers’ cognitive processes operate in the attention networks 
which act as mechanisms to comprehend text. Firstly, at the macro-level, an orient-
ing attention network (Posner and Peterson 1990) operates when readers orient to 
the task by using structural scanning (headings and illustrations), location scanning 
(entire page and questions), and alignment scanning (interaction of questions and 
text that is operationalised by an individual in different texts and different formats). 
At the executive attention network level (Posner and Peterson 1990), micro-level 
mechanics are used by readers to decipher the text and guide purposeful reading. 
As this transpires, readers also actively coordinate comprehension questions and 
distracters by scanning (and re-scanning) and reading (and rereading) searching for 
alignment and confirmation of responses to the text. Posner and Peterson (1990) 
categorise this practice as functioning in an alerting attention network.

8  Conclusion

This research has demonstrated the usefulness of eye-tracking methodology in fo-
cussing on the visual and cognitive mechanisms used by students when responding 
to comprehension tasks. The results have been informally shared with practitioners 
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who have supported the findings as relating to some existing teaching strategies and 
practices aimed at improving students’ comprehension skills.

The model emerging from the research appears to provide early, reliable, and 
valid knowledge on the interaction of students’ skills and processes required for 
successful comprehension. We acknowledge that more work is needed to enhance 
and refine the model and look forward to a large-scale study to test students’ read-
ing behaviours as they respond to comprehension tasks. It is anticipated that the 
outcomes will enable teachers and policy makers to plan and allocate resources to 
effectively assist students in achieving literacy outcomes.
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1  Introduction to Clinical Practice Context

Nurses operate in dynamic health-care environments. They are often in positions 
where they are required to undertake rapid diagnosis, provide emergency health-
care responses and make instant risk assessments. Often, these activities occur in 
real-time, high-risk health-care environments and emergency situations in condi-
tions that can be characterised as time pressured, complex and ambiguous.

Nurses need to have high levels of understanding of a range of diagnostic pa-
tient information, presented in multiple visual formats such as X-ray, electrocardio-
graph (ECG) and other common diagnostic data presented in specialised diagnostic 
formats. Analysing ECGs and interpreting their diagnostic information is a highly 
complex cognitive activity. Significant amounts of physiological data, displayed in 
ECGs, have to be processed, understood and analysed from complex stimuli, even 
if these stimuli are presented in static format.

Examining an ECG visual display with a view to understanding the meanings 
represented in the display is a precursor to correctly interpreting the display and 
providing an accurate diagnosis of the medical condition presented in the ECG 
visual display. Nurse education, both in university and field-placement contexts, 
places high priority on understanding and applying the meaning of diagnostic in-
formation conveyed in visual display formats. Understanding the condition of pa-
tients revealed by such displays is a critical factor in determining patient outcomes. 
A promising feature of eye-tracking technologies and methodologies investigating 
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cognitive processes in diagnostic situations is to examine eye movements as nursing 
students analyse the information provided in real visual displays.

2  Conceptual Background: Understanding Complex 
Visual Displays

Eye-tracking methodologies provide a method for analysing the way that clinicians 
view, attend to and process complex visual displays. Gaze plot analysis provides 
a way of analysing how clinicians direct their view of complex visual displays, 
such as diagrams, charts, and representations, and their features. Gaze plot analysis 
allows researchers to understand the sequence of clinicians’ visual search, their at-
tention to components in the visual field and the way that an individual clinician’s 
attention is structured. Such aspects of the visual field may then provide a platform 
for cognitive processing and understanding.

Research on visual attention has explored the processes that determine feature 
and object selection in the visual field. Current models of visual selection propose 
that attention is guided by two ‘attentional’ systems in the guided visual salience 
model developed by Wolfe (1994). This guided visual search model proposes that 
a ‘bottom-up’ visual saliency system guides visual attention to salient regions with 
high feature contrast, and that a ‘top-down’ feature-specific visual system based on 
prior learning and experience (of the visual and cognitive) targets certain features 
and seeks them out (Folk et al. 1992). In the model proposed by Wolfe (1994) and 
Navalpakkam and Itti (2007), information from these different ‘attentional’ systems 
interacts and is combined to guide attention, the precursor of focus, concentration 
and the building block of interpretation.

Clinical understanding requires more than attention to components in the visual 
field. Attention represents the initial step in making sense of complex displays that 
contain critical clinical information important in patient care. For nurses at different 
stages of their career, viewing complex diagnostic displays such as ECG and X-ray 
results, identifying the important features of these displays and interpreting their 
meaning in the context of patient care can be qualitatively different. This research 
seeks to analyse these differences using eye-tracking research methodologies. The 
research will explore the different ways that nurses at different stages of their learn-
ing journey attend to complex visual displays.

3  Novice and Expert Gaze Models Applied to Reading 
Complex Visual Displays

Smul et al. (2009) have proposed a novice expert eye gaze model. This model draws 
on the visual-salience approach developed by Wolfe (1994). In this model novice 
gaze patterns are determined by the saliency features of the visual field, termed 
bottom-up influences, because they reflect the visual field. Novice gaze patterns 
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are believed to reflect the ‘visual salience of the stimuli’, such as its visual feature 
or saliency that draws the attention of the viewer. In contrast, experts’ gaze patterns 
are dominated by top-down influences that determine the entire structure of gaze 
patterns. These top-down influences comprise three prior knowledge structures that 
determine gaze patterns and gaze pattern structures. These structures include:

a. Experience of the visual stimuli which influence gaze as a result of prior learning
b. Viewers’ knowledge of the domain which affects the target of the gaze that exists 

in wider chunks of information
c. Specific goals of viewing as experts focus their gaze on identifiable components 

of what they are viewing (in sharp contrast to novices)

Pattern recognition based on experience, domain knowledge and vision goals con-
tribute to wide differences in the gaze patterns of novices and experts.

In relation to the impact of bottom-up novice gaze models, Maljovic and Na-
kayama (1994, 1996) have suggested that in ‘pop-out search’ visual saliency, search 
is fostered when the target repeats. Maljovic and Nakayama (1994), supported by 
Becker (2008), also proposed a priming effect. In this proposal, ‘attentional biases’ 
to select previous target features create a bottom-up or automatic target search for 
pop-out features that is unaffected by knowledge about the upcoming target (Becker 
2008a). ‘Pop out does not occur automatically, but depends on repeating the target 
feature value.’ This approach has significant implications for exploring how novice 
and expert nurses view ECGs because all ECG displays have some familiar features 
that provide repeated pop-out effects.

Becker, in a number of publications (2008, 2009, 2011), has developed a prim-
ing theory that proposes that bottom-up and top-down influences are, in part, due 
to priming with repeated pop-out effects guiding top-down visual input that feature 
specific visual effects.

Eye-tracking methodologies provide an opportunity to interpret cognitive pro-
cesses by analysing eye gaze data.

4  The Research and Study Design

4.1  Description of Study Design

The research used an exploratory design in which participants were asked to view 
four different 12-lead ECGs. After entering demographic data, the participants were 
asked to view the four different ECGs at their own pace and answer multiple-choice 
questions on the medical condition that each ECG and their associated rhythm strips 
represented.

Each of the four different 12-lead ECGs represented different cardiac conditions. 
The 12-lead ECG is a critical diagnostic tool for all clinicians to understand and in-
terpret. They form the basis for appropriate cardiac treatment. Each ECG contained 
a different diagnostic situation that was presented to the participants.
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The different ECGs and the associated cardiac conditions they represented were:

1. First-degree atrioventricular (AV) block: This ECG portrayed a delay in the 
heart’s electrical conduction. This delay in electrical conduction can progress into 
further electrical conduction issues and cause rhythm disturbances of the heart.

2. Normal sinus rhythm: This ECG represented the normal rhythm of a heart.
3. Anterior myocardial infarction: This ECG represented muscle (myocardial) 

damage to the anterior aspect of the heart. In this condition, a coronary artery has 
become occluded. This condition can cause life-threatening cardiac arrhythmia.

4. Inferior myocardial infarction: This ECG represented myocardial damage to 
the inferior aspect of the heart. In this condition, a coronary artery has become 
occluded. This condition can cause life-threatening cardiac arrhythmia.

These ECGs were sourced from freely accessible images on the Internet and their 
veracity and suitability for inclusion in the study were assessed by the principal in-
vestigator who has postgraduate qualifications in critical care nursing and 15 years 
experience in ECG interpretation. The tracings included standard ECGs encoun-
tered in clinical practice.

Two types of ECGs were selected for this research. The first described above as 
(1) and (2) contained diagnostic information that can be evidenced in all 12 leads 
across the ECG. As these ECGs represent normal rhythm (2) and a rhythm distur-
bance (1), the diagnosis will conventionally be made using the lead (Ld) II rhythm 
strip that runs across the width of the ECG and the bottom of the page.

The second type of ECGs used were those with diagnostic criteria found in a 
specific set of leads. As these ECGs represent damage to a specific area of the 
heart myocardium, the diagnosis is made through attention to the specific leads that 
reflect electrical activity of the affected part of the myocardium. However, there is 
also a requirement to view the Ld II rhythm strip to determine any rhythm distur-
bance associated with the myocardial damage.

4.2  Data Collection Method

Participants’ eye movements were recorded on a Tobii 120 eye tracker, and the data 
were collected and analysed using Tobii Studio software. The Tobii 120 tracks eye 
movements at a resolution of 1,280 pixels at a controller refresh rate of 60–75 Hz. 
The Tobii 120 eye tracker allows 15 ° of head movement 60 cm from the screen 
and tracks corneal movements to identify gaze focus, fixation and saccade at 15 ms.

4.3  Procedure

Each participant was tested individually. The sequence of the test was:

a. Introduction to the nature of the test
b. Calibration of the Tobii 120 to the participant’s gaze (eight participants wore 

glasses)
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c. Testing which included demographic data questions built into the gaze test using 
Tobii Studio software

d. Gaze testing on 4-, 12-lead ECGs with a multiple-choice question for each ECG
e. Participants viewing their own gaze plots captured by the Tobii 120 Studio soft-

ware and hardware

The study was conducted in Queensland between April and July 2011 at Central 
Queensland University, Noosa Campus.

4.4  Participant Sample

The 49 participants comprised three distinct groups:

• Twenty-two undergraduate nursing students recently enrolled in first year of the 
Bachelor of Nursing (BN). These were students with no prior nursing experien-
ces or study of nursing. These students participated in the study while attending 
first-year BN study units. These units did not include ECG knowledge or skills.

• Eighteen pre-service nursing students in the final year of their 3-year BN degree. 
During the BN, these students undertook significant learning experience in ECG 
recognition, understanding and diagnostics. This included course components 
focussed on learning to read and interpret ECGs and clinical field experiences 
that may have included knowledge and skills in interpreting ECGs. In total, the 
third-year cohort had received information about ECG across three terms with 
the final unit of study, Critical Care Nursing, having a module on ECG interpre-
tation including the normal ECG, ST segment elevation in infarction and Ld II 
rhythm strip interpretation.

• Nine expert nurses, clinicians with extensive nursing training and experience, 
who were employed in clinical settings in areas of nursing requiring continual 
analysis of ECG data such as intensive care and emergency departments. The ex-
perienced clinicians had training similar to the year 3 (Y3) cohort at an undergra-
duate level, clinical experience, and possibly postgraduate education including 
ECG interpretation.

5  Data Analysis

Interpretation of an ECG is a critical component for the accurate diagnosis of cardi-
ac disorders, both disorders of rhythm and disorders associated with a reduction or 
cessation of blood flow to areas of the heart muscle (O’Brien et al. 2009). As noted 
previously, the ECGs selected for this study comprised two different kinds: those 
with diagnostic criteria found in a specific set of leads and those with diagnostic 
criteria that can be evidenced in all leads across the ECG.

The ECGs with diagnostic criteria in a specific set of leads demonstrated an 
inferior infarction (cell death) pattern (No. 4) and an anterior infarction pattern 
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(No. 3). The ECGs where the diagnostic criteria can be found in any lead are sinus 
rhythm (normal health rhythm; No. 2) and first-degree AV block (delayed conduc-
tion through the top chambers of the heart; No. 1).

The analysis proceeded in the following way:
Step 1—Gaze plot exploration. A range of gaze plots from participants from each 

cohort (novice, third-year BN and experienced clinicians) was examined to ascertain 
the sequence of gaze plots and the areas of highest frequency and visual attention.

Step 2—Area-of-interest analysis was undertaken. For each ECG, an area of in-
terest (AOI) was selected that contained the critical diagnostic information. This 
AOI was different for each ECG.

Step 3—Area-of-interest data were generated. AOI data were generated to com-
pare the three cohorts in relation to:

a. Time to first fixation on the AOI
b. First fixation duration
c. Fixation count
d. Visit duration

Step 4—Heat map analysis of AOI. A heat map analysis was undertaken to compare 
the three different groups in terms of the fixation count and frequency of visit to the 
critical area AOI within the entire ECG.

The following analyses of the data and the findings reflect the steps identified 
above.

6  Results from the ECGs with Diagnostic Criteria in 
Specific Leads

6.1  ECG 3—the Anterior Infarction ECG

6.1.1  Selection of AOI

The diagnostic criteria for an anterior infarction are the presence of Q-waves in 
leads V1–V4 and degrees of ST segment elevation in leads V1–V6. Therefore, the 
AOI was set in the leads demonstrating the most significant ST segment changes as-
sociated with the anterior infarction pattern on this ECG. V2 and V3 demonstrated 
high ST segment elevation and the development of Q-waves in V3.

6.1.2  Heat Map Analysis

The year 1 (Y1) heat map demonstrates a clustering of vision with the most intense 
gazes being V3, Ld II and the information on the bottom right-hand corner of the 
ECG that describes the electrical magnitude of the ECG. Another feature of this 
ECG is that the gaze plots are also generally associated with the changes of rhythm 



Comparing Novice and Expert Nurses in Analysing ... 303

pattern in the various segments of the ECG. The Y1 cohort paid little attention to 
Ld II for diagnosis of rhythm. This heat map demonstrates the novice identifying 
the abnormal and also identifying changing patterns and other prominent features 
within the ECG that result from the bottom-up effects of visual saliency.

The Y3 heat map shows a cluster of vision specifically at the most abnormal 
leads on the ECG, Lds II and aVL, which are not associated with the diagnostic cri-
teria for this ECG. They did however focus on the AOI to a lesser extent and dem-
onstrated observation of Ld II associated with diagnosis on rhythm. The Y3 cohort 
demonstrates an awareness of the importance of examining Ld II to determine the 

Fig. 1  Critical diagnosis elements of ECG 3

 

Fig. 2  Year 1 novice heat map anterior infarction
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underlying rhythm. This cohort notices the AOI for this ECG but appears distracted 
by the other non-diagnostic ECG changes in Ld II and aVL.

The experienced cohort has two distinct areas of visual activity. The first being the 
AOI, and the second being a protracted gaze along Ld II for assessment of the under-
lying rhythm. The other feature of this heat map is that the entire area of the ECG has 
been examined, with a focus on the inferolateral leads that show reciprocal changes 
that are important but not specifically diagnostic. This heat map reflects what would 
be expected, identification of the significant changes and a focus on them, an exami-
nation of the entire ECG and a focus on Ld II for assessment of underlying rhythm.

Fig. 3  Year 3 heat map anterior infarction

 

Fig. 4  Experienced clinician anterior infarction heat map
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6.1.3  Analysis of Time to First Duration, Fixation Count, Visit Duration

To build a working model of gaze structure and gaze pattern in each cohort, a com-
parison of time to first duration, fixation and visit duration for each cohort was 
undertaken using the Tobii 120 software package.

The AOI for this ECG encompassed the leads demonstrating the most significant 
ST segment changes associated with the anterior infarction pattern on this ECG. V2 
and V3 demonstrated high ST segment elevation and the development of Q-waves 
in V3.

The Y1 and experienced cohort identified the AOI fairly quickly (Y1 
mean = 2.25 s, Y3 = 3.07 s) while the Y3 group took double the time to fix on the 
AOI (6.23 s). Having identified the AOI, the experienced clinicians remained fixed 
on it for the first time for longer (0.31 s) compared to the Y1 (0.27 s) and Y3 cohort 
(0.29 s). The slightly longer first fix duration may indicate an awareness of signifi-
cance of the finding. This significance is supported by the fact that analysis of the 
fixation count, the number of times participants fixated on the AOI, demonstrates 
that the Y1 and Y3 groups went back to the AOI less than half the time of the ex-
perienced group, with the Y3 group revisiting the AOI less than the other groups 
(Y1 = 15 times, Y3 = 11 times and Exp = 30.57 times). This trend is also evident in 
the total visit duration to the AOI. As well as revisiting the AOI less, the Y3 cohort 
spent less time observing the AOI (3.39 s) compared to the Y1 cohort (4.63s). The 
experienced clinician cohort spent more than double the amount of time examining 
the AOI (9.13 s).

These findings show that the Y1 cohort and the experienced cohort see the 
AOI in about the same amount of time, possibly because the Y1 cohort respond 
to the visual salience pop out as they see the changes in rhythm and the amplitude 
information as being different. They spend about the same amount of time look-
ing at the AOI in the first instance as the other cohorts, revisit and observe the 
AOI slightly more than the Y3 cohort but significantly less than the experienced 
group.

The Y3 cohort take more than double the amount of time to identify the AOI than 
the other groups. The Y3 cohort spend about the same gaze time viewing the AOI 
but exhibit less visit duration, for less time than the other cohorts—this indicates 
they are not aware of the significance of the changes in the AOI. This finding is 
surprising as the Y3 cohort have completed three consecutive terms of study that 
includes instruction on ECG interpretation.

The experienced cohort identify the AOI relatively quickly and while they do 
remain fixed on the AOI only slightly longer than the other cohorts, they revisit it 
and spend longer looking at it than the other groups. This finding would indicate 
an awareness of the significance of the AOI and possibly demonstrates the cogni-
tive processing required of diagnosis. The Y1 and Y3 cohort both demonstrate a 
lack of understanding of the significance of data in the AOI and suggest that there 
has been no net gain in knowledge from the ECG instruction received by the Y3 
cohort.



M. Broadbent et al.306

6.2  ECG 4: the Inferior Infarction ECG

6.2.1  Selection of AOI

The diagnostic criteria for an inferior infarction are the presence of Q-waves in Ld 
II, III and AVF and degrees of ST segment elevation in the same leads. Therefore, 
the AOI was set in those leads on this ECG.

6.2.2  Heat Map Analysis

The Y1 heat map indicates widespread viewing over the entire surface of the ECG. 
The areas of most and longest viewing duration were related to non-clinical informa-
tion. This includes superfluous material on the tracing such as the letters aVF, V3, 
V2 and AVL and information that relates to the speed the ECG was recorded at and 
the voltage associated with rhythm amplitude. The viewing of clinically significant 
information is varied across the ECG and similar time is spent on the AOI as is spent 
on ECG changes across the entire ECG, including V1–V6 where there are both clini-
cally significant changes and changes associated with the tracing of the ECG. The 
concentration on the extraneous information represents the visual saliency of pop out.

The Y3 heat map demonstrates a more ordered approach to viewing with clusters 
of activity in the AOI and above and below it. While the Y3 cohort focussed on 
the clinically significant components (ST segments), there was an equal amount of 
interest in the labels of the ECG components II, III, aVF suggesting students may 
have been drawing a correlation between the leads and the changes within them. 
This phenomenon is also observed in Ld I and on the rhythm strip across the bottom 

Fig. 5  Critical diagnosis elements of ECG 4
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of the ECG where their attention is also drawn to the information on the ECG that 
relates to the speed the ECG was recorded at and the voltage associated with rhythm 
amplitude as were the Y1 group. The Y3 cohort spent very little time viewing V1–
V6 where evidence of other significant ECG changes are obvious.

The heat map of the experienced clinician cohort demonstrates prolonged viewing 
across the ECG. There is a concentration of activity in the AOI, which includes time 

Fig. 6  Year 1 cohort heat map

 

Fig. 7  Year 3 cohort heat map
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spent viewing the lettering identifying the leads. There is also a significant amount of 
time focussed on the other clinically significant information in leads V1–V6 and Ld 
I, aVL. This finding may suggest that the experienced clinicians are as interested in 
the non-significant information, including the wandering tracing in V6, as they are in 
the AOI that contains the diagnostic leads for this ECG. Of note is the greater obser-
vation of Ld II rhythm strip by the experienced cohort than the Y1 and Y3 cohorts. 
The experienced clinicians examined the entire length of the tracing. This heat map 
clearly shows the experienced clinicians observing both the area of the P–R interval, 
essential for determining the underlying rhythm and the ST segment elevation pres-
ent as part of the inferior infarction. The experienced cohort place as much emphasis 
on the diagnostic AOI as they do to the other non-diagnostic, but significant, changes 
on this ECG that must be examined in order to correctly understand the ECG.

6.2.3  Analysis of Time to First Duration, Fixation Count, Visit Duration

The Y1 and experienced cohorts first viewed the AOI in much the same time 
(Y1 = 1.75 s, Exp = 1.82 s). However, the Y3 cohort viewed the AOI first but viewed 
the AOI in shorter periods of time—1.11 s. All three groups viewed the AOI for 
about the same amount of time on the first view (Y1 = 0.23 s, Y3 = 0.22 s, Exp 
0.27 s). Similar to the results of the previous ECG, the experienced cohort viewed 
the AOI a larger number of times, 17.33, compared to the Y1 and Y3 cohorts, 11.88 
and 12.35 times, respectively. Again, the experienced cohort spent longer viewing 
the AOI (5.09 s) compared to the Y1 cohort (3.90 s) and the Y3 cohort (3.90 s). This 
result may signify the experienced cohort recognising the significance of the AOI 
and focussing on these features of the AOI to confirm the diagnosis.

Fig. 8  Experienced clinician heat map
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7  Results from the ECGs with Diagnostic Criteria that 
can be Evidenced in All Leads Across the ECG

7.1  ECG: the Normal Sinus Rhythm ECG 2

7.1.1  Selection of AOI

The normal ECG is characterised by the complete lack of any abnormalities. Due 
to the highly complex nature of ECGs, and the ability to determine sinus rhythm in 
any part of the ECG, the AOI was set across the first half of the Ld II rhythm strip. 
This is the rhythm strip that is used to determine underlying rhythm in the absence 
of any abnormalities.

Fig. 9  Area of interest (AOI) of sinus rhythm strip

 

Fig. 10  Year 1 cohort map
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7.1.2  Heat Map Analysis

The Y1 cohort heat map demonstrates widespread viewing of all elements of the 
ECG including the data along the bottom of the page indicating the speed, voltage 
and other technical information about the ECG. Prolonged visualisations are found 
across the ECG where the changes in the lead, and therefore the rhythm, are evident. 
This demonstrates the pop-out effect—where patterns are repeated. There is scant 
visual activity in the Ld II rhythm strip.

The Y3 heat map shows visual activity predominantly across the first half of the 
ECG and in the Ld II rhythm strip. There is a focus on leads II and aVL.

By contrast, the experienced cohort demonstrate widespread viewing of the ECG 
with a focus on Ld II and aVF, as did the Y3 cohort, yet the reason for this is un-
certain. The two important features of this ECG are that there is extensive viewing 
of the Ld II rhythm strip, particularly in the first half where the main visualisation 
has occurred, and there are areas of extended gaze over the T-waves in V1, V2 and 
V3. This is likely due to the unusual elevation of the T-waves indicating that the 
experienced cohort is viewing these to rule out abnormalities.

The similar pattern of viewing between the Y3 cohort and the experienced cohort 
suggests the Y3 cohort is familiar with the importance of the Ld II rhythm strip.

7.1.3  Analysis of Time to First Duration, Fixation Count, Visit Duration

The Y1 cohort took more than twice as long (8.49 s) as the experienced cohort 
(3.66 s) and nearly twice as long as the third-year cohort (4.88 s) to view the AOI. 
All three groups viewed the AOI for about the same amount of time (Y1 and 
Y3 = 0.27 s, Exp = 0.3 s). The Y3 and experienced cohort viewed the AOI a simi-
lar number of times (Y3 = 8.22, Exp = 9.33) compared to the Y1 cohort who only 
viewed the AOI 4.86 times. Similarly, the Y3 and experienced cohorts spent longer 

Fig. 11  Year 3 cohort heat map
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viewing the AOI (Y3 = 0.95 s, Exp = 1.20 s) than the Y1 cohort (0.53 s). These data 
reinforce what has been determined for the heat map that the Y1 cohort are not 
aware of the importance of Ld II and while the Y3 cohort are, but that they are not 
viewing it for as long or as repeatedly as the experienced cohort. This finding has 
significant implications for instruction and education in relation to developing ECG 
clinical knowledge and skills.

7.2  ECG—the First-Degree AV Block ECG 1

7.2.1  Selection of AOI

This ECG is very similar to the normal sinus rhythm ECG in that diagnosis can 
be made in any lead; however, the focus should be on the Ld II rhythm strip. The 
 diagnostic criterion for this ECG is a prolonged P–R interval. Therefore, the AOI 
was set across the first half of the Ld II rhythm strip.

Fig. 12  Experienced clinician cohort heat map

 

Fig. 13  Area of interest (AOI) of the first-degree AV block
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7.2.2  Heat Map Analysis

Similar to the sinus rhythm ECG, the Y1 cohort heat map demonstrates prolonged 
visualisations across the ECG where the lead, and therefore the rhythm, changes. In 
particular, the Y1 cohort visualise the lettering at these points. This finding suggests 

Fig. 14  Year 1 cohort heat map

 

Fig. 15  Year 3 cohort heat map
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that the students are responding to visually salient aspects of the ECG display. There 
is little visual activity and focus in the critical Ld II rhythm strip.

There are similarities between the Y3 heat map for this ECG and the sinus rhythm 
ECG in that the visualisations are predominant across the first half of the ECG; 
particular attention is paid to Ld I and aVL and the Ld II rhythm strip is visualised.

The experienced cohort visualise the entire ECG. There are areas of visual con-
centration over the inverted T-waves in aVR. Again, the experienced cohort visualise 
the Ld II rhythm strip as would be expected. Of note are the prolonged visualisations 
over the extended P–R interval, i.e. the gaze is to the left of the R-wave, whereas 
in the Y3 cohort the gaze is to the right of the R-wave suggesting that while the Y3 
cohort have examined the Ld II rhythm strip they are not aware of the abnormalities.

7.2.3  Analysis of Time to First Duration, Fixation Count, Visit Duration

The Y1 cohort took 16.41 s to first visualise the AOI, Y3 9.49 s and the experienced 
cohort 11.32 s. Having visualised the AOI, the experienced cohort observed the 
AOI for 0.62 s compared to the Y3 and Y1 cohorts who visualised the AOI for less 
than half that time (Y3 = 0.37 s, Y1 = 0.29 s). The Y3 and experienced cohort return 
to the AOI repeatedly (Y3 = 3.30, exp = 4.67 times) while the Y1 cohort only revisit 
the AOI 1.64 times. The overall time spent at the AOI is 1.49 s by the experienced 
cohort compared to 0.65 s by the Y1 cohort and 0.34 s by the Y3 cohort.

Fig. 16  Experienced clinician cohort

 



M. Broadbent et al.314

8  Discussion

The results of this study provide an interesting perspective on cognitive processes 
that occur in reading ECG tracings. There are clear distinctions between the way 
in which year 1, year 3 students and experienced nurses approach the identification 
and assessment of AOIs on ECGs. While it is clear that the Y1 and Y3 cohorts do 
not appreciate the significance of abnormalities in the ECG, what is surprising is 
that the Y3 cohort do not appear to have advanced in their ability to interpret ECGs 
in spite of three terms of study that include ECG interpretation. The data from these 
ECGs indicate that the Y3 cohort are aware of the importance of Ld II rhythm strip 
but they do not revisit this as frequently or focus on it as long as the experienced 
cohort. This is seen across all the AOIs suggesting that the experienced cohort will 
dwell on areas of significance in order to decipher and recognise the important data 
on the ECG. Wolfe (1994) suggests that ‘bottom-up’ gaze models use high feature 
contrast regions as a point of interest. Consistent with Smut et al.’s (2009) asser-
tion that such a gaze pattern is usually employed by novices, Y1 participants in this 
study tended to be attracted to extraneous data on the ECG, such as letters or num-
bers, or areas where there is a distinctive pattern, such as where lead changes occur.

While the experienced cohort do not necessarily visualise the AOIs in more or 
less time, they do focus on them for longer periods and return to them more fre-
quently than the other groups. This would be consistent with them having the knowl-
edge to identify abnormalities and also the need to focus on these abnormalities to 
confirm details important for interpreting the diagnostic information provided. The 
experienced cohort, therefore, tend to target specific visual effects, suggesting a 
‘top-down’ gaze model characteristic of experts (Wolfe 1994; Smut et al. 2009).

The Y3 cohort appear to be aware of the significance of viewing the Ld II rhythm 
strip yet are not aware of the clinical significance of the information there as evi-
denced by the findings of the first-degree AV block ECG. This outcome is reflected 
throughout the findings where the Y3 cohort appear to know what they need to 
find but are unsure of what the finding indicates. There is evidence, therefore, of 
‘attentional biases’ (Maljovic and Nakayama 1994) in this cohort. Consistent with 
Becker’s (2008) priming theory, third-year students appear to be primed by expo-
sure to ‘pop-out’ features, possibly as a result of instruction on ECG interpretation, 
that enable identification of specific visual effects, yet they are unable to interpret 
their significance. It is evident that the Y3 cohort fall between novice and expert and 
behave accordingly in combining characteristics of both top-down and bottom-up 
systems of viewing the ECG tracing.

The findings of this study have implications for nursing practice, education and 
research, specifically in the design of instruction in reading complex diagnostic 
displays.
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1  Introduction

In the higher education setting, and more particularly higher education e-learning 
settings; students are increasingly required to manage their own learning. This 
 management process incorporates self-regulatory skills. Students’ skills include 
activating prior knowledge, setting goals, creating networks of support, seeking 
scaffolding, responding to feedback, reflecting, and creating an awareness of their 
own personal learning.

The need to examine and understand the processes in the development of self-
regulation in higher education settings is essential primarily because self-regula-
tion is critical to student learning. Significant theoretical research has focussed on 
self-regulated learning. However little is known about how higher education stu-
dents develop and refine self-regulated learning strategies and behaviours in the 
e-learning context over time. Students’ actual behaviors and the motivations that 
influence those behaviors are key elements in terms of understanding how students 
navigate their course work and how students self-manage/regulate learning in the 
online  setting.

2  Self-Regulated Learning

Defining self-regulated learning (SRL) is not as clear as one would expect as differ-
ent theorists have developed the concept within the context of varying epistemolo-
gies. For example, according to Furberg & Ludvigsen socio-cultural analysis seeks 
to understand learning as a process that is embedded in and interdependent on com-
plex social and cultural contexts (2008). Also, socio-cultural approaches to explain-
ing learning emphasize social, cultural, institutional and historical  interaction as 
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being critical for the way human thinking develops and learning occurs (Vygotsky, 
1978). 

SRL refers to the setting of goals and planning one’s own learning by monitoring 
and refining learning strategies until the achievement of the goals. A commonly ac-
cepted socio-cognitive definition has been proposed by Azevedo, Johnson, Chaunc-
ey, & Burkett (2010) who suggest SRL is an active, constructive process whereby 
learners set meaningful learning goals and monitor and control their cognitive and 
metacognitive processes in the service of those goals. However, from the socio-
cultural perspective, McCaslin and Burross offer a definition with a wider scope 
involving cultural tools and elements. McCaslin and Burross (2011) consider adap-
tive learning to be more representative of the self/social relationship. They argue a 
preference for the term adaptive learning as the term self-regulation may not recog-
nize the degree in which social and cultural objects may co-regulate and influence 
control over behaviors. The researchers, while continuing to refer to the phenomena 
as SRL in this chapter, recognize the foundational aspects of the social and cultural 
artefacts and historical influences within the dynamic environment of online learn-
ing and their impact on all members of the learning community.

From a socio-cultural perspective social interaction is the source of self-regulato-
ry control (Schunk and Zimmerman, 1997). Thus, while participating in online col-
laborative group work, students’ sense of self are constantly being challenged and 
developed signifying that co-constructed interactions with the group, larger com-
munity and environment are mandatory and pervasive and necessary for  learning. 

Lastly, SRL processes have social origins and an amalgamation of individual 
and social phenomena appears to underlie how students develop self-regulation 
within the learning environment. In terms of online collaborative group work, there 
is a growing body of research exploring the nature of social interaction and how 
social interactions may impact the individual’s development of self-regulatory 
processes. In publications surrounding the social aspects of SRL, Hadwin and Os-
hige (2011); Janssen, Erkens, Kirschner, & Kanselaar (2012); Järvelä, Järvenoja, 
& Näykki (2013) enrich the debate amongst researchers worldwide while striv-
ing to develop a common language and methods for exploring investigations into 
self-regulation, co-regulation and socially shared regulation in computer supported 
learning  environments. 

2.1 Goals and Motivation

Most theories that describe SRL highlight the importance of goals. Goals give pur-
pose and meaning to individuals participating in an activity (Kaplan & Maehr 2007; 
Maehr & Nicholls, 1980). Research has shown that having goals is essential to SRL. 
Having goals and having the motivation to achieve goals interact in complex ways 
and it is through this interaction that regulation manifests.

Attention is one fundamental process in goal directed behavior. Goal directed be-
haviors require the focusing of attention on relevant stimuli and ignoring irrelevant 
detractors (Lavie, Hirst, de Fockert, & Viding, 2004). In order to better understand 
the relationship between attention and goal directed behavior as participants com-
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plete online learning tasks, it is necessary to examine where a participant gazes or 
the manner in which a participants’ eyes move. Calvi, Porta, and Sacchi state “from 
eye position tracking, and indirect measures such as gaze position, fixation num-
bers, and fixation duration it is possible to draw information about attention, stress, 
relaxation, problem solving, successful learning, etc. (2008).” In a similar stance, 
Poole and Ball (2006) note fixations can also reveal the “amount of processing be-
ing applied to objects”. 

The eye tracker is essential to capture where participants look or gaze as they 
complete goal oriented tasks for online university course in which they are enrolled. 
However, other methods like stimulated recall interviews are necessary in order 
to evaluate eye movement data collected while a participant completes an online 
forum discussion task. A more detailed discussion of the methods is discussed later 
in this chapter. 

2.2 Self-Regulated Learning and Hypermedia Environments

Overall, research into SRL has employed a range of mostly positivist research meth-
odologies. Azevedo, Cromley, Moos, Greene & Winters (2011) investigated the role 
of scaffolding in facilitating student learning within an experimental hypermedia 
environment. The participants were randomly assigned to one of three scaffolding 
groups in which human tutors assisted with a) providing help with content and sup-
port for regulating of learning, b) help with only support for regulating of learning 
or c) no help at all. Findings from this research indicate that participants were more 
successful at learning a challenging science topic when they were given assistance 
with both content and assistance with the regulating of their learning. 

In 2008, Winters, Greene, & Costich analyzed 33 empirical studies exploring 
self- regulated learning in computer based learning environments. In their findings, 
they highlight that particular task characteristics and learner goal orientation may be 
related to SRL. This is particularly important as many experimental studies control 
for specific factors by design. Often these studies are not designed to consider the 
participant’s “goal” or motivations for participating in the study as it may not be 
meaningful to the study. Goals are essential for understanding regulation of learn-
ing; thus, researchers must consider the participant’s goals, the actual process of 
regulating, and the self-regulating behaviors.

Using a case study approach, Whipp and Chiarelli (2004) focused on six students 
participating in a master’s program who had experience with learning in the online 
format, Whipp and Chiarelli (2004) explored the manner in which SRL strategies 
are used and adapted as students participate in an online course for one term. Data 
was collected through student interviews, instructor interviews, and reflective jour-
nals completed by students. Whipp and Chiarelli found that students adapt tradi-
tional self-regulatory strategies to cope with learning in the online environment. 
Traditionally, SRL skills, like help-seeking, involved phone calls and personal con-
tact with a course lecturer or peer. However, the online adaptation of help-seeking 
skills involve utilizing web based helpers, using student postings as models, and 
accessing technical expertise (Whipp and Chiarelli, 2004). Additionally, they found 
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that elements of the course design prompted students to use specific self- regulatory 
strategies and lastly they suggest that students’ goal orientation and interests facili-
tate what SRL strategies are employed. 

2.3  Self-Regulated Learning and Eye Tracking Research 
Methodologies 

Eye tracking research methodologies offer new approaches to investigating some 
aspects of student SRL behavior. Eye tracking research methodologies include the 
use of current eye tracking cameras and sophisticated analysis software in order to 
develop new ways to explore cognitive and social processes. Eye tracking methods 
allow researchers to obtain data regarding where a participant allocates attention, 
length of focused attention, and gaze paths of eye movement behavior. More spe-
cifically, eye movement data in the e-learning environments allow researchers to 
understand what students pay attention to and what they ignore while navigating 
through online learning tasks within learning management systems. 

A number of studies have used eye tracking methods to explore specific SRL 
behaviors and strategies that appear in hypermedia settings such as self-monitor-
ing while reading (Hyönä, Lorch Jr, & Kaakinen, 2002); pausing when composing 
text (Johansson, Wengelin, Johansson and Holmqvust (2010) and decision making 
(Muldner, Christopherson, Atkinson & Burleson, 2009). Additionally, Wiklund-
Engblom (2010) explored SRL in a specific e-learning course. Her study examined 
how novice e-learners manage their own learning in an online environment and 
how their learning might be better facilitated. The previous studies often used data 
sources such as eye tracking metrics, key stroke analysis software, observations of 
eye gaze data, and retrospective cueing. For example, Kostons, van Gog, & Paas 
(2009) investigated if and how retrospective cueing from the eye movement data 
could be used to stimulate participants’ recall of learning behaviors. One notable 
finding from their study suggested that eye tracking data could serve as a metacog-
nitive tool assisting students in reflective self-assessment of their learning. Lastly, 
van Gog, Kester, Nievelstein, Giesbers, & Paas (2009) also state that eye movement 
data may be useful for studying changes in cognitive structures at an individual 
level over time. 

2.4 Text Composition and Eye Tracking

In terms of text composition, we found that the students could be grouped into two 
categories that were identified as “monitor gazers” and “keyboard gazers”. These 
terms: “monitor gazer” and “keyboard gazers” have emerged from the research of 
Johansson and colleagues. Johansson et al. (2010) investigated differences regard-
ing the production of text between participants who mainly focus on the moni-
tor and participants who mainly focus on the keyboard. Gaze data, specifically 
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 fixations and fixation durations, are important for this study as they reveal location 
and length of participants’ focus/attention as they work toward a goal.

Johansson et al. (2010) investigated the visual behaviors of writers with differ-
ing levels of typing skills. In their study, they used an eye tracker to gather data 
from 28 university students as they composed text using a keyboard and a computer 
monitor. They described their participants as “keyboard gazers” and “monitor gaz-
ers” as their primary objective was to investigate where students looked as they 
composed text. On the continuum of typing ability, they reported that the “keyboard 
gazers” are less skilled typists than the “monitor gazers”. Johansson and colleagues 
assumed differences in working memory in regards to tying ability in their findings. 
They suggested that monitor gazers can devote a larger share of their working mem-
ory to higher level processing like planning and editing while they are in the process 
of composing text. This research is relevant for the current study as Johansson and 
colleagues investigated connections between SRL (including working memory and 
attention) and online composition. 

In this study, the researchers sought to investigate participant behavior in a wider 
range of online learning contexts. Therefore, the primary use of the eye tracking 
technology in this study was as a stimulus for participants’ reflections on their own 
eye movement behavior. 

3 Rationale for Study Design

There is a great need to investigate SRL processes and behaviors in the online uni-
versity setting using multiple methods. Anson and Schwegler (2012) confirm eye 
tracking methodologies may reveal new data about the psychological, visual, social 
and educational dimensions of both writing and reading in the online university set-
ting. Whipp and Chiarelli (2004) emphasize the need for additional studies which 
investigate the motivational beliefs of students and how those beliefs influence stu-
dent learning in online environments. Additionally, Whipp and Chiarelli call for 
more longitudinal studies investigating the complex nature of SRL, and specifically 
focusing on if, how, and why students use specific SRL strategies as they com-
plete other higher education coursework. Broadly, Schraw (2010) advocates that 
researchers employ a wide variety of technology based methods to investigate self-
regulatory and cognitive learning processes while suggesting that greater use be 
made of multiple data collection and outcome measurements such as eye tracking 
and stimulated recall approaches. 

As a result, this study utilizes a longitudinal approach to investigating student 
behavior in e-learning environments. The eye tracker data provides a capture of vi-
sual attention as a student completes an online forum task and the stimulated recall 
interview gathers data about motivational influences on SRL strategy use. 

 A few assumptions about the use of the eye tracking data have been taken into 
consideration in the design of the study. The use of the eye tracker in this study is 
based on the assumption that there is a relationship between fixations, gaze patterns, 
and cognitive and metacognitive functions. As this research uses the eye tracker’s 
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video capture as a foundation of the stimulated recall interview; it is necessary to 
take into account each assumption and how the methods were modified in order to 
elicit clear and meaningful data for this study. 

Table 1 provides Tobii Technology’s white paper (2010) on these assumptions 
and also highlights some of the considerations that were made during the data col-
lection and analysis phases of this research project. 

As noted in the above table, the follow up interview when working with eye track-
ing data adds value and rigor to the method. The stimulated recall interview prompts 
included questions about a variety of learning behaviors that were exhibited by the 
participant during the completion of the task as visually captured by the eye tracker.

4 Research Questions

This chapter reports on an ongoing investigation of how and why students employ 
certain self-regulatory strategies as they progress toward their learning goals. The 
research focuses on text composition as a window to investigate SRL processes. 

Table 1  Tobii Technology Assumptions and Researcher’s Design Response
Eye Tracking Assumptions taken from Tobii 
(2010) white paper

Researcher’s Design Response

Some fixations do not translate into con-
scious cognitive process. Tobii suggests 
following up eye tracking test with inter-
view to assess participants ‘motivations 
and expectations.’

Researcher did not inquire about every single 
fixation. A stimulated recall interview was done 
immediately after the eye tracking event that 
inquired about motivations and rationale behind 
some specific eye movement’s behaviors. 

Fixations can be interpreted in different 
ways depending on the context and 
objective of the study. Tobii suggests 
that a clear understanding of the objec-
tive of the study and clear planning of 
the tests are important...

Participants who volunteered for this study were 
given instructions to complete broadly defined 
forum related learning tasks. There were a 
variety of tasks that participants completed as 
part of their coursework. For example, some 
participants had required reading or online vid-
eos to watch before completing their forum task 
while others simply posted a general question 
or short response to a relevant forum for their 
coursework. As the tasks varied from student to 
student the researcher adjusted the prompts and 
questions to correlate with the task demands of 
the student to gain more insight into motivation 
and metacognitive skills usage.

Individuals move their eyes to relevant 
features of a scene. Some features are 
primarily detected by the peripheral area 
of our visual field and sometimes we 
filter features that may be irrelevant to 
us. For example, we may filter banners 
or advertisements when using a website. 
Tobii suggests a follow up interview or 
think aloud protocol to address the rea-
sons for why a certain aspect of a visual 
scene may have been ignored.

The researcher accounted for participants’ visual 
filtering as the Learning Management System 
layout may have provided visual features that 
were completely ignored or overlooked. During 
the recall interviews, the participant was ques-
tioned primarily about what they focused their 
attention on and why. The process of gather-
ing the information to complete the task was 
more relevant and significant to the research 
questions.
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Specifically, the researchers are investigating how students’ self-monitor while 
reading and composing text through observations of participants’ visual attention 
during online learning tasks. 

This study utilizes eye tracking methods in combination with qualitative video 
stimulated recall procedures to explore the primary research questions of:

1. What does eye gaze data reveal about how students allocate attention as they 
complete online goal-oriented tasks?

2. How do students’ relative concerns for presentation of self in the online environ-
ment interact with their self-regulated learning behaviours?

The following sections describe methods, data analysis, findings to date, and impli-
cations for further research.

5  Methods

A mixed methods approach using both qualitative and quantitative data was used 
to answer the research questions (Hessie-Biber 2010). Qualitative methods include 
pre-interviews and stimulated recall methods. Quantitative methods included sur-
veys and analysis stemming from data collected by an eye tracker. This chapter 
focuses on the qualitative and eye- tracking data collected for a subset of study 
participants.

5.1  Participants

Ethical clearance for the study was approved by the researchers’ institution. All 
participants completed an informed consent process and were aware of the longi-
tudinal nature of this research. Informed consent forms included a section for the 
participants to agree to their image being recorded. Participants were invited to a 
brief orientation in the eye tracking lab and were given the opportunity to ask ques-
tions about the study and the eye tracking procedures before they formally signed 
the consent form.

The first round of data collection occurred in August 2012 with 21 participants 
from a variety of academic disciplines including nursing and education. The stu-
dents agreed to return to the lab during the second year of their degree program. The 
sample included 17 females and 4 males who were all in the first year of their study. 
The average age of all participants in the study was 27.66.

This chapter examines the data collected from a subset of the participants in the 
first data collection period. Specifically, the subset includes 11 students who com-
pleted an online discussion forum task which required them to compose text. The 
discussion forum was a part of the enrolled course.

The 11 participants (P1, P2, P3, P4, P6, P7, P12, P15, P17, P18, and P19) were 
completing their university degree in either a fully online mode of study or a blend-
ed mode of study. Two participants, P12 and P15 participated in course work that 
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was exclusively delivered online. The rest of the participants (nine) engaged in a 
blended mode of study. This blended mode allowed for participants to primarily 
complete their course work online and participants attended residential schools held 
on university campuses once during the term. Attendance at residential schools was 
mandatory for these students. 

During the initial data collection phase, all 11 participants completed a learning 
task in an online discussion forum. Participants were instructed to choose a forum 
discussion task that was relevant to their coursework. Four participants created a 
posting in a large group forum where their lecturer had prepared a specific topic 
for the discussion. Five participants created a posting in a small group forum where 
their lecturer had created a space for small group discussions related to a group as-
signment and in which no specific topic was set. Lastly, two participants created a 
posting in a forum that was part of a large group forum where the lecturer had not 
set a topic. Overall, nine participants posted their responses by selecting the “post 
to forum” icon. Two participants chose not to post their responses and both of these 
responses were in the type of forum that the lecturer had prepared a specific topic 
for discussion.

5.2  Eye Tracker

The study used a PC integrated with a Tobii X120 eye tracker with a 17″ display 
having a maximum resolution of 1,280 × 1,024 pixels. Eye tracking software, Tobii 
Studio, recorded eye movements and screen dynamics. The eye tracker has a track-
ing or frame rate of 50 Hz, and looks like a normal computer display with a small 
camera mounted atop the monitor. The eye tracking apparatus is located below the 
monitor. The camera recorded the participant’ natural movements as they navigated 
through the online learning task. The video captured the participant sitting in front 
of the computer, his or her head movements, and facial expressions. The researcher 
used the video replay from the eye tracking data to capture overt behaviors to stimu-
late discussions of cognitive and socio-cultural motivations underpinning partici-
pants’ eye movement.

5.3  Observation

The researcher recorded observations about participants’ behaviour while they 
completed their tasks online. The documentation of these observations served two 
purposes. First, the behaviour exhibited may have been a SRL behaviour that the 
researcher inquired about during the post-interview. Second, the researcher docu-
mented any words spoken or verbal sounds the participant may make while com-
pleting the task.
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5.4  Video-Stimulated Recall

The purpose of stimulated recall (interviews in this study) is to investigate cognitive 
processes that are not usually evident by other methodologies (Gass and Mackey 
2000). The video capture was used to examine participants’ thoughts, decisions, 
and reasons for exhibited behaviour. The video-stimulated recall interview focused 
on the participants’ experience and behaviour during the e-learning task. The par-
ticipant was asked to describe their motivations and goals for particular behaviors 
while watching a video which revealed gaze patterns of the e-learning task they 
completed. Edwards-Leis (2007) explains that the use of video provides a visual 
stimulus because it documents and captures participants’ actions and can further 
trigger memory cues of their participation in a recorded event.

This method of using eye tracking and verbal cued interviews as examined in 
e-learning environments was included in a 2010 study exploring students expe-
rience in e-learning environments. Wiklund–Engblom (2010) incorporated video 
stimulated recall interviews while exploring the learning process of students as 
they engaged in an e-learning course. She highlights the value of using observation 
and video-stimulated recall because the combination of methods provide a detailed 
overview of the participants’ experience and learning process during the comple-
tion of the e-learning coursework. In addition, Wiklund-Engblom noted that the eye 
tracker supported the stimulated-recall interview allowing the discussions with the 
participant to be more focused on the eye gaze behavior displayed. 

There are advantages and disadvantages when using stimulated recall methods 
or cued retrospective interviews. Van Gog, Paas, van Merriënboer, & Witte (2005) 
highlight some of these strengths and limitations of cued retrospective interviews. 
A strength of this method is that it may lead to the active reconstruction of thoughts 
resultant from the participant reviewing their eye movement behavior instead of 
solely depending on memory. A limitation may be that the participant responses and 
thoughts related to those behaviors may include irrelevant information.

Video stimulated recall methods are beneficial to the validity of the re-search as 
the participants are asked to describe what they experienced during the e-learning 
task. Eger, Ball, Stevens, & Dodd (2007) highlight some of the benefits of using 
a retrospective report noting minimal cognitive load is placed on the participant, 
silence [while completing the learning task]; increased time for them to compose 
their thoughts and direct access of where they were looking on screen [during the 
learning task]. These benefits of this method described by both Wiklund-Engblom 
(2010) and Eger et al. (2007) and Van Gog et al. (2005) have all been taken into 
careful consideration during the research design phase of this research project. 

5.5 Data Analysis

Two separate interviews were conducted with each participant during their time in 
the eye tracking facility. The first interview was a pre-interview. The pre-interview 
was designed to elicit information regarding: 1) participants’ ideas relating to their 
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long term and short term goals in regards to their coursework and 2) their descrip-
tion of the task that they wanted to complete while they were in the eye tracking 
facility. The researcher utilized a pre-interview script with open ended prompts for 
each participant. This script provided consistency between participants as the struc-
ture of the procedures and the questions were the same. Participants were allowed 
to express their goals and ideas about achievement through the open ended format 
of the questions. The researcher used additional prompts or questions in order to 
clarify or gain a better sense of participants’ ideas as described. The pre-interview 
was audio recorded using a digital voice recorder and transcribed. 

The second interview, the stimulated recall interview (SRI) was conducted im-
mediately after the participant completed their online learning task. (See section 5.4 
for a detailed description of the stimulated recall interview).

The pre-interviews and stimulated recall interviews were analysed using a the-
matic analysis (Boyatzis, 1998). Themes are essentially patterns within data sets. 
Themes can be useful for organizing and describing the possible observations as 
well as highlight or interpret aspects of a phenomenon (Boyatzis 1998). The inter-
views were then transcribed and entered into data analysis software, NViVo.

Thematic analysis comprises three separate stages: Stage I, deciding on sam-
pling and design issues; Stage II, developing themes and a code; and Stage III, 
validating and using the code (Boyatzis 1998). Using a multi-coder process ensured 
the validity of the codes. After the 21 interviews were transcribed and coded, the 
researcher had identified over 100 codes. These 100 codes were further aggregated 
into broader themes. A few of these themes are included in the findings below and 
include assessment related behavior in terms of motivation, cognitive overload and 
the learning management system, and impression management.

6 Findings

6.1 Overview

In terms of the qualitative data sources, the social environment of the learning man-
agement system was depicted by participants as both a support and a challenge in 
terms of self-regulation. As this is a longitudinal study, it is also important to keep 
in mind that the participants in the study were first year university students. As men-
tioned earlier the eye tracker was primarily used to capture participant gaze as they 
completed online learning tasks. The researcher chose to debrief eye movement be-
haviors that supported or were in contrast to what the participant revealed during the 
pre-interview based on the participants’ responses during the pre-interview about 
goals and motivations. The findings from the thematic analysis indicate that: 1) the 
gaze of a participant as they navigated through an online learning task varied de-
pending on their goals and motivation; 2) participants were cognitively overloaded 
by the learning management system; and 3) impression management was revealed 
as a primary concern when composing forum responses in the online setting. 



The Development and Refinement of Student ... 327

6.2 Assessment as Motivation

A wide variety of motivations drive the goal directed behaviors participant ex-
hibited as they navigated online coursework. The dominant influences for forum 
selection and decisions to complete and post into forums are percentage grades, 
marks, or assessment criteria. Students feel compelled to contribute in forums for 
the sheer number of points they can accumulate that may influence their final mark 
in a course. This is, of course, a typical and unsurprising response for the major-
ity of students whether or not they are participating in online course settings or in 
traditional face to face course settings. However, through the use of the eye tracker 
software, the researchers can gather data and observe and identify behaviors such as 
using other students’ postings as models, rereading criteria sheets, and how students 
use lecturer prompts to help them formulate responses in forums. The development 
and usage of these self-regulatory and co-regulatory strategies are essential to un-
derstanding how participants interact with and cope with online course work and 
the significance of acquiring and using these skills in their future studies. 

As the SRL literature highlights, goals serve as a reference point for performance 
(Koch and Nafziger, 2011). Students are constantly monitoring and adapting their 
behaviors as they set and interpret expectations, complete short term goals and work 
toward longer term goals. In this study, as participants worked toward completing 
a forum task goal they expressed a variety of motivations for behaviors. These task 
goals were heavily influenced by the way the lecturer set and communicated the 
task, the way in which the student interpreted the task, and the way in which the 
participant interacted with artefacts like criteria sheets and course materials. 

Participant behavior is influenced by their concern with assessment marks and 
their longer term goal of achieving a good grade or mark for the course. One factor 
that greatly influenced whether or not they posted their forum response was whether it 
contributed to their marks. For example, participant 15 states, “So a small percentage 
of the mark is required to be participating in the forums. So I choose to do it because I 
want the marks but it also leads into our discussion in my follow-up tutorial on Thurs-
day”. Participant 15 clearly wants the participation points, however when further 
questioned about why she specifically participates in this forum she elaborates with:

P15: I enjoy the analysis of the story and I enjoy looking at the questions and reflecting on 
the lecture and forming an answer, so the discussion question helps me to make sense of the 
story, otherwise I could just not even read the story.

Participant 15 is most likely motivated by participation marks or points that lead 
toward a perceived better grade. However, she remarks that were it not for the dis-
cussion question provided by the lecturer, she may “not even read the story”. Her 
motivation for “performing” and in this case completing an “analysis” which is 
something she “enjoys” doing, helps her to “make sense of the story”. At the same 
time the discussion question is another motivating factor for the reading assign-
ment to be completed. Thus there are multiple factors of motivations that often ap-
pear in the complex online learning environment. While prompts from the lecturers 
serve as motivation to some participants, other participants use the forum discussion 
board to regulate others. 
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Five of the participants, who were participating in small group discussions, all 
posted their responses, because their forum postings contributed toward a partici-
pation grade. In these stimulated recall interviews, participants reveal how they 
co-regulate the behaviors of other group members. Co-regulation occurs when in-
dividuals set and hold standards and goals for each other in relation to progress 
and contributions to the group task (Järvelä and Hadwin, 2013). The task that these 
participants engaged in was designed to be a collaborative group assignment. It was 
necessary to use the forums to communicate with each other. The forum setting 
became a space for the social interaction that was necessary to facilitate movement 
toward their shared goal. Hence, in the example below, Participant 2 uses the forum 
to co-regulate the behavior of the other members of her group.

P2: I’ve been looking at it, yeah. I’ve got an assessment criteria here that’s 
got the exact wording of what we need to make sure is included in our essay, 
and I know from doing other essays, it’s easy to miss a line, you know, a few 
words that are key to the finishing of the topic. So when I have read it back, I 
notice that in all of our chats we hadn’t covered that at all, so I just wanted to 
make sure that today that we did some research on those.

Participant 2 has reviewed previous posts and has made a judgment on the direc-
tion in which her group needs to move. Probing further into how Participant 2 will 
know that her message will convey what she means, in terms of the criteria sheet, 
she explains,

P2: Because I’ve literally picked up words that we’ve missed and I’ve made 
sure I’ve put them in that discussion topic and I’ve said that, “So far in our 
chats, we haven’t covered these subjects, so would everyone like to research 
those today just to make sure that we do get them in there?”

Participant 2 has been explicit in her forum post about criteria standards being met 
as she values her grades. Clearly, she is trying to achieve the highest mark pos-
sible for this assignment and attempting to monitor her group’s direction with the 
task. She is monitoring the content and the progress of the final product by being 
explicit about the specific steps that need to be undertaken by the group. Rogat and 
Linnenbrink-Garcia (2011) describe the behavior of Participant 2 as content moni-
toring. In this view, group members make specific recommendations for the content 
of the piece they are working on. In this example, Participant 2, may be perceived 
as a more capable peer as she is monitoring the assignment against the criteria sheet 
and being assertive in the discussion forum. This interaction is advantageous to her 
group as they can now become more aware of missing parts of the assignment. 

6.3 Cognitive Overload – Eye Movements 

Socio-cultural theory posits that motivation and goals depend on interaction with 
people and the tools that the culture provides to help form their own view of the 
world. The previous statement is reflective of the participants’ interaction and feel-
ings about the learning management system. Participants revealed, through their 
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statements, their discontent with working with the learning management system. 
Participants experienced cognitive load challenges due to interface design issues. 
The complexity of the online learning environment was challenging for participants 
as they communicated they felt “overloaded” by emails from other students as well 
as frequently getting “lost” in the hyperlinked environment. As this was their first 
year in university and the learning management system (Moodle) was fairly new 
to most of the participants, they struggled to cope with the software as well. In this 
study, the way that the interface or in-formation is presented and structured inhib-
ited the process of learning in a logical and straightforward manner.

For example, Participant 6 had adapted the way she used email in order to avoid 
going on Moodle. 

P6: Yeah, I guess because I – I email everyone, like I use email quite a lot, 
so for me, like the first place I would go to when I come online would be my 
emails because I figure it’s the first thing most people think about, you know, 
when they’re trying to get a hold of someone or wanting to get in contact with 
someone so, “Okay, I’ll just email them,” so yeah, I think most people use 
email so, like – and I do too, so I probably use it a lot more than Moodle, than 
I do the forum post because I don’t usually want to go all the way into Moodle 
and then you have to go in and in, you know, whereas you just go into – you 
just log in and then you just go into your emails.

Researcher: Okay, so you find the email, you described it as better than 
Moodle because you go in and in and in.

P6: Yeah. Because when I log in, like emails are just there, I just open it, it 
opens and then I’ve got what I need, it’s all there; whereas if I go into Moodle, 
you know, there’s my other classes and then there’s posts from other students 
about other things and then I get a little distracted and I’ll read what they 
wrote and, you know, I’ll read what they wrote and then, you know, there’s 
posts from the lecturers and stuff who make announcements and then I’m like, 
“Oh, okay, I’ll read what they wrote.” So then I end up, you know, reading 
everything on Moodle, whereas – and then I forget the whole purpose of log-
ging in was to check for one response, so sometimes I feel I just need to check 
my emails first before Moodle.

Participant 6 elaborates on how Moodle “distracts” her from staying on task as she 
is faced with a variety of social influences. She notes that she feels obligated to read 
the “posts from other students” and “posts from lecturers” which results in forget-
ting “the purpose of logging in”. 

Participants’ learning seemed to be hindered with large amounts of text and feel-
ing lost in the hyperlinks within course content. They expressed frustration about 
each course having a layout that hinders their access to course materials and useful 
information. Even though, they matured and grew accustomed to the system dur-
ing their first year; it will be interesting to note which coping strategies they have 
developed in terms of the learning management system during the second year of 
their respective programs.

There is strong evidence that the process of using a learning management sys-
tem as a way of delivering information must be revisited and perhaps rethought. 
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Information that is constantly changing and content that may be changing as part 
of the online learning environment must be taken into account by all members of 
the institution. From the socio-cultural perspective, this aspect of the learning en-
vironment is quite an important space as it is the dominant space where all of the 
cultural artefacts for their program are found. Understanding the impact and being 
mindful of this space must be a priority for all institution in order to assist students 
to become more successful learners. 

6.4 Impression Management 

Participant concerns with how they might be perceived in the online environment 
strongly influences their choices and behaviors (i.e., not wanting to be the first to 
post and looking at others postings before starting their post). Echoing Goffman’s 
work on presentation of self (1959), participants’ attempts at impression manage-
ment often guided their engagement with online information and limited their self-
expression. 

Impression management refers to the process whereby individuals attempt to 
control the impressions others form of them (Leary and Kowalski, 1997).  Goffman 
(1959) asserts that individuals construct the way they present themselves to an 
audience either intentionally or unintentionally. The online platform allows learn-
ers to present themselves in a variety of ways through the images they project of 
themselves. For example, in an online learning management system, a student may 
behave in a way that is different from the way that they would behave in a social 
networking site. Goffman views people as “actors” who engage in “performances” 
before “audiences”. In Table 2 below, a sub-sample of responses from the stimu-
lated recall interview is presented. The statements reveal participants’ concerns re-
garding the manner in which they present themselves in online discussion forums. 

During the stimulated recall interviews, the researcher debriefed participants on 
particular eye moment behaviors. These eye movement behaviors provided insights 
into visual patterns showing how the student completed the forum task. For ex-
ample, eye movement data tracked where and how long they looked at particular 
items, what and how many different screens they looked at, and how they visually 
gathered information to complete the forum task. As the eye tracking software pro-
vides an enormous set of data points per minute in terms of fixation and saccades, 
the researcher asked about specific eye movements.

In the table below, the eye movement behavior column characterizes the move-
ments of the eye tracking gaze data utilized by the researcher used as a prompt 
to inquire about motivations and actions. The researcher, to elicit motivations and 
metacognitive skills used, inquired about the gaze behavior by asking the partici-
pant to: 1) explain what they were experiencing at specific moments; 2) to describe 
the actions of their eye movement and 3) why they used those particular strategies. 
The third column reveals the participant responses and motivations behind their eye 
movements and why they chose those specific behaviors as they completed the task. 
Lastly, the final column reveals the SRL themes that have emerged from the verbal 
feedback during the stimulated recall interviews with the participants. 
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Impression management influences students’ behavior as they make a plan for 
constructing text. Participant 2 wants her post to come across as “friendly” and 
“upbeat”, thus she rereads her material trying to imagine how she would feel if she 
were receiving the same message. She self-monitors by re-reading the text she has 
constructed because she is concerned with the image she is trying to convey to the 

Table 2  SRL strategies and impression management
Participant Eye Movement Behavior Verbalizations about Impression 

Management
SRL Strategies

P2 Characterized by the soft-
ware capturing a scanpath 
super imposed over text 
composed by the partici-
pant. This particular scan-
path goes from left to right 
with a number of fixations 
and then a backtracking 
scanpath to the beginning 
of the paragraph.

So now I’m rereading it just to 
make sure it still sounds that 
I’ve – that I’ve managed to get 
my request across, but that it 
also still reads back friendly, 
upbeat, not too instructional. 
So I’m just rechecking it just 
to make sure that if I was 
receiving this email that I 
would feel like I know what the 
person wants but that they’re 
also saying, “Hi, and how’s 
everything going.

Self-monitoring 
by re-reading, 
self-reflecting

P4 The characteristics involved 
in this specific eye 
movement occurred when 
the participant moved 
and clicked the cursor 
in the text box and the 
eye movement behavior 
showed a large fixation 
that grew in size, indica-
ting that the participant 
seemingly held their gaze 
at that specific spot for a 
few seconds.

... I always just watch what I’m 
saying and I want to say it the 
right way without offending 
anyone or anything like that, 
so I just really think about 
what I’m typing before I start 
typing…So it’s easy for them 
to understand. I don’t sound 
like an idiot, so I’m trying – I 
suppose I’m just trying to type 
in a different way than what I 
would speak it.

Planning by 
pausing and 
thinking about 
how to commu-
nicate with the 
audience

P12 There were no specific eye 
movements that paired 
with this statement as the 
participant was generally 
reflecting on how they 
evaluated their process 
for completing the task.

I’m trying to – I always try 
to make it – make myself 
seem smart. So I’m trying to 
formulate a way of saying it 
concisely and saying it like 
intelligently…

Self-monitoring by 
evaluating

P18 Characterized by the soft-
ware capturing a scanpath 
super imposed over text 
composed by the partici-
pant. This particular scan-
path goes from left to right 
with a number of fixations 
and then a backtracking 
scanpath to the beginning 
of the paragraph.

Well I want people that read it 
to be able to understand what 
I’m saying and I want it to 
sound good so I’m trying to 
put it in the best words that 
I can think of… I don’t want 
people to judge me and go, 
“Oh, that sounds really dumb.

Self- monitoring by 
re- reading and 
self-reflecting
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audience. Similarly, Participant 12 wants to “seem smart” and Participant 4 does 
not want to “sound like an idiot”, so they both spend a significant amount of time 
thinking about what they will write. There is a range of self-regulatory processes 
(self-monitoring, planning, and reflecting) between the participants. However, the 
motivations for the behaviors are similar. They address the need for participants 
to present themselves in a favorable way to their online classmates and professor. 
A social setting, like the online learning management setting, causes a heightened 
awareness of self, as students rely heavily on their text and construction of dialogue 
to represent what they know, their values and beliefs. This concern with impression 
management is apparent in and supported by the self-report data about the SRL 
processes participants engage in when constructing text in online forums.

7 Conclusions

The complex and dynamic online learning environment places a variety of demands 
on students. In order to become successful learners, students must manage their 
own learning especially when studying by distance or blended modes. Areas of 
concern resulting from this investigation include: 1) implications of eye gaze data 
regarding how students allocate attention as they work toward a meaningful online 
goal oriented tasks and 2) how participants present themselves in the online envi-
ronment and how this presentation influences their self-regulatory behaviors.

7.1. Assessment as Motivation

University students are mostly assessment driven. Students’ goals are framed by 
past performance and their preferred grades or marks. During the stimulated recall 
interviews, participants expressed that their visual behavior was impacted by the 
need to work toward meeting forum task goals and a common theme was about the 
potential to impact an overall grade or mark in the course. In the example provided 
in Table 2 of this chapter from Participant 2, the explanation of the motivation 
behind her eye movement behaviors align with socio-cultural themes highlighted 
earlier by Schunk and Zimmerman (1997). Thus, Participant 2’s awareness of the 
social interaction of her forum post is influencing her behavior or self-regulatory 
control. Specifically, she is monitoring by re-reading and reflecting on her forum 
post to ensure she conveys a friendly tone. By using the criteria sheet, the partici-
pant is self- and co-regulating her own and her group’s behaviors by attempting to 
construct a forum post to direct focus and attention to very specific aspects of the 
task. This behavior has the potential to impact on Participant 2’s longer term goal 
of acquiring a “high” grade or mark for the course overall. However, in terms of 
co-regulation and motivation, Walker (2010) highlights that sometimes the process 
of co-regulation may both support and impede learning and motivation. 

Broadly, online university students manage and regulate their behavior on per-
ceived assessment criteria as well as the social environment in which they are par-
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ticipating. As they strive to understand cultural artefacts (i.e. criteria sheets) in their 
course programs, students are also struggling to understand the social nuances that 
occur in social settings like forum discussion boards. Artefacts like criteria sheets 
are strong foundational tools within these settings. Participants’ in this study were 
highly aware and motivated by the assessment criteria sheet and used this tool to 
help identify their goals, self- and co regulate their behaviors and attempt to co-
regulate the behaviors of others. 

7.2 Cognitive Overload – Eye Movements

For this group of participants, their unfamiliarity with online learning environments 
placed a strong constraint on some of their self-regulatory behaviors. Specifically, 
they expressed frustration with the differing interface designs across multiple cours-
es. These differences hindered their ability to navigate through course content in a 
logical and straight forward manner. Additionally, participants expressed frustration 
with the amount of content their lecturers placed in their weekly tasks. However, 
due frustrations, participants adapted their behavior to avoid challenging aspects of 
the learning environment. 

The overall implications of the feedback provided by the participants suggest 
that university stakeholders need to be aware of the repercussions of placing exces-
sive content on the learning management system, differing interface designs, and 
the subsequent impact of “information overload”.

7.3 Impression Management

After the first round of data collection and analysis, the researcher found that the 
need for impression management influenced SRL processes. Specifically, when 
planning to compose text, participants were highly aware of how they set the tone 
of their response. Planning involved more than conceptualizing what they wanted 
to say and the focus shifted to how they wanted to say it. Their behaviors were mo-
tivated by the need to manage how their message was perceived by their peers and 
their lecturer. Participants also self-monitored by re-reading to check to ensure that 
their words sounded “friendly”. 

There are implications for course coordinators and stakeholders who support 
students, as there may be a mistaken assumption that students are confident in their 
impression management. Participants may have active social media experience and 
participate in Facebook, Twitter and other platforms, and may feel very comfort-
able posting ideas to these forms of social media. However, they may struggle to 
present themselves as scholars when they are placed online learning platforms in an 
academic setting.

Understanding the connections and implications of students’ impression man-
agement and self-regulation in an online setting must be a priority for university 
stakeholders, particularly course coordinators, online tutors and lecturers. As this 
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is data from the first data collection point, it is possible that students may not re-
port impression management concerns in the second data collection point as they 
adapt and grow accustomed to the online learning environment. The stakeholders 
who have access to this online learning environment must understand how students’ 
identities are continuously being shaped by the experiences of online learning and 
their participation in this academic and social environment. 
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