
Advanced Structured Materials

Ku Zilati Ku Shaari
Mokhtar Awang    Editors 

Engineering 
Applications of 
Computational 
Fluid Dynamics



Advanced Structured Materials

Volume 44

Series editors

Andreas Öchsner, Southport Queensland, Australia
Lucas F.M. da Silva, Porto, Portugal
Holm Altenbach, Magdeburg, Germany



More information about this series at http://www.springer.com/series/8611

http://www.springer.com/series/8611


Ku Zilati Ku Shaari • Mokhtar Awang
Editors

Engineering Applications
of Computational Fluid
Dynamics

123



Editors
Ku Zilati Ku Shaari
Chemical Engineering Department
Universiti Teknologi Petronas
Seri Iskandar
Malaysia

Mokhtar Awang
Mechanical Engineering Department
Universiti Teknologi Petronas
Seri Iskandar
Malaysia

ISSN 1869-8433 ISSN 1869-8441 (electronic)
ISBN 978-3-319-02835-4 ISBN 978-3-319-02836-1 (eBook)
DOI 10.1007/978-3-319-02836-1

Library of Congress Control Number: 2014954099

Springer Cham Heidelberg New York Dordrecht London

© Springer International Publishing Switzerland 2015
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of
the material is concerned, specifically the rights of translation, reprinting, reuse of illustrations,
recitation, broadcasting, reproduction on microfilms or in any other physical way, and transmission or
information storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar
methodology now known or hereafter developed. Exempted from this legal reservation are brief
excerpts in connection with reviews or scholarly analysis or material supplied specifically for the
purpose of being entered and executed on a computer system, for exclusive use by the purchaser of the
work. Duplication of this publication or parts thereof is permitted only under the provisions of
the Copyright Law of the Publisher’s location, in its current version, and permission for use must always
be obtained from Springer. Permissions for use may be obtained through RightsLink at the Copyright
Clearance Center. Violations are liable to prosecution under the respective Copyright Law.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this
publication does not imply, even in the absence of a specific statement, that such names are exempt
from the relevant protective laws and regulations and therefore free for general use.
While the advice and information in this book are believed to be true and accurate at the date of
publication, neither the authors nor the editors nor the publisher can accept any legal responsibility for
any errors or omissions that may be made. The publisher makes no warranty, express or implied, with
respect to the material contained herein.

Printed on acid-free paper

Springer is part of Springer Science+Business Media (www.springer.com)



Acknowledgments

We would like to acknowledge our university (Universiti Teknologi Petronas) for
giving financial support during the ACEX conferences.

We also would like to acknowledge the following reviewers for their efforts and
time reviewing the manuscripts:

1. Dr. Timothy Ganesan
2. Dr. T.M. Yusoff Shah Tuan Ya
3. Dr. Hussain Al Kayiem
4. Dr. William Pao
5. Dr. Mohammad Shakir Nasif
6. M. Zamri Abdullah
7. Dr. Lau Kok Keong

v



Contents

Reaction Modeling for Prediction of Hydrogen Production
During Biomass Gasification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
Athirah bt Mohd. Tamidi, K.Z.K. Shaari and T. Ganesan

Large Eddy Simulation (LES) for Steady-State Turbulent
Flow Prediction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
T. Ganesan and M. Awang

Numerical Simulations of Lid-Driven Cavity Flows Using
Multi-relaxation Time Lattice Boltzmann Method . . . . . . . . . . . . . . . . 33
S.J. Almalowi, D.E. Oztekin and A. Oztekin

Localization of Rotating Sound Sources Using Time Domain
Beamforming Code . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
Christian Maier, Wolfram Pannert and Winfried Waidmann

Effects of the Surrounding Fluid on the Dynamic Characteristics
of Circular Plates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
Manuel Gascón-Pérez and Pablo García-Fogeda

CFD Modelling of the Coanda Based Thrust Vectoring Nozzle . . . . . . 73
A. Suñol, D. Vucinic and S. Vanlanduit

Numerical Investigation of the Flow Over Delta Wing
and Reverse Delta Wing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
Hani Ludin@ Jamaluddin, Ashraf A. Omar and Waqar Asrar

Numerical Modeling and Research of 3D Turbine Stage . . . . . . . . . . . 103
Galina Ilieva Ilieva

vii

http://dx.doi.org/10.1007/978-3-319-02836-1_1
http://dx.doi.org/10.1007/978-3-319-02836-1_1
http://dx.doi.org/10.1007/978-3-319-02836-1_2
http://dx.doi.org/10.1007/978-3-319-02836-1_2
http://dx.doi.org/10.1007/978-3-319-02836-1_3
http://dx.doi.org/10.1007/978-3-319-02836-1_3
http://dx.doi.org/10.1007/978-3-319-02836-1_4
http://dx.doi.org/10.1007/978-3-319-02836-1_4
http://dx.doi.org/10.1007/978-3-319-02836-1_5
http://dx.doi.org/10.1007/978-3-319-02836-1_5
http://dx.doi.org/10.1007/978-3-319-02836-1_6
http://dx.doi.org/10.1007/978-3-319-02836-1_7
http://dx.doi.org/10.1007/978-3-319-02836-1_7
http://dx.doi.org/10.1007/978-3-319-02836-1_8


Unsteady Interaction Effects Between an Airship and Its Air-Jet
Propulsion System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
Galina Ilieva, José Páscoa, Antonio Dumas and Michele Trancossi

Numerical Investigation on the Nanofluid Flow and Heat Transfer
in a Wavy Channel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145
M.A. Ahmed, M.Z. Yusoff and N.H. Shuaib

viii Contents

http://dx.doi.org/10.1007/978-3-319-02836-1_9
http://dx.doi.org/10.1007/978-3-319-02836-1_9
http://dx.doi.org/10.1007/978-3-319-02836-1_10
http://dx.doi.org/10.1007/978-3-319-02836-1_10


Reaction Modeling for Prediction
of Hydrogen Production During Biomass
Gasification

Athirah bt Mohd. Tamidi, K.Z.K. Shaari and T. Ganesan

Abstract The principal aim of this work is to model a steady reactive flow in a
gasification reactor using the Finite-Rate Approach within a computational fluid
dynamics (CFD) framework. Using this model, the optimal conditions for hydrogen
production during biomass steam gasification were determined. In addition, this
model was utilized to simulate the effects of the reaction parameters (e.g. gasifi-
cation temperature, steam to biomass ratio and adsorbent to biomass ratio) for the
production of hydrogen. In this work, the hydrodynamic and reaction models were
developed concurrently. The reaction model which was empirically validated was
developed and implemented using ANSYS Fluent® V6.3. Some comparative
analyses were carried out between the simulated and experimental results.

Keywords Computational fluid dynamics (CFD) � Large eddy simulation (LES)
and finite volume method � Turbulence � Navier–Stokes equations

1 Introduction

It is widely known that combustion of fossil fuel contributes to the build-up of
carbon dioxide (CO2) in the atmosphere which in effect contributes to global
warming. Hence, the search towards cleaner and renewable alternative energy is
attracting more attention in various research areas. Hydrogen (H2) is among the
most viable potential alternative energy sources that could be used to replace
existing fossil fuels. Hydrogen is an important substance in several chemical,
petroleum and energy industries where it is mainly used for the manufacture of

A.bt.Mohd. Tamidi � K.Z.K. Shaari (&) � T. Ganesan
Department of Chemical Engineering, Universiti Teknologi Petronas,
31750 Seri Iskandar, Perak, Malaysia
e-mail: kuzilati_kushaari@petronas.com

© Springer International Publishing Switzerland 2015
K.Z.K. Shaari and M. Awang (eds.), Engineering Applications
of Computational Fluid Dynamics, Advanced Structured Materials 44,
DOI 10.1007/978-3-319-02836-1_1

1



ammonia (NH3) and methanol. It is also widely used in petroleum-related processes
involving hydrotreating. Besides, hydrogen is expected to become a prominent
energy carrier for stationary and mobile power generation applications such as in
transport, industrial, commercial and residential applications [1–3]. Current energy
supplies in the world are dominated by fossil fuel which is around 400 EJ/annum
[4]. Nevertheless, 10–15 % of this demand is covered by biomass resources making
biomass by far the most important renewable energy source [4]. Recently there are
abundant of biomass that exists in the form of waste materials [5, 6]. Biomass can
be converted into useful forms of energy using the gasification process. Further-
more, biomass gasification is greatly appealing for hydrogen generation and hot
fuel cell applications [7].

There are several potential gasifying agents that can be used to gasify biomass
which includes air, oxygen-rich air, steam and a mixture of air and steam [8]. Steam
gasification is also capable of producing high heating value (HHV) gas with
30–60 % H2 content [8, 9]. Steam gasification has become an area of growing
interest as it produces higher hydrogen product gas [7, 10]. Furthermore steam
gasification is capable of maximizing the gas product with higher heating rate,
advantageous residence time characteristic and efficient char and tar reduction.
However, steam gasification processes are endothermic. Therefore, sufficient heat
needs to be provided to the system [2, 8, 11, 12]. One effective reactor that has been
applied widely for gasification applications is the fluidized bed reactor [13–15].

The increasing availability of computational power has enhanced the develop-
ment of mathematical models of particulate solids which in effect has enabled
researchers to simulate the behavior of fluidized biomass particles with considerable
accuracy [16]. Thus, the link between fundamental particle properties and the
particle behavior can be attained for the prediction of the particle-fluids interactions
[16, 17]. In this work, computational fluid dynamic (CFD) approaches in tandem
with the reaction rate mode [18] were used for predicting the fluid flow, energy
transfer, chemical reactions and other gasification characteristics.

In current times, biomass steam gasification has emerged as a clean and efficient
way of producing hydrogen. Nevertheless, experimental studies involving biomass
gasification are costly and may be detrimental to the safety of the human experi-
menter. Simulation and modelling approaches are more cost saving, safe and easy
to scale up in order to study the biomass gasification process [19–21]. In this work,
a computational fluid dynamics (CFD) approach using the commercial software,
ANSYS Fluent® V6.3 has been utilized to simulate and study the gasification
reactions in the fluidized bed gasifier.

This chapter is organized as follows: Sect. 2 presents the reactive species
transport model while Sect. 3 provides the chemical components and reactions used
in the CFD simulation. Section 4 describes the details on the results and analysis
with some comparative studies. Finally, this paper ends with some conclusions and
recommendations for future work.

2 A.bt.Mohd. Tamidi et al.



2 Reactive Species Transport Models

In Fluent® the mixing and transport of chemical species can be modelled by solving
several conservation equations related to convection, diffusion and reaction sources
for each component species. In the volumetric reaction model, the model was used
to solve several equations related to continuity balance equation, mass and
momentum balance equation and also to predict the hydrogen production from the
gasifier. The assumption employed during modeling procedures are as follows:

• The steady-state process is considered.
• All gases are uniformly distributed in the gasifier.
• Reactions are not dependent on pressure.
• The gasifying agent is pure steam.
• Fluid in the system is incompressible.

The continuity equation derived from first principles (mass conservation laws) is
as follows:

oq
ot

þrðq~uÞ ¼ Sm ð1Þ

where q is the fluid density, u is the velocity vector in the x, y and z-direction
respectively and Sm is the source term. The momentum conservation principles then
form the Navier–Stokes’ equation. The solution to this partial differential equation
would describe the behavior of the momentum in the flow. The final form of the
momentum equation will be as the following:

o q~uð Þ
ot

þr q~u~uð Þ ¼ rpþr ~sð Þ þ qgþ~F ð2Þ

where ~F is the total external body forces, p is the static pressure and g is the
gravitational acceleration. The stress tensor is given as follows:

�s ¼ l ðr~uþr~uTÞ � 2
3
r �~uI

� �
ð3Þ

where l is the molecular viscosity and I is the unit tensor of the radiation intensity.
Fluent® solve the energy equation in the following form:

oðqEÞ
ot

þr � ð~uðqE þ pÞÞ ¼ r � keffDT �
X
j

hj~Jj þ ð�seff �~uÞ
 !

þ Sh ð4Þ

where E is the total energy, p is the static pressure, T is the fluid temperature, Sh is
the source terms for the heat of the chemical reaction, hj enthalpy formation for
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species j, and Jj is the diffusion flux for species j and keff is the effective fluid
thermal conductivity.

This energy equation includes pressure work and kinetic energy terms. However,
for incompressible flow, these two terms are often negligible. Therefore, in this
model pressure-based solver was used because in the pressure-based solver by
default does not include the pressure work or kinetic energy for incompressible
flow. From Eq. 4:

E ¼ h� p
q
þ~v2

2

h ¼
X
j

Yjhj

hj ¼
ZT

Tref

cr;jdt ð5Þ

where cp,j is the molar concentration of species j in reaction r. The source term, Sh,
in the energy equation include the source of energy due to chemical reaction, Sh,rxn
is written as follows:

Sh;rxn ¼ �
X
j

hoj
Mj

Rj ð6Þ

where Rj is the volumetric rate of creation of species j, Yj is the third-body efficiency
of species j andMj is the mass of species j. The source term also includes the energy
source from radiation heat transfer. In this model, Rosseland radiation model [22],
from Fluent® has been used to simulate the heating of incompressible fluid in the
gasifier. The general radiative transfer equation used in Fluent® is as follows:

dIð~r;~sÞ
ds

þ ðaþ rSÞIð~r;~sÞ ¼ an2
rT4

p
þ rs
4p

Z4p

0

Ið~r;~s 0ÞUð~s;~s 0ÞdX0 ð7Þ

where rS is the scattering coefficient, n is the refractive index,~s is the direction of
scattering and U is the phase function and X is the solid angle. For Rosseland
radiation model, radiative heat flux vector, qr can be approximated by the following
equation:

qr ¼ �CrG ð8Þ

where G is the incident radiation and C is the conduction coefficient given as
follows:
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C ¼ 1
ð3ðaþ rsÞÞ � Crs

ð9Þ

where a and C are empirical parameters. The incident radiation from Eq. 8 can be
calculated from the equation:

G ¼ 4rn2C4 ð10Þ

Replacing G into Eq. 8 yield:

qr ¼ �16rCn2T3rT ð11Þ

Since Eq. 11 has the same form as the Fourier conduction law, it is possible to write
it as Eq. 12. This equation is use in the energy equation to compute the temperature
field.

q ¼ qc þ qr ¼ �ðk þ krÞrT ð12Þ

kr ¼ 16rCn2T3 ð13Þ

where qc is the heat flux through conduction and kr is the radiative heat coefficient.
Fluent® models anisotropic scattering by means of a linear-anisotropic scattering
phase function:

Uð~s0;~sÞ ¼ 1þ C~s0 �~s ð14Þ

The reaction rate source term, Ri, in the species transport equation is computed
by laminar finite-rate model in Fluent®. This model neglect the effect of turbulent
fluctuations and reaction rates are determined by Arrhenius expressions. The net
source of chemical species, i due to the reaction is computed as the sum of the
Arrhenius reaction source over the NR reactions which the species participates:

Ri ¼ Mw;i

XNR

i¼1

R̂i;r ð15Þ

where Mw,i is the molecular weight of species i and R̂i;r net rate of production of
species i by chemical reaction r. Consider the rth reaction is written in general form
as follows:

XN
i¼1

vi;rMik
$
b;r=f ;r

XNR

i¼1

v0i;rMi ð16Þ
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where k
$
b;r=f ;r is the backward and forward rate constant for reaction, vi;r is the

stoichiometric coefficient for product i in reaction r and v0i;r is the stoichiometric
coefficient for reactant i in reaction r.

For non-reversible reaction, the backward rate constant is simply omitted. The
summations in the above equation are for all chemical species in the system, but
only species that appears as reactants or products will have non-zero stoichiometric
coefficient. Hence, species that are not involved will drop out of the equation. For
non-reversible reaction, the molar rate of creation/destruction of species i in the
reaction r, R̂i;r, is given as the following:

R̂i;r ¼ Cðv0i;r � vi;rÞðkf ;r
YN
J¼1

Cj;r
� �ðnj:rþn0j;rÞ ð17Þ

where kf,r is forward rate constant for reaction r, Cj,r is the molar concentration of
species j in reaction r, nj;r is the rate exponent for product species j in reaction r and
n0j;r is the rate exponent for reactant species j in reaction r. The term Γ represents the
net effect of third bodies on the reaction rate. This term is given by:

C ¼
XN
j

Yj;rCj ð18Þ

For this study, the third body effect is not included in the reaction rate calculation.
The forward rate constant for reaction r, kf,r is computed using the following

Arrhenius expression:

kf ;r ¼ ArT
br e�Er=RT ð19Þ

where Ar is the pre-exponential factor, Er is the activation energy, R is the gas
constant and br is the temperature exponent.

3 Chemical Components and Reactions

Biomass gasification involves the reactions of multiple species of reactants as well
as products. All these species are defined as components of the mixture template in
the reaction model. For this model, the mixture components consists of chemical
species as listed in Table 1.

The physical properties for the mixture material are defined in Fluent®. The
physical properties required are density, viscosity, thermal conductivity, specific
heat capacity and mass diffusion coefficients. As part of the reaction model, the
complex biomass gasification reactions were simulated as the source term of the
species transport equations when the reactants were consumed and the products
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were created. In this work there are six main reactions, which were assumed to
occur in the fluidized bed gasifier including the CO2 adsorption reaction. These six
reactions are shown in Table 2.

In this work, all reactions were solved using the laminar finite-rate reaction
model. In laminar finite-rate reaction model, the kinetic parameters such as the Pre-
exponential factor and activation energy are required in order to calculate the
Arrhenius rate. Therefore, the kinetic parameters from pass works have been
developed from experiments using coal, cellulose and various types of biomasses.
The kinetic parameters used in this work are shown in Table 3.

Table 1 Chemical species of
mixture

Compound Formula

Biomass C

Steam H2O

Hydrogen H2

Carbon monoxide CO

Carbon dioxide CO2

Methane CH4

Calcium oxide CaO

Calcium carbonate CaCO3

Nitrogen N2

Table 2 Chemical reaction Compound Formula

Biomass gasification C + H2O → CO + H2

Boudouard C + CO2 → 2CO

Water–gas shift CO + H2O → CO2 + H2

Methanation C + 2H2 → CH4

Methane reforming CH4 + H2O → CO + 3H2

Adsorption CaO + CO2 → CaCO3

Table 3 Kinetic data for
reaction model

Reaction Pre-exponential
factor

Activation
energy (kJ/mol)

Biomass gasification 2 × 105 6,000

Boudouard 1 × 106 6,370

Water–gas shift 4.4 1.62 × 108

Methanation 0.12 17,921

Methane reforming 3 × 105 15,000

Adsorption 10.2 44.5

Reaction Modeling for Prediction of Hydrogen Production … 7



4 Results and Analysis

The reaction model developed in Fluent® was validated with experimental and
simulation data from previous works. In Busciglio et al. [17], direct experimental or
simulation on biomass gasification reactions were not performed rather other data
from available literature were used for model validation. The simulated hydrogen
production using the model in the work Busciglio et al. [17] was validated with
results obtained by Lv et al. [23] and Gao et al. [24]. Busciglio et al. [17] had
developed a comprehensive process model for biomass gasification in ASPEN
PLUS software. Lv et al. [23] have investigated biomass air gasification in a small
scale fluidized bed and Gao et al. [24] performed experiments on biomass air-steam
gasification. The details of simulation parameters for model validation used in this
work are as shown in Table 4.

Figure 1 shows the comparison of estimated hydrogen production from the
reaction model in this work with previous works:

The hydrogen concentration in term of mol% is the facet average value taken at
the ‘Outlet’ line surface of the two-dimensional domain of the gasifier. From the
graph, it is observed that the reaction model can accurately predict the hydrogen
production from biomass gasification (at 800 °C and steam to biomass ratio of 2).

Table 4 Simulation
parameters for model
validation

Parameters Value

Biomass mass flow rate (kg/s) 1.25 × 10−3

Steam mass flow rate (kg/s) 2.5 × 10−3

Gasifier temperature (°C) 800

Gasifier pressure (kPa) 101.325

Steam temperature (°C) 250

Fig. 1 Comparison of
estimated H2 production

8 A.bt.Mohd. Tamidi et al.



The prediction of hydrogen from the model is close to the predicted hydrogen
production by Nikoo and Mahinpey [14] (from ASPEN PLUS process simulation
software) and from the steam gasification experimental study by Gao et al. [24].
The experimental hydrogen production from Lv et al. [23] is lower as compared to
the predicted production from the reaction model. This is due to the utilization of air
as the gasifying agent and the low hydrogen concentration which results from the
‘dilution effect’ by nitrogen from air. Based on this comparison, it can be inferred
that simulated hydrogen production by the reaction model is in good agreement
with the literature data. In addition, the model can be further employed to predict
the effect of other reaction parameters on hydrogen production from the biomass
gasification process.

The fluidized bed gasifier temperature is one of the most important operating
variables for biomass gasification. In this work, the reactions were simulated at
gasifier temperature ranging from 700 to 900 °C in 50 °C increments. Figure 2
shows the effect of fluidized bed reaction temperature on hydrogen production from
biomass gasification process at steam to biomass ratio of 2.

From Fig. 2, it is observed that the hydrogen production increases with tem-
perature. This finding is similar to the experimental data obtained by Lv et al. [23]
and Wu et al. [3]. This is because biomass gasification is an endothermic reaction.
Therefore high temperatures are more favorable for the reaction to occur. Estimated
hydrogen production from the reaction model is also compared with the data from
previous works. Based on the comparison, it is observed that the model is able to
accurately predict hydrogen production from biomass gasification. It can be
observed that the concentration of hydrogen and trend of hydrogen production is in
good agreement with the data from literature. The highest hydrogen production is
observed to occur at the temperature of 850 °C which was approximately 48 mol%.
Figure 3 shows the effect of gasification temperature on product gas composition.

From the Fig. 3, it is observed that as temperature increases, the concentration of
carbon monoxide also increases while the concentration of carbon dioxide
decreases. This is because at temperatures higher than 800 °C, carbon dioxide is

Fig. 2 The effect of fluidized bed reaction temperature on hydrogen production

Reaction Modeling for Prediction of Hydrogen Production … 9



further cracked to carbon monoxide making carbon monoxide concentration to
increase. Kalinci et al. [25] also claimed that at high gasification temperatures
(800–850 °C), product gas which is rich in hydrogen and carbon monoxide is
produced. The concentration of methane remains low in the product gas since
methane is continuously produced and consumed simultaneously during the gasi-
fication process. Hydrogen profile from the Fig. 3 shows that gasification is
effectively occurring at temperatures higher than 800 °C since there is a significant
jump in the hydrogen concentration from 800 °C onwards. Therefore, to obtain the
best performance of biomass gasification with maximum concentration of hydrogen
(without the presence of the carbon dioxide adsorbent), the gasifier should be
operated at temperatures ranging from 800 to 900 °C. Figure 4 shows the effect of
gasification temperature on hydrogen yield during gasification.

The hydrogen yield predicted from the reaction model is also compared with
experimental data from previous works as shown in Table 5.

From the comparison in Table 5, it is observed that the predicted hydrogen yield
obtained from the reaction model is similar with the experimental data obtained by

Fig. 3 The effect of gasification temperature on product gas composition

Fig. 4 The effect of gasification temperature on hydrogen yield
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Gao et al. [24] at 850 °C. This shows that the assumptions made on biomass carbon
content is valid in order to predict hydrogen production from biomass gasification
process using the reaction model. The predicted hydrogen yield from the simulation
is higher compared to the experimental data obtain by Shen et al. [8]. This is
because the biomass used in Shen et al. [8] has lower carbon content and much
lower steam to biomass ratio. In Shen et al. [8], it was reported that the increase of
steam in the fluidized bed gasifier has the same effect as increasing gasifier tem-
perature. In this work, the effect of increasing steam to biomass ratio on product gas
composition from biomass gasification was analyzed. Steam to biomass ratio in the
range of 1–4 is simulated using the reaction model. Figure 5 shows the effect of
steam to biomass ratio on product gas composition in the gasifier.

In Fig. 5, it can be observed that the hydrogen concentration decreases as steam
to biomass ratio increases. This is due to the dilution effect from the excess steam
which does not completely react with the biomass. The excess steam further reacts
with carbon monoxide to produce carbon dioxide. This explains the increase of
carbon dioxide and decrease of carbon monoxide as the steam to biomass ratio
increases. The same observation was obtained by Wu et al. [3] in their experimental
study. The increase of steam to biomass ratio also shows an increase in water
production by the gasifier. The increase of water production means there is a need
of an additional downstream system in order to increase the purity of the hydrogen
in the product gas. The highest hydrogen concentration produced is observed at

Table 5 Comparison of hydrogen yield and other properties

Simulation Shen et al. [8] Gao et al. [24]

Carbon content in biomass (%) 50 36.57 44.75

Temperature (oC) 850 850 850

Gasifying agent Steam Steam Air–steam

Steam to biomass ratio 2 0.6 1.4

Adsorbent No No No

Hydrogen yield (g H2/kg biomass) 94.75 62 99.55

Fig. 5 The effect of steam to biomass ratio on product gas composition

Reaction Modeling for Prediction of Hydrogen Production … 11



steam to biomass ratios of 1.5–2. Therefore, in order to achieve high purity of
hydrogen from the gasifier, it is best to operate the gasifier at steam to biomass
ratios of 1.5–2. Figure 6 shows the effect of steam to biomass ratio on biomass
carbon conversion during the gasification process.

From Fig. 6, it is observed that the biomass carbon conversion increases as the
steam to biomass ratio increases from 1 to 4. A drastic increase in carbon con-
version is observed as steam to biomass ratio increases from 1 to 1.5. The carbon
conversion becomes almost constant and reaches approximately 100 % when the
steam to biomass ratio reaches to 2 and beyond. This shows that high carbon
conversion could be achieved as more steam is added into the system because the
surplus steam further pushes the gasification reaction forward making the biomass
as the limiting reactant. Figure 7 shows the predicted hydrogen yield from the
simulation.

From the graph, it is observed that the hydrogen yield increases with the
increment of the steam to biomass ratio. This shows that increasing steam input to
the system has the same effect as increasing the gasification temperature. Based on
the Le Chatelier’s principle, as more steam (reactant) is added into the system, the
gasification reactions are further pushed forward towards producing more hydro-
gen. This occurs as the reactive system strives to achieve equilibrium. Thus,
hydrogen yield increases further as more steam is added into the system. The same
concept applies as gasification temperatures increase. Since gasification reactions
are endothermic, increasing temperatures also further pushes the reactions forward
and more hydrogen could be produced from the system. Hence, increasing steam
input has the same effect as increasing the gasification temperature. Based on

Fig. 6 The effect of steam to
biomass ratio on carbon
conversion

Fig. 7 The effect of steam to
biomass ratio on hydrogen
yield
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simulation results, the optimum steam to biomass ratio for the biomass steam
gasification system is 2. This is because at steam to biomass ratio of 2, high
concentrations of hydrogen could be obtained from the system and at the same time
high carbon conversion could be achieved. Even though higher hydrogen yield
could be obtained at higher steam to biomass ratios, adding more steam into the
system will not be economical since more energy is required for stream generation.
Therefore, in order to have an economical process while simultaneously main-
taining high gasifier performance, it is best to keep the steam to biomass ratio at
2. In this work, the effect of carbon dioxide adsorbent on hydrogen production was
studied. The simulation was done in order to observe the effect of adsorbent to
biomass ratio (A/B) and adsorbent temperature on hydrogen production during
biomass gasification. Figure 8 shows the comparison of hydrogen concentrations in
the product gas at different reaction temperatures with and without the carbon
dioxide adsorbent.

From Fig. 8, it is observed that at lower temperatures, the concentration of
hydrogen produced from gasification with carbon dioxide adsorbent is higher than
gasification without adsorbent. However, the opposite trend is seen at temperatures
850 °C and higher. This is because at higher temperatures, the exothermic
adsorption reaction reverses to calcination reactions where hydrogen becomes the
reactant to produce calcium oxide. This in effect reduces the hydrogen concentra-
tion. Figure 9 shows the comparison of hydrogen yield from biomass gasification
with and without the adsorbent in the system.

Figure 9 shows the comparison of hydrogen yield from biomass gasification with
and without adsorbent in the system. From the comparison, it is observed that the
hydrogen yield from the gasification system with in situ carbon dioxide adsorbent is
much higher compared to the gasification system without the adsorbent. The
hydrogen yield increases more than two folds especially at the lower temperatures
(600–750 °C). This is because the exothermic adsorption reaction is much more
favorable at lower temperatures. The highest hydrogen yield is observed at 600 °C
which is 195.3 g H2/kg biomass. For optimal performance of biomass gasification
with in situ carbon dioxide adsorbent, the gasifier should be operated at a tem-
perature range of 600–750 °C.

Fig. 8 The effect of
adsorbent to biomass ratio (A/
B) on product gas
composition
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5 Concluding Remarks and Recommendations

In this work, the optimization of biomass fluidized bed gasifier with respect to
different reaction parameters has been investigated via the computational fluid
dynamics framework. Using Fluent®, the reaction model (the finite-rate model) has
been successfully validated with empirical results and implemented in this work to
predict hydrogen production from biomass gasification. From the reaction model,
gasification temperature of 850 °C and steam to biomass ratio of 2 gave the highest
concentration and yield of hydrogen which were 48 mol% and 94.75 g H2/kg
respectively. The addition of the carbon dioxide adsorbent in the gasifier highly
improves the hydrogen production. At adsorbent to biomass ratio of 1 and at
gasification temperatures as low as 600–750 °C, high concentration and yield of
hydrogen could be obtained (47 mol% and 195.3 g H2/kg biomass respectively).

In order to improve the quality of product gas prediction from the gasifier it is
recommended to use the kinetic data that is specifically developed from local
biomass gasification reaction. For example kinetic data from actual gasification
experimental data using TGA, micro-reactor or bench scale gasifier would be much
more reliable than kinetic data from literature. Results of hydrogen production from
experimental data also could be used as model validation. Biomass is represented as
pure carbon (C) in this current work in order to resemble the actual biomass. It is
best to use the empirical chemical formula for biomass which consists of C, H and
O according to the actual biomass proximate and ultimate analysis.
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Large Eddy Simulation (LES)
for Steady-State Turbulent
Flow Prediction

T. Ganesan and M. Awang

Abstract The aim of this work is to simulate a steady turbulent flow using the
Large Eddy Simulation (LES) technique in computational fluid dynamics (CFD).
The simulation was done using an in-house code developed in the programming
platform of Visual C++. The Finite Volume Method was used to compute
numerically the solutions of the Navier-Stokes equation under turbulent conditions.
The Quadratic Upstream Interpolation for Convective Kinetics (QUICK) numerical
scheme was utilized with the Semi-Implicit Pressure Linked Equations (SIMPLE)
as an algorithm. The code consists of a steady three-dimensional turbulent solver
using the Large Eddy Simulation (LES) turbulent model. The simulated velocity
flow profile was then compared against experimental data.

Keywords Computational fluid dynamics (CFD) � Large eddy simulation (LES) �
Finite volume method � Turbulence � Navier-Stokes equations

1 Introduction

Large eddy simulation (LES) has been used in myriad studies to analyse turbulent
flows in simple geometries and boundary conditions over the past 25 years [1, 2]. In
the recent 5–10 years LES has been applied to predict increasingly complex flows
[2]. These research efforts pioneered the idea of using the flow characteristics from
the smallest resolved scales to predict the subgrid scale (SGS) stresses. This idea
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then gave rise to the scale similarity model and the mixed model. This way the
required information from the smallest resolved scales were obtained mathemati-
cally by applying the filter operation twice. Bardina et al. [3] performed this method
to rotating turbulent and to homogeneous isotropic flows. The follow-up work from
Bardina et al. [3] was carried out by Germano et al. [4] who then proceeded to
develop the dynamic subgrid scale model (DM).

Some simulations were done on the analysis of flows through cylindrical
geometries using LES. For instance, Chang et al. [5] studied multiphase turbulent
flows in pipes and Eggels and Nieuwstadt [6] used the Smagorinsky model to
calculate flow properties in an axially rotating pipe. Besides that, the LES and DNS
approaches were used to model a temporally evolving round jet at a low Reynolds
number by Fatica et al. [7]. In this study, the Reynolds number was 800 (which was
based on the radius and the centerline velocity of the jet) where the Smagorinsky
model and the DM model were utilized.

In another study, the dynamic subgrid scale model (DM) model was used by
Yang and Ferziger [8] to calculate the flow characteristics of a low Reynolds
number turbulent flow in a channel with a two-dimensional obstacle mounted on
one wall. The results were compared with another calculation performed using the
Smagorinsky model with as well as the results from the DNS model. The overall
results of the DM model were more consistent with the DNS solution as compared
to the results from the Smagorinsky model. These comparisons conclude that the
DM model is an improvement over the Smagorinsky model.

Hoffmann and Benocci [9] modelled a jet issuing from a two-dimensional slit
onto a flat plate using LES. The DM model was modified to take into account the
SGS stresses. The DM model was modified to utilizing test filtered variables (in
contrast to the commonly used grid filtered variables) in the equation for the
modelled parameter C. In these computations, no comparison against experimental
data was carried out. However, the main physical features in the flow were
captured.

Some work on the development of the LES method has been carried out in
recent times [3, 6–8, 10]. These works were mainly on the modifications and
development of the filtering component in the LES model used during the spatial
averaging procedure.

The LES modelling method has gone through significant changes and
improvements in the 1980s and in the 1990s. This is mainly due to the radical
improvement in the advancement of computer systems. Besides that, these changes
could also be attributed in the very rapid evolution of the SGS models where the
DM model is proving to be quite promising. In a nutshell, there is a continuous and
strong effort to advance the LES modelling approach to produce more realistic
results for predicting characteristics of turbulent flows especially in engineering
applications.

In this work, a solver was developed using the Finite Volume Method. The
Quadratic Upstream Interpolation for Convective Kinetics (QUICK) numerical
scheme [11] was used with the Semi-Implicit Pressure Linked Equations (SIMPLE)
algorithm. The Large Eddy Simulation (LES) static turbulent model developed in
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Smagorinsky [12] was used to compute the subgrid scale (SGS) stresses. Many
simple experiments have been done in the past to observe turbulent flow phe-
nomenon and to outline its characteristics. In this paper, two three-dimensional
steady turbulent flow phenomenon was simulated and compared against the
experimental results by Martinuzzi and Tropea [13] and Driver and Seegmiller [14].

This paper is organized as follows: Sect. 2 presents the Mathematical Formu-
lation and Computational Techniques while Sect. 3 provides the solver parameters
used in the LES simulation. Section 4 describes the experimental details of the flow
application at which the LES simulation was implemented and Sect. 5 consists of
the analysis of the results and some comparative studies. Section 6 provides some
discussions on the error distribution between the simulation and the experimental
results. Finally, this paper ends with some conclusions and recommendations for
future work.

2 Mathematical Formulation and Computational
Techniques

The mass flow rate across the faces of the fluid element is the product of density,
area and the velocity component normal to the face. The summation will be in the
form of a differential which will result as the following:

@q
@t

þ @ðquÞ
@x

þ @ðqvÞ
@y

þ @ðqwÞ
@z

¼ 0 ð1Þ

where u, v and w are the velocity components in the x, y and z—direction
respectively.

The momentum conservation principles are required in order to form a partial
differential equation (Navier-Stokes). The solution to this partial differential equa-
tion would describe the behavior of the momentum in the flow. The final form of
the momentum equation will be as the following:

@ quð Þ
@t

þ div quvð Þ ¼ div C � graduð Þ þ Su ð2Þ

where the @ quð Þ=@t is the unsteady term, div quvð Þ is the convective term,
div C � graduð Þ is the diffusive term and Su is the source term. The C in the diffusion
term is the diffusion coefficient which is a function of the viscosity. The SIMPLE
algorithm was employed in this simulation and it is shown in Fig. 1.

The LES model computes the subgrid scale stresses. Large eddies depend and
extract energy from the bulk flow, their behavior is more anisotropic than small
eddies (which are isotropic at high Reynolds number flows). A model such as the
Reynolds Averaged Navier-Stokes (RANS) equations also describe the solution
that comprises of the behavior of eddies in a time-averaged fashion. However, the
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LES model provides a means to compute a certain range of eddy scales (large
eddies) through a statistical filtering procedure (spatial-averaging).

The filtering procedure is done by performing a convolution on the Navier-
Stokes equation and the filter function (Gaussian filter, Fourier filter or the Tophat
filter) producing the spatial-averaged Navier-Stokes equation.

The convolution averages-off the small eddies (which effects are estimated using
semi-empirical models called sub- grid scale (SGS) models) where computation is
only done on the large eddies. The LES model gives spatial-filtered Navier-Stokes
equations:

@ q�uið Þ
@t

þ div q�ui�uj
� � ¼ � @ �pið Þ

@xi
þ div C � grad�uið Þ � @sij

@xj
ð3Þ

sij ¼ quiuj þ q�ui�uj ð4Þ

The terms �ui are the filtered velocities, �p is the filtered pressure, the term sij is the
stress tensor that results from the statistical procedure (analogous to the Reynolds
stresses in the RANS equations).

The LES Reynolds stresses arise due to the convective momentum transport
which is a result of the interactions among SGS eddies per se and is modelled with a
SGS turbulence model. The SGS turbulence model used in this computer code is
the Smagorinsky-Lilly SGS model. In this computation, the Cross stress Cij,
Leonard stresses, Lij and Reynold stresses, Rij are implemented together in the finite
volume method:

Lij ¼ ðq�ui�uj � q�ui�ujÞ ð5Þ

Cij ¼ ðq�uiu0j � qu0i�uj ð6Þ

Rij ¼ qu0iu
0
j ð7Þ

Fig. 1 The SIMPLE algorithm
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Thus, resulting in one SGS turbulence model which can be formulated as the
following:

sij ¼ �2lSGS�Sij þ
1
3
siidij ð8Þ

Where lSGS is the artificial or the sub-grid scale viscosity which acts as the
constant of proportionality and �Sij is the average strain rate. The size of the SGS
eddies are determined by the filter choice as well as the filter cut-off width which is
used during the averaging operation. The SGS viscosity can be obtained by the
following semi-empirical formulation:

lSGS ¼ q CSGSDð Þ2
ffiffiffiffiffiffiffiffiffiffiffiffi
2�Sij�Sij

q����
���� ð9Þ

where D is the filter cut-off width and is an CSGS empirical constant which is
usually specified in a range, 0.19 < CSGS < 0.24.

3 Solver Parameters

Prior to execution of the numerical solver, a number of parameters are required to
be specified. These parameters are the numerical coefficients that are employed in
the numerical scheme and the algorithm. These parameters influence the number of
iterations, computational time, stability of computations and the convergence rate.
The parameter types and the values that are used in this work can be summarized as
in Table 1:

Table 1 Numerical setting for solver parameters

Properties Experiment 1 Experiment 2

Parameters Parameters

Iterations for velocity and pressure 3,496 3,470

Relaxation factor for velocity 0.9 0.9

Relaxation factor for pressure 0.9 0.9

Convergence criterion for pressure
correction matrix

1 % 1 %

Mesh size (x, y, z) in (meters) (0.032, 0.05, 0.04) (0.02, 0.0034, 0.0051)

CSGS, SGS Constant 0.2 0.2
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4 Experimental Descriptions

4.1 Experiment 1: Flow Over a Surface-Mounted Cubicle
Obstacle

The experimental data from this experiment which was performed by Martinuzzi
and Tropea [13] was compared against the simulation results. The fluid used in this
experiment was water (incompressible flow) with the density of 1,000 kg/m3 and
viscosity of 0.001 kg/ms. The experiment was performed in a rectangular channel
with a single cubicle obstacle mounted on the surface of the channel (internal flow).
The Reynolds number (which is based on the channel height) was 12,000 with the
inlet velocity of 0.467 m/s.

The experiment was conducted at atmospheric pressure. The length (x-direction),
height (y-direction) and width (z-direction) are respectively 1.6 × 0.16 × 1.0 m3.
The obstacle was mounted at 0.8 m from the inlet (x-direction) and 0.46 m in the
z-direction. This experiment was performed in a fully developed turbulent channel
flow. The cubicle obstacle was placed at 5 times the channel height from the inlet
(x-direction) and at the centerline of the width (z-direction). A detailed description
of the experimental technique can be found in Dimaczek et al. [15]. A schematic
illustration of the setup is shown in Fig. 2:

Fig. 2 Schematic representation of the setup in Experiment 1
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4.2 Experiment 2: Flow Over a Backward-Facing Step
with Opposite Wall

The experimental results from this experiment which was performed by Driver and
Seegmiller [14] are used for the second validation of the LES solver. The fluid used
in this experiment was air (incompressible at the Mach number of 0.128) with the
density of 1.0 kg/m3 and viscosity of 1.02 × 10−5 kg/ms at ambient temperature.
This experiment was performed in a rectangular channel with a backward-facing
step that diverges the channel. The Reynolds number based on momentum thick-
ness with the boundary layer thickness of 0.019 m was 5,000 with the inlet velocity
of 44.2 m/s. Hence, the fluid at the inlet is incompressible and undergoes fully
turbulent flow. The experiment was conducted at atmospheric pressure. The length
(x-direction), height (y-direction) and width (z-direction) are respectively
1.0 × 0.101 × 0.152 m3. The backward step begins at 0.06 m from the inlet (in the
x-direction). A schematic illustration of the setup is shown in Fig. 3:

Fig. 3 Schematic representation of the setup in Experiment 2
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5 Results Analysis

5.1 Experiment 1: Flow Over a Surface-Mounted Cubicle
Obstacle

The velocity distributions obtained by the solver is compared with that obtained
from the experiment. For the purpose of comparison, the most significant velocity
gradients that influence the flow behaviour are taken. To identify the significant
velocity gradients, a scaling argument was used. From the analysis, the velocity
gradients, was identified as the most significant term for the given dimensions of the
setup and the flow conditions. Thus, the u-velocities (streamwise velocities) are
taken with respect to the y-axis at different points in the x-direction.

The velocity distributions in the experimental results are normalized to the inlet
velocity that is U/U0. Similarly the distances in the experimental results are also
normalized to the height of the obstacle which is respectively x/H, y/H, and z/H.

Seven sets of experimental results of the u-velocity distributions are obtained
throughout the test section. Four sets of velocity distributions are used in the
comparison at the region before the obstacle, one set right above the obstacle and
two sets at the flow after the obstacle (the dissipation region). The normalized
distances in the x, y and z -direction (x/H, y/H, and z/H) is at (0, 0, 0) is right above
the obstacle. The following are the first four sets of velocity distributions which are
taken for comparison. These sets are taken at the upstream region before the
obstacle at x/H = −5, x/H = −2, x/H = −0.75 and x/H = −0.25 which is shown in
Figs. 4, 5, 6 and 7:

The computed streamwise velocities when compared with the experimental data
at the near-wall region are seen to have deviations (Fig. 4 and 5). It can be seen that
the usage of non-uniform grid produces more realistic results than a uniform grid
for such cases. In Arnal and Friedrich [16] finer was used grid at the near-wall
region. The simulations produced more accurate results as compared to the cal-
culation done with a uniform grid which can be observed in Friedrich and Arnal
[17]. Similar to Friedrich and Arnal [17], this work used a uniform grid which may
be one of the reasons for inconsistencies mentioned above.

Fig. 4 Comparison of
velocity distributions at
x/H = −5
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In Figs. 6 and 7, it can be observed that the simulation results produce a
qualitatively similar trend as compared with that of the experiment. However, the
velocity profile produced by the simulation appears to have slight irregularities
(‘wiggles’). Similar occurrences have been observed in Krajnovic and Davidson
[18] while performing LES simulation on flow over a bluff body. In Krajnovic and
Davidson [19], it was stated that these wiggles can be attributed to a combination
of two factors, the coarseness of the mesh and the numerical scheme applied.
Krajnovic and Davidson [18] also experienced these similar wiggles in the
streamwise velocities in their simulation. Therefore, in Krajnovic and Davidson
[19], it was suggested that a finer grid and a better numerical scheme may produce
smoother trend in the streamwise velocities and hence eliminate these wiggles.

Fig. 5 Comparison of
velocity distributions at
x/H = −2

Fig. 6 Comparison of
velocity distributions at
x/H = −0.75

Fig. 7 Comparison of
velocity distributions at
x/H = −0.25
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Figures 8, 9 and 10 are the velocity distributions which are taken right above the
obstacle (at x/H = 0) and at the flow after the obstacle (the dissipation region at
x/H = 2 and x/H = 3):

The solver had difficulty in accurately computing the flow behavior at the
recirculation region (see Fig. 8). This may be attributed to the inability of the SGS
model (Smagorinsky’s model) to compute accurately the SGS stresses that heavily
influences the flow during the recirculation phenomenon. One method to enhance
the SGS model’s accuracy is to modify it by including approximate boundary
conditions. This was done in Morinishi and Kobayashi [20] where this method was
stated to improve the accuracy of the computed SGS stresses. Another method was

Fig. 8 Comparison of
velocity distributions at
x/H = 0

Fig. 9 Comparison of
velocity distributions at
x/H = 2

Fig. 10 Comparison of
velocity distributions at
x/H = 3
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proposed in Yoshizawa [21] where a new parameter was introduced and was said to
improve the accuracy of the Smagorinsky’s model.

There are also slight inconsistencies for the velocities at the recirculation and the
recovery region (refer to Figs. 9 and 10). To trace the vortex, the vortex center can be
used where the velocity is zero. In this work, it can be observed that dissipation
occurs gradually downstream after the obstacle or the step. Hence heading further
downstream the vortex structure disappears which is consistent with the physical
data. A similar work on identifying vortex dissipation downstream offlows was done
in Roquemore [22]. The dynamic Smagorinsky’s model (DMmodel) was also stated
to give more realistic results as compared with the static Smagorinsky’s model.

5.2 Experiment 2: Flow Over a Backward-Facing
Step with Opposite Wall

The velocity distributions obtained by the solver is compared with that obtained
from the experiment. Similar to experiment 1, for the purpose of validation, the
identification of the most significant velocity gradients is necessary and thus, the
scaling argument was used. From the analysis, the velocity gradients, was identified
as the most significant term for the given dimensions of the setup and the flow
conditions. Therefore, the u-velocities (streamwise velocities) are taken with respect
to the y-axis at different points in the x-direction.

The velocity distributions in the experimental results are normalized to the inlet
velocity that is U/U0 (dimensionless). Similarly, the distances in the experimental
results are also normalized to the height of the backward-step which is respectively
x/H, y/H, and z/H (dimensionless).

Seven sets of experimental results of the u-velocity distributions (velocities in the
x-direction) are obtained throughout the test sections. Four sets of velocity distribu-
tions are used in the comparison at the region after the backward-step (the dissipation
region) and before the backward-step. The following are the five sets of velocity
distributions which are taken for comparison. These sets are taken at x/H = −4,
x/H = 0, x/H = 2, x/H = 3 and x/H = 5 which are shown in Figs. 11, 12, 13, 14 and 15:

Fig. 11 Comparison of
velocity distributions at
x/H = −4
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It can be seen in Fig. 11 that the wiggles have manifested themselves once more
in the solver similar to experiment 1. However, these inconsistencies do not appear
in Fig. 12. The factors of grid type and coarseness together with the numerical
scheme play a critical role for the existence of these wiggles [18, 19].

The reattachment locations (the points where the wall-normal gradient of the
stream wise velocity changes sign) obtained by the solver for experiment 2 is rather
consistent with the physical results. This can be observed in Figs. 13, 14 and 15.
Therefore, the incoherent vortex or the vortex stretching phenomenon is accurately

Fig. 12 Comparison of
velocity distributions at
x/H = 0

Fig. 13 Comparison of
velocity distributions at
x/H = 2

Fig. 14 Comparison of
velocity distributions at
x/H = 3
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captured by the solver. The results of the solver capturing this phenomenon are not
only consistent with the physical data but also similar to computational results of
Balaras et al. [23]. To trace the vortex, the vortex center can be used where the
velocity is zero. In this work for both experiments it can be observed that dissipation
occurs gradually downstream after the obstacle or the step. Hence heading further
downstream the vortex structure disappears which is consistent with the physical
data. This can be observed in Figs. 13, 14 and 15. A similar work on identifying
vortex dissipation downstream of flows was done by Roquemore et al. [22].

6 Deviation Analysis

The error in percentage (%) between the velocity distributions obtained by the
numerical solver and the experimental results was computed using the following
formulation:

error ð%Þ ¼ u� u0

u0

����
����� 100 % ð10Þ

where u′ is the velocity obtained by the experimental results and u is the velocity
obtained by the numerical solver. The average error obtained for the sets of velocity
distributions in experiment 1 are as in Fig. 16:

In Fig. 16, as the flow approaches the obstacle, the average error is observed to
increase. The average error at x/H = −0.25 which is right before the obstacle is at
15.545 %. This may be attributed to flow reversal, as could be observed in Fig. 5
(negative velocity values) when the fluid encounters the mounted-obstacle. This
phenomenon is not accurately captured by the numerical solver and hence results in
higher error values. The average error in the velocity distribution is observed to
reduce as compared with that in the flow reversal region in front of the obstacle.
This may be explained by the fact that the flow above the obstacle exhibits com-
paratively higher stability as the mean flow direction is preserved. The average error

Fig. 15 Comparison of
velocity distributions at
x/H = 5
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at x/H = 2 has a higher value of 19.14 % due to inability of the numerical solver to
capture the finer details of the flow recirculation phenomenon. Finally at x/H = 3, is
can be observed that the average error reduces again during flow recovery. Thus the
solver computes the velocity profile with fair amount accuracy.

The average error distribution in the streamwise direction for Experiment 2 can
be seen in Fig. 17:

In Fig. 17, the average error is observed to reduce radically from x/H = −4 to
x/H = 0. This is because at x/H = 0, the distribution at the velocity profile becomes
more regular as compared to the profile near the inlet. However, at x/H = 2, it can be
observed that the average error retains a high value of 11.34 %. This can be due to the
numerical discrepancies in the solver which may give rise to difficulties in accurately
capturing the flow recirculation phenomenon. Finally at x/H = 3 and at x/H = 5, it can
be observed that the average error reduces and maintains a stable value. The intensity
of backflow gradually reduces as the dissipation occurs. As the flow recovers and
regains its stability, the solver computes the velocity profile more accurately.

The type of SGS stresses existing in turbulent flows are Reynolds stresses. Since
stresses such as Leonard and Cross stresses are the result from the statistical

Fig. 16 The average error
distribution in the streamwise
direction (For Experiment 1)

Fig. 17 The average error
distribution in the stream wise
direction (For Experiment 2)
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operation and thus, not measurable, the dominant SGS stresses which has any effect
on the flow is assumed to be the Reynolds stresses. As can be observed in Fig. 17, the
computational results in experiment 2 agree fairly well with the experimental data
quantitatively and qualitatively with a less than 12 % average error at each mea-
surement as compared to experiment 1 (Fig. 16). This is because; the complexity of
the geometry of the experimental setup in experiment 2 is much lower than exper-
iment 1. Hence, the Reynolds stresses from the flow is more intense in experiment 1
as compared to experiment 2 such that the simulation encountered more difficulties
when predicting the flow in experiment 1 as compared to experiment 2.

7 Concluding Remarks

Based on the analysis performed it can be concluded that the results produced by
the simulation are fairly consistent with the experimental results. Although the in-
house source code equipped with the LES turbulence model is complete, further
advancement and validation with empirical results with different flow conditions are
necessary. For instance, the numerical scheme of the solver can be upgraded to third
order QUICK or other UPWIND schemes to cut down the approximation errors
during numerical operation. Besides that, based on recent work [18] the static
Smagorinsky’s model in this solver can be upgraded to the Dynamic Smagorinsky’s
model to accurately capture the flow fluctuations due to turbulence. The option for
more meshing techniques could also be included as one of the features in the solver.
These upgrades and testing will increase the capacity of the simulator to solve a
greater variation of flow cases with optimum accuracy.
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Numerical Simulations of Lid-Driven
Cavity Flows Using Multi-relaxation Time
Lattice Boltzmann Method

S.J. Almalowi, D.E. Oztekin and A. Oztekin

Abstract Lattice Boltzmann method is implemented to study two and three
dimensional flows in a square cavity. D2Q9 is used to predict the velocity field in a
two dimensional cavity while both D3Q15 and D3Q19 lattice arrangements are
employed to predict three dimensional flows in a cavity. The second order and non-
equilibrium type of boundary conditions are used to discretize the conditions
imposed on the velocity field at both moving and stationary walls. Multi-relaxation
time method is applied for two dimensional lattice arrangements while single
relaxation time method is employed for three dimensional arrangements. Multi
relaxation time provides an accurate and stable simulations at high Re flows. The
velocity field predicted here for both two and three dimensional cavity flows agrees
well with those documented by previous investigators. It has been shown here that
the Lattice Boltzmann method is an effective computational fluid dynamics tool to
study high Re flows.

1 Introduction

The Lattice Boltzmann method is a tool from statistical mechanics which is used to
predict macroscopic properties of fluids such as viscosity, thermal conductivity, and
diffusion coefficient from the microscopic properties of atoms and molecules. The
method has been investigated by several investigators [1–4] and has been increasing
in popularity since its development in the early nineties. It has been shown to have
accuracy comparable with that of traditional CFD methods. In the present work we
will be studying the classical lid driven cavity flow as an example. It should be
noted that the Lattice Boltzmann method has been applied to very complicated
flows, including high Reynolds number flows and viscoelastic flows [5].
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The Lattice Boltzmann method can be easily applied to one, two, or three
dimensions and can be applied to many lattice arrangements. The number associ-
ated with lattice arrangement is the number of directions involved. These lattice
directions can be imagined as the paths the fluid can flow. In any Lattice Boltzmann
method the first lattice direction is the node itself, this represents the fluid remaining
stationary. The other directions vary depending on the arrangement. A common
arrangement in two dimensions is a nine directional arrangement, where directions
two through five are the cardinal directions and directions 6 though nine are the
diagonals. The terminology D2Q9 is used as shorthand for 2 dimensions and 9
lattice directions. In the present work D2Q9 and D3Q19 will be studied.

Some relevant investigations in lid driven cavity flow and in the Lattice
Boltzmann method are listed here. Barragy and Carey [6] have used a finite element
method with a fine sized mesh. They have obtained highly accurate solutions for
steady cavity flow up to Reynolds number of 12,500. Botella and Peyret [7] have
used a Chebyshev collocation method to examine a similar flow. Erturk et al. [8]
studied the 2-D steady incompressible lid driven cavity flow by using stream
function and vorticity formulation and was able to obtain solutions up to Reynolds
number of 21,000.

Mei et al. [9] studied the 3-D flows with curved boundary condition using the
Lattice Boltzmann method with D3Q15 and D3Q19. They obtained solutions for
steady cavity flows up to Reynolds numbers of 400. Hou et al. [10] investigated 2-
D cavity flows using the Lattice Boltzmann method. They utilized D2Q9
arrangements using single relaxation time. They had success up to Reynolds
numbers of 7,500.

2 Governing Equations

The Lattice Boltzmann method (LBM) was developed from the Lattice Gas
Automaton method (LGA). In LGA imaginary particles are placed on the lattice and
are given velocities. At each time step the particles will move along the lattice to
their next position based on their velocities, this is the propagation step. Then, if
multiple particles are on the same node in the lattice, certain collision rules are
followed. This is called the collision step and it is in this step that the velocities are
updated for the next time step. This easily conserves mass and momentum. Mass is
conserved by maintaining the same number of imaginary particles throughout the
simulation and momentum is conserved by the rules set in the collision
step. However, there are serious errors in this method. The imaginary particles in
the LGA method are representing a large number of particles and are being limited
to movement along certain angles. The LBM uses Boltzmann’s density distribution
function to create a continuous model for the particles. Because LBM uses a
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distributed function, instead of discrete particles at each node, the fluid at the node
is capable of following multiple branches of the lattice, as opposed to the discrete
particle which had to choose one branch as a path. With this change the fluid can
move in a natural way along the lattice in contrast to the jerky motions seen in
LGA [11].

In LBM we have the evolution equation which is the combination of the
propagation and collision steps

fk xþ ekdt; t þ dtð Þ � fk x; tð Þ ¼ � 1
s

fk x; tð Þ � f eqk ðx; tÞ�� ð1Þ

In this equation the left hand side represents propagation and the right hand side
represents the collision. Where the function fk x; tð Þ is the density distribution
function along the lattice branch k. x is the spatial coordinate and t is time. ek is the
expression for the discrete velocities along each branch k. s is the lattice relaxation
time. f eqk x; tð Þ is the equilibrium distribution. This is a very important term, since the
appropriate selection of this function guarantees that the evolution equation satisfies
the Navier-Stokes equation. The selection of this function is shown below.

In LGA the conservation laws are clear but in LBM it takes a bit more work to
show that the Navier-Stokes equation is upheld. To start let Dt be the operator
ðot þ ek � rÞ and let 2 ¼ dt be a small parameter. It is know that this is the Taylor
Series expansion.

fk xþ ekdt; t þ dtð Þ ¼
X1
n¼0

2n

n!
DðnÞ

t fk x; tð Þ ð2Þ

The following relations are from perturbation analysis [11]. The function fk x; tð Þ
and the operator ot can be expanded in terms of powers of 2 as

fk ¼
X1
n¼0

2n f n½ �
k ot ¼

X1
n¼0

2n otn ð3Þ

Substituting Eqs. 2 and 3 into the evolution equation (Eq. 1), and extracting terms
with coefficient 2 of order n, Oð2nÞ for n of zero, one, and two yields

Oð20Þ : f ½0�k ¼ f eqk ð4Þ

Oð21Þ : Dt0 f
½0�
k ¼ � 1

s
f ½1�k ð5Þ

Oð22Þ : ot1 f ½0�k þ 2s� 1
2s

� �
Dt0 f

½1�
k ¼ � 1

s
f ½2�k ð6Þ
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Now apply these critical constraints to satisfy the conservation laws

X
k

f ½0�k ¼ q ðaÞ
X
k

f ½0�k ek ¼ qu ðbÞ
X
k

f ½n�k ¼ 0 n[ 0 ðcÞ
X
k

f ½n�k ek ¼ 0 ðdÞ

ð7Þ

Using these constraints an expression for f eqk can be derived using the Chapman-
Enskog expansion; details will be given in a 2D example below. With this
expression for f eqk we can get solve the zeroth-order momentum flux tensor

P½0� ¼
X
k

ekekf
eq
k ð8Þ

Now multiply Eq. 5 by ek and sum over k. Since Dt is a linear operator the result
can be written as

Dt0

X
k

f ½0�k ek ¼ � 1
s

X
k

f ½1�k ek ð9Þ

Applying the constraint 7d we see

Dt0

X
k

f ½0�k ek ¼ 0 ð10Þ

Now expanding the operator we get

ot0ðq0uÞ þ r �P 0½ � ¼ 0 ð11Þ

Which will be the Euler momentum equation for incompressible fluid when the
expression for P½0� is solved.

Similarly, by summing Eq. 5 over k the conservation of mass is satisfied exactly.
The following is an example derivation done with the lattice arrangement

D2Q9. Using the general method above this can be extended to other lattice
arraignments. First we must note what is given from our lattice arrangement. The
definition of ek yields
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ek ¼
0; 0ð Þ for k ¼ 0

c � cos k�1ð Þp
2

� �
; c � sin k�1ð Þp

2

� �� �
for k ¼ 1; 2; 3; 4

c
ffiffiffi
2

p
cos

k�5ð Þp
2 þ p

4

h i
; c

ffiffiffi
2

p
sin

k�5ð Þp
2 þ p

4

h i� �
for k ¼ 5; 6; 7; 8

8>><
>>:

ð12Þ

Here c is a lattice speed. Similarly we can find the weighting function as

w ¼
4
9 for k ¼ 0
1
9 for k ¼ 1; 2; 3; 4
1
36 for k ¼ 5; 6; 7; 8

8<
: ð13Þ

Next we can derive f eqk ðx; tÞ by knowing this is 2D. Starting with the Chapman-
Enskog expansion for 2D we have

f eqk ¼ C 1þ C1ek � uþ C2 ek � uð Þ2� 1
2
uj j2

	 

þ � � �

� �
ð14Þ

The higher order terms of the expansion are unnecessary for incompressible fluid.
This leaves us with the three constants and which need to be selected. We know that
f eqk must satisfy the constraints 7a and 7b. This provides us with the three equations;
you will note that 7b are in fact 2 equations in the 2D case, to fit our three
unknowns. The result of which will be

f eqk ¼ wk qþ q 3
ek � u
c2

h i
þ 9 ek � uð Þ2

2c4
� 3 uj j2

2c2

( )
ð15Þ

Now plug the solved f eqk into the zeroth-order momentum flux tensor and get P

P 0½ � ¼
X
k

ekekf
0½ �
k k ¼

c2q
3

I þ quiuj ð16Þ

where i and j are the axial directions.

With the definition of pressure as P ¼ c2q
3 , Eq. (10) becomes the Euler

momentum equation.
A similar procedure can be applied to Eq. 6 to get the Navier-Stokes equations.

However this proof becomes too tedious to include here. It should be noted that to
Eq. 6 into the form of the Navier-Stokes equation you will have to eliminate terms
of order M3. Where M is the Mach number.
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2.1 Multiple Relaxation Time

The single relaxation time method above is known to have several problems, which
include: stability issues, fixed Prandtl number, and a fixed ratio between the
kinematic and bulk viscosities [2]. The solution to these problems lies in the
Multiple-relaxation time Lattice Boltzmann method. This method has been
described as “creating a self-contained mathematical object representing a
dynamical system with a finite number of moments in discrete space and time” [12].
The objective here is to create a system of evolution equations which where each
equation satisfies a certain conserved quantity. As such the evolution equation now
becomes

fk xþ ekdt; t þ dtð Þ � fk x; tð Þ ¼ S fk x; tð Þ � f eqk x; tð Þ� � ð17Þ

where S is a k by k matrix. The issue now becomes, how to construct S. It can be
immediately seen that the eigenvalues of S must be between 0 and 2 or the
relaxation times for the non-conserved properties would be faster than the hydro-
dynamic time scales. If the eigenvalues are selected to equal the set of Hermite
tensor polynomials in continues velocity space, the problem can be simplified to

fk xþ ekdt; t þ dtð Þ � fk x; tð Þ ¼ �M�1bS mk x; tð Þ�½ meq
k x; tð Þ� ð18Þ

where M is the linear mapping from velocity space to momentum space and
bS ¼ M � S �M�1. Note that in this equation bS is diagonalized and meq

k is the
equilibrium value of the corresponding moment mk. For greater detail see D’Hu-
mieres et al. [12].

2.2 Lid Driven Cavity Flow

Below is the schematic of the two dimensional lid-driven cavity flow inside a
square shaped system (Fig. 1). The present study also considers a three dimensional
lid-driven cavity flow inside a cube shaped system. D2Q9, D3Q15 and D3Q19
lattice Boltzmann arrangement are employed in the present study. D2Q9 lattice
arrangement on the boundary, as discussed earlier and is shown in Fig. 2.

The present study uses the multi-relaxation time technique described in the
previous section. For the D2Q9 case the nine meq values have been chosen to be

meq
1 ¼ q;meq

2 ¼ �2qþ 3� j2x þ j2y

� �
;meq

3 ¼ q� 3� j2x þ j2y

� �
;

meq
4 ¼ jx;m

eq
5 ¼ �jx;m

eq
6 ¼ jy;m

eq
7 ¼ �jy;m

eq
8 ¼ j2x � j2y and meq

9 ¼ jxjy
ð19Þ

where ji ¼
P9

k¼1 fkeki where i is an axial direction.
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Proper treatment of boundary conditions is essential in Lattice Boltzmann
method as Chai Zhen et al. reported [1]. It affects the accuracy of the predictions
especially in the complex flows with high Reynolds number. Therefore, finding an
optimum discretization scheme for the boundary condition that is compatible with
MRT model is important. For D2Q9 model the equilibrium and non-equilibrium
schemes are

fk r; tð Þ ¼ f eqk r; tð Þ þ f neqk r; tð Þ ð20Þ

Here, f eqk and f neqk are equilibrium and non-equilibrium distribution functions,
respectively. The Eq. (20) can be defined as

fk r; tð Þat BCS¼ f eqk r; tð Þinside flow domainþðf eqk r; tð Þat BCS�f eqk r; tð Þinside flow domainÞ ð21Þ

The details of the discretized boundary conditions for all the lattice arrangement are
described elsewhere by the present authors.

L

H

Fig. 1 The 2-D cavity flow
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Fig. 2 D2Q9 lattice
arrangement
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3 Results and Discussions

First the numerical simulations are presented for two dimensional lid-driven cavity
flows for various values of Reynolds number. The stream lines, vorticity contours,
and the velocity profiles are presented for Reynolds numbers of 1,000, 12,500,
20,000 and 30,000. The velocity field presented here for each value of Reynolds
number represents the long time solution obtained from transient simulations and it
agrees well with the results documented previously [7] for steady state simulations.

3.1 Validity and Convergence Test

The spectral convergence test was conducted by obtaining results using 500 by 500
and 600 by 600 lattices. Figure 3 displays the x component of the velocity profile
along the y direction for each grid resolution at Reynolds number of 3,000. The
results show that there is no difference between the two grid resolutions. This implies
that a 500 by 500 lattice is sufficient to ensure spectral convergence. The results
presented for two dimensional lid driven cavity flow are obtained using 500 by 500
grids.

The validation of numerical method has been conducted by comparing the
present results with those reported by previous investigators. For two-dimensional
lid-driven cavity flow, the results are compared with those obtained by Erturk et al.
[7] for Reynolds numbers of 12,500 and 20,000, as shown in Fig. 4. For both
Reynolds number our results agree well with Erturk et al. validating the Lattice

Fig. 3 The x component of
the velocity profile along the
y direction at x = 0.5
normalized by the speed of
the moving lid
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Boltzmann method utilized. Figure 5 depicts the x-component of the velocity as a
function of y at x = 0.5 for Re = 1,000, 12,500, 20,000 and 30,000. The velocity
profiles indicate the presence of a short boundary layer attached to each boundary at
top and bottom surfaces. Near the center of the cavity the x-component of the
velocity varies linearly with y, as shown in Fig. 5.

The next six figures (Figs. 6, 7, 8, 9, 10, 11) are displaying the streamlines and
vorticity contours at various Reynolds number from 10,000 to 30,000. One pre-
vailing feature of the flow is the large primary recirculating vortex rotating in the
clockwise direction. The other common feature is the smaller secondary vortices in
each corner except the corner the sliding boundary is moving towards. As the
Reynolds number increases tertiary vortices form and begin to grow. For the two
bottom corners the tertiary vortices form directly in the corners; however, for the top
corner the ternary vortex forms on the side boundary away from the sliding
boundary. The overall size of the corner eddies including both secondary and tertiary
vortices do not vary as much as Re increases, as depicted in Figs. 6, 7, 8 and 9.

For flows at each Re, in the region at the center of the cavity the vorticity
gradient is smaller; indicating nearly rigid body rotation. There is a larger vorticity
gradient present near the boundaries. The center of the low vorticity region shifts
first toward the top right corner as Re increases to 12,500, but returns to nearly the
center of the cavity for Re = 20,000. As Re increases to 30,000 the center of the low

Fig. 4 The x component of the velocity profile along the y direction at x = 0.5 for Re a 12,500
b 20,000. Our results are displayed by the red squares and Erturk’s results are displayed by the
black triangles
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vorticity gradient region gets much closer to the top right corner. Vorticity contours
indicate the complexity of the lid-driven cavity flows.

Next, results are presented for three dimensional lid-driven cavity flows.

Fig. 5 The x component of the velocity profile along the y direction at x = 0.5 for a Re = 10,000
b Re = 12,500, c Re = 20,000, and d Re = 30,000
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The x component of the velocity profiles in the y-direction at the center plane are
depicted in Fig. 10 for Re = 50 and 500. The velocity of the fluid is measured in units
of the wall speed. These profiles are obtained using single relaxation time Lattice
Boltzmann method with D3Q15 and D3Q19 lattice arrangements. The velocity
profiles obtained by both lattice arrangements agree well for Re = 50, while they

Fig. 6 a The streamlines b the vorticity contour for Re = 10,000
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differs significantly for Re = 500, as depicted in Fig. 8. D3Q19 should provide a
more accurate representation of the flow field which is verified by the work of Mei
et al. [8]. For D3Q19 lattice arrangements, discretization, utilizing the second order-
bounce back approach, for the boundary conditions results in stable and accurate
simulation of the flow field up to Re = 800. The uniform grid of 31 × 31 × 16 for
Re = 50 and 40 × 40 × 20 for Re = 500 are used for simulations. The x- and y-
components of the velocity at various cross-sections are plotted in Fig. 11 for
Re = 40. Near the wall the boundary layer type of flow structure is noticed.

Fig. 7 a The streamlines b the vorticity contour for Re = 12,500
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Fig. 8 a The streamlines b the vorticity contour for Re = 20,000
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Fig. 9 a The streamlines b the vorticity contour for Re = 30,000
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Fig. 10 The x component of the velocity profile along the y direction at the center plane for
a Re = 50 b Re = 500

Fig. 11 a The x component of the velocity profile along the y direction and b the y component of
the velocity profile along the x direction at the center plane for Re = 40
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4 Conclusion

Two and three dimensional lid-driven cavity flows have been investigated using
different arrangements and different forms of Lattice Boltzmann method. Multi
relaxation time Lattice Boltzmann method provides accurate results for the two
dimensional cavity. Both D3Q15 and D3Q19 lattice arrangements for three
dimensional flows are employed with the single relaxation time Lattice Boltzmann
method. It has been proven here that LBM can be used as a computational fluid
dynamics tool to simulate two and three dimensional steady or transient flows.
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Localization of Rotating Sound Sources
Using Time Domain Beamforming Code

Christian Maier, Wolfram Pannert and Winfried Waidmann

Abstract The motion of an acoustic source produces a Doppler shift of the source
frequency which is dependent on the source’s motion relative to the receiver. Some
applications in acoustics involve rotating sound sources around a fixed axis in
space. For example, the noise emitted by fans is of interest and because of the fast
rotation, the sound sources are not easy to locate with the standard delay-and-sum
beamforming code. In the time domain approach for stationary sound sources, the
delay-and-sum beamforming works with shifting the microphone signals due to
their different delays caused by the different distances between the source and the
microphones and summing them up. This approach is adapted to a moving source,
resulting in time dependent delays. The delays are calculated via an advanced time
approach where the time at the receiver is calculated from the emission time τ plus a
time dependent delay due to the time dependent distance r(τ). In contrast to the
standard beamforming code, this time domain beamforming code allows to treat
rotating sound sources as well as stationary sound sources. In this chapter the
differences between the standard delay-and-sum beamforming to the rotating time
domain beamforming is shown and examples are presented.
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1 Introduction

The sound emitted by moving sound sources such as a flowed airfoil or rotating fan
blades are problems of technical interest. Visualising and analysing moving sound
sources is much harder in comparison to stationary sound sources. The Doppler-
shift and the retarded time due to the movement of the sound source have to be
taken into account. In this work a time domain algorithm is presented which can be
applied to rotating sound sources which are produced for example by fan blades.
The theory is shown and the algorithm is proved with measurements using an
acoustic camera at a rotating fan.

The standard Delay-and-Sum beamforming method can be applied in time and
frequency domain [1]. However, the method is not suitable for moving sound
sources. To compensate the movement of the sound source, special corrections are
necessary. For this case the rotation of fans have to be compensated. The pressure
field of a moving monopole is derived for a uniform flow in this approach. The
approach presented below is original based on [2] and is based on the Delay-and-
Sum, beamforming method in the time domain. A method to compensate rotating
sound sources in the frequency domain, especially for high resolution beamforming
techniques [3], is presented by Pannert [4].

2 Theory

The movement of a point source can be treated with the Greens function approach
for solving the inhomogeneous wave equation.

Taking the inhomogeneous wave equation for a stationary source located at~x

1
c2

o2p0

ot2
� Dp0 ¼ qð~x; tÞ ð1Þ

where qð~x; tÞ is a the source distribution, the solution for free space conditions
without boundaries for p′ can be calculated from an integral formulation

p0 ~x; tð Þ ¼ 1
4p

Z

R
3

q ~y; t � ~x�~yj j=cð Þ
j~x�~yj d3~y ð2Þ

with

r ¼ j~x�~yj ð3Þ
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and the retarded time τ

s ¼ t � j~x�~yj=c ð4Þ

The signal which was emitted at time τ at a position~y and is observed at time t at
the point~x. For the general source distribution a concrete source distribution can be
inserted. The simplest model for a moving monopole is the distribution

q ~x; tð Þ ¼ Q tð Þd ~x� ~xs tð Þð Þ ð5Þ

With ~xs tð Þ as the actual time dependent position and Q(t) as the amplitude of the
monopole sound source.

Figure 1 shows the situation for a moving sound source and a fixed observer
position. The observer point is the microphone position (at the microphone array).

It is necessary to calculate the distance between sound source and the micro-
phone position for every time step τn to calculate the time delay to the observer
position [5, 6].

In the retarded time approach, the retarded emission time τ is calculated back
from the receiving time t via

s ¼ t � rðsÞ=c ð6Þ

and cannot be calculated analytically in general cases due to the complicated
dependence of r(τ) from τ. It can numerically found as a root of Eq. (7) [6].
Algorithms that treat that problem can be found in [7] or [8].

In the advanced time approach which is applied in this work, the receiver time
t can be calculated via

t ¼ sþ rðsÞ=c ð7Þ

Fig. 1 Movement of the
source term to a fix
observation point
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This is much easier, but results in unequally spaced time samples tn when using
equally spaced time samples τn.

In Fig. 2 the situation is shown for a moving source. An emitted signal at the
time τ arrives at the observer position~x at the time t. The speed of sound is c. In
the case of a stationary source, the retarded time only depends on the position of the
source ~xs. In the case of a moving source it depends on ~xsðsÞ. This time delay is
calculated for every time step n

Dtn snð Þ ¼ tn � sn ¼ ~x� ~xS snð Þj j
c

: ð8Þ

The condition sn\tn is always fulfilled for the case that the source term moves
with subsonic speed and DtnðsnÞ is always positive. Working with these time delays
the motion of the source can be compensated in the received microphone signals
and the moving source is imaged at a fixed position which corresponds to the
position at time τ = 0.

In Fig. 3, the typical set up for investigating a fanwith an acoustic camera is shown.
It is necessary to compensate the movement of the sound source. To compensate this
movement, in this case the rotation of the fan with its blades, it is necessary to shift the
time signals of every microphone for every time step at an amount, which is due to the
change in distance between the moving source and the selected microphone. These
shifted signals are used then to calculate the beam pattern.

Fig. 2 Retarded time emitted from a moving sound source in the space–time
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In Fig. 4 simulated signals for a rotating source are shown. The pressure signal
shows clearly the varying frequency due to the Doppler shift (Fig. 4a). The radial
motion of the source is subsonic Fig. 4b shows the spectrum of the microphone
signal in (a). The radius at which the sound source rotates is 0.65 m and the
frequency of rotation is 100 Hz.

The frequency spectrum (Fig. 4b) shows the peak no longer at the position of
1500 Hz. This is the effect due to the Doppler shift; the peak is now shifted in
positive and negative frequency away from the emitted 1500 Hz. Moreover, this
frequency spectrum is not symmetric, because the motion between the source and
the receiver also has an influence to the amplitude of the signal.

3 Measurements

Software tests with a rotating sound source were carried out to proof the pro-
grammed algorithm. This software code treats the rotating beamforming theory
explained in the last section. For this tests an artificial rotating sound source was
simulated in software, that rotates with 600 rpm on a circle with a radius of 0.3 m
around the position x = 0.2 m and y = 0.0 m out of the middle. The distance between
the sound source and the virtual microphone array is D = 1 m. In Fig. 5a the rotating
monopole can be seen at the middle frequency 2500 Hz at the position x = 0.4 m
and y = 0.0 m for a simulation time of 0 s. Figure 5b shows the same monopole
sound source after 0.025 s at the position x = 0.2 m and y = 0.2 m. The monopole
sound source rotates over the time and can be captured to every desired point of
time.

Fig. 3 Microphone array
with moving sound source in
front of it
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4 Results

The algorithm used for the validation is implemented in the acoustic camera. So the
analysis can be done and it is possible to compare it to the standard delay-and-sum
beamforming. The Delay-and Sum beamforming only locates stationary sound
sources and rotating beamforming locates moving sound sources. It also shows a

0 0.005 0.01 0.015 0.02 0.025
-1.5

-1

-0.5

0

0.5

1

1.5

time [s]

pr
es

su
re

 [P
a]

Pressure at microphone position

500 1000 1500 2000 2500 3000

0.02

0.04

0.06

0.08

0.1

0.12

frequency [Hz]

spectrum

(a)

(b)

Fig. 4 Received signal from
a rotating source. Distance
microphone—plane of
rotation in distance D = 1 m;
rotation speed n = 6000/min;
frequency of the source
f = 1500 Hz. a shows the
microphone signal and b the
spectrum of the pressure
signal
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ring shaped distribution of sound sources in the gap between the blades and the wall
whereas the rotating beamforming shows the spot shaped sound sources on the
blades (Fig. 6).

Figure 7 shows similar beamforming results like Fig. 6, but with the rotation
compensation. Opposite to the beamforming version without rotation compensation
stationary sound sources should be averaged out whereas the rotating sources are
visible and, in this case, they belong to the sound emitted by the blades itself.
Beside this the acoustical photo is superimposed with a frozen-image to match the
sound sources to the blades of the fan.

Fig. 5 Virtual software
sound source rotating
anticlockwise around
x = 0.2 m and y = 0.0 m,
a at time 0 s and b at time
0.025 s
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Fig. 6 Analysis of a fan with no rotation compensation. Only the stationary sound sources from
the gap between blades and wall are visible

Fig. 7 Analysis with motion compensation. After an alignment of the static optical picture the
moving sources at the blade tips are visible. a shows the Beamforming plot for 2 kHz and b the
beamforming plot for 4 kHz
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5 Conclusion

The rotating beamforming algorithm is possible to image the stationary sound
sources as well as rotating sound sources. In combination with an acoustic camera it
is a helpful tool for optimising fan geometries to reduce sound emission.

Moreover, with this algorithm it is possible to locate sound sources at their
position on the blades. So it is possible to distinguish between the leading edge and
the trailing edge of the blade and study the frequency dependence of the generated
noise.
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Effects of the Surrounding Fluid
on the Dynamic Characteristics
of Circular Plates

Manuel Gascón-Pérez and Pablo García-Fogeda

Abstract Recently for acoustical and spatial applications such as antennas or very
light panels the influence on the dynamic characteristics of a structure surrounded
by a fluid of low density has been studied. Thus, it has been shown that the air effect
for the Intelsat VI C–B transmit reflector with a diameter of 3.2 m and weighting
only 34.7 kg decreases the first modal frequency by 20 % with respect to the value
in vacuum. It is important then, in the development of these light and large
structures to have a method that estimates the effect that the surrounding fluid will
have on the natural frequencies of the structure. In this way it can be avoided to test
the structure in a vacuum chamber which for a large antenna or panel can be
difficult and expensive. A method for the determination of the effect of the sur-
rounding fluid on the dynamic characteristics of a circular plate has been developed.
After the modes of the plate in vacuum are calculated in an analytical form, the
added mass matrix due to the fluid loading is determined by a boundary element
method (BEM). The BEM used is of circular rings so the number of elements to
obtain an accurate result is very low. An iteration procedure for the computation of
the natural frequencies of the couple fluid-structure system is presented for the case
of the compressibility effect of air. Comparisons of the present method with various
experimental data and other theories show the efficiency and accuracy of the
method for any support condition of the plate.

1 Introduction

The influence of the surrounding fluid on the dynamic characteristics of structures
has been well known for many years. References [1–8] provide good examples.
However most of these works were more concerned with underwater applications,
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such as the sonar of a submarine and therefore the surrounding fluid was considered
a liquid (negligible compressibility effects).

Spacecraft structures located in the payload compartment are submitted to an
intense vibration during the launcher lift-off. These high vibration loads excite
structures of a satellite such as communication reflectors, solar arrays or thin
payload panels. With the advent of new technologies and the appearance of
structures made of sandwich composite materials, their mass has decreased con-
siderably thus producing an increase in the acceleration levels and the influence of
the surrounding fluid on the structure has an important influence that can damage
sensitive parts of the structure and the electronic equipment attached to it. For this
reason, light aerospace structures are subjected to intense acoustic test in large
reverberant chambers and reliable analysis methods are needed during its design to
guarantee that the structure comply with all the acoustic requirements of the
launcher, hence the qualification test campaign can be successfully afforded.

One effect need to be considered in order to obtain the structure dynamic
response under acoustic loads due to the presence of air, is the effect of the structure
surrounding fluid that transmit to the exterior domain the pressure waves generated
by the plate vibration.

Fluid presence affects considerably its natural frequencies and normal modes,
even in the case of light fluid, like air, when the structures are constructed with
composite sandwich panels. References [9–13] provide good examples of it.
Besides, these structures, mainly rectangular and circular plates, were modeled as
“baffled”, embedded in an infinitely rigid plane. Acoustic radiation of baffled
rectangular plates has been studied in great detail obtaining the acoustic pressure
distribution employing the Rayleigh integral equation. Only recent research has
been focused on unbaffled plates.

There are mainly two methods capable to determine the acoustic behavior of
complex geometries, Boundary Element Methods (BEM) and Finite Element
Methods (FEM). The latter is a powerful tool to model general structures of arbitrary
shapes and is extensively employed in structural analysis. However, the application
of this method to acoustical problems necessitates the discretization of the sur-
rounding acoustic media. This leads at high frequencies or unbounded fluid domains
to algebraic systems of large size which increases the computational cost and in
addition, the Sommerfield radiation condition is very difficult to impose at the
external mesh boundary. To overcome the previous limitations, the BEM is an
alternative method to study problems on fluid-structure interaction in which the fluid
is unbounded. This method is adopted in this work to solve the integral formulation
of the Helmholtz equation for the pressure field, combined with a normal mode
analysis of the structural response. In this paper, the response of an unbaffled circular
plate with arbitrary boundary conditions immersed in a fluid is calculated. The BEM
has been used to compute the pressure jump produced by the loads generated by the
plate own vibrations. This method is based on Kirchhoff’s integral formulation of the
Helmholtz equation for the pressure field that uses an elemental solution that satisfies
the Sommerfield radiation condition. The integral equation is solved by means of a
collocation technique and the finite part of the singular integral is obtained

60 M. Gascón-Pérez and P. García-Fogeda



analytically. The generalized forces due to the fluid loading are determined using the
vacuum modes of the plate, obtained analytically, as base functions of the structural
displacement. An iteration procedure has been developed to calculate the natural
frequencies of the plate surrounded by a compressible fluid.

2 Problem Formulation

The deformation equation of the plate submerged in the fluid is [14]:

Dr4wðr; h; tÞ þ qph
o2w
ot2

¼ Dpðr; h; tÞ ð1Þ

With D ¼ E � h3
12 1�m2ð Þ the flexural rigidity, E the elasticity modulus of material, h the

plate thickness, t the Poisson modulus and qp the material density of the plate
Dp is the pressure jump across the plate, Dp ¼ pi � pe where pi and pe are the

pressure on the upper and lower sides of the plate surface.
This pressure distribution can be obtained by solving the wave equation on the

fluid domain given by

1
a21

o2p
ot2

� Dp ¼ 0 ð2Þ

Application of the momentum equation at the surface of the plate yields the
boundary condition

op
oz

¼ �q1
o2w
ot2

at z ¼ �0 ð3Þ

At large distances from the plate, the Sommerfield radiation condition has to be
satisfied. For the determination of the natural frequencies of the coupled system
fluid-structure it will be assumed that the motion is harmonic for both the fluid and
the structure

wðr; h; tÞ ¼ ~wðr; hÞ � e�ixt and pðr; h; z; tÞ ¼ ~pðr; h; zÞ � e�ixt ð4Þ

The deformation of the plate, when coupled with the fluid, will be expressed as a
linear combination of the normal modes of the plate in vacuum

~wðr; hÞ ¼
X
m

X
n

Wn
mðrÞ � cosðmhÞ qnm ð5Þ

where qnm are the weight coefficients that indicate the contribution of the mode Wn
m

to the deformation of the plate. They are unknowns and for the problem of the
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computation of the natural frequencies of the coupled system fluid-structure need
not to be calculated.

The functions Wn
m rð Þ have the general expression [14]

Wn
mðrÞ ¼ An

mJmðbnmrÞ þ Bn
mImðbnmrÞ

� � ð6Þ

where Jm and Im are Bessel and modified Bessel functions of mth order, An
m and Bn

m
are unknown constants that depend of the mode order mn and of the boundary
conditions of the plate edge and bnm is a parameter that depends on the dynamic
characteristics of the plate and provides the frequencies of the plate in vacuum.

Once the assumption of harmonic motion is made Eq. (2) is expressed as

D~pþ k2~p ¼ 0 ð7Þ

where k ¼ x
a1

is the wave number.
If at the boundary condition, Eqs. (3), (4) and (5) are substituted, it is obtained

o~p r; h; zð Þ
oz

����
z¼0

¼ q1x2~wðr; hÞ

¼ q1x2
X
n

X
m

Wn
mðrÞ � cosðmhÞ qnm at z ¼ 0

and 0\r\a

ð8Þ

where a is the radius of the plate
Then the pressure modulus can also be expanded in harmonic functions of h

~pðr; h; zÞ ¼
X
m

X
n

Pn
mðr; zÞ � cosðmhÞ ð9Þ

and Eq. (8) can now be expressed as

oPn
m

oz

����
z¼0

¼ q1x2Wn
mðrÞ qnm 0� r� a ð10Þ

By substitution of Eq. (9) at (7) the differential equation for the pressure mode Pn
m is

o2Pn
m

oz2
þ o2Pn

m

or2
þ 1

r
oPn

m

or
� m2

r2
Pn
m þ k2Pn

m ¼ 0 ð11Þ

Applying Green’s identities taking into account the Helmholtz equation for the
pressure field and the Green`s function associated to that equation, the following
integral equation for the pressure mode Pn

mðr; zÞ is obtained [15, 16], for the case
m ¼ 0
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Pn
mðr; zÞ ¼ � 1

4p

Za

0

DPn
mðrÞ

o
oz

eik
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r�rð Þ2þz2

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r � rð Þ2þz2

q

0
B@

1
CA2prdr ð12Þ

And applying the boundary condition Eq. (10) it is obtained

q1x2Wn
mðrÞ qnm ¼ � 1

4p

Za

0

DPn
mðrÞ

o2

oz2
eik

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r�rð Þ2þz2

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r � rð Þ2þz2

q

0
B@

1
CA

z¼0

2prdr ð13Þ

Let K r � r; z; kð Þ ¼ o2

oz2
eik

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r�rð Þ2þz2

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r � rð Þ2þz2

q

0
B@

1
CA

�������
z¼0

ð14Þ

be the Kernel of the integral equation. The solution to Eq. (13) will be obtained
approximately by applying a collocation method.

The plate is divided into N circular rings. BeDrj ¼ rjþ1 � rj the thickness of the jth
ring. At each ring a circle at the radii �rj ¼ rjþ1þrj

2 is placed where Eq. (13) is fulfilled.
Then this equation can be expressed for the collocation method

q1x2Wn
mð�rjÞ qnm ¼ � 1

2

XN
i¼1

DPn
mðriÞ

Zriþ1

ri

K �rj � r; 0; k
� �

rdr ð15Þ

So finally we end up with a linear system of algebraic equations to determine the
pressure mode jump at each ring DPn

mðriÞ.
To improve the stability of the collocation method the N rings are divided so all

of them have the same area. Therefore the values of ri are obtained in such a manner
that the area of each ring be equal to pa2

N .
When evaluating the integral

Kij ¼ � 1
2

Zriþ1

ri

K �rj � r; 0; k
� �

rdr ð16Þ

special care must be taken of the singularity when r ! �rj. To avoid this singularity
the Kernel function is split into a regular part and a singular part

K ¼ Kr þ Ks ð17Þ

The singular part is integrated analytically and the regular part is integrated
numerically.
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The singular part is

Ks ¼ � 1
R3 �

k2

2R
ð18Þ

where R ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r � rð Þ2þz2

q

And

Kr ¼ K� Ks ð19Þ

Be Ksij the value of the singular integral

Ksij ¼ 1
2

Zriþ1

ri

1
R3 þ

k2

2R

� 	
rdr

Taking Mangler’s principal value [17] is obtained that

Ksij ¼ � 1
4

�rj

riþ1 � �rj
� �2 þ

�rj

�rj � ri
� �2

" #
þ k2

4
2�rj þ �rj Ln

riþ1

�rj
� 1

� 	
1� ri

�rj

� 	
 �
 �

ð20Þ

Thus finally the system of Eq. (15) is expressed as

q1x2Wn
mð�rjÞ qnm ¼

XN
i¼1

Ksij þ Krij
� �

DPn
mðriÞ j ¼ 1. . .:N ð21Þ

where Krij is the numerical integration of Kr.
In matrix form this system of equations can be expressed as

Kij
� �

DPn
m rið Þ� 
 ¼ q1x2 Wn

m �rj
� �� 
 ð22Þ

So finally the modal pressure jump is given by

DPn
m rið Þ� 
 ¼ q1x2 Kij

� ��1
Wn

m �rj
� �� 
 ð23Þ

The next step is to solve Eq. (1). After substitution of Eqs. (4), (5) and (9) this
equation is expressed as

D ~r4Wn
m rð Þ � qphx

2Wn
m rð Þ ¼ DPn

mðrÞ ð24Þ

where ~r4 is a differential operator of the form ~r4 ¼ d2
dr2 þ 1

r
d
dr � m2

r2

� �2
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By multiplying Eq. (24) by the mode Wv
u and integration over the surface of the

plate, the following system is obtained

K½ � � x2 M½ � þ MF½ �ð Þ� �
qf g ¼ 0f g ð25Þ

where the elements of the three matrices are

Knv
mu ¼ D r4Wn

m

� �
DS½ � Wv

u

� 
 ð26Þ

Mnv
mu ¼ qph Wn

m

� �
DS½ � Wv

u

� 
 ð27Þ

Mnv
Fmu ¼ q1 Wn

m

� �
Kij
� ��1
h iT

DS½ � Wv
u

� 
 ð28Þ

where DS½ � is a diagonal matrix containing the surface area of each ring. Since in
this method all the rings have the same area, this matrix can be expressed as
DS½ � ¼ pa2

4N I½ �.
It should be noted that the matrix MF½ � for compressible cases will depend on the

natural frequencies through the wave number k ¼ x
a1
. Thus, the solution to Eq. (25)

for the determination of the natural frequencies x becomes a nonlinear eigenvalue
problem since MF xð Þ½ �. An iteration procedure needs to be used to obtain the
natural frequencies of the system. The iteration scheme developed is as follows:

1. First the natural frequencies of the system are computed assuming that the
surrounding fluid is incompressible. For this case the matrix MF½ � is indepen-
dent of x and the computation of the natural frequencies becomes a standard
method of computation of eigenvalues.

2. From the solution of incompressible case a set of N frequencies xj incomp: can be
obtained for the coupled incompressible fluid-structure system.

3. For each frequency of step 2. A wave number is accordingly defined and a mass
matrix MF kj

� �� �
can be calculated.

4. For other values of the wave number k the fluid mass matrix can be obtained by
linear interpolation between each two computed matrices MF kj

� �� �
and

MF kjþ1
� �� �

.
5. Starting with the lowest wave number available k1, the natural frequencies of

the system �x2 M½ � þ MF k1ð Þ½ �ð Þ þ K½ �½ � qf g ¼ 0f g are computed. Let the

lowest natural frequency computed be xi
1. If

xi
1

a1
� k1

���
���\e, where e is a small

number, then we proceed to the computation of the next natural frequency of the
system. If the above condition is not satisfied then step five is repeated taking

now a new mass matrix for the fluid close to the wave number xi
1

a1
of the set

obtained at step four.
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For each frequency the above procedure converges in two or three iterations. It
should be noted that for a compressible fluid the natural frequencies are obtained
one by one while for incompressible fluid all of them are obtained at the same time.
Once the natural frequencies of the coupled fluid-structure are determined, the
normal modes can be computed by determining the eigenvector qif g and expressed
as a linear combination of the normal modes of the structure in vacuum.

3 Results

For the case of a plate immersed in water (incompressible fluid), shown in Tables
1, 2 and 3 the frequencies f nlm and f nvm are compared with the results of other authors
with f nlm the frequency associated to the mode Wn

m of the plate in contact with water,
and f nvm the corresponding frequency in vacuum both in Hz.

It can be observed that for the first mode the natural frequencies are similar, and
for the second and third mode the results present differences between the three
cases. This can be due to the different boundary conditions, because in the cases of

Table 1 Natural frequencies for free edge circular aluminum plate (in vacuum and liquid), radius
a ¼ 7:5 cm, thickness h ¼ 3 mm

Present method Gallego-Juárez
[7]

Amabili-Kwak [1] Vacuum frequency f nv0

Exp Calc

f 1l0 566 565 527 667 1,181

f 2l0 3,908 2,700 2,684 3,336 5,045

f 3l0 10,018 6,533 6,875 8,351 11,515

Table 2 Natural frequencies for clamped circular aluminum plate (in vacuum and liquid) radius
a ¼ 7:5 cm, thickness h ¼ 3 mm

Present method Lamb [5]

f 0l0 500 500

f 0v0 1,327 1,327

Table 3 Natural frequencies for free edge circular steel plate (in vacuum and liquid), radius
a ¼ 17:5 cm, thickness h ¼ 2 mm

Present
method

Amabili-Dalp-Sant
[3]

Amabili-Kwak
[1]

Vacuum frequency
f nvm

f 1l0 65.4 67.8 78 147

f 2l0 475 314 393 627
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Gallego-Juárez [7] and Amabili-Kwak [1], the plate is situated in a hole of a rigid
wall that separates the fluid on the lower and upper sides of the plate, and even in
the case of Gallego-Juárez [7] the fluid domain is not infinite because is immersed
in a tank of finite dimensions. In this case the results for the present method
coincides with those obtained by Lamb [5].

It can be observed that for the first mode the natural frequencies are similar, and
for the second mode the results present differences between the three cases.

Tables 4 and 5 show the results for a clamped and free edge aluminum plate,
radius a ¼ 10 cm, thickness h ¼ 3 mm, of the frequencies in liquid and in vacuum.
It can be observed the high reduction of the frequency with respect to its value in
vacuum that for the first mode is about three times, and for the second and third
mode this reduction decreases.

For the case of the plate immersed in air (compressible fluid), two boundary
conditions are considered: clamped plate and free edge plate. The plate is made of
two skins of carbon fiber and a core of honeycomb with the following properties:

Radius a ¼ 1 m. Thickness h ¼ 1 cm. Elasticity modulus E ¼ 9� 109 Pa.

Density qp ¼ 139 kg
m3. Poisson modulus t ¼ 0:3.

In Figs. 1 and 2, the fluid mass coefficient as function of the wave number
k ¼ x

a1
are presented. The coefficient is defined as Cmf ¼ Mf

4pa3q1
where Mf is the

diagonal term of the fluid mass matrix that is responsible of the reduction of the
frequency with respect to the vacuum value. Cmf presents a maximum for inter-
mediate values of the wave number k and for high values tends to reach a zero
value, so this fluid mass coefficient can be interpreted as the function transfer that
gives the effect of the fluid over the plate (jump pressure) associated to the
deformation mode of the plate. This fluid mass coefficient is constant with the
radius plate a, because the fluid mass matrix is proportional to the cube of the radius
of the plate.

Figures 3, 4, 5 and 6 show the frequency parameter which is defined as

Cx ¼ x � a2
ffiffiffiffi
qm
D

q
, as function of the radius of the plate a, for the modes 1 and 2.

Table 4 Natural frequencies for clamped circular aluminum plate (in vacuum and liquid), radius
a ¼ 10 cm, thickness h ¼ 3 mm

f 0v0 f 0l0 f 1v0 f 1l0 f 2v0 f 2l0
746.2 247.5 2,905 2,116 6,508 5,472

Table 5 Natural frequencies for a free edge circular aluminum plate (in vacuum and liquid),
radius a ¼ 10 cm, thickness h ¼ 3 mm

f 1v0 f 1l0 f 2v0 f 2l0 f 3v0 f 3l0
664.5 283.4 2,838 2,121 6,477 5,497
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Fig. 1 Fluid mass coefficient versus reduce frequency k for a clamped plate
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Fig. 2 Fluid mass coefficient versus reduce frequency k for a free edge plate
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Fig. 3 Frequency parameter Cx1 versus radius of the plate for a clamped plate
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Figures 7, 8, 9 and 10 show the frequency parameter which is defined as Cx, as
function of the relative density q1

q10
of the fluid, with q1

q10
¼ 0 for vacuum, for the

modes 1 and 2.
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Fig. 4 Frequency parameter Cx1 versus radius of the plate for a free edge plate
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Fig. 5 Frequency parameter Cx2 versus radius of the plate for a clamped plate
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Fig. 6 Frequency parameter Cx2 versus radius of the plate for a free edge plate

Effects of the Surrounding Fluid on the Dynamic Characteristics … 69



Tables 6 and 7 illustrate the results of the natural frequencies (in Hz) in air
(incompressible and compressible) and in vacuum for the same clamped and free
edge plate.

It can be observed that compressibility effects modify about a 2 % the fre-
quencies of the plate with respect to the incompressible fluid assumption. For the
first order mode however the influence of compressibility is negligible.
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Fig. 7 Frequency parameter Cx1 versus relative density for a clamped plate
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Fig. 8 Frequency parameter Cx1 versus relative density for a free edge plate
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Fig. 9 Frequency parameter Cx2 versus relative density for a clamped plate
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4 Conclusions

A method has been presented for the computation of the natural frequencies of a
circular plate surrounded by a compressible fluid of arbitrary density. This method
is valid for any type of support condition of the plate and use as input modes those
calculated analytically for the vacuum case. The method has been validated with
existing tests and with other numerical methods for the cases where compressibility
of the fluid is negligible in particular for the case that the fluid is water. In the case
of air and light structures, the reduction in frequency has a considerable effect and
must be considered. The compressibility effects does not affect very much the
results obtained in comparison with respect the incompressible case.
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CFD Modelling of the Coanda Based
Thrust Vectoring Nozzle

A. Suñol, D. Vucinic and S. Vanlanduit

Abstract The paper presents the CFD study of a Coanda-effect based nozzle,
developed within the European FP7 project ACHEON. The ACHEON nozzle is
able to provide a directional thrust without any movement of mechanical parts, by
utilizing the Coanda effect to divert a jet from the symmetry axis. The deviation of
the jet produces an oriented thrust vector due to the existence of a perpendicular
component to the main propulsive direction. The studied nozzle is envisaged to be
applied to UAVs. The directional thrust control—its deviation from the symmetry
axis—is achieved by the relative mass flow variations between the two inlet jets.
The geometry of the nozzle forces the resulting jet to follow the desired trajectory,
thus by controlling in this way the thrust direction exerted by the nozzle. The
influence of the selected parameters on the control of the thrust direction has been
studied using CFD. In particular, the dependency of the thrust change in respect to
the inlet conditions is analysed for different scenarios, with special focus on the
thrust magnitude and its direction. The following parameters affecting the flow field
of the nozzle have been studied: (a) the ratio of inlet velocities, (b) the Reynolds
number at the throat and (c) the geometrical ratio throat/cylinder. Significant de-
pendences between the identified parameters have been observed.
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cT Thrust coefficient
Dth Throat diameter
HOMER High-speed Orienting Momentum with Enhanced Reversibility
j Mass velocity
k Turbulent kinetic energy
p Static pressure
q Dynamic pressure
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r Radius
Re Reynolds number
s Throat slot
S Inlet surface
SST Shear Stress Transport model
SA Spallart–Almaras model
T Thrust force
v Flow velocity
ε Turbulent dissipation rate
l Dynamic viscosity
q Flow density
θT Thrust angle
θj Separation point

1 Introduction

The ACHEON nozzle is a HOMER nozzle (High-speed Orienting Momentum with
Enhanced Reversibility [1–4]). This nozzle is designed to provide directional control
without the movement of mechanical parts, taking advantage of the geometry of the
nozzle to divert the jet to the desired direction due to the Coanda effect. The Coanda
effect is the tendency of a fluid to adhere to a curved surface because of the reduced
pressure caused by the high velocities [5]. There is a recent interest of using the
aerodynamic effects as control elements, avoiding consequently moving parts and
electronic circuits. The principles utilized for creating controllable elements are
relying on the fluid behaviour, and are named Fluidic elements. Fluidic elements are
based on the (a) jets interaction, (b) the Coanda effect or (c) the vortex element arising
in the jet transition from a laminar to a turbulent regime [5]. The ACHEON nozzle
characteristics are based on the first two above mentioned effects: jet interaction and
Coanda effect. Newman’s theory [4] was applied during the conceptual design of the
ACHEON nozzle, where the Coanda adhesion to a curved surface is explained as the
direct consequence of the forces equilibrium present in the fluid. Higher jet velocities
create a lower pressure region, which creates a tendency to attach the fluid stream to
the nearest wall. If the wall is curved, the centrifugal forces take over by acting in the
opposite direction in respect to the pressure forces. As the jet comes from the slot, the
pressure present in the contact region with the curved wall increases—adverse
pressure gradient, and gradually equates to the ambient pressure. When the pressure
has reached and equals the value of the pressure force and the centrifugal force, the jet
detaches [2, 4]. Taking into account these conclusions, a cylindrical surface is
selected for the ACHEON geometry. By varying the inlet conditions, and thus the
pressure of the jet, the angle of detachment is expected to change, and this effect
would provide the necessary control for the jet deviation. Consequently, the
ACHEON nozzle is conceived as an analogic fluidic element, rather than as a digital
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fluidic element, providing a range of possible thrust directions. Figure 1 shows the
selected geometry for the ACHEON nozzle. The second aerodynamic effect on which
the ACHEON nozzle relies is the interaction between two jets. From the literature
study [2], it was concluded that, due to entrainment, two parallel jets tend to mix and
behave similarly to a single jet after passing through transient phase, and flowing
through the converging and a merging regions. The jet with higher momentum tends
to entrain the one with lower momentum, due to its lower pressure.

The presented research aims to set the basis for the study of the controllability of
the ACHEON nozzle, defined as the ability to deviate the direction of the thrust
resulting from the variation of the inlets conditions. In this paper, the resulting
thrust force and its direction are computed for the different, systematically selected
scenarios. The parameters affecting the behaviour of the jet are identified, and their
influence is investigated. From literature, the parameters to study are: the Reynolds
number at the throat [6], which is controlled by the mean velocity at the inlets; the
Reynolds number along the cylindrical surface, which is controlled by the ratio of
velocities at the inlets; and the ratio slot/radius of the cylinder [2, 4].

2 Numerical Scheme

In each simulation, solely one of the parameters is varied, aiming to study the
isolated influence for each analysed parameter. The varied parameters are the mean
mass velocity, calculated by Eq. (1), the mass velocity ratio and the geometrical

Fig. 1 ACHEON geometry
and mesh
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ratio s/R. The CFD calculations were conducted using the Flow Vision software [7].
Table 1 shows the numerical parameters applied in this study. Due to the com-
plexity of modelling the fluidic effects involved, it becomes important that the
numerical scheme is carefully setup. An existing specific study of the Coanda effect
on a cylindrical surface has been taken as reference, which involves the develop-
ment of an analytical description of the attached flow [8] and the computational
study, based on grid size and turbulence models applied [9]. Because the geometry
of the nozzle is close to be 2D, the use of 2D CFD model can be justified. The
negative pressure gradient, which the boundary layer is facing, has a major influ-
ence in locating the point of the jet detachment. Consequently, a fine grid is applied
for the walls of the ACHEON nozzle, and more specifically, for the cylindrical
walls parts. The selected mesh, shown in Fig. 1, is the one which provides mesh-
independence on thrust in magnitude and direction. In [9], the selected numerical
scheme solves the viscous sub-layer to accurately predict the separation point. In
the calculations performed in this research, a cell size of 6.25 mm (y+ value
depending on the simulated scenario) provides independence of results, only
varying 1.25 % if using a coarser mesh.

The turbulent model applied for the simulations plays a major role. Literature
shows the importance of correctly predicting the Coanda effect, especially on high
curvature walls [10–13]. Traditional k-ε model shows a highly sensitive behaviour,
failing on the prediction of the detachment point. The effect of streamline curvature
is a known mechanism for failure of isotropic models [14]. The k-ω model is more
accurate simulating the near wall layers, but fails for the flows with pressure
induced separation [14]. Both Spalart–Allmaras (SA) and Shear Stress Transport
(SST) model have been found in a good agreement with the experimental data
coming from the circulation control simulations [11], which involves similar
aerodynamic effects such as high curvature, Coanda effect and entrainment. In order

Table 1 Numerical
parameters applied

Boundary conditions

Inlets

Mean normal mass velocity (kg/m2s) 20, 30, 45, 60, 123

Mass velocity ratios 1, 1.33, 1.8, 2.5

Turbulence intensity (%) 10

Initial conditions (transient analysis)

Velocity, temperature, turbulence 0

Physical processes

Turbulence modelling k-ε, SST and SA

Numerical scheme

Implicit/explicit Implicit

CFL number 3

Spatial discretization 2nd order forward
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to select the turbulent model, simulations based on k-ε, SA and SST k-ω turbulent
models were performed and the results were compared.

�J ¼ ji1 þ ji2 ¼ qi1vi1 þ qi2vi2 ð1Þ

3 Influence of Ratio of Inlet Velocities, Reynolds Number
and Geometrical Ratio s/R

At the throat of the nozzle, both jets interact and merge, following a similar
behaviour as a single jet. The jet with higher momentum entrains the one with lower
momentum. Consequently, the difference of velocity of both jets affects the
deflection of the jet. Different numerical simulations have been performed applying
identical mean mass velocity (20 kg/m2s), identical geometrical ratio s/R(0.37) and
different mass velocity ratios (1, 1.33, 1.8 and 2.5).

The Reynolds number at the throat, represented in Eq. (2) is one of the important
parameters affecting the physics of the ACHEON nozzle. The Reynolds number has
a large influence on the ratio of centrifugal and radial pressure forces and the energy
of the boundary layer. Numerical simulations imposing same ratio of velocities but
different mean mass velocities (�J) were performed. The non-dimensional parameter
cT , defined in Eq. (3), is utilized for comparison of the inlet velocities and the thrust
obtained. Different numerical simulations have been performed applying different
mean mass velocity (20, 30, 45, 60 and 123 kg/m2s), identical geometrical ratio s/R
(0.37) and identical mass velocity ratios (1.33).

The last considered parameter was geometrical. The ratio s/R influences the
behaviour of the jet, as mentioned in [2]. In order to acquire a qualitative knowledge
of the influence on the generated thrust force, simulations of geometries with dif-
ferent combinations of the ratio s/R were conducted. A variation in the dimension
s would induce changes in the Reynolds number at the throat which, as already
proved, has an influence on the magnitude and direction thrust. In order to avoid
influences on the Reynolds number at throat, geometries with radius of 80, 110 and
122 mm and a constant throat of 46 mm were considered. Two effects were
expected. On the one hand, if conditions at the throat are maintained, a larger
diameter of the cylinder implies a lower negative pressure gradient, as represented
by the Bernoulli’s equation of continuity (Eq. 4). A lower adverse pressure implies
a delay of the detachment of the jet, which leads to a higher deviation of the jet from
the symmetry axis, and thus a larger angle of thrust force. On the other hand, a
lower s/R ratio implies a lower difference of pressure of the jet near the throat, as a
consequence of combining Bernoulli’s equation and Bernoulli’s equation of con-
tinuity, which results in Eq. (5) [15]. A lower difference of pressure at the throat
implies a lower Coanda effect and consequently moving further the detachment
point. Due to the advance of the detachment point, the deviation of the thrust from
the symmetric axis is higher. As a result of these two effects, a higher radius should
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involve a higher jet deviation. To validate this, different numerical simulations have
been performed applying identical mean mass velocity (20 kg/m2s), different
geometrical ratio s/R (0.575, 0.43 and 0.37) and identical mass velocity ratios
(1.33).

The different scenarios simulated are defined in Table 2.

Re ¼ qvDth

l
ð2Þ

cT ¼ T
qiSi

ð3Þ

dp
dr

¼ q
v2

r
ð4Þ

p ¼ p1 � qv2s
R

ð5Þ

4 Results

The simulation of the ACHEON nozzle with geometrical ratio s/R 0.37, mean mass
velocity of 30 kg/m2s and mass velocity ratio 1.3 agree well in terms of jet angle with
the same simulation published in [9]. As predicted from literature a difference in mass
flows creates the desired entrainment and diverts the jet from the symmetry axis. The
ratio 1.25 at mean mass flow of 20 kg/m2s, the lowest analysed, already induces a 25°
thrust angle. Consequently, the nozzle sensitivity is high. Figure 2 shows the jet
deflection at different mass velocity ratios. It is significant to mention that the
direction of the jet is not the same as the direction of the thrust. In the considered

Table 2 Simulated scenarios

Mass flow ratio influence simulations

Mean normal mass velocity (kg/m2s) 20

Mass velocity ratios (–) 1, 1.33, 1.8, 2.5

Geometrical ratio s/R (–) 0.37

Reynolds number influence simulations

Mean normal mass velocity (kg/m2s) 20, 30, 45, 60, 123

Mass velocity ratios (–) 1.33

Geometrical ratio s/R (–) 0.37

s/R ratio influence simulations

Mean normal mass velocity (kg/m2s) 20

Mass velocity ratios (–) 1.33

Geometrical ratio s/R (–) 0.575, 0.43 and 0.37
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scenarios (ratios of inlet velocities from 1 to 5), the magnitude of force is reduced until
a 10 % compared to the symmetric conditions; and a vertical jet provides a thrust
direction of 45°. The reason of this difference is that the force exerted by the jet is not
just the momentum at the throat but also the distribution of pressure on the cylindrical
walls, which has a major influence on the total force direction.

As predicted from literature, the results show a clear disagreement between SA-
SST and k-ε models, while SA and SST models show similar results. The angle

Fig. 2 Influence of ratio of inlet velocities represented by the velocity map (m/s). Respectively,
a 1, b 1.33, c 1.8 and d 2.5 at 20 kg/m2s
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of detachment has been calculated from the pressure distribution on the cylindrical
surface as the point where the pressure on the wall is the same as the pressure
outside the jet, and represented in Fig. 3 for a mean mass flux of 30 kg m/s at inlets
and a ratio of inlet velocities of 1.33. The x axis of the graph represents the angular
distance from the throat. Due to a lower computational time, the SA model was
selected.

Regarding the influence of Reynolds number at throat, a severe dependence is
found. At higher Reynolds, the detachment is delayed, while the angle of the thrust

Fig. 2 (continued)
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Fig. 3 Influence of turbulent
model on the detachment
angle

Fig. 4 Graphical
representation of the influence
of the variables on the thrust
magnitude and angle.
a Influence of Reynolds
number on the angle of
detachment and the angle of
thrust, b Influence of
Reynolds number on the
thrust coefficient, c Influence
of s/R ratio on the angle of
detachment and the angle of
thrust
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is significantly increased. The increase of the angle of detachment is not propor-
tional to the increase of the angle of thrust force (Fig. 4a). The delay of the angle of
separation is explained considering that a more turbulent boundary layer involves
that the separation occurs later. The increase of the angle of thrust is explained by
the increase of pressure force, due to higher velocity. As the pressure is negative,
the jet creates a suction force on the wall, providing a perpendicular component and
decreasing the force in x direction. Consequently, as a result of the horizontal
component of the suction force, a higher Reynolds number at throat also involves
lower thrust coefficients (Fig. 4b).

Finally, considering the influence of the geometric ratio s/R, Fig. 4c shows that
at larger radius of the cylinder, the detachment point is postponed as expected, as a
consequence of the lower adverse pressure. At the same time, the results show an
increase of the angle of thrust with the increase of radius, but significantly lower
than the increase of the angle of detachment. This difference in the mentioned
increase can be explained by the decrease of pressure at the throat, which implies
lower centrifugal forces at the wall and, consequently, less flow deviation.

5 Conclusions

The influence of the main parameters which affect the deflection and thrust of the
nozzle has been investigated computationally. The studied parameters are: Rey-
nolds number at the throat, ratio of velocities at the inlets and the geometric ratio
R/s. The main conclusions resulting from the performed simulations are:

• High sensitivity to a difference in inlet mass flows, a 1.33 mass flow ratio
already produces a 25° thrust angle.

• High influence of the turbulence model in the computational results. The k-ε
model is proved to be not adequate to model the flow separation, both from
literature and obtained results, while SST and SA model agree well.

• Since SST and SA models agree well and SA is computationally faster since it is
a one equation model, SA is found to be the most appropriate turbulence model.

• High dependence on Reynolds number at throat. At higher Reynolds the angle
of the thrust is significantly increased, due to a more energized boundary layer.
In addition, the thrust coefficient decreases with higher Reynolds numbers at
throat.

• Larger s/R ratios imply lower jet angles, thus increasing the radius imply higher
sensitivity.

As part of the future research of the ACHEON project, an experimental vali-
dation will be performed. A PIV experiment in the whole plane of symmetry of the
ACHEON nozzle is envisaged. The principal difficulty of PIV to study the whole
model is on how to visualize the inner part of the nozzle, as the material of the
model must be optically accessible. A similar study has already been conducted at
VUB labs, during the study of Upper Human Airways [16]. A negative model was
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prototyped applying Stereo-lithography. This negative model was put into a mould
and transparent liquid silicone (Silicone Elastomer Sylgard 184) was casted,
covering half of the model. After the curing process, the negative model was
removed, obtaining a half transparent model of the nozzle. The process was
repeated, obtaining two halves of the prototype. A finishing process was needed, in
order to obtain a good accuracy after the re-assembly and to assure the desired
surface quality [17]. Such model was employed for a PIV study, which utilized
water as fluid. In a PIV experiment which measures an inner flow, the material used
must match the index of refraction of the fluid, avoiding refraction and reflection of
the laser sheet as it passes through the material. Since the working fluid will be air
for the ACHEON experimental set up, another material must be selected.

In order to minimize the time required for the setup, an open fluid flow circuit is
envisaged. Seeded gas will be accumulated in a container, and two blowers will
direct the flow in the nozzle. The size of the model will be maintained by obtaining
the complete kinetic and dynamic similarity [18].
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Numerical Investigation of the Flow Over
Delta Wing and Reverse Delta Wing

Hani Ludin@ Jamaluddin, Ashraf A. Omar and Waqar Asrar

Abstract This study aims to give some thoughts and initial understanding of
passive wake vortex alleviation by introducing add-ons devices onto the aircraft,
which are delta wing (DW) and reverse delta wing (RDW). However, as a pre-
liminary investigation, the study has treated these devices separately from the air-
craft in order to clearly visualize the wake vortex formation behind the wing as a
standalone. Simulations were performed using RANS turbulence model. The results
were obtained and quantified at measurement section locations downstream, of x/
c = 1.359 and x/c = 3.418 measured from leading edge point of the model.
Comparison between numerical and experimental results has shown good agree-
ment in term of aerodynamic forces for RDW, whereas the comparison is not so
good for DW as far as the prediction of drag coefficient is concerned. Although the
simulations capture vortex roll-up trends, the size of the vortex is not predicted
correctly by RANS turbulence model. Overall, it can be concluded from the results
that the wake vortex generated from DW exhibit higher tangential velocity mag-
nitude and circulation than the one generated from RDW at a particular angle of
attack (AOA) between 20° and 30°.

1 Introduction

This study aims to gain an insight and initial understanding of add on devices which
may be used for passive wake vortex alleviation. These add-ons devices fitted on
aircraft wings have the shape of a delta wing (DW) or a reverse delta wing (RDW).
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However, as a preliminary investigation, this study has treated these devices
separately from the aircraft in order to clearly visualize the wake vortex formation
behind them as a standalone.

Numerical simulations were performed for both DW and RDW at various angles
of attack to investigate the characteristics of the vortices generated downstream.
These vortices are investigated in terms of velocity vectors with its magnitude,
tangential velocity distribution and streamlines.

2 Overview of Related Previous Work

The following section will present some of the recent studies that have been con-
ducted on the vortical flow behaviour downstream of a delta wing (DW) and a
reverse delta wing (RDW).

2.1 Delta Wing (DW)

The delta wing is a wing of a triangular planform, named after the Greek uppercase
letter delta (Δ). This type of wing was intentionally designed to be used for
supersonic flights after the design of highly swept wings airplanes. Delta wings are
used on many different types of airplanes around the world; hence, the delta wing is
an important aerodynamic configuration [1].

A lot of investigations were conducted concerning the behavior of vortices
generated from delta wing. Zhu and Jia [2] have conducted numerical simulation of
incompressible Navier–Stokes and Euler equations of the vortical flow about a delta
wing. They found out that for delta wings at moderate or high angle of attack, its
leeward and windward side boundary layers flow outward, separate from the wing
leading edge and join to form a shear layer which rolls up into vortices above the
wing, then convecting and stretching, the vortices were concentrated into the so-
called leading-edge vortex on the leeward side of the delta wing.

Another trend of researches was more focused on understanding of the leading
edge vortices behavior on delta wings, where researchers have focused on the delay
of vortex breakdown. Experiments have proved that a trailing edge fan can enhance
the vortical flow and offset vortex breakdown by nearly half of the wing’s length
[3]. Srigrarom and Lewpiriyawong [4] have studied the effect of perturbation to the
breakdown of the leading-edge vortices over delta wing by means of installing
hemisphere-like bulges on the delta wing along the projection of the vortices. The
results had showed that the best outcome of perturbing the vortex core occurs in the
case of 65° angle of attack (AOA).

Several numerical approaches have been conducted as well along with experi-
ments. Gurr et al. [5] has simulated delta wing of a generic aircraft configuration
using Detached-Eddy Simulation (DES) under unsteady flow condition. He
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concluded that DES method is much better suited to near-future requirements in the
simulation of such practicality-relevant flows for which unsteady effects play a
major role. Further numerical computations were carried out by Heinrich and Stefan
[6] using DES turbulence model. The results obtained showed good agreement with
wind tunnel measurements.

Schiavetta et al. [7] have presented in detail by the use of Computational Fluid
Dynamics (CFD) that a shock vortex interaction is responsible of the sudden
movement of vortex breakdown location as the angle of incidence of delta wing is
increased. Huixue and Zhichun [8] have recently simulated the phenomenon of
vortex breakdown over a delta wing using Navier–Stokes equations. The results
indicated that vortex breakdown location moves upstream with the increase of
incidence angle, where the kinetic energy of leading edge vortex is transformed into
kinetic energy of small vortices and turbulent kinetic energy during the process of
vortex breakdown.

2.2 Reverse Delta Wing (RDW)

The main difference between a reverse delta wing and a regular delta wing is that
the flow direction on RDW planform tends to move inward from the leading edge
towards the trailing edge apex point, while for DW; it tends to move outward from
leading edge apex point towards the tip and trailing edge. Figure 1 illustrates the
difference of planform flow direction between the two configurations.

Gerhardt [9] has observed significant differences between a regular delta wing
and a reverse delta wing, where he concluded that certain aerodynamic character-
istics can be exploited for efficient supersonic flight. The performance of reverse
delta wing has showed that at supersonic speeds, the boundary layer at the wing
surface exhibits laminar flow starting at the leading edge, continuing for some

Fig. 1 Flow over delta wing
(DW) and reverse delta wing
(RDW)
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fraction of the chord of the wing and terminating at a transition boundary line,
where it then becomes turbulent. The large region of laminar flow on a reverse delta
wing allows the lowest drag, which gives it favorable aerodynamic characteristics.

Urquhart et al. [10] studied the ground effect of the reversed delta wing surface
craft. He revealed that the wake vortex flow structure illustrates complex interaction
of the vortices with the ground, providing experimental validation of classical wing
ground effect theory.

Wind tunnel tests have been performed by Elsayed et al. [11] to investigate the
aerodynamics of the reverse delta wing using Particle Image Velocimetry (PIV).
The test results conclude that RDW can be used as a wake vortex alleviation add-on
device that may excite some instability through stable laminar or unstable wave
phase or through modifying the vortex rollup process as a result of interaction with
the turbulent phase, which may lead to rapid diffusion of vorticity that can enhance
vortex decay.

Another study on a reverse delta wing (RDW) has been carried out by Altaf [12]
and Altaf et al. [13] to investigate the wake vortices generated downstream, and
their dependence on angle of attack and roll, at a Reynolds number,
Rec ¼ 3:82� 105. The results obtained from the RDW model have been analyzed
against the regular delta wing (DW) in term of vortex core radius, tangential
velocity and circulation. It was concluded from the investigation that as angle of
attack increases, vortex core radius, tangential velocity and circulation increase.
Moreover, the results have also showed that, a reverse delta wing vortex exhibited
lower magnitude of tangential velocity, circulation and vorticity than a regular delta
wing vortex at a particular angle of attack.

3 Numerical Setup

The process of setting-up the problem, from developing a 3D CAD model up to
post-processing the results is described in the following sections.

4 3D CAD Model

The 3D CAD model was developed using a commercial CAD modeler and pre-
processing software called “STAR-Design”. The geometry of the 3D CAD model is
illustrated in Fig. 2.
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4.1 Meshing, Convergence Criteria and Physics Setup

Solution convergence is highly dependent on the quality of the mesh, as well as the
equations used to model the physics of the problem. Fortunately, meshing the
model of delta wing and reverse delta wing are quite uncomplicated due to their
simple geometry. Merely, chamfers on the edges of the model were to be taken care
of to avoid high skewness angle on the transition between the upper and lower
surfaces. This can be done by distributing smaller cell size on the model, as shown
in Fig. 3.

Fig. 2 Delta wing geometry

Fig. 3 Surface mesh on delta
wing
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There are key sensitive parameters that play significant roles in maximizing
mesh quality and solution validity, where some can affect computational time and
efficiency. The mesh around the DW and the RDW was generated using unstruc-
tured polyhedral dominant cells with prism boundary layers of y+ ranging from
18.12 (minimum y+ of the first point above model surface) to 54 (maximum y+ of
last point above model surface), which covers the logarithmic overlap region, where
both viscous and turbulent region are resolved. Table 1 summarizes the key
parameters used for meshing the DW and RDW.

The mesh density was kept fine enough on the model as well as at the wake which
covers a measurement section distance of up to 167 cm, measured from the leading
edge or the apex point of delta wing. Consequently, the total number of cells of more
than *174,000 cells should represent adequate mesh density to simulate the flow.
Moreover, the quality of the mesh was examined to ensure solution convergence is
achieved. Table 2 summarizes overall mesh quality in term of skewness angle, face
validity, and volume change, which are reported to be very good.

In order to evaluate solution convergence of both DW and RDW, it is usually
sufficient to monitor the solution based on the residuals of the governing equations,
especially when dealing with basic turbulence models of steady, single phase flow
and under subsonic speed. Therefore, the residuals of turbulent kinetic energy (Tke)
and turbulent dissipation rate (Tdr) of less than 1 × 10−2 should be sufficient, and as
long as the continuity, X-momentum, Y-momentum and Z-momentum residuals
reaches below 1 × 10−4 for the solution to be characterized as converged. In

Table 1 Mesh properties of
DW and RDW

Mesh property Parameter

Mesh type Polyhedral dominant

Boundary layers Prisms

Number of prism layers 3

Prism layers stretching 1.4 %

Prism layers thickness 0.001557 m

Minimum y+ 18.12

Maximum y+ 54

Cell size Max: 0.07785 m Min: 0.002595 m

Growth rate 1.1 %

Total no. of cells >174,000

Table 2 Mesh quality report
of DW and RDW

Mesh property Parameter

Maximum boundary skewness angle 82.5°

Maximum skewness angle 86.8°

Minimum face validity 1

Minimum volume change 0.004
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addition to that, the aerodynamic forces lift and drag have been taken into account
and monitored for additional convergence judgement. Figure 4 shows a sample
residuals history in (a) and aerodynamic forces convergence in (b) of reverse delta
wing at α = 25° when the solution become converged.

Basic physics of air flowing over an object at a subsonic speed has been used.
The model has been examined in three dimensional space (3D) where it remains
stationary and air with density of 1.18415 kg/m3 blowing upstream at a constant
speed of 12 m/s. In addition, second order segregated incompressible flow condi-
tion has been chosen under subsonic speed. The segregated flow model solves the
flow equations (one component for velocity, and one for pressure) in a segregated
or uncoupled manner, which uses a second order convection scheme to discretize
the flow. Reynolds-Averaged Navier–Stokes (RANS) equations with K-Epsilon
turbulence model have been used to model and predict the turbulence in the near-
wake, downstream of the model. K-Epsilon model have been in use for several
decades, and it has become the most widely used model for industrial applications.

5 Comparison Between Numerical and Experimental
Results of DW and RDW

Wind tunnel tests of delta wing and reverse delta wing have been carried out by
Altaf et al. [13], where some of the experimental results are brought up in this
section for the purpose of comparison with the numerical results presented earlier.
This comparison is carried out in terms of aerodynamic coefficients, maximum
cross-flow velocity, tangential velocity distribution and circulation distribution.

Fig. 4 Residual plot of RDW at α = 25°. a Residual plot. b Aerodynamic forces plot
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5.1 Aerodynamic Coefficients

Lift and drag coefficients, CL and CD, have been computed numerically for both
delta wing (DW) and reverse delta wing (RDW) at several angles of attack (α) and
compared against experimental data measured by Altaf et al. [13]. As shown in
Fig. 5, the experimental and numerical aerodynamic coefficients show similar
trends, where CL and CD increase as the angle of attack increases. Furthermore,
both numerical and experimental results show lower drag and lift coefficients for
reverse delta wing (RDW) compared to delta wing (DW).

Furthermore, Table 3 summarizes some quantitative differences between
experimental and numerical data of CL and CD at angles of attack of 25° and 30°.
The comparison shows minimal difference error as 0.43 % which is excellent, and
maximal difference error as 25.7 %.

Fig. 5 Comparison between experimental and numerical aerodynamic coefficients of DW and
RDW. a CL versus α. b CD versus α

Table 3 Aerodynamic coefficients comparison between numerical and experimental data of delta
wing and reverse delta wing at α = 25° and 30°

Α (°) Experimental Numerical Percent error %

DW RDW DW RDW DW RDW

CL 25 0.88 0.56 0.93 0.65 5.33 15.38

30 1.03 0.79 1.03 0.80 0.64 0.43

CD 25 0.59 0.38 0.45 0.32 23.40 13.3

30 0.81 0.60 0.61 0.48 25.7 19.63
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5.2 Vortex Roll-Up and Maximum Cross-Flow Velocity
of DW

The numerical cross-flow velocity contours and vectors of delta wing have been
compared against the experimental results, at measurement sections of x/c = 1.395
and x/c = 3.418 and angles of attack of 10 and 20°, in term of vortex roll-up and
maximum magnitude of cross flow velocity. As can be seen from Figs. 6 and 7, the
numerical cross-flow velocity contours at x/c = 1.395 shows acceptable agreement
with the experimental results in terms of vortex roll-up and maximum cross–flow
velocity magnitude compared to x/c = 3.418. This increase in difference error in
numerical calculations is due to fast dissipation of energy as we go further
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Fig. 6 Comparison between experimental and numerical delta wing vortex in term of cross-flow
velocity magnitude at α = 10°. a Experimental delta wing vortex at x/c = 1.395 Altaf et al. [13].
B Numerical delta wing vortex at x/c = 1.395. c Experimental delta wing vortex at x/c = 3.418
Altaf et al. [13]. d Numerical delta wing vortex at x/c = 3.418
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downstream which is attributed to the turbulence model used being limited in
modelling eddies and flow circulations to some extent.

5.3 Tangential Velocity and Circulation Distributions of DW

Tangential velocity and circulation distribution around delta wing vortex core has
been calculated and plotted in term of radial distance and compared against
experimental results at 25° and 30° angle of attack.

As can be seen from Fig. 8, both experimental and numerical results show
similar trend where peak magnitude of normalized tangential velocity tends to
increase as the angle of attack increases.

Moreover, in terms of peak magnitude of tangential velocity distribution, the
difference error between experimental and numerical results tends to increase further
downstream for the same reason explained in the previous sections. Similarly, it can be
noted from Fig. 9 that the peak circulation increases as the angle of attack increases.
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Fig. 7 Comparison between experimental and numerical delta wing vortex in term of cross-flow
velocity magnitude at α = 20°. a Experimental delta wing vortex at x/c = 1.395 Altaf et al. [13].
b Numerical delta wing vortex at x/c = 1.395. c Experimental delta wing vortex at x/c = 3.418 Altaf
et al. [13]. c Numerical delta wing vortex at x/c = 3.418
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However, the difference error increases at farther measurement sections with
noticeable percentages due to inadequate modelling of flow circulations associated
with the RANS turbulence model.

5.4 Streamlines

Figures 10, 11, 12, 13, 14, 15 and 16 show the streamlines of the flow path on the
wake of DW and RDW, where particles are being seeded from the surface of the
model.
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Fig. 8 Comparison between experimental and numerical tangential velocity distribution of delta
wing. a Experimental tangential velocity distribution of delta wing at x/c = 1.395 Altaf et al. [13].
b Numerical tangential velocity distribution of delta wing at x/c = 1.395. c Experimental tangential
velocity distribution of delta wing at x/c = 3.418 Altaf et al. [13]. d Numerical tangential velocity
distribution of delta wing at x/c = 3.41
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For the DW, as seen from Figs. 10, 11, 12 and 13, there are formations of vortex
tubes along the upper side edges of the DW. These vortex tubes start forming
smaller at the apex point of the leading edge, and grow as they go further down-
stream. Moreover, as the AOA increases, the flow becomes more violent, where
eddies and vortices become much stronger and more durable.

In Figs. 14 and 15, the streamlines of the RDW show that circular flow starts
from the leading edge tip points with weaker vortex tubes compared to the vortex
tubes generated by the DW. However, in Fig. 16, vortex tubes seem to be more
steady and uniform as the AOA increases to 40°.
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a Experimental circulation distribution of delta wing at x/c = 1.395 Altaf et al. [13]. b Numerical
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x/c = 3.418
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Fig. 10 Delta wing streamlines at α = 10°

Fig. 11 Delta wing streamlines at α = 20°
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Fig. 12 Delta wing streamlines at α = 25°

Fig. 13 Delta wing streamlines at α = 30°
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Fig. 14 Reverse delta wing streamlines at α = 25°

Fig. 15 Reverse delta wing streamlines at α = 30°
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6 Summary

Wake vortex structure and its characteristics of both delta wing (DW) and reverse
delta wing (RDW) were studies numerically by using commercial CFD code.

Comparison between numerical and experimental results has shown good
agreement in terms of aerodynamic forces for RDW, whereas the comparison is not
so good as far as the prediction of drag coefficient is concerned. However, as RANS
turbulence model is limited to modeling eddies and flow circulations, vortex size
were not predicted correctly. As a result, there were significant increases in dif-
ference error in term of maximum cross flow velocity magnitude and peak tan-
gential velocity.

The results have shown that as the angle of attack increases, the tangential
velocity magnitude, vorticity magnitude and circulation increase for both the DW
and the RDW vortices. In addition, peak values of tangential velocity of both the
DW and the RDW indicate direct dependency on the angle of attack, whereby they
increase as AOA increases. However, the RDW vortex exhibited a lower magnitude
compared to the DW vortex for AOA between 20 and 30°.

Overall, the results have shown that the DW generates more favorable (e.g.
stronger) wake vortices than the RDW. As a result, these wake vortices may play a
significant role in the attenuation of wake vortices generated from aircraft wing tip
and minimize hazard to the following aircraft.

Fig. 16 Reverse delta wing streamlines at α = 40°
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Numerical Modeling and Research of 3D
Turbine Stage

Galina Ilieva Ilieva

Abstract The current study deals with a methodology for numerical modeling,
research and analysis of flow parameters distribution in a 3D turbine stage with
twisted rotor blade. The object under consideration is the forth stage of one of two low
pressure turbine aggregates, working in Kozloduy Nuclear Power Plant, Bulgaria.
A logical sequence for modeling of 3D viscous, compressible and turbulent flow
in turbine stage, with moving twisted rotor blade, is accessed, as a result of the
performed research works. Approaches how to attain high quality mesh grid and
overcome convergence problems were established. The elaborated methodology was
applied for research of boundary layer development; radial gap effects on flow
aerodynamics in turbine stages; erosion effects over turbine blades working in wet
steam; roughness influence over turbine blade surface, etc.

1 Introduction

Thermal turbo-machines are widely applied in modern aviation, marine ships, and
energetic industry. Flow in turbo-machines is characterized by complexity and
many features caused by 3D and unsteady effects, real physical fluid properties
(compressibility, turbulence effects and viscosity) and complex stator and rotor
blade geometry. During the operational process of each turbo unit, multiple-char-
acteristic phenomena of detached boundary layer, vortices structures, secondary
flows, energy losses in radial and axial clearances, shock waves phenomena, ero-
sion, high streamlines curvature are observed.

All mentioned specifics contribute to mechanical and thermal stresses, which
significantly affect turbines reliability and efficiency. Complete and accurate
modeling of fluid flow in turbine components is essential for purposes of taking
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certain activities to increase the efficiency of the machine. Precise modeling,
research and analysis of the fluid flow characteristics is important and one very
relevant task of the modern theory of thermal turbo-machines.

In the beginning of the 20th century turbo-machines were designed on the
assumption for 1D flow in stator and rotor channels. The most used and widespread
equation for flow modeling was the Bernoulli’s equation. Problems for flow research
in turbine stages have been investigated by Helmtsman, Reynolds, Gyugonio [1].

Theory and practice development, in the area of turbine’s aerodynamic, proved
that 1D methods are unsatisfactory, that is why researchers proceeded to 2D
modeling to attain flow characteristics in turbine aggregates. For modeling purposes
an ideal model of infinitely large number of infinitely thin profiles had been applied.

On the subsequent development of 2D mathematical models worked Wu [73],
Stepanov, Simonov, Zhukovsky, Vavra, Steynits, Goldstein and others.

Determination of parameters considering the flow characteristics in 3D aspect, is
related to solving a system of nonlinear, partial differential equations (PDEs) with
derivatives on the three coordinates x, y, z and time t. Three-dimensional problem is
considered in two ways: transform the 3D unsteady equations system to two sys-
tems of 2D equations for stationary fluid and to calculate pure 3D flow in turbine
stages.

Problem of 3D flow aerodynamics in turbo-machines can be solved using dif-
ferent approaches. Some of these approaches are Wu’s method for flow parameters
distribution on surfaces S1 and S2 [2–4]; the streamlines curvature method [5–8].

Also Wu’s method is applied to flow modeling in turbine stages in recent years
[2, 3]. Research of flow aerodynamics in surfaces S1 and S2, based on the method
of streamlines curvature method is described in [5–7, 9].

In the mathematical model of Stepanov and Sirotkin [10], flow equations are
averaged in space-time coordinates. Flow in rotational fluid surfaces with a variable
thickness h, is transformed to a rotation surface S1′. Instead of a set of surfaces S2
is implemented the averaged meridional plane S2′.

Recently, approaches are related to solve Euler’s [11–13] and Navier-Stokes [8,
14–17] set of equations. Navier-Stokes equations are averaged by Reynolds [18, 19,
21–24] or by Favre, for stationary [19, 25, 26] or non-stationary [11, 27–29] flow in
turbine stages.

Numerical approaches used to solve a set of flow equations are Finite Elements
Methods (FEM) [22, 30–32], Control Volume Method (CVM) [18, 23, 26, 29].
They are applied in many software codes such as FLUENT [33–37], ANSYS-CFX
[28], CFX [15].

Basic CFD solvers applied for solving flows in turbine stages are Segregated
Solver [18, 22, 30] and Coupled (Implicit or Explicit) Solver [30, 39, 40]. Flow
equations can be discretized by First Order Upwind (FOU) [21], Second Order
Upwind (SOU) [41, 42], Semi-Implicit Method for Pressure-Linked Equations
(SIMPLE) [29, 38], SIMPLE-Consistent (SIMPLEC) [5, 17, 39, 40].
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In turbulence models, several approaches have been done by previous
researchers such as Spallart Allmaras (SA) [22], Standard k-ε model [33, 43],
Reynolds Stress Turbulence Model (RSM) [43], Wilcox Turbulence Model (к-ω
model) [20, 21, 37, 44, 45], Renormalized Group Model (RNG k-ε) [46, 47], Shear-
Stress Turbulence (SST) model [22, 28]. For 3D flow in turbine stages, Standard
k-ε [46] is appropriate. RSM is applicable for modeling effects of additional vor-
tices presence and shear stress effects over fluid particles [43]. In the current
research Standard k-ε, RNG and RSM turbulence models are used [46].

Boundary zones and boundary conditions definition is a complex procedure,
including great number of modeling features [46, 47]. Boundary zone type and
boundary conditions are discussed and presented in details in [46].

Nowadays schemes for boundary conditions set-up are: total and static inlet
pressure, inlet temperature, outlet static pressure and temperature, turbulent
parameters and flow direction [45, 48]. At the streamlined walls are set zero
velocity components [49]. Another possibility is pressure, speed and turbulence
intensity at inlet and turbulence intensity and pressure at the outlet [16] or by Acton
and Cargill scheme, presented in [50].

Different approaches can be applied for stator-rotor interaction modeling “frozen
rotor” [51], “Sheared Cell” [52], MPI (Message Passing Interface) [30], Through
Flow, Passage Average and other described in [53]. In [54] overlapping elements
are applied in the area of interaction between stator and rotor stages. Interrelated
and overlapping elements are described and applied to the analysis in [55–58].

The models do not include changeable fluid properties and boundary conditions
update for each iteration and in each flow cell in the interaction area during the
iterative procedure. Therefore, new schemes were proposed such as “Sliding Mesh”
[37, 38, 52] in two-dimensional and “Mixing Plane” [59] in the three-dimensional
aspect. Performed studies by Laumert et al. [60] for unsteady, 3D interaction
between stator and rotor blades [60, 61] are of a great interest.

Based on a literature survey, it is obvious that 3D flow simulations have to be
performed and addressed to: fluid physical properties and effects of their variation
on flow aerodynamic; vortices structures and how they affect the overall efficiency
performance; an exact choice of turbulence model; study of vortices and pressure
pulsation effects, due to pressure change in downstream direction, aerodynamic
behavior and efficiency of new radial and axial seals.

An actual and important problem, related to the process of numerical modeling
of 3D flow in turbine stages, is to take into account all geometry and aerodynamic
features. This will contribute to detailed research of turbine aggregates, working
under variable conditions, also to consider specific criteria and approaches for
increasing efficiency of turbine aggregates.
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2 Research Algorithm

2.1 Mathematical Model

The mathematical model implemented in ANSYS Fluent gives an opportunity for
modeling of a wide variety of flows. The set of equation is as follows:

(a) Continuity equation:
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(d) Energy equation for stagnation conditions:
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All mathematical terms included in Eqs. (3), (4), (5) and (6) are described in
[46, 62].

A detailed review of turbulence models is presented in [46, 62].

2.2 Structure of the Global Logical Sequence for Geometry
and Numerical Modeling

Figure 1 presents methodology flowchart for geometry and numerical modeling of
flow in 3D turbine stages with complex geometry.

Fig. 1 Global logical
sequence for numerical
modeling of 3D compressible,
viscous and turbulent flow in
turbine stage of a complex
geometry

Numerical Modeling and Research of 3D Turbine Stage 107



2.3 Geometry Modeling of 3D Turbine Stage with Twisted
Rotor Blade

Key steps in geometry modeling and approaches to obtain high quality grid mesh
are as follows.

2.3.1 Key Points Coordinates Introduction from *.tur File
and Construction of Basic Lines Which Forms Stator and Rotor
Profiles, Inlet and Outlet Parts of Blade Sections

It is advisable for concave and convex sides to be consisted of minimum three lines
[46, 47].

Profile contours must be approximated without any sharp edges. The main aim is
to obtain high quality mesh; refined boundary layer mesh and furthermore blades
streamed without vortex structures formations.

2.3.2 Stator and Rotor Blade Volumes

Decomposition method is an approach that helps to avoid problems during the
procedure of fluid zones discretization, mainly at leading and trailing blade edges.
This is the most appropriate method for turbine blades with twisted rotor blades [47].

2.3.3 Boundary Layer Modeling for Stator and Rotor Blades

For purposes of boundary layer mesh, a definite number of rows (depending on the
flow conditions and some preliminary calculations based on the Schlichting’s theory)
with a smooth transition in the elements height, is recommended. First row elements
height must be as small as possible. This leads to a possibility for visualization of all
specific features and detection of boundary layer separation point also.

2.3.4 Discretization of Stator and Rotor Blades

The discretization steps are as follows:

• Discretization of hub section with elements of an appropriate shape and appli-
cation of next options (Spacing/Interval Count in Mesh Faces panel);

• Discretization of hub base lines and those in radial direction with appropriate
values for Grading/Successive Ratio/Ratio and Spacing/Interval Size options in
Mesh/Edges panel;

• “Cooper” discretization scheme application. It is appropriate for a regular dis-
tribution of element volumes in radial direction; elements with negative volumes
and highly stretched elements are surpassed.
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2.3.5 Boundary Zones Definition for Stator and Rotor Blades

Before mesh file to be read in FLUENT, the boundary types must be specified for
turbo volumes. The boundary zones are of the types: “wall”, “pressure-inlet”,
“pressure-outlet”, and “periodic”.

2.3.6 Elements Quality Check

Finite elements quality factor must be a maximum value of 0.7, according to
GAMBIT theory references [39, 40, 63]. The present research proves that it’s better
to obtain quality mesh factor 0.5 or the best option is 0.3. Negative element vol-
umes Fig. 2a, skewed elements Fig. 2b, sharp edges along streamed profiles, could
be surpassed in different ways, which is described in [46, 47].

2.4 Numerical Modeling of 3D Flow in a Turbine Stage

Numerical modeling procedure and its main steps are described in details in [46].
Working fluid is saturated steam, according to the official exploitation

documentation.
Boundary zones that were imposed are: “Pressure Inlet”, “Pressure Outlet”,

“Periodic” and “Wall”. Boundary conditions are: total and static pressure, static
temperature, flow direction at turbine stage inlet, static pressure and temperature at

Fig. 2 a, b Finite elements with negative volumes in the trailing edge of stator blade (a), and
stretched elements in twisted rotor blade (b)
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stage outlet and turbulence parameters. Boundary conditions values were preliminary
calculated in the process of 2D modeling by control sections in radial direction [47].

The chosen solver is Coupled Solver with imposed initial value for the Courant-
Friedrich-Levy (CFL) number of 5. During the solution procedure, CFL number has
been gradually decreased as follows: 2, 1.5, 1, 0.75, 0.5, 0.25. Options for residuals
smoothing-“Iteration smoothing” and “Smooth factor”, were set to 1 and 0.1.

Initially, solution was obtained with implemented First Order Upwind convec-
tive scheme, after the discretization scheme was switched to Second Order Upwind,
in order to obtain physically correct solution.

It is well-known that after each iteration the values obtained for the unknown
variables should become closer and closer together and thus converge. Due to
strong non-linear equations, unsteady solution, separation and other aerodynamic
effects, the solution is unstable; that is why a set of relaxation factors is used to
remove the steep oscillations. For all under-relaxation factors, calculations were
performed, with initial values equal to the default values included in FLUENT.
After a gradual decrease, the final value for each under-relaxation factor was set to
be 0.5.

Convergence is assumed to be obtained when the scaled residuals are in the
range of 10−4 for all the unknown parameters; the exceptions are energy and
turbulence parameters, which are 10−6.

All relaxation factors and discretization schemes, as well as the approaches to
overcome different divergence problems and access convergence, are described and
discussed in more details in [46, 47].

Numerical results that were obtained, their detailed verification and validation
are presented in [46].

2.4.1 Numerical Modeling of 3D Turbine Stage with Radial Gap

The aim of this research is determination of parameters distribution in turbine stage
with twisted rotor blade and radial gap 0.005 m.

Geometry for turbine stage was obtained in GAMBIT. One of the main problems
is related to discretization of the radial gap. Presence of bad quality elements (high
skewness and negative volumes) must be avoided with very refined mesh.

Grid mesh options—“Spacing/Interval Count” in “Mesh Faces” panel and
“Grading/Successive Ratio/Ratio & Spacing/Interval Size” in “Mesh/Edges” panel
were applied.

Working fluid is water steam with physical properties according to the working
conditions of the turbine stage.

Boundary zones that were imposed are: “Pressure Inlet”, “Pressure Outlet”,
“Periodic” and “Wall”. Rotor blade shroud is defines as “Wall”.

Stator-rotor interaction is modeled with “Mixing Plane” model.
For exact physical performance of the turbulent effects in the flow, k-ω turbu-

lence model is activated. This model is proved to be appropriate for modeling of
flows in turbine stages with high adverse pressure gradients [62, 64], in case of
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presence of regions with intensive separation and swirls. Also, Shear Stress Tur-
bulent Model (SST) turbulent model could be applied [16, 43].

All flow equations are solved with Coupled Solver and appropriate set of
relaxation and convergence approaches. Discretization scheme is Second Upwind
Order, all under-relaxation factors are set to value of 0.5.

Residuals for the unknown parameters are set to be 10−4; the exceptions are
energy and turbulence parameters, which are 10−6.

Problem formulation, boundary zones and boundary conditions are presented in
[46, 65, 66].

2.4.2 Numerical Modeling for 3D Turbine Stage with Roughness

The current study deals with determination of flow parameters distribution and
energy conversion efficiency in a turbine stage with definite roughness.

Wall roughness is implemented in FLUENT with roughness function ΔB, which
is valid for all values and types of roughness. For constant roughness, ΔB depends
on both the Ks+ (dimensionless roughness height) and roughness height—Ks. The
model for ΔB calculation includes three regimes; they are a function of Ks+. These
models are based on the Nikuradze’s curve and are adapted by Cebeci, for calcu-
lation of ΔB, depending on the flow regime. All equations are explained in FLUENT
theory.

At first, the iteration procedure is started in case of a zero roughness Ks. After
calculations for Ks = 0, a new iteration procedure is started with next roughness
height value. Working fluid is compressible, viscous and turbulent. According to
the FLUENT theory references, a discretization mesh, representing boundary layer
over turbine blades must have first row of elements with height higher than the
roughness height.

All results obtained are presented in details in [46].

2.4.3 Erosion and Its Impact on Turbine Blades—Numerical Modeling

The main goal of this research is related to modeling and evaluation of the erosion
effects on turbine stage working in two phase flow. For this purpose, Discrete Phase
Model (DPM) has been applied.

The working fluid is wet steam, turbulent, compressible and viscous, with
physical properties in function of the working conditions.

Boundary zones that were setup for the turbine stage are “pressure inlet”, “pressure
outlet”, “periodic”, “wall” and “fluid”. The total gauge pressure, static pressure, static
temperature, turbulence parameters and flow direction were imposed as “pressure
inlet” boundary conditions. Static pressure, static temperature, flow direction and
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turbulence parameters were implied as the outflow (“pressure-outlet”) boundary
conditions. Periodic boundary conditions were imposed to the side wall boundary
zones. No-slip boundary conditions for hub, shroud, blade surfaces were applied. All
values for the imposed boundary conditions are shown in [46].

FLUENT predicts the trajectory of a discrete phase particle by integrating the
force balance on the particle, which is written in a Lagrangian reference frame. This
force balance equates the particle inertia with the forces acting on the particle [62].

The primary inputs for the discrete phase calculations are: velocity, trajectory
and temperature of the water droplets; mass flow rate, etc. These initial conditions
provide starting values for all of the dependent discrete phase variables that describe
the instantaneous conditions of an individual particle.

For the numerical simulation of wet steam flow, the general assumptions are as
follows: ignore the speed slipping between droplets and steam; interaction forces
among water droplets are equal to zero; the quantity of condensation phase is
maximum 10–12 %.

The particles were set to be of type—“water-liquid”. Droplets are with spherical
shape and their diameter distribution is of type “uniform”.

Numerical simulations were performed with water drops diameters of 1, 5, 15,
20 and 25 microns. Experimentally, droplets’ maximum diameter for the conditions
and velocities under consideration is found to be 15–25 microns [34]. Particles of
size 150–200 microns could be only found in a very small area in the vortex
immediately after the trailing edge where a fragmentation of the wet film is to be
observed.

The total mass flow rate of wet steam for the turbine stage, according to the
working documentation, is 2.97 kg/s. The total mass flow of the imposed secondary
phase is 0.133 kg/s, equal to 4.478 % wetness. This value is responding to the real
wetness measured in the turbine stage during working regimes.

In the current research boundary conditions, concerning the secondary phase, are
implemented.

The Navier-Stokes equations set has been solved applying density based solver,
fully implicit approach. Second order discretization scheme is used.

For all under-relaxation factors, calculations were performed with initial values
that were equal to the default values included in FLUENT. After a gradual decrease,
the final value for each under-relaxation factor was set to be 0.5.

Again, convergence is assumed to be obtained when the scaled residuals are in
the range of 10−4 for all the unknown parameters; the exceptions are erosion,
energy and turbulence parameters, which are 10−6.

All other specific modeling features are fully described in [46].
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3 Numerical Results

3.1 Results for 3D Real Fluid Flow in Turbine Stage
with Rotating Twisted Rotor Blade in FLUENT

The main target of this research is to define the flow parameters distribution in a 3D
turbine stage. For the purposes of the turbulence modeling, Standard k-ε turbulence
model, RNG k-ε, Standard k-ω, for the case of research on radial gap, and RSM
(Reynolds Stress Model) models are applied depending on the flow conditions.

The Standard k-ε model gives quite good values, especially for the turbulent
kinetic energy, in the core flow [33, 43].

In [67] results show that the advantage of using the RSM in regions of flow
separation, however the main flow features were still enough good, captured by the
k-ε model.

The RNG model gives the highest prediction of lift and maximal lift angle [68].
The k-ω turbulence models are appropriate for flows characterized by high

adverse pressure and intensive separation. This model allows for a more accurate
near wall treatment with an automatic switch from a wall function to a low-Reynolds
number formulation based on grid spacing [35, 69, 70].

In the current study is found that depending on the specific flow feature, under
consideration, different turbulence model have to be applied.

Fig. 3 Flow velocity field distribution in control sections, in radial direction

Numerical Modeling and Research of 3D Turbine Stage 113



3.2 Results for Flow Parameters Distribution—Rotating
Rotor Blade (1500 rpm) and Applied Standard k-ε
Turbulence Model

Figure 3 shows velocity field distribution in case of rotating rotor blade and acti-
vated Standard к-ε turbulence model.

Figure 4 shows vorticity magnitude values, in radial direction, in the turbine
stage under consideration.

3.3 Results for Flow Parameters Distribution in Case
of Rotating Rotor Blade

Numerical results are shown on Figs. 5a–d and 6.
In Fig. 7 are shown vortices, in radial direction, due to a difference between the

pressure field values for hub and shroud sections in turbine stage. The area occupied
by this vortex is bigger than the one, formed in case of Standard k-ε turbulence
model, Fig. 4.

Fig. 4 Vorticity magnitude values in control sections, in radial direction
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3.4 Results for Flow Parameters Distribution in Case
of Rotating Rotor Blade (1500 rpm) and Applied RNG k-ε
Turbulence Model

The RNG model is acceptable for study both the shear stress and streamlines
curvature effects. The model presents the vortices structure at the trailing edge, and
also provides results for aerodynamic features at the leading edge.

In case of applied RSM model, a relative decrease of 1.308 % for turbine stage
efficiency is observed. This is a result of taking into account of all pulsations and

Fig. 5 a–d Mach number contours (a) and static pressure contours (b) of stator blade hub section,
in comparison with the ones after Bo Chen (2008), and Cinella (2004) (c, d), presented in [46]
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Fig. 6 Static pressure distribution—by control sections (a), in the entire turbine stage (b) in case
of rotating rotor blade
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vortex structures near the wall regions, boundary layer separation, viscosity and
compressibility effects.

The RNG κ-ε turbulence model leads to increased values for turbulent intensity
and less values for turbulent viscosity. This is a prerequisite for decrease of the left
hand side term values in the momentum equations. This causes relative increase of
stage efficiency with 0.147 %, in a comparison with the case of implemented RSM
turbulence model.

3.5 Results Obtained for the Radial Gap Influence Over Flow
Parameters Distribution in 3D Turbine Stage

Figure 8a, b visualizes secondary flows, obtained due to presence of radial gap and
pressure differences between hub and shroud sections. Figure 8c, d shows good
agreement with the results obtained for the researched blade. This approach can be
used for research on new labyrinth seals.

Fig. 7 Vorticity magnitude values by control sections, in radial direction
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3.6 Results Obtained for Research on Erosion Affecting
Turbine Blades Working in Wet Steam Conditions

Figure 9a, b presents results for erosion on blade surfaces in case of water droplets
with mass flow rate m1 = 0.133 kg/s and d1 = 25 microns (a), and d2 = 5
microns (b). Erosion effects are observed, mainly on the stator’s leading edge and
concave surface Fig. 9a, and along the leading and trailing edge of the rotor blade,
Fig. 9b. Those effects are as a result of droplets trajectories, changes of blade’s
geometry, droplets’ diameter, and impact pressure of the droplet over the surfaces,
droplets’ velocity and angle of impact. Also, higher droplets diameter leads to

Fig. 8 a–d Secondary flows in the turbine stage under consideration (a, b); validation after
Hamed et al. [71] (c) [46]; validation after Mumic (d) [64]
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Fig. 9 a, b Turbine surfaces erosion effects—diameter d1 = 0.025 mm and mass flow rate
0.133 kg/s (a); droplets’ diameter d2 = 0.005 mm (b)
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increased erosion over the blade surfaces as it’s shown in Fig. 9b. Verification of
the obtained results is presented in Fig. 10.

In Fig. 11a are visualized liquid particles’ traces and concentration on the blade
surfaces, verification of the results after research of Hamed et al. [71] is shown in
Fig. 11b.

Efficiency in energy conversion, in comparison with case without water droplets,
is decreased with 3.77 % [46].

Roughness, as a result of erosion caused by water droplets, provokes different
problems: blade surface roughness, certain energy losses; deteriorated aerodynamic
performance and erosion effects [72] also profile geometry changes, worse aero-
dynamic behavior and efficiency decrease.

The current study shows that erosion and decrease in efficiency depend on water
droplets diameter, their velocity, impact angles, mass flow rate; profile shape
change in radial direction.

The approach can be applied for a study on the erosion effects in turbine
aggregates, working in wet steam conditions and for research on methods imple-
mented for decrease of erosion effects and their effectiveness.

Fig. 10 Erosion effects on turbine blade after Hamed et al. [71]
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4 Conclusions

1. As a result of the performed global research, a logical scheme with specific
approaches to surpass presence of bad elements and solution convergence
problems, and perform a numerical modeling of specific features in turbine

Fig. 11 Liquid particles’ traces, coloured by discrete phase model concentration in kg/m3 (a);
liquid particle traces in the research of Hamed et al. (b) [71]
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stages, was elaborated. The logical sequence was applied for numerical
modeling of 3D viscous, compressible and turbulent flow in turbine stage with
rotating twisted rotor blade.

2. The logical sequence was successfully applied to perform: static pressure
distribution along streamed profiles; research of aerodynamic and specific flow
features at stator and rotor outlets; radial gap influence over flow parameters
distribution; research on wet-steam conditions and roughness impact over blade
surfaces; study on erosion effects over turbine blades; analysis of boundary layer
growth along turbine blades and predicting it’s separation. This methodology is
applied for teaching purposes of students in Technical University—Varna.

3. The logical sequence can be applied as important and very useful methodology
to attain all parameters needed for complex research and energy efficiency
evaluation; study on strength, thermal stresses and modal analysis in turbo
aggregates and their elements; research on exploitation in nominal and variable
operating regimes; modernization and reconstruction of turbo-machines.
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Unsteady Interaction Effects Between
an Airship and Its Air-Jet Propulsion
System

Galina Ilieva, José Páscoa, Antonio Dumas and Michele Trancossi

Abstract An airship able to travel from ground to 15 km altitude is being developed
on course of the European Research Project MAAT—Multibody Advanced Airship
for Transportation. The airship has a cylindrical shape when completely inflated at
the pressure altitude. Based on an initial research for the airship shape and aero-
dynamic features at given altitudes, propulsion needs were analyzed by means of
numerical simulations for different flow conditions and propulsion concepts. The
propulsion system is comprised of two rows of air-jets, at top and bottom of the
airship, that expel cold air in order to provide propulsion thrust. Herein, we will
present the steady and unsteady results of the computations regarding the interaction
of the air-jets with the airship. Then, a detailed analysis on the vortex shedding from
the airship is presented when it in subjected to only horizontal movement, this is
further enhanced by computing the near vehicle flow when it is subject to the
incoming wind. We will also present details about the total required thrust power for
the various working conditions. The outcome of the research highlights the main
advantages of the system to attain feasible high altitude airships.

1 Introduction

The hybrid airships include the best from classic airship technology and conven-
tional fixed-wing lifting technology. They combine the principle of buoyancy with
a lifting body for additional payload capacity.
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There are many projects, and research works, related to the study and
implementation of new shapes, more feasible from an energy point of view, for
airships and their associated propulsion technologies [1].

One of the ongoing projects is related to an innovative shape and propulsion
system design, it is the MAAT project—Multibody Advanced Airship for Trans-
portation, supported by the 7th Framework Program. This project, that comprises
12 research institutions, introduces the idea to use a cruiser (PTAH—Photovoltaic
Transport Aerial High) altitude system/feeder (ATEH—Aerial Transport Elevator
Network feeder) concept to allow transport of people and goods [2].

The cruiser is an air-vehicle operating at stratospheric altitudes, controlled by
buoyancy. In particular the feeder is an airship which transports people from ground
to the cruiser and from the cruiser to the ground. In this case the cruiser is designed
for long, non-stop flight at economical altitudes and also to operate mainly at
stratospheric altitudes. The feeder is designed as a main balloon with vertical
control by buoyancy, also with the ability of vertical climbing with a strong
resistance to winds. It has the ability to drift and has an additional propulsive
system, which is intended for stabilization and approaching operations near the
cruiser and of the airport hub (at least vertical take-off and landing capacity must be
guaranteed). For this novel airship concept a new envelope and propulsion concept
design are envisaged [3, 4].

To propel an airship through the air, some kind of power source and a way of
applying it, is required. At the end of the eighteenth century the only available
power sources were horsepower, steam power and manpower. Various ways of
applying these were used: oars, paddles and flapping wings among them, but the
only way which worked was the airscrew (propeller) [1, 5]. The real “Age of The
Airship” became possible in 1883, when Gottlieb Daimler built the World’s first
four stroke petrol internal combustion engine.

Most of classical airships relied on internal combustion engines running on Otto
or Diesel cycles. However, the internal combustion engines are heavier than turbine
engines, even if presenting lower fuel consumption for small sized engines.

Over the years both the internal combustion and turbine engines have evolved
and nowadays they present very good reliability, in particular turbo shaft engines.

Recently, the possibility of solar powered air vehicles established a new era in
the airship industry. The solar airships are foreseen as an easier way to achieve a
given altitude than heavier-than-air aircraft, since there is no need to distribute the
propulsion power to create a lift. In this way the power budget is strongly reduced
[6, 7].

Propellers are one of the most widely used thrusters, but many exploitation
problems were observed through the years. These problems are, namely, their bad
performance at low Re number, blade tip vortices, etc. But, stern mounted pro-
pellers reduce boundary layer separation by suction. However this is only a feasible
approach at very low Reynolds numbers [8, 9]. Mainly because the suction effect of
a stern-mounted propeller affects the flow in the aft portion of the airship hull,
which is accelerated. The resulting suction force on the body is oriented down-
stream, which causes an additional propeller induced pressure drag. On the other

128 G. Ilieva et al.



hand, when a stern propeller is working in the airship wake, the axial velocity is
decreased. This leads to reduction in required power by the propeller to produce a
certain thrust. For reducing propeller blade tip losses and directing its thrust, a
ducted fan is used.

Stern mounted propellers could be used as a propulsive element, but they are
usually not acting alone, in particular because they do not offer the flexibility to
provide wider maneuverability. Also, at very low speeds the control surfaces are
considered ineffective, since they cease to produce dynamic lift to control the
attitude of the airship. Most of the time tilting rotors are preferred as a stand alone
or in combination with stern propellers [1].

Ducted fans are more efficient in producing thrust than a conventional propeller,
especially at higher rotational speeds [10, 11]. Also, ducted fans present lower noise
and safer handling for ground crews.

The hybrid airship concept use lifting gas to obtain static lift. Airships can
operate in Vertical Take-Off and Landing conditions (VTOL). Powerful engines,
that use thrust vectoring technology, for change in direction, are included on most
current airships. The aim is to overcome both low speed maneuverability and
changes in incoming wind stream.

VTOL is obtained mainly by vectorized thrusters [12, 13]. However, propellers
for VTOL and cruise operation, for example, are used in some projects [14].

Among one of the less conventional means of propulsion for airships is the
cycloid rotor moving around a horizontal axis, perpendicular to the direction of a
normal flight [15]. The cycloid propeller can provide thrust force in any direction
and also to help hover. This consists of several blades rotating around a horizontal
axis, perpendicular to the direction of normal flight [16–20]. The angle of the
individual blades, to the tangent of the circle of the blades path, is varied by a pitch
control mechanism. This is designed so that the periodic oscillation of the blades,
about their span axis, may be changed both in amplitude and in phase angle. The
net force vector acting on the axis of the cycloidal rotor may be varied in magnitude
and direction by the movement of the eccentricity point that controls the blades
pitch. Thus, the air vehicle has very good maneuverability and fast response.

Another airship alternative propulsion concept is related to the so called fish-like
movement in air, obtained by dielectric elastomers [21–24]. The bending of the
fish-like body increases the velocity drastically and introduces a relevant contri-
bution to the propulsion.

One of the nowadays concepts is the idea for propulsion based on air-jets. In the
area of airship propulsive systems there has been a big variation of concepts pro-
posed during the years, at all [1].

In the most recent years unsteady flows around vehicles are also being
increasingly, mainly due to the availability of reliable numerical codes. There are
many reasons for considerably unsteady effects, but one of the most important is
that the unsteady flows present properties that can be exploited for control of
advanced flight vehicles. In addition all flying vehicles must maneuver from one
point to another and as a result all they experience unsteady conditions.
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For vehicles that depend on the surrounding fluid for maneuvering, such as
airships, the vortices generated in the flight time are convected downstream. For
subsonic flow, as is the flow in the current case, flow property information from the
downstream convected fluid is transferred back upstream. Therefore, the past his-
tory of the motion of the vehicle is needed to determine its instantaneous states and
one need of an unsteady solution.

CFD is an effective tool for the unsteady analysis of complex flows, and it is
routinely used in the design process of more efficient air vehicles and propulsion
system components. Its success is due to the flexibility in the investigation different
working conditions, and on the capability in analyzing overall and detailed infor-
mation about the flow field.

Unsteady calculations analysis can help to better understand and research on the
specific flow features, in case of the gust response on an airship. This is very
important to assess the aero-elasticity and stability control requirements. Unsteady
analysis will give detailed information about vortex structures development, and
forces and moments acting one airship’s hull, which play a significant role on the
static and dynamic analysis. Having forces for different time steps, during the flight,
one can obtain also the power budget.

The present work is focused on implementation and analysis of unsteady per-
formance of the air-jets propulsion concept for an innovative airship. The main part
of this study is concerned on the air-jets interaction, effects and needs for a High
Altitude Airship (HAA). The numerical analysis is performed in FLUENT.

2 Problem Formulation

The objective of the current study concerns the implementation of unconventional
propulsion system for an airship with an innovative shape and VTOL capability. It
is attained by performing a numerical modeling on its steady and unsteady aero-
dynamic and propulsion performance.

It is preferable for airships with VTOL and horizontal cruise flight capability to
have vectorized thrust. Thrusters must have high efficiency and capable of rapid
changes in thrust according to the flight needs. A HAA airship needs to be light and
have an efficient propulsion system that can operate with little or no oxygen. This is
important when an airship operates, in the thin atmosphere, at very high altitudes
and for extended periods of time [25].

All the above mentioned requirements are covered by the present innovative
propulsion system, based on the air-jets concept. The underlying idea is to apply a
set of air-jets, distributed in circular row around both the top and lower side parts of
the feeder’s structure. The air-jets work with an ambient air that is blown in by fans,
through two main inlets, Fig. 1. These two inlets are connected with a central tube,
which let the maneuverability of the airship to be increased. The air, accelerated by
the fans, passes through a set of pipe ducts located within the airship body. The pipe
ducts are designed with variable cross-section along their length. The main purpose
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for that is to achieve a high mass flow rate at lower air flow velocity, thus reducing
losses. The air is blown from a set of pipe channels into the ambient atmosphere at
increased velocity. These air-jets generate thrust to drive the airship in horizontal
direction. Both the number and sequence of the working air-jets depend on the
flight direction and on power requirements for the current flight regime.

Figure 2 shows the physical principal on which is based the air-jets propulsion
concept. This physical principle, in combination with the known Coanda effect
[26], lead to increase of lift force and also to a boundary layer separation point shift,
as it is pointed in [27].

Thrust generated by each air-jet is given by T = ṁ ∙ ue + Ae ∙ (pe − p0). Pro-
pulsive efficiency is given by ηprop = 1/(1 + ue/u0), where Ae-cross sectional area for
air-jet outlet, [m2]; ṁ-mass flow rate through the air-jet channel, [kg/s]; p0-ambient
pressure, [Pa]; pe-achieved pressure at air-jet channel outlet, [Pa]; u0-incoming air
velocity at air-jet inlet, [m/s]; ue-velocity at air-jet outlet, [m/s]; T-generated thrust,
[N]; ηprop-propulsive efficiency, [-].

The fitting of the aerodynamic configuration with the power-source must be
accomplished in a way that maximizes the performance at specific design condition.
For that purpose, we need of an unsteady analysis to predict the interaction features
between the airship’s hull and its propulsion elements.

Fig. 1 Air-jets propulsion
concept

Fig. 2 Air-jets working
principle

Unsteady Interaction Effects Between an Airship and Its Air-Jet … 131



The ambient conditions affect strongly the aero-dynamic performance of bodies.
A detailed research on the interaction of air-jets, design shape and incoming flow
for the case of specified conditions is needed. Advances in aerodynamic perfor-
mance related to the interaction between the airship and the working air-jets can be
made, in particular if the complex vortices generation and turbulent separation flow
phenomena can be understood, modeled and then included in the design process.
The prediction of the unsteady flow field is an affordable item, and is required by
the reduced margin of efficiency increase for the working air-jets, stability control
and propulsion components.

In order to have a deeper insight on the phenomena concerning the evolution of
the vortices, and on the effect of unsteadiness on the global power needs, a very
accurate analysis, based on unsteady solution calculation was done.

The main purpose of this study is to initiate a detailed unsteady research on air-
jet performance, by working with high mass flow rates to reach high efficiency at a
low flow speed.

3 Numerical Simulation

The HAA’s geometry is shown on Fig. 1. Maximum diameter is Dmax = 87 m and
maximum height is Hmax = 96 m, calculated volume is V = 412,013 m3. Reference
area used for drag force calculation is Aref = 6,968.302 m2. Air inlets at top and
bottom parts of the feeder’s structure have a diameter in function of the needed
mass flow and number of working air-jets, five meters. For each air-jet (in case of
eight acting air-jets) the outlet diameter is 2 m.

To discretize the airship geometry and fluid domain, a hybrid mesh is created
with included boundary layer grid, Fig. 3a. The boundary layer mesh is formed by
20 rows of structural elements, with factor of growth 1.1. The first row of elements
is at height of 0.0001 m. This provides an opportunity to observe streaming and
separation effects over the envelope surfaces and obtains drag coefficient changes
for each time step. The total number of elements that were used for flow domain
approximation is more than 1,300,000.

The level of discretization ensures a detailed description of all flow features. This
is very important in the near wall zones, especially where the working air-jets
interact with the incoming air flow and with the airship’s hull.

Boundary zones, for both the steady and unsteady analysis, are “pressure far
field”, “mass flow inlet”, “wall” and “fluid”. The boundary conditions for “pressure
far field” are a static pressure 12,112 Pa, static temperature 216.65 K and the Mach
number is 0.1016. Turbulent intensity (2–5 %) and the length scale (0.8 for the
airship hull and 0.02 for the air-jets' outlets ) are defined for both the pressure far
field and the mass flow inlet boundary zones.

The working fluid is considered viscous and turbulent, all physical properties are
in a function of the flight altitude [28].
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Calculations were performed for an imposed airship velocity of 15 km/h and for
wind speed, corresponding to the MAAT project requirements [2]. Mass flow rate,
set as boundary condition at each air-jet outlet, is such that ensures needed thrust at
the altitude under consideration. Mass flow rate and air-jets velocity are specified
after numerical simulations, which have been performed for power requirements,
according to the computed drag coefficient.

Solution of RANS equations with a Realizable k-ɛ closure turbulence model,
valid adjacent to the walls, is based on a density-based solver, described in [29].

The Realizable k-ε model offers improved performance and solutions for
boundary layers under strong adverse pressure or separation; it also resolves steep
gradients near walls [30]. The term “realizable” means that the model satisfies
certain mathematical constraints on the Reynolds stresses in a way that is consistent
with the physics of turbulent flows. The Realizable k-ε turbulence model shows
very good agreement between the numerical and experimental results in cases of
strong separation [29]. Also, similarly to the k-ω SST (Shear Stress Transport)
model, the Realizable k-ε model managed to capture the flow separation effects
[31]. This model has been extensively validated for a wide range of flows [15, 32].

It is well known that when the boundary layer separates from a surface forms a
free shear layer and is highly unstable. This shear layer eventually will roll into a
discrete vortex and detach from the surface under consideration. The vortex
shedding occurs at a discrete frequency and is a function of the Reynolds number.

In order to perform unsteady solution, we need of a correct choice for time step size
and to define a maximum number of iterations per time step. The shape under con-
sideration is close to a cylinder. The shedding Strouhal number, St = f D/V, in this
case is approximately equal to 0.21, when the Reynolds number is greater than 1,000.

Fig. 3 a, b Airship’s design shape geometry and mesh around the walls (A-air-jets at the top side)
(a), positioning of the air-jet channels (b)
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To capture the shedding correctly, we must have from 20 to 25 time steps in one
shedding cycle. Knowing both the air flow velocity and the feeder’s body diameter,
we can calculate the cycle time and time step size. The obtained values are as follows:
7 and 0.3 s. The maximum number for iterations per time step is 200.

Spatial discretization is based on a finite-volume method [33]. The solution
approach is density-based method, with application of an implicit linearization of
the flow equations.

A cell-centered layout is adopted, in which the flow variables (pressure p and
velocity components u, v and w) are defined at a center of each cell. The discret-
ization scheme chosen for each equation was Second-Order upwind; the quantities
at the cell faces were computed using a multidimensional linear reconstruction
approach. In this approach, higher-order accuracy is achieved at the cell faces
through a Taylor series expansion of the cell-centered solution about the cell
centroid.

During the unsteady simulations, each time step is including 200 iterations to
ensure all convergence criteria for the given conditions and at the subsequent time
iteration loop. The final solution, including the number of iterations to obtain
convergence in steady-state mode, was obtained after around 23,000 iterations.

It is well-known that after each iteration, the values obtained for the unknown
variables should become closer and closer together and thus converge. Due to
strong non-linear equations, unsteady solution, separation and other aerodynamic
effects, the solution is unstable; that is why a set of relaxation factors is used to
remove the steep oscillations. For all under-relaxation factors, calculations were
performed with initial values that were equal to the default values included in
FLUENT. After a gradual decrease, the final value for each under-relaxation factor
was 0.5.

Convergence is assumed to be obtained when the scaled residuals are in the
range of 10−4 for all the unknown parameters; the exceptions are energy and
turbulence parameters, which are 10−6.

The obtained results and specific flow features, in case of steady and unsteady
flow, are shown and discussed furthermore in the following sections.

4 Numerical Results and Discussions

Unsteady computations, based on a numerical modeling of eight acting jets, four at
the top part and four at the lower part of the airship structure, are presented and
discussed.

For the current numerical simulation, the air-jets are working at an imposed exit
velocity of 260 m/s, corresponding to a mass flow rate for each of them of 203 kg/s.
The overall concept for distribution of weights, buoyancy and required propulsion
needs, also the ways to overcome the problems related to the impact of air-jet
working parameters (mass flow rate and velocity) on the dimensions distribution, is
already described in [25].
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On the basis of the performed steady computations it is obvious that the airship
body is affected by the incoming wind flow and by the air-jets behavior, leading to
momentum decrease and boundary layer separation at the lateral walls, Fig. 4a.

From the unsteady solution it is shown that a vortex has developed for one time
period, Fig. 4b. The vortex structure leads to worse aerodynamic performance,
possible stability and control problems, Fig. 4b.

Air-jets, located at the top and bottom parts of airship hull interact with the
incoming flow and generate vortex structures. The generated vortices cause worse
aerodynamic performance and drag increase. This gives a rise to the thrust needs
and to a necessity of a strong system for flight control.

In order to visualize the flow features around and at the rear airship part, three
control sections were introduced, Fig. 5. Flow particle streamlines and vortices, at
time t = 0 s, are presented for each control section, at both the upper and lower parts
of the feeder’s body, Fig. 5. Figures 6a–f, 7a–f, 8a–f and 9a–f show increased
circulation zone around the airship, due to the interaction among the acting air-jets,
air stream flow, and the separated boundary layer. This will cause significant losses
in momentum and can involve pressure changes. The pressure differences are a
reason vortex structures to appear. On Figs. 6f, 7f, 8f and 9f eddies at the bottom
side increase their diameter due to shift in the minimum pressure area and strive to
equalization. As it is shown on Figs. 6a–f, 7a–f, 8a–f and 9a–f, wakes are devel-
oping with time in upstream direction and at a definite distance. Some of them
disappear and new vortex structures arises. In the same time, vortices magnitude (at
given places) decrease from one to another control section and in upstream direc-
tion during one time period, Fig. 10a, b.

Vortex structures, which are formed due to the interaction between the two
central air-jets and the incoming flow, at the bottom part of airship hull, have higher

Fig. 4 a, b Velocity field distribution for the core flow with lateral velocity of 92 km/h and
vertical velocity of 15 km/h, steady solution at time t = 0 s (a), unsteady solution at time t = T s (b)
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vorticity than those raised due to the sideward air-jets. The vorticity change lead to
irregularity in pressure distribution around the hull and will introduce stability
problems. A change in vorticity means that there is additional force acting on the
body under consideration.

The air flow past the airship hull interacts with the working air-jets and creates
alternating vortices at air-vehicle’s top and bottom sides, Figs. 6a–f, 7a–f, 8a–f and
9a–f. There retreat to a distance from the airship vertical axis, in upward flow
direction, inducing a separated boundary layer flow in interaction with the incoming
flow, as it is well visible on Figs. 6e–f, 7e–f, 8e–f and 9e–f. The circulation
phenomena will result in variable lateral forces and moments acting on the ATEN
airship hull.

Due to pressure differences around the airship, it will tend to move toward the
low-pressure zone.

At time t = 0 s (steady simulation) the drag coefficient obtained is 0.745 and the
corresponding drag force is 3,42,164.185 N. In case of unsteady calculations were
observed periodic changes in both the drag coefficient and power budget values.
Variations in drag values (from 0.7325 to 0.755) lead to a strong change in power
required for propulsion needs, during one time period. These changes were found to
be in the range of (1.785–1.84) × 107 W.

Changes in propulsive power budget as a function of time will help to provide
better design and performance of the overall propulsion system.

Fig. 5 Control sections
created at the rear part of the
airship hull for visualization
of flow field features
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Fig. 6 a–f Streamlines and vortex structures (t = 0 s), obtained due to interaction between the
working air-jets and the incoming air flow: section 1-top (a) and bottom side (b), section 2-top
(c) and bottom side (d), section 3-top (e) and bottom side (f)
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Fig. 7 a–f Streamlines and vortex structures (t = 1/4T), obtained due to interaction between the
working air-jets and the incoming air flow: section 1-top (a) and bottom side (b), section 2-top
(c) and bottom side (d), section 3-top (e) and bottom side (f)
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Fig. 8 a–f Streamlines and vortex structures (t = 1/2T), obtained due to interaction between the
working air-jets and the incoming air flow: section 1-top (a) and bottom side (b), section 2-top
(c) and bottom side (d), section 3-top (e) and bottom side (f)
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Fig. 9 a–f Streamlines and vortex structures (t = T), obtained due to interaction between the
working air-jets and the incoming air flow: section 1-top (a) and bottom side (b), section 2-top
(c) and bottom side (d), section 3-top (e) and bottom side (f)
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5 Conclusions

Lighter-than-air (LTA) vehicles represent a unique and promising platform for
many applications that involve a long duration airborne presence. As LTA vehicles
achieve their lift through buoyancy, they require much less power than a traditional
aircraft. This leads to the possibility of using renewable energy sources, based on
innovative propulsion systems, which would permit a controlled flight to be
maintained almost indefinitely.

As a result of an aerodynamic study, presented in [25], and research on problems
referred to overall performance, an innovative propulsion system with implemented
air-jets concept was assessed. The propulsion system leads to airship weight
reduction at all. It is very important for decrease of the gross power needed for
propulsion.

The air-jets system is environmentally friendly and can operate with a reduced
amount or absence of oxygen and contributes for fast change of the vectorized thrust.
Also, the propulsion system leads to airship weight reduction at all. It is very
important for decrease of gross power needed for propulsion. The thrusters have high
efficiency and the possibility to fast change for thrust according to the flight needs.

In order to overcome the aerodynamic problems related to the airship, in par-
ticular regarding the propulsion system performance, an additional unsteady anal-
ysis was performed.

Unsteady computations have shown that the development of vortex structures
and the increase of vortices in time take place for the airship under consideration. It
is also observed that strong changes in both the drag coefficients and required power
budget, were introduced. The additional vortex structures provoke less aerodynamic
performance and stability problems. The obtained results for this research can be

Fig. 10 a, b Four specific places to extract vorticity levels, originated due to interaction effects
between the air-jets and the incoming flow (a), vorticity in 1/s at time t = 1/4T, t = 1/2T, shown on
“y” axis for each control section on “x” axis, (b)
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used as a basis for a study on the frequency of vortex shedding and see if it is close
to the natural frequency of some mode of vibration of the cylinder body (the shape
of the airship under consideration is very close to a cylinder).

All the obtained results, and the solutions pointed out for better and efficient
performance of the propulsion system, provide opportunities for future develop-
ment of the research work, which is related to innovative propulsion concepts for
airships.
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Numerical Investigation on the Nanofluid
Flow and Heat Transfer in a Wavy
Channel

M.A. Ahmed, M.Z. Yusoff and N.H. Shuaib

Abstract In this article, laminar convective heat transfer of copper-water nanofluid
in isothermally heated wavy -wall channel is numerically investigated. The gov-
erning continuity, momentum and energy equations in body-fitted coordinates are
discretized using finite volume approach and solved iteratively using SIMPLE
algorithm. The study covers Reynolds number and nanoparticle volume concen-
tration in the ranges of 100–800 and 0–5 % respectively. The effects of nanopar-
ticles volume concentration and Reynolds number on velocity and temperature
profiles, the local Nusselt number, the local skin-friction coefficient, average
Nusselt number, pumping power and heat transfer enhancement are presented and
analyzed. Results show that there is a significant enhancement in heat transfer by
addition of nanoparticles. This enhancement increase with concentration of particles
but the required pumping power also increases. The present results display a good
agreement with the literature.

List of Symbols

a Wavy amplitude, mm
A Dimensionless wavy amplitude, (A = a/H)
Cf Skin-friction coefficient
Cp Specific heat, J/kg K
Dh Hydraulic diameter, mm (Dh = 2H)
Dp Dimensionless pressure drop, (Dp = Δp/ρf uin

2 )
f Friction factor
h Heat transfer coefficients, (W/m2 °C)
H Separation distance between wavy walls, mm
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Ls Length of smooth wall, mm
Lw Length of wavy wall, mm
J Jacobian of transformation
K Thermal conductivity, W/m °C
Nu Nusselt number
p Pressure, Pa
P Dimensionless pressure
Pr Prandtl number
Re Reynolds number
T Temperature, °C
u, v Velocities components, m/s
U, V Dimensionless velocity component
x, y 2D Cartesian coordinates, m
X, Y Dimensionless Cartesian coordinates
ζ, η Body-fitted coordinates
af Thermal diffusivity, m2/s
a/; aP Relaxation factors
β11, β12 Transforming coefficients
β21, β22 Transforming coefficients
u Volume concentration of particles, %
/ General variable
l Dynamic viscosity, Ns/m2

q Density, kg/m3

h Dimensionless temperature
Dp Pressure drop, Pa
eff Effective
f Base fluid
in Inlet
l Average value
nf Nanofluid
p Particles
w Wall
x Local value
c Contravariant velocity

1 Introduction

The wavy-wall channel is one of the enhancement techniques that used to improve
the thermal performance of heat exchangers. The heat transfer enhancement in such
channel may be achieved by bulk fluid mixing and re-initiation of thermal boundary
layer. As the fluid enters a wavy channel, the re-circulation zones occur in trough
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(crest) of lower (upper) wall of wavy channel and hence improve the mixing of cold
fluid with the hot fluid near to the walls of wavy channel.

The disturbed fluid in wavy channel lead to reduce the thickness of thermal
boundary layer and increase the temperature gradient near the walls of channel.
Because of the importance of heat exchangers in many industrial applications and to
design more efficient devices, research on additional techniques for heat transfer
enhancement has become essential. For this purpose and due to the poor thermal
conductivity of traditional fluids such as water, ethylene glycol and oil, using
nanofluids as a cooling fluids in these devices instead of conventional fluids can
improve thermal conductivity of fluids and consequently further improvement in the
performance of heat exchangers.

Many numerical and experimental studies in the past have been carried out to
investigate the heat transfer enhancement in wavy passages using conventional
fluids. O’Brien and Sparrow [1] experimentally investigated on the convective heat
transfer in triangular-corrugated duct. They were found that the enhancement in heat
transfer was around 2.5 over the straight channel but with a grater pumping power
requirements. Sparrow and Comb [2] performed experiments to determine flow and
heat transfer characteristics in triangular-corrugated duct using water as working
fluid. They were observed that heat-transfer coefficient for the smaller spacing
between the walls of channel was slightly higher than that for the larger spacing, and
the pressure drop penalty was higher as well. Ali and Ramadhyani [3] have been
experimentally investigated on the forced convection flow of water flow through
triangular-corrugated channel. It was observed that the channel with larger spacing
provides better performance than that of smaller spacing. Wang and Vanka [4]
numerically investigated on the convective heat transfer in wavy passages. The
governing transport equation, in term of curvilinear orthogonal coordinates, have
been solved using two-stage fractional step procedure. It was found that the average
Nusselt number is slightly increased in steady flow regime. In transitional flow
regime, there was a significant increase in heat transfer, but there was a companied
by increasing in the friction factor. Fabbri [5] performed a numerical study on the
laminar heat transfer flow through composed, smooth and corrugated, walls channel
using finite element model. Results showed that the enhancement in heat transfer of
the optimum corrugated profile increases as Prandtl and Reynolds numbers
increases. Wang and Chen [6] numerically studied on the convection heat transfer in
a sinusoidal-wavy channel over the Reynolds number range of 100–700. The gov-
erning transport equations in terms of curvilinear coordinates were solved using
spline alternating direction implicit method. It was found that there was a slightly
augmentation in heat transfer at smaller value of amplitude-wavelength ratio, while
at larger amplitude-wavelength ratio, there was a significant enhancement in the rate
of the heat transfer. Comini et al. [7] have been numerically studied on the con-
vective heat transfer in wavy channels. The numerical result displayed that the
friction factor as well as Nusselt number increase as aspect ratios decreases. Naphon
and Kornkumjayrit [8] studied on the convective heat transfer of air flow through
channel with one-sided corrugated plate using commercial CFD program. The
results displayed that the corrugated walls had a significant influence on the heat
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transfer augmentation. Zhang and Che [9] numerically investigated the influence of
corrugation profile for cross-corrugated plates on thermalhydraulic performance
using air as working fluid. The Reynolds number values range of 1,000–10,000. It
was found that Nusselt number as well as friction factor were about 1–4 times higher
for the trapezoidal-corrugated channel than for the elliptic-corrugated channel.

In this paper, a numerical investigation on the laminar convective heat transfer of
copper-water nanofluid in a sinusoidal-wavy channel with phase shift of 0° is
carried out for Reynolds number range of 100–800 and nanoparticles volume
fraction range of 0–5 %. The governing equations are transformed Cartesian
coordinates into body-fitted coordinates and these equations are solved using finite
volume method. The effects of nanoparticles volume concentration and Reynolds
number on velocity vectors, temperature contours, velocity and temperature pro-
files, the local skin-friction coefficient, the local Nusselt number, average Nusselt
number, pumping power and heat transfer enhancement are presented and analyzed.

2 Problem Description and Mathematical Formulation

2.1 Physical Domain and Assumptions

Figure 1 shows the geometry of the present study. It consists of a two parallel plates
forming channel with average space between the plates (H) of 10 mm and the phase
shift between these walls is 0°. The channel wall is composed of a smooth-adiabatic
wall and a wavy-heated wall. The length of each plain (smooth) section that located
upstream and downstream of the wavy section is Ls (Ls = 4H), the length of wavy
section is Lw (Lw = 12H) and the wave-amplitude is A (A = 0.2H). On the other
hand, nanofluid is a homogenous mixture of water and copper nanoparticles with
diameter of 100 nm. It can be assumed as Newtonian fluid.

2.2 Computational Domain

In order to develop the computational mesh of the present geometry, the two
Poisson equations proposed in Thompson et al. [20] are adopted. The two-
dimensional Poisson equations in physical space (x, y) can be written as:

uin
H

Lw 

2A 

Ls Ls 

x
y 

heated wallunheated wall unheated wall

Fig. 1 Schematic of the physical model of wavy channel
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o2f
ox2

þ o2f
oy2

¼ P f; gð Þ ð1Þ

o2g
ox2

þ o2g
oy2

¼ Q f; gð Þ ð2Þ

where P(ζ, η) and Q(ζ, η) are the control functions which are used to cluster points
near the given boundaries. The above equations are transformed to the computa-
tional space (ζ, η) by interchanging the dependent and independent variables and
then can be expressed as:

b11
o2x

of2
� 2b12

o2x
ofg

þ b22
o2x
og2

þ J2ðP ox
of

þ Q
ox
og

Þ ¼ 0 ð3Þ

b11
o2y

of2
� 2b12

o2y
ofg

þ b22
o2y
og2

þ J2ðP oy
of

þ Q
oy
og

Þ ¼ 0 ð4Þ

In Eqs. (3) and (4), β11, β12, β22 and J are geometry factors and can be defined as:

b11 ¼ x2g þ y2g; b22 ¼ x2f þ y2f ;

b12 ¼ xfxg þ yfyg; J ¼ xfyg � xgyf
ð5Þ

Equations (3) and (4) are solved numerically using Successive Line Over-Relaxa-
tion algorithm to determine the values of (x, y) at each point of computational grid
[21]. The computational grid which is developed in current study is shown in Fig. 2.

2.3 Governing Equations

The general form of non-dimensional governing equations for two-dimensional,
steady, laminar and incompressible flow in Cartesian coordinates can be written as
(Table 1):

Fig. 2 Computational domain of present study
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oðq u/Þ
ox

þ oðq v/Þ
oy

¼ o
ox

C
ou
ox

� �
þ o
oy

C
ou
oy

� �
þ S/ðx; yÞ ð6Þ

Due to the complex geometry (i.e. wavy boundaries) of present study, the
governing equations are transformed to a body-fitted coordinate system, and the
these equations can be written as [22, 23]:

1
J
oðqUc /Þ

of
þ 1
J
oðqVc /Þ

og
¼ 1

J
o
of

C/

J
ðb11/f � b12/gÞ

� �

þ 1
J
o
og

C/

J
ðb22/g � b12/fÞ

� �
þ S/ðf; gÞ

ð7Þ

where Uc and Vc are contravariant velocity components and it can be defined as

Uc ¼ UYg � VXg; Vc ¼ VXf � UYf ð8Þ

3 Numerical Algorithm

3.1 Discretization of Governing Equations

The governing equations in body-fitted coordinate system are discretized using
finite volume method. The diffusion term is discretized using central scheme and
the convection term is discretized by power-law scheme. A collocated grid
arrangement, in which all physical variables such as velocity, temperature and
pressure are stored at the center of control volume, is used (Fig. 3.). The final
discretized equation is

A/
P /p ¼

X
nb

A/
nb /nb þ S/ J DfDg� C/

J
b12 /g Dg

� �e

w
þ C/

J
b12 /f Df

� �n

s

� �

ð9Þ

In above equation, the terms within the brackets are originated from approximating
the diffusion terms on the non-orthogonal grid [24]. The coefficients A involve the

Table 1 A summary of the governing equations

Equation / C/ S/ðx; yÞ S/ðf; gÞ
Continuity 1 0 0 0

x-Momentum u l � op
ox �yg

op
of þ yf

op
og

y-Momentum v l � op
oy xg

op
of � xf

op
og

Energy T l
Pr

0 0
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flow rate F and diffusion conductivity D and these coefficients can be defined as
follows [25]:

AE ¼De max ½0; ð1� 0:1 Peej jÞ5� þ max ½�Fe; 0�;
AW ¼Dw max ½0; ð1� 0:1 Pewj jÞ5� þ max ½Fw; 0�
AN ¼Dn max ½0; ð1� 0:1 Penj jÞ5� þ max ½�Fn; 0�;
AS ¼Ds max ½0; ð1� 0:1 Pesj jÞ5� þ max ½Fs; 0�
AP ¼AE þ AW þ AN þ AS;

Pei ¼ Fi

Di
; i ¼ e; w; n; sð Þ

ð10Þ

x 

y 
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(yn-ys)

(ye-yw)

(xe-xw)

ηΔ

ζΔ

δζ

δη

η

ζ
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W  
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SW 

NW 

NE 
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n 
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w

Fig. 3 Control volume in computational domain of non-orthogonal grid
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where

Fe ¼ ðqUc DgÞe; Fw ¼ ðqUc DgÞw; Fn ¼ ðqVc DfÞn; Fs ¼ ðqVc DfÞs

De ¼ b11
J

C
Dg
Df

� �
e
; Dw ¼ b11

J
C

Dg
Df

� �
w
; Dn ¼ b22

J
C

Df
Dg

� �
n
; Ds

¼ b22
J

C
Df
Dg

� �
s

ð11Þ

The discretised Eq. (9) is iteratively solved using Tri-Diagonal Matrix Algorithm
(TDMA) [25]. The system is numerically modeled in a FORTRAN.

3.2 Pressure Correction Equation

The pressure field can be obtained by coupling of the velocity and pressure
equations on a collocated non-orthogonal grid using the SIMPLE algorithm [25].
To illustrate the algorithm, the velocity components u and v can be obtained from

u�p ¼
1
Au
P

X
nb

Au
nb u

�
nb þ bu þ ðBu

P
op�

of
þ Cu

P
op�

og
Þ ð12Þ

v�p ¼
1
Av
P

X
nb

Av
nb v

�
nb þ bv þ ðBv

P
op�

of
þ Cv

P
op�

og
Þ ð13Þ

Bu
p ¼ � 1

Au
P

oy
og

� �
p
DfDg; Cu

p ¼
1
Au
P

oy
of

� �
p
DfDg ð14Þ

Bv
p ¼

1
Av
P

ox
og

� �
p
DfDg; Cv

p ¼
1
Av
P

ox
of

� �
p
DfDg ð15Þ

and bu and bv are residues from Su and Sv, respectively, after the pressure gradient
terms have been removed from them [24]. The pressure gradient terms in Eqs. (12)
and (13) are determined by

op�

of
¼ ðp�eÞp � ðp�wÞp

Df
;
op�

og
¼ ðp�nÞp � ðp�s Þp

Dg
ð16Þ

u ¼ u� þ ðBu op 0

of
þ Cu op 0

og
Þ; v ¼ v� þ ðBv op

0

of
þ Cv op

0

og
Þ ð17Þ
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where P 0 is the pressure correction which can be related to the correct pressure P
and the guessed pressure P� as follows:

P ¼ P� þ P 0 ð18Þ

The correction of contravariant velocity components Uc* and Vc* can be defined as

Uc ¼ Uc � þ Bu yg � Bv xg
� � op 0

of
þ Cu yg � Cv xg
� � op 0

og
ð19Þ

Vc ¼ Vc � þ Cv xf � Cu yfð Þ op 0

og
þ Bv xf � Bu yfð Þ op 0

of
ð20Þ

It has to be noted that the last two terms of Eqs. (19) and (20), based on the
approximation of Rhie and Chow [24], are ignored if the computational grid is
nearly orthogonal. Therefore, these equations can be rewritten as:

Uc ¼ Uc � þ B
op 0

of
; Vc ¼ Vc � þ C

op 0

og
ð21Þ

where

B ¼ Bu yg � Bv xg; C ¼ Cv xf � Cu yf ð22Þ

The discretised continuity equation can be written as follows

ðqDgUcÞe � ðqDgUcÞw þ ðqDfVcÞn � ðqDfVcÞs ¼ 0 ð23Þ

Substituting the corrected face contravariant velocities into above equations gives

AP P
0
P ¼ AE P

0
E þ AW P

0
W þ AN P

0
N þ AS P

0
S þ Sm ð24Þ

where

AE ¼ ðqDgBÞe; AW ¼ ðqDgBÞw; AN ¼ ðqDfCÞn; AS ¼ ðqDgCÞs ð25Þ

and Sm is the mass imbalance over the control volume and it can be expressed as

Sm ¼ ðqDgUc�Þe � ðqDgUc�Þw þ ðqDfVc�Þn � ðqDfVc�Þs ð26Þ

3.3 Interpolation of the Face Velocities

The velocity interpolation is performed to calculate the face velocities of control
volume on a collocated non-orthogonal grid. For this purpose and to avoid the
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unreal pressure oscillation, the momentum interpolation method which is proposed
by Rhie and Chow [24] is adopted in this study. The discretised u-momentum
equation at the nodes P and E can be written as:

up ¼
1

ðAu
PÞP

X
nb

Au
nb unb þ bu

 !
P

þ 1
ðAu

PÞP
Bu
P
op
of

þ Cu
P
op
og

� �
P

ð27Þ

uE ¼ 1
ðAu

PÞE
X
nb

Au
nb unb þ bu

 !
E

þ 1
ðAu

PÞE
Bu
P
op
of

þ Cu
P
op
og

� �
E

ð28Þ

In similar manner, the velocity at the east face can be written as:

ue ¼
1

ðAu
PÞe

X
nb

Au
nb unb þ bu

 !
e

þ 1
ðAu

PÞe
Bu
P
op
of

þ Cu
P
op
og

� �
e

ð29Þ

The first term and the 1=ðAu
PÞe in the second term of the above equation are linearly

interpolated as follows:

1
ðAu

PÞe
X
nb

Au
nb unb þ bu

 !
e

¼ fþe
1

ðAu
PÞE

X
nb

Au
nb unb þ bu

 !
E

þ ð1� fþe Þ 1
ðAu

PÞP
X
nb

Au
nb unb þ bu

 !
P

ð30Þ

1
ðAu

PÞe
¼ fþe

1
ðAu

PÞE
þ ð1� fþe Þ 1

ðAu
PÞP

ð31Þ

where fþe is a linear interpolation factor and it can be defined as:

fþe ¼ DfP
2 dfe

ð32Þ

Re-arranging Eqs. (27) and (28), gives:

1
ðAu

PÞP
X
nb

Au
nb unb þ bu

 !
P

¼ up �
1

ðAu
PÞP

Bu
P
op
of

þ Cu
P
op
og
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P

ð33Þ

1
ðAu

PÞE
X
nb

Au
nb unb þ bu

 !
E

¼ uE � 1
ðAu

PÞE
Bu
P
op
of

þ Cu
P
op
og

� �
E

ð34Þ
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Substituting Eqs. (33) and (34) in Eq. (30), gives:

1
ðAu

PÞe
X
nb

Au
nb unb þ bu

 !
e

¼ fþe uE � 1
ðAu

PÞE
Bu
P
op
of

þ Cu
P
op
og

� �
E

� �

þ ð1� fþe Þ up �
1

ðAu
PÞP
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P
op
of

þ Cu
P
op
og

� �
P

� �

ð35Þ

Substituting Eq. (35) in Eq. (29), gives:

ue ¼ fþe uE � 1
ðAu

PÞE
Bu
P
op
of

þ Cu
P
op
og

� �
E

� �
þ ð1� fþe Þ up �
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og

� �
P

� �
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PÞe
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P
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og

� �
e

ð36Þ

Re-arranging the above equation, gives:

ue ¼ fþe uE þ ð1� fþe Þ up
h i

þ 1
ðAu

PÞe
Bu
P
op
of

þ Cu
P
op
og

� �
e
�fþe

1
ðAu

PÞE
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of
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P
op
og

� �
E

� ð1� fþe Þ 1
ðAu

PÞP
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P
op
og

� �
P

ð37Þ

The velocities at the other faces such west, north and south faces can be obtained
using similar procedure.

3.4 Under-Relaxation

In order to slow down the updating of the dependent variables at each iteration to
achieve a better convergence behavior, the under- relaxation is applied. Therefore,
the under-relaxation factor can be introduced to the discretised equation (Eq. 9) as
follows [25]:

A/
P

a/
/P ¼

X
nb

A/
nb /nb þ S/ J DfDg� C/

J
b12 /g Dg

� �e

w
þ C/

J
b12 /f Df

� �n

s

� �

þ 1� a/
a/

Ao
P /

o
P

ð38Þ
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where a/ is the under-relaxation factor. Equation (38) can be written as:

A/
P

a/
/P ¼

X
nb

A/
nb /nb þ Sr/ � C/

J
b12 /g Dg

� �e

w
þ C/

J
b12 /f Df

� �n

s

� �
ð39Þ

where

Sr/ ¼ S/ J DfDgþ 1� a/
a/

Ao
P /

o
P ð40Þ

The under-relaxation is also applied for the pressure correction equation as follows:

Pnew ¼ P� þ aP P
0 ð41Þ

where ap is the under-relaxation factor for the pressure correction equation.
However, the values of under-relaxation factors which are used in the current study
are 0.7 for momentum and energy equations and 0.2 for pressure.

4 Boundary Conditions

The corresponding boundary conditions that are used to solve the governing
equation based on the non-dimensional expressions are given by:

i. Channel inlet:

U ¼ 3
2

1� g
ðH=2Þ

� �2
; V ¼ 0; h ¼ 0; �H

2
� g� H

2
ð42Þ

ii. Along the smooth walls:

U ¼ 0; V ¼ 0; h ¼ 1 ð43Þ

iii. Along the wavy walls:

U ¼ 0; V ¼ 0;
oh
og

ð44Þ

iv. Channel outlet:

oU
of

¼ 0;
oV
of

¼ 0;
oh
of

¼ 0 ð45Þ
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5 Physical Properties of Nanofluids

The properties of nanofluid can be expressed as follows:

i. Density:
The effective density of the nanofluid can be expressed as [26]:

qnf ¼ ð1� uÞ qf þ uqp ð46Þ

ii. Heat capacity:
The heat capacity of nanofluid is defined as [26]:

ðqCPÞnf ¼ ð1� uÞðqCPÞf þ u ðqCPÞp ð47Þ

iii. Dynamic viscosity:
The effective dynamic viscosity of the nanofluid is given by [27]:

lnf
lf

¼ 1

1� uð Þ2:5 ð48Þ

iv. Thermal conductivity:
The effective thermal conductivity of nanofluid can be determined using the
model proposed by Patel et al. [28], as follows:

keff
kf

¼ 1þ kp Ap

kf Af
þ c kp Pe

Ap

kf Af
; ð49Þ

where

Ap

Af
¼ df

dp

u
1� uð Þ ; ð50Þ

and c is the empirical constant and

Pe ¼ updp
af

; ð51Þ

where up is the Brownian motion velocity of the particles which is defined as:

up ¼ 2kpT
p lf d2p

ð52Þ
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6 Performance and Non-dimensional Parameters

After solving the governing equations, the flow and thermal fields of nanofluid in
wavy channel are obtained. The local Nusselt number at the walls of wavy wall can
be calculated as [4]:

Nux ¼ � knf
kf

1
J

X2
f þ Y2

f

� 	 1=2 oh
og

� �
f;w

ð53Þ

The average Nusselt number can be obtained by integrating the local Nusselt
number over the walls of the wavy wall as follows:

NuL ¼ 1
Lw

ZLsþLw

Ls

Nux df ð54Þ

The local skin-friction coefficient at the wavy wall can be calculated as:

Cfx ¼ 2
Re

1
J

Xf
oU
og

� Yf
oV
og

� �� �
f;w

ð55Þ

The friction factor can be defined as:

f ¼ Dp
Dh

Lw

2
qnf u

2
in

ð56Þ

The required pumping power can be expressed as:

Pumping power ¼ H uin DP ð57Þ

The non-dimensional parameters which are used in current study can be defined as
follows:

X ¼ x
Dh

; Y ¼ y
Dh

; U ¼ u
uin

; V ¼ v
uin

; h ¼ T � Tin
Tw � Tin

ð58Þ

P ¼ p
qnf u

2
in
; Re ¼ qnf uinDh

lnf
; Pr ¼ lnf CPnf

Knf
ð59Þ
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7 Code Validation and Grid Independence Test

To validate the code that developed in present study, the average Nusselt number
for the convective heat transfer of water ðu ¼ 0 %Þ flow in sinusoidal-wavy
channel is obtained and compared with previous numerical results of Heidary and
Kermani [16], see Fig. 4a. Moreover, the average Nusselt number for copper-water
nanofluid flowing between two parallel plates has been calculated and compared
with previous numerical results of Santra et al. [13] as shown in Fig. 4b. The results
are in good agreement. The accuracy of numerical result are generally dependent on
the grid size. To test the grid independence, the non-dimensional streamwise
velocity as well as the non-dimensional temperature were calculated for different
grid size at Re = 500 and u ¼ 5 % as displayed in Fig. 5a, b. The grid size of
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401 × 61 can be considered grid-independent and is therefore used throughout all
computations. In current study, the computation is terminated when the sum of
absolute residual for each parameter over computational domain is less than
1 × 10−5.

8 Results and Discussion

Laminar convective heat transfer of nanofluid in a wavy channel has studied
numerically over Reynolds number ranges of 100–800 and nanoparticles volume
concentration of 0–5 %. Figure 6 shows the velocity vectors and temperature
contours for Reynolds number of 100, 300, 500 and 800 and nanoparticles volume
concentration is 5 %. In general, it can be seen that the velocity vectors as well as
temperature contours are asymmetric about x-axis because of the top and bottom
walls of wavy channel are in the same phase (i.e. the phase shift between top and
bottom walls of wavy channel is 0°). When the nanofluid flow in a wavy channel,
the nanofluid must turn to pass through this channel and hence reversal flow appear
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in trough (crest) of lower (upper) wall. When Reynolds number increases, the
velocities for recirculation regions which are in opposite direction to the main flow
increase in magnitude. However, the size of recirculation regions increase with
increasing in Reynolds number. From temperature contours it can be clearly seen
that when Reynolds number increases, thermal boundary layer thickness deceases
and the temperature gradient at the walls of wavy channel increases due to improve
the mixing of core fluid with the fluid close to the walls of channel. The non-
dimensional streamwise velocity distribution at different locations (troughs) along
the length of the wavy channel for Reynolds numbers of 100 and 800 at u ¼ 5 %
are plotted in Fig. 7a and b. In general, the velocities at the upper and lower walls of
the wavy channel are equal to zero due to the non-slip condition is stated at the
walls of the channel. It can be observed that the maximum velocity is detected in
the upper part of the wavy channel while the minimum velocity, i.e. negative
velocity, is detected in the lower part of the channel. In other word, the peak value
of the velocity profile is shifted from the centerline of the wavy channel to the upper
part of the way channel. Furthermore, the flow attains periodically fully developed
profile downstream of the first wave. This behavior is similar to that reported by
Bahaidarah et al. [29]. Moreover, the negative velocity in trough of the wavy
channel, i.e. re-circulation regions increases in magnitude as Reynolds number
increases from 100 to 800. This is can be clearly observed from Fig. 6.

Figure 8a and b show the non-dimensional temperature distribution in the
spanwise direction at troughs along the length of the wavy channel for Reynolds
numbers of 100 and 800 at u ¼ 5 %. Basically, it is found that the magnitude of
non-dimensional temperature at the upper and lower heated-walls of wavy channel
is equal to one (h ¼ 1) as stated in the boundary conditions. At Re = 100, the
temperature of the fluid in the trough of the lower wall is higher than that in the
crest of the upper wall due to the slow down the velocity of the fluid in the re-
circulation regions. Also, the temperature increases when the lengthwise (X)
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Fig. 7 Variation of non-dimensional streamwise velocity at troughs along the length of the wavy
channel for u ¼ 5% at a Re = 100, b Re = 800
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increases. As Reynolds number increases, Re = 800, the temperature (temperature
gradient) deceases (increases) especially in the trough of the lower wall of wavy
channel due to improve the fluid mixing. Figure 9 depicts the distribution of the
local skin-friction coefficient along the bottom wall of wavy channel for different
nanoparticles volume concentrations for Re = 100 and 800. It should be noted that
the local skin-fiction coefficient has a maximum value which is located at crest of
the wavy wall. This is because the velocity gradient has a maximum value at this
location. While the skin-friction coefficient has a minimum value at the trough of
the wavy wall due to low velocity gradient in the reversal flow regions. It is also
found that the skin-friction coefficient has a negative value due to reversal flow that
appear in trough of wavy channel. Furthermore, as expected, the skin-friction
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coefficient at Re = 100 is higher than that at Re = 800 because of the skin-friction
coefficient is inversely proportional to Reynolds number, see Eq. 55. Moreover,
nanoparticles volume concentration has no effect on the local skin-friction coeffi-
cient. Figure 10 gives the distribution of the local Nusselt number along the bottom
wavy-wall for different nanoparticles volume concentration at Re = 100 and 800.
The maximum local Nusselt number occur upstream of the wave-crest, while the
minimum value occur downstream of the wave-crest. This is because the velocity as
well as the temperature gradients upstream of the wave-crest are higher than that
downstream of the wave-crest. Also, it can be noted that the local Nusselt number,
especially the peak values, increase as the volume concentration of nanofluid
increases due to improve thermal conductivity of nanofluid.

The average Nusselt number versus Reynolds number at different values of
nanoparticles volume concentrations has been presented in Fig. 11. It should be
noted that at a specific concentration of the solid particles, the average Nusselt
number increases as Reynolds number increases. This because when Reynolds
number increases, the fluid mixing in channel is improved due to re-circulation
regions that appear in wavy channel and hence the temperature gradient at wall also
increases. On other hand, the average Nusselt number increases with increasing in
the volume concentration of solid particles at particular Reynolds number because
of the addition nanoparticles to the base fluid can improve thermal conductivity of
base fluid and consequently improve heat transfer rate. Figure 12 displays the
variation of pumping power with Reynolds number for different nanoparticles
volume concentrations. It is observed that the required pumping power increases
when Reynolds number increase at a particular nanoparticles volume concentra-
tions. Also, the pumping power increases with nanoparticles volume concentrations
due to increase the density and viscosity of nanofluid. This is consistent with
numerical results of Manca et al. [30]. Figure 13 shows the average Nusselt number
for nanofluid flow in a wavy channel over the average Nusselt number for water
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(conventional fluid) flow in a plain channel (conventional channel) versus Reynolds
number at different volume concentrations of nanoparticles. It is found that the
enhancement in average Nusselt number increases with Reynolds number and with
the nanoparticles volume concentration as well. As mentioned above, nanoparticles
suspension and using wavy-wall increase the enhancement in heat transfer due to
the enhance thermal conductivity as well as the fluid mixing.
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9 Conclusions

In this study, laminar flow and heat transfer of copper-water nanofluid in a sinu-
soidal-wavy channel is numerically investigated over Reynolds number range of
(100–800) and nanoparticle volume concentration range of (0–5 %). The phase shift
between the upper and lower walls of wavy channel is 0°. The non-dimensional
governing continuity, momentum and energy equations in terms of curvilinear
coordinates are solved using finite volume method. The effects of nanoparticles
volume concentration and Reynolds number on the velocity and temperature pro-
files, the local skin-friction coefficient, the local Nusselt number, average Nusselt
number, pumping power and heat transfer enhancement are presented and dis-
cussed. Results show that the local Nusselt, the average Nusselt number as well as
the average Nusselt number enhancement are significantly increase with the
nanoparticle volume concentration, but the required pumping power increases as
well. Also, it is found that the nanoparticles volume concentration has no effect on
the local skin-friction coefficient. It can be recommended that the using nanofluid in
a wavy channels is a suitable way to design more compact heat exchangers with a
higher heat transfer performance.
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