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Abstract. Recent findings show that the quantity of published biomedical lite-
rature is increasing at a dramatic rate. Carrying out knowledge extraction from 
large amounts of research literature becomes a significant challenge. Here we 
introduce an automatic mechanism for processing such information and extract-
ing meaningful medical knowledge from biomedical literature. Data mining and 
natural language processing (NLP) are applied in a novel model, called biomed-
ical rule network model. Using this model, information and relationships among 
herbal materials and diseases, as well as the chemical constituents of herbs can 
be extracted automatically. Moreover, with the overlapping chemical constitu-
ents of herbs, alternative herbal materials can be discovered, and suggestions 
can be made to replace expensive treatment options with lower cost ones.  

Keywords: biomedical literature, natural language processing, herb, chemical 
constituent, hypothesis. 

1 Introduction 

With rapid developments in the medical research, the quantity of published biomedi-
cal literature has been increasing dramatically in the past few decades. As shown in 
Fig. 1, from 1950 to 2010, the speed of publication has greatly accelerated [1], with 
over 2,000,000 papers published in Medline as of 2010.  

Even though this may signify significant research achievements, the vast quantity 
of literature causes difficulty in the manual extraction of meaningful knowledge. A 
study [2] shows that database curators will search biomedical literature for the facts of 
interest, and transfer knowledge from the published papers to the database manually.  
It is natural that the clinicians, researchers and database curators would like to have an 
automatic approach to deal with the large scale data problem and discover hidden 
knowledge from the biomedical literature. Through the technique of Natural Lan-
guage Processing (NLP), the vocabularies of biomedical literature can be extracted 
and classified into different classes. Recently, the focus of literature mining has been 
shifted from entity extraction by NLP to hidden knowledge discovery. This paper 
proposes a mechanism to discover the hidden relationships among the vocabularies in 
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biomedical literature, as well as to improve the efficiency of literature analysis and 
hypotheses generation through Natural Language Processing and Data Mining. 

2 Literature Review 

Various methods have been proposed for knowledge extraction from biomedical lite-
rature, such as name of protein [30] or gene [31] extraction, protein-protein interac-
tion [32], protein-gene interaction [33], subcellular location of protein, functionality 
of gene, protein synonyms [34]. In particular, [28] provides a novel approach which 
uses pattern discovery for knowledge extraction. The report [35] shows that several 
herbal medicines are identified by the U.S. Food and Drug Administration (FDA) for 
clinical trials for the U.S. and European markets. With increased acceptance of alter-
native therapies, the quantity of biomedical literature concerning Oriental Medicine is 
increasing. Biomedical literature mining research has shifted greater interest to Orien-
tal Medicine literature. Another paper [26] has considered the interrelated roles of 
herbal materials in complex prescriptions, which utilizes data mining technique to 
form the association between the disease and herbal materials. 

 

Fig. 1. The Trend of Biomedical Paper Publication in PubMed (Medline) 

2.1 Natural Language Processing 

NLP is able to extract information from raw texts, which can focus on sentences or 
vocabularies. Fig. 2 shows the text preprocess procedures before entity recognition. 
Raw texts are the source data which will be extracted from the database. The raw 
texts usually are encoded in ASCII format, which are standardized to facilitate recog-
nition (e.g. upper case converted to lower case), while stop words, like “a, an, of, the, 
so, with …” are removed, and tokenization can split the text into vocabularies by 
space or line break or punctuation characters [4, 5]. Entities and vocabularies of inter-
est are identified and extracted. Generally, three methodologies are implemented in 
entity recognition: pattern-based, dictionary-based and grammar-based. The dictio-
nary-based methodology is the most accurate for entity extraction, but its weakness is 
that entities which not contained in the dictionary cannot be recognised. The pattern-
based and grammar-based methodologies are relatively novel approaches which can 
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extract the entity without the dictionary database. However, their accuracy is not high 
enough because of high noise entities occurrence. In [14], a software system ABNER, 
has been developed for biomedical name entity recognition, with the technique of 
NLP, the entities are classified into five groups, protein, DNA, RNA, cell line, and 
cell type through different kinds of rules. 

 

Fig. 2. The procedure of entity recognition by NLP preprocessing 

2.2 Text Mining 

Text mining is also referred to as text data mining. The hidden knowledge can be 
discovered through a large number of datasets by various data mining approaches, 
such as association rule, classification, clustering and so on. Another objective here is 
knowledge extraction, including Name Entity Recognition, Text Classification, Syn-
onym and Abbreviation Extraction, Relationship Extraction, Integration Framework 
and Hypothesis Generation. The most common methods of literature mining are typi-
cally divided into several steps: text gathering, i.e. extract the raw text from the data-
base with keyword searching; text preprocessing, i.e. convert the raw text to struc-
tured text data; data mining knowledge or module, like association rule or relationship 
can be formed; pruning, i.e. remove the unreasonable knowledge [3]. The accuracy 
and feasibility of knowledge extraction can be evaluated statistically, such as preci-
sion and recall. 

 

Fig. 3. The Procedures of Knowledge Extraction from Biomedical Literature  

3 Biomedical Literature Entity Relation Extraction 

In current biomedical literature research, information extraction is mainly focused on 
extracting the relationship or function of the proteins and genes. Very few research 
studies focus on structure analysis of Oriental Medicine, like herbal medicine of Chi-
nese medicine. In this research, a novel model, the Biomedical Rule Network Model 
will be proposed. The model is able to extract the information of the relationship be-
tween the entities and generate hypotheses for future investigation. Herbal medicine is 
widely used in Oriental Medicine, like Traditional Chinese Medicine (TCM) and 
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Traditional Korean Medicine (TKM), and large amount of knowledge has been accu-
mulated through thousands of years practice and research. However, it is not easy to 
understand and explain the interrelated roles of herbal material from the framework of 
Western Medicine, since the former has distinct concepts and unique relationships. 
With the structure network of chemical constituents in herbal medicine research, it 
can elevate the development of Oriental Medicine from their status as the collective 
experience of individuals into evidence-based medicine. 

3.1 Data Collection and Entity Recognition 

According to the latest data of Medline, there are over 22,000,000 published papers. 
From such a collection, we focus on the particular area of cardiovascular disease. 
Targeting the searching terms : “Cardiovascular; cardiovascular disease; cardiovas-
cular diseases; disease; drugs, chinese herbal; herb medicine, chinese traditional; 
pharmacognosy; Phytotherapy; plant extracts; plant preparations; plants; plants, 
medicinal” 1035 results are returned. After eliminating the papers without abstract, 
there are 857 abstracts and these will be used as our target data. Here, the entities are 
the vocabularies classified into three aspects: herbal medicine, medical term and 
chemical constituent using the dictionary-based entity recognition technique. Various 
dictionaries will be referenced for entity recognition.  

• Entity related to Herbal Medicine 

─ Definition: The vocabulary of the herbal material name, including Latin Name, 
Chinese Name, Chinese Pinyin and Family Name. 

─ Reference: Herbal Medicines for Human Use from European Medical Agency 
[16] and Medical Plant Image Database from School of Chinese Medicine in 
Hong Kong Baptist University [17] will be considered as reference dictionary 
for herb relating term extraction.  

─ Examples: Abarema Clypearia (Jack) Nislsen, Cibotium Barometz, Bixa Orelle-
na, etc. 

• Entity related to Medical Term 

─ Definition: The vocabulary relates to disease, diagnosis, treatment or life index 
─ Reference: Unified Medical Language System (UMLS) will be the considered 

reference dictionary for extracting the biomedical terms. UML is a consolidated 
repository of medical terms and their relationships [15]. 

─ Examples: Hypoglycaemic Effect, Leukemia, Antioxidant Activities, Glycemic 
Index, Antimalarial, Vasorelaxant, Cardiovascular Diseases etc. 

• Entity related to Chemical Constituents  

─ Definition: The vocabulary relates to the name of chemical constituents, includ-
ing trivial name and systematic name 

─ Reference: Chemical Entities of Biological Interest (ChEBI) [37, 38] is a freely 
available dictionary accessible online 

─ Examples: (Z)-3-butylidene-7-hydroxyphthalide, senkyunolide B, 3-butylphtha- 
lide, (Z)-ligustilide, etc 
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3.2 Association Rules 

Association rules [39] have been widely used to generate relationships among entities. 
Here the entities of interest are herbal material, medical term and chemical constitu-
ent. The strength of an association rule is determined by the frequency of entity  
occurrence.  An association rule can be described by an antecedent entity A, and a 
consequent entity B, which can be evaluated by support, confidence, and lift. For 
concreteness, we may take A as herbal material and B as a medical term. 

 Support (A→B) = P(A⋂B) (1) 

Support represents the probability of herb material and medical term occurring to-
gether in dataset. The value can illustrate the popularity of the research between her-
bal material and material term. The confidence measures the conditional probability: 

 Confidence (A→B) = P(B|A) (2) 

Confidence represents the credibility of the association rule between herbal material 
and medical term. If the value is small, this implies that among the papers that study 
herbal material A, there are only a few that involves medical term B. To measure the 
correlation between A and B, the measure lift is often used: 

 Lift (A→B) = P(A⋂B)/[P(A)×P(B)] (3) 

Since P(A⋂B) = P(A)×P(B) when A and B are independent,  Lift (A→B) = 1, if A 
and B are uncorrelated. Lift will be greater than one if A and B are positively corre-
lated, and it will be less than one if A and B are negatively correlated. 

3.3 Relationship Extraction 

Two kinds of abstracts are contained in the dataset, validity of herbal material in par-
ticular medical usage, and the chemical constituents of herbal material. With these 
two types of abstracts, two types of relationships can be disclosed accordingly and 
integrated for hypotheses generation. In relationship extraction, it will be divided into 
two parts. In the first type of abstracts, association rules characterize the relationships 
between herbal material and medical term. An antecedent Item set A or B (herbal 
medicine entity) and a consequent Item C (medical term entity) (A, B → C). In the 
second type of abstracts, chemical constituents entity and herbal material entity will 
be extracted and the association rule between these entities will be formed. 

In the first association network (Fig. 4), the information between herbal medicine 
entity and medical term entity are extracted.  In some cases, more than one herb act 
on a particular disease or symptom. It provides the possibility that the herbs are repla-
ceable. It is worth to know while the herbs are rare. 

In the second association network (Fig. 5), the information of chemical constituents 
of the herb is extracted. With the combination of those two networks, the novel net-
work of intersection of chemical constituents of herbs with particular medical usage 
can be formed. In the combined network (Fig. 6), herb material entities A and B are 
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applied for particular medical usage (medical terms), like treatment or symptom. Dif-
ferent herbal material entities have various chemical constituents. The hypothesis is 
that intersection chemical constituents of herbal material can be considered as poten-
tial effective chemical constituents for particular medical usage. 

 

Fig. 4. Association between medical terms and the herbal material 

 

Fig. 5. Association between the herbal medicine and the chemical constituent 

 

Fig. 6. Combination association network of (Herbal Material→Medical Term) and (Herbal 
Material→Chemical Constituent) 

The interested entities are extracted from four biomedical literatures abstracts1,2,3,4 

and the hypotheses are shown in Table 1.   

                                                           
1  Kim, Eun-Young. Kim, Jung-Hyun. Rhyu, Mee-Ra.: Endothelium-Independent Vasorelaxa-

tion by Ligusticum Wallichii in Isolated Rat Aorta: Comparison of a Butanolic Fraction and 
Tetramethylpyrazine, the Main Active Component of Ligusticum Wallichii, 33(8), pp. 1360-
1363, Biological & Pharmaceutical Bulletin (2010) 

2  Wang, Jia. Yang, Jian-Bo. Wang, Ai-Guo. Ji, Teng-Fei. Su, Ya-Lun: Studies on the Chemi-
cal Constituents of Ligusticum Sinense, 34(3), pp. 378-80, English Abstract. Journal Article. 
Research Support, Non-U.S. Gov't (2011) 

3  Matsuda, H. Murakami, T. Nishida, N. Kageura, T. Yoshikawa, M.: Medicinal Foodstuffs. 
XX. Vasorelaxant Active Constituents from the Roots of Angelica Furcijuga Kitagawa: 
Structures of Hyuganins A, B, C, and D, 48(10), pp.1429-1435, Chemical & Pharmaceutical 
Bulletin (2000) 

4  Huang, W. H., C. Q. Song: Studies on the Chemical Constituents of Angelica Sinensis, 
38(9), Yao Xue Xue Bao=Acta Pharmaceutica Sinica (2003) 



512 S.W. Chan, C.H.C. Leung, and A. Milani 

 

Table 1. Example of information extraction   

Information Extraction 
1. <Herb>Ligusticum</Herb> <Medical Term>vasorelaxant</Medical Term> 
2. <Herb>Ligusticum</Herb> <Chemical Constituent>levistolide A (1), (Z)-3-

butylidene-7-hydroxyphthalide (2), senkyunolide B (3), 3-butylphthalide (4), 
(Z)-ligustilide (5), riligustilide (6), neocnidilide (7), senkyunolide A (8), beta-
sitostesol (9)</Chemical Constituent> 

3. <Herb>Angelica</Herb> <Medical Term>vasorelaxant</Medical Term> 
4. <Herb>Angelica</Herb> <Chemical Constituent>Homosenkyunolide H (1), 

Homosenkyunolide I(2), Neoligustilide (3), 6-methoxycoumarin (4), Hypoxan-
thine-9-beta-D-ribofuranoside (5)</Chemical Constituent> 

 
In the part of information extraction, three types of entities are extracted and they 

are marked respectively as <Herb>, <Medical Term> and <Chemical Constituent>. 
From abstract 1, the herb, ligusticum, correlates with “vasorelaxant”. From abstract 2, 
we know that the chemical constituents listed are contained in the herb, ligusticum. 
The same situation can be applied in abstracts 3 and 4. According to their chemical 
constituents, the intersection, senkyunolide, can be found. Even though the chemical 
constituents are isomers (senkyunolide B, senkyunolide A, Homosenkyunolide I, 
Homosenkyunolide H), they may have similar effects on the human body. With above 
information, two hypotheses can be generated and these are shown in Table 2. 

Table 2. Example of hypotheses generation 

Hypotheses 
─ Senkyunolide might be effective chemical constituents of “vasorelaxant” that it 

can be found in Ligusticum and Angelica. 
─ The herb with the chemical constituents, senkyunolide, might be replaceable in 

the usage of  “vasorelaxant” 

3.4 Hypotheses Pruning and Evaluation 

With the biomedical rule network, a number of hypotheses can be generated. Howev-
er, some of the hypotheses are not worthy of investigation. For example, if the confi-
dence of the intersection chemical constituents of hypotheses in the dataset is high, 
but the lift is low, it indicates that such chemical constituents are commonly contained 
in many herbs, but not for particular medical usage. In this case, this kind of hypo-
theses should not be considered further. 

In the association network performance evaluation, precision and recall are able to 
evaluate the performance of entity recognition. Precision (4) is the fraction of re-
trieved entities which are relevant to the entity recognition. Recall (5) in information 
retrieval is the fraction of the entities that are relevant to the entity recognition. ݊݋݅ݏ݅ܿ݁ݎ݌ ൌ  ሼ௥௘௟௘௩௔௡௧ ௘௡௧௜௧௬ሽתሼ௥௘௧௥௜௘௩௘ௗ ௘௡௧௜௧௬ሽሼ௥௘௧௥௜௘௩௘ௗ ௗ௢௖௨௠௘௡௧௦ሽ               (4) 
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݈݈ܽܿ݁ݎ ൌ  ሼ௥௘௟௘௩௔௡௧ ௘௡௘௧௜௧௬ሽתሼ௥௘௧௥௜௘௩௘ௗ ௘௡௧௜௧௬ሽሼ௥௘௩௟௘௩௔௡௧ ௘௡௧௜௧௬ሽ                  (5) 

In hypotheses generation, there may already be existing research about the effective 
chemical constituents for particular medical usages. Those research papers can be 
used to validate the generated hypotheses. 

4 Conclusion 

The rapid growth of information in biomedical literature causes difficulties in litera-
ture review and manual analysis. In this paper, a novel analysis model of biomedical 
rule network is proposed, in which the techniques of natural language processing and 
data mining are used for hypotheses generation. Biomedical rule network of biomedi-
cal literature provides the possibility of hidden knowledge discovery between the 
entities of herbal material, medical term and chemical constituents. From the biomed-
ical rule network, hypotheses that are worthy of further investigation can be generat-
ed. Promising effective chemical constituents can be mined from the intersection of 
herbs which has particular medical usage, such as glycemic index adjustment or vaso-
relaxant effect. Also, it is also possible to discover that herbs containing effective 
chemical constituents might be substituted by other common inexpensive herbs rather 
than costly rare herbs. Biomedical rule network can be applied not only to particular 
topic and herbal medicine, entity recognition, relationship extractions and hypotheses 
generation can also be applied to the other medical domain, such as AIDS treatment 
or drug-drug interaction. In the future, the underlying datasets can be extended to 
other databases, and more hypotheses can be formed with other domain datasets. With 
larger datasets, the performance of biomedical rule network can be improved, and the 
application of biomedical rule network can be usefully extended to other applicable 
domains. 
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