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Abstract. A new wearable computing era featuring devices such as Google 
Glass, smartwatches, and digital contact lenses is almost upon us, bringing with 
it usability issues that conventional human computer interaction (HCI) modali-
ties cannot resolve. Brain computer interface (BCI) technology is also rapidly 
advancing and is now at a point where noninvasive BCIs are being used in 
games and in healthcare. Thought control of wearable devices is an intriguing 
vision and would facilitate more intuitive HCI; however, to achieve even a 
modicum of control BCI currently requires massive processing power that is not 
available on mobile devices. Cloud computing is a maturing paradigm in which 
elastic computing power is provided on demand over networks. In this paper, 
we review the three technologies and take a look at possible ways cloud compu-
ting can be harnessed to provide the computational power needed to facilitate 
practical thought control of next-generation wearable computing devices. 

Keywords: Thought controlled computing, Brain computer interface, Mobile 
cloud computing. 

1 Introduction 

Wearable computing devices are increasing in popularity due to their unobtrusiveness 
and their ability to connect to the ubiquitous Internet. A study reported in [1] found 
that 18 percent of the population of the United States and Britain are already using 
wearable devices. Thus, interest in wearable devices abounds, from head up displays 
(HUDs) such as Google Glass (www.google.com/glass/) to activity monitors, such as 
Nike+ FuelBand (www.nike.com/us/en_us/c/nikeplus-fuelband) and Fitbit Flex 
(http://www.fitbit.com/flex), to smartwatches such as Pebble (http://getpebble.com/). 

It is not difficult to understand the popularity of wearable computing devices. The 
shift from stationary desktop PCs and mainframes to laptops, and eventually tablets and 
smartphones, enabled individuals to stay connected and work on the go. However, con-
ventional mobile devices still force users to actively adjust their posture in order to util-
ize them. For example, people have to incline their heads downward in order to utilize 
laptops, tablets, and smartphones. Some wearable technologies, such as digital contact 
lenses and HUDs, aim to eliminate this. Further, they are more easily accessible  
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than conventional mobile devices, and are already improving lives in a number of ways: 
improving health and fitness, boosting personal abilities, boosting self-confidence, faci-
litating self-reliance, providing infotainment, and even enhancing love lives [1]. Google 
Glass is even being utilized as a tool during surgical procedures [51]. 

The nature of next-generation wearable devices means that the usability issues 
faced by conventional devices will become acute. Inputting information into devices 
such as smartphones and tablets is difficult and time-consuming due to their small 
form factors. With devices such as Google Glass and smartwatches, manipulation is 
even more difficult. Furthermore, even voice commands will not suffice as concerns 
about the ability of the devices to act upon commands issued by nearby persons exist 
[3]. In addition, many people would rather not talk to their devices at all [4, 5]. Fur-
ther, for voice commands, noisy areas pose a problem. Thus, another human computer 
interaction (HCI) challenge of wearable devices is physical interactivity in the face of 
social acceptance. The use of subtle expressions and micro-gestures [50] and related 
HCI devices such as Thalmic’s Myo (www.thalmic.com/) is interesting. However, it is 
even being argued that gestural interaction is too unnatural [6].  

With even more miniature devices, such as digital contact lenses [7] to come, com-
patible HCI modalities will become even more critical. Thus, thought control of 
wearable devices is inevitable, propelled by this need for convenient, compatible, and 
intuitive HCI modalities [8]. However, to be practical it requires vast amounts of 
computational power, which is not available on the devices themselves. In this paper, 
we give an overview of three technologies—wearable computing, thought controlled 
computing, and cloud computing—and look at the feasibility of synergistically com-
bining them to achieve thought control of next-generation wearable devices.  

The remainder of this paper is organized as follows. Section 2 looks at the next-
generation wearable devices that will require the most complex input methods. Sec-
tion 3 gives an overview of the brain computer interface (BCI) process, and presents 
three of the more popular noninvasive BCI devices. Section 4 presents three selected 
BCI case studies that demonstrate that thought control of devices is feasible. Section 5 
looks at mobile cloud computing architectures that may be modified to facilitate real-
time access and utilization of clouds. Section 6 discusses trends and developments 
that will accelerate realization of practical thought controlled computing. Finally, 
Section 7 concludes this paper. 

2 Next-Generation Wearable Technology 

In this paper, our focus is on wearable technology such as HUDs, smartwatches, and 
digital contact lenses, which will require various commands to realize maximal utili-
zation. Thus, in this section we look at Google Glass, smartwatches in general, and 
digital contact lenses. 

Google Glass. Google Glass (Fig. 1(a)) is an augmented reality, Internet-connected 
computer comprising an optical head-mounted display, a camera, touchpad,  
battery, and microphone built into spectacle frames. It is designed to overlay useful  
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information in the user’s vision without obstructing his/her view, and facilitates the 
taking of pictures, recording of HD video, web search and browsing, and translation 
on the go [9]. Interaction with the device is accomplished by swiping a touchpad and 
issuing voice commands into a microphone on one arm of the frame.  

Smartwatches. Intelligent watches have been around for a while, but continued mi-
niaturization, advanced connectivity, and touchscreens have paved the way for watch-
es that can compete with smartphones. Like smartphones, smartwatches provide live 
access to certain kinds of information and intelligent features; in addition, some are 
even app-based [10]. The same interaction modalities being used with smartphones 
and Google Glass (i.e., voice and gesture controls) is also being contemplated for 
smartwatches [11]. Oney et al. [12] have even proposed a diminutive QWERTY soft 
keyboard that uses iterative zooming to enter text on ultra-small devices, such as 
smartwatches, called ZoomBoard. However, the method is viewed as inferior to 
Morse code and graffiti by some people [13]. 

Digital Contact Lenses. Digital contact lenses are moving from the realm of Science 
Fiction to present-day reality. Parviz [14] has an advanced conceptual prototype and 
states that he has successfully tested a number of prototypes on animals. It has also 
been reported that a team from Washington University, USA have completed proto-
type trials in which by putting nanometer thin layers of metal along with light emit-
ting diodes (LED) that measure one third of a millimeter across onto contacts, they 
could let a user read his or her emails, without the aid of a handheld device [7]. More 
recently, researchers at Ghent University Centre, Belgium developed a prototype lens 
with an embedded, spherical curved LCD that can show simple patterns (Fig. 1(b)) 
[15]. Further, the recent prototyping of a practical telescopic contact lens by Tremblay 
et al. [16] indicates that this type of technology is not a pipe dream. Thus, suitable 
means of interacting with it are essential. 
 

 

(a)    (b) 

Fig. 1. (a) Google Glass, (b) Text message contact lens (Source: [15]) 

3 Brain Computer Interface (BCI) Technology 

3.1 Stages in the Typical BCI Process 

In this paper, we propose the use of thought as a means of interacting with the foregoing 
devices. Thoughts are accessed via brain computer interfaces (BCIs), which gather  
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information from brain signals and translate it into tractable electrical signals. They are 
regarded as artificial intelligence systems as they can recognize a certain set of patterns 
in brain signals following five consecutive stages: signal acquisition, preprocessing or 
signal enhancement, feature extraction, classification, and control interfacing [17]. 
 
Signal Acquisition and Preprocessing. In this stage, brain signals are captured and 
noise reduction and artifact processing may be carried out. Most current BCIs obtain 
the relevant information from brain activity through electroencephalography (EEG), 
owing to its high temporal resolution, relative low cost, high portability, few risks to 
the users, and the fact that the signals are easily recorded in a noninvasive manner 
through electrodes placed on the scalp. However, the EEG signals in the electrodes 
are weak, hard to acquire, and of poor quality. This technique is moreover severely 
affected by background noise generated either inside the brain or externally over the 
scalp [18]. EEG comprises a set of signals that are classified according to their fre-
quency bands as delta (δ), theta (θ), alpha (α), beta (β), and gamma (γ). In this paper, 
the frequency bands of interest are alpha, beta, and gamma. 

Alpha rhythms lie within the 8 to 12 Hz range and primarily reflect visual processing 
in the brain. Their amplitude increases when the eyes close and the body relaxes, and 
attenuates when the eyes open and mental effort is made. Beta rhythms lie within the 12 
to 30 Hz range and are associated with motor activities. They are desynchronized during 
real movement or motor imagery and are characterized by their symmetrical distribution 
when there is no motor activity. Gamma rhythms lie in the 30 to 100 Hz range, and are 
related to certain motor functions or perceptions. They may also be associated with 
motor activities during maximal muscle contraction [18].  
 
Feature Extraction. In this stage, signal properties are analyzed and features of in-
terest that encode user’s intent isolated. BCIs extract features that reflect similarities 
to a certain class, as well as differences from the rest of the classes, from brain sig-
nals. This stage is challenging for the following reasons: 1) Brain signals are mixed 
with other signals coming from a finite set of brain activities that overlap in both time 
and space; 2) Signals are not usually stationary and may also be distorted by electro-
myography (EMG) and electrooculography (EOG) artifacts. The feature vector must 
also be of a low dimension, in order to reduce feature extraction stage complexity, but 
without relevant information being discarded [18]. 
 
Classification. The aim in this stage is to recognize a user’s intentions on the basis of 
a feature vector that characterizes the brain activity provided by the feature step. Ei-
ther regression or classification algorithms can be used to achieve this goal, but using 
classification algorithms is currently the most popular approach [24]. The classifier 
maps input signals to classes in which each class corresponds to a control command. 
 
Control Interfacing.  The control interfacing stage translates the classified signals 
into meaningful commands for any connected device. Among the brain signals that 
have been decoded such that people can consciously modulate them are visual evoked 
potentials (VEPs), slow cortical potentials (SCPs), P300 evoked potentials, and senso-
rimotor rhythms [18].  

VEPs are modulations that occur after a visual stimulus is received, and are rela-
tively easy to detect as they have large amplitudes. They are classified according to 
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frequency as transient VEPs (TVEPs), which occur in reaction to visual stimuli fre-
quencies below 6 Hz, or steady-state VEPs (SSVEPs), which occur in reaction to 
visual stimuli at higher frequencies. TVEPs are not typically used for BCIs. SSVEP-
based BCIs allow users to select a target by focusing on it. When the user focuses on 
the target, the BCI identifies it through SSVEP features analysis. SCPs are slow vol-
tage shifts below 1 Hz in the EEG that last a second to several seconds. They have 
been harnessed to move cursors and select targets presented on computer screens [19]. 
P300 evoked potentials are positive peaks in EEG due to infrequent auditory, visual, 
or somatosensory stimuli. Applications based on P300 evoked potentials can employ 
both visual and auditory stimuli [20, 21]. Sensorimotor rhythms are related to motor 
imagery without any actual movement [22]. It is possible to predict human voluntary 
movements before they occur based on the modulations in sensorimotor rhythms [23], 
even without the user making any movements at all [18]. 

Physiological artifacts such as EMG, which arise from electrical activity caused by 
muscle contractions, and usually have large amplitudes; and EOG, which are pro-
duced by blinking and other eye movements [25], can also be used for control in mul-
ti-modal systems. 

3.2 Noninvasive BCI Consumer Devices 

For consumer-oriented thought control of wearable technologies, we propose the use 
of noninvasive BCI devices. Among the most popular are the Emotive EPOC/EEG 
(www.emotiv.com), the NeuroSky MindWave (www.neurosky.com), and the Interaxon 
Muse (http://interaxon.ca/muse/). Another noninvasive BCI device that has great 
potential, the iBrain (www.neurovigil.com/ibrain/), is also being made ready for gen-
eral consumer use.  
 
Emotive EPOC and Emotiv EEG.  The Emotiv EPOC/EEG (Fig. 2(a)) uses sensors 
to detect a user’s thoughts, feelings, and expressions in real time. The Emotiv EPOC 
is a high resolution, multi-channel, wireless neuroheadset that uses a set of 14 sensors 
plus two references to tune in to the electric signals produced by the brain. It connects 
wirelessly to PCs running Windows, Linux, or MAC OS X. The Emotiv EEG has all 
the benefits of the Emotiv EPOC plus access to raw EEG. An improved, sleeker head-
set called the Emotiv Insight (http://emotivinsight.com/), which is said to be fully 
optimized to produce robust signals anytime and anywhere, is also being developed. 
 

 

(a)   (b)   (c) 

Fig. 2. (a) Emotiv EPOC, (b) NeuroSky MindWave, (c) Interaxon Muse 
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NeuroSky MindWave.  The NeuroSky MindWave (Fig. 2(b)) is a lightweight, wire-
less, research grade EEG headset with passive sensors. It uses EEG from a single 
sensor to record brainwaves and outputs the data as proprietary algorithms (for focus 
and relaxation), power spectrum bands for alpha, beta, theta, delta, and gamma distri-
bution, and the raw brainwave (including muscle movement such as blinks).  
 
Interaxon Muse. The Interaxon Muse (Fig. 2(c)) is a lightweight, ergonomic, head-
band that contains four non-contact EEG sensors built into its loop. When properly 
worn, the EEG sensors on the front of the band make contact on the forehead, and the 
reference sensors on the arms rest on the backs of the wearer’s ears, providing de-
tailed measurements of specific brain signals and frequencies. Muse measures the 
wearer’s brainwaves in real-time and can send them to a smartphone or tablet to show 
how well the brain is performing.  

4 Selected BCI Case Studies 

The potential of thought controlled computing is already being experienced via rela-
tively simple novelties such as Orbit (toy helicopter) [26], subConch (mind control of 
sound) (www.subconch.net/), Mico (brainwave music player) (http://micobyneu- 
rowear.com/) [27], and 3D object printing [28], to more serious projects such as 
BrainDriver (www.autonomos-labs.de/), and the “pass-thoughts” brainwave authenti-
cation study [29]. In this section, we look at three research efforts that demonstrate 
the feasibility of BCI for control and its inherent possibilities: Steering a tractor via 
EMG [30], NeuroPhone [31], and mind control helicopter [32, 33].  

Gomez-Gil et al. [30] conducted a study in which they successfully steered a trac-
tor via EMG. They used an Emotiv EPOC to acquire brain signals, which they then 
sent wirelessly to a laptop computer for processing.  The commands interpreted from 
the signals were then sent to a specially designed controller box that used fuzzy logic 
technology to power a DC motor and thereby steer the tractor continuously. They 
used a combination of four muscle movements involving the eyes looking left and 
right with the mouth open and closed. They found that even though the steering  
accuracy using the BCI system was a bit lower than that of manual steering and GPS-
controlled steering, the difference was not very significant. Consequently, they con-
cluded that such a BCI system was feasible for practical use. 

Campbell et al. created NeuroPhone [31], which operates by flashing a sequence of 
photos from the address book of a user’s smartphone while the user observes. When 
the highlighted picture matches that of the person that the user wishes to dial, a P300 
brain potential is elicited and wirelessly transmitted from the user’s headset (Emotiv 
EEG) to the smartphone, which then automatically dials the person highlighted. 
Campbell et al. found that even though an EMG version of their application, in which 
they used a wink to trigger the dialing, was more reliable, the P300, or “think-
triggered” dialer showed promise. One of the challenges they identified was that 
“real-time EEG signal processing and classification algorithms are designed for po-
werful machines, not resource limited mobile phones.” For example, a weighted  
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combination of various classifiers, such as that employed by Lotte et al. [24], which is 
not practical to run on resource-constrained machines, may have improved the accu-
racy of the system.  

Pure mind control of a quadcopter was recently achieved by LaFleur et al. [32, 33]. 
They demonstrated that it is possible to control a quadcopter in 3D physical space 
using a noninvasive BCI device. Their control of the quadcopter was precise enough 
to enable it to navigate through a complex obstacle course (Fig. 3). The quadcopter 
was controlled by “motor imagination of the hands;” that is, simply by thinking about 
things like making a fist with the right hand, to move right; and thinking about mak-
ing fists with both hands, to move up. 
 

 

Fig. 3. Mind controlled quadcopter navigating its obstacle course (Source: YouTube screen 
capture [44])  

5 Harnessing the Clouds 

Cloud computing is a computing paradigm in which traditional computing power and 
services are provided over a network. We believe that the essential computational 
power required to obtain more precise BCI results [31, 36] can be achieved by har-
nessing the massive on-demand computational resources available via cloud compu-
ting. More precisely, we look to cloud-based mobile augmentation (CMA) to satisfy 
this need because wearable technologies are designed for use on the go. CMA is de-
fined as the leveraging of cloud computing technologies and principles to increase, 
enhance and optimize the computing capabilities of mobile devices by executing re-
source-intensive mobile application components in resource-rich cloud-based re-
sources [37]. Consequently, in this section, we look at architectures and models that 
may be modified to suit our need for real-time mobile cloud computational resources.  

The cloudlet architecture proposed by Satyanarayanan et al. [38] is one such archi-
tecture. It calls for a “a trusted, resource-rich computer or cluster of computers that 
are well-connected to the Internet and available for use by nearby mobile devices.” In 
the architecture, dedicated virtual machines (VMs) are rapidly synthesized in nearby 
cloudlets for each mobile device, and these synthesized VMs provide access to the 
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actual cloud services. This reduces latency associated with wide area network (WAN) 
utilization and facilitates real-time services resulting from the cloudlet’s physical 
proximity and one-hop network latency. The architecture has been modified and uti-
lized with promising results for augmented reality [39], and real-time language trans-
lation [40]. Further, the results of an analysis of cloudlets conducted by Fesehaye et 
al. [41] indicate that the cloudlet approach provides superior performance over simple 
cloud-based approaches for two or less cloudlet hops.  

The cyber foraging model [42] may also be utilized. “In this model users can ex-
ploit various compute resources called surrogates, which can be used to run the server 
portion of the distributed applications. Using this model, the smartphone can offload 
tasks to a user’s private compute resources such as laptops, desktops and home serv-
ers, or to public resources including clouds and compute clusters.” It has been utilized 
by Kemp et al. in their eyeDentify system [43] for object recognition on a smart-
phone. They conducted feature extraction and matching on the system and found that 
it performed better than an identical standalone version. A similar model is employed 
for multi-party mobile video conferencing in the vSkyConf architecture [45], which is 
said to have reduced latency and provided a smooth mobile video conferencing expe-
rience [45].  

Hybrid frameworks such as service-based arbitrated multi-tier infrastructure 
(SAMI) [48] and MOCHA [49], which aim to provide higher QoS and richer interac-
tion experience to mobile users using a mixture of nearby resources and distant clouds 
may also be able to satisfy our need for on the go EEG processing. SAMI utilizes a 
compound three-level infrastructure comprising distant immobile clouds, nearby mo-
bile network operators, and a closer cluster of mobile network operator authorized 
dealers, while MOCHA integrates nearby cloudlets with distant clouds. 

6 Discussion 

Although thought controlled computing is in relative infancy, it is advancing very 
rapidly. It is being assiduously researched by the US Army (which has historically 
driven technological advances, e.g., the Internet) for “synthetic telepathy,” which will 
enable soldiers in battle to communicate silently [8, 47]. There has even been recent 
report of the first noninvasive brain-to-brain interface being achieved between a hu-
man and an animal [2]. In the arrangement, the human is able to control the move-
ment of a rat’s tail simply by thinking the appropriate thoughts. Breakthroughs such 
as this pave the way for the rapid realization of synthetic telepathy. Thought con-
trolled HCI may in the interim be used as an adjunct to conventional HCI techniques, 
as postulated by Allison and Kasanoff [46], but it is inevitable. Consequently, it has 
attracted the attention of consumer electronics companies such as Samsung [52]. 

Perhaps the single most important event that will exponentially accelerate devel-
opments in thought controlled computing is the recently commissioned Brain Re-
search through Advancing Innovative Neurotechnologies (BRAIN) initiative 
(www.nih.gov/science/brain/) in the USA. Launched April 2, 2013, the objective of 
the initiative is to map the activity of every neuron in the human brain within 10 
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years. Looking at this initiative through the prism of its precursor, the highly success-
ful Human Genome Project [34], which resulted in profound understanding of genes 
and medical advances in the diagnosis and treatment of both common and rare diseas-
es [35], a number of spinoffs can be expected within 10 years. We believe that these 
spinoffs will include clearer signals from the brain for thought control, exponential 
advances in thought control research, and more compact/smaller BCI devices (that 
may even be integrated into caps and eyewear [8]). 

7 Conclusion 

In this paper, we gave a selective review of wearable computing and thought con-
trolled computing, and the challenges they face. We then discussed how a synergistic 
combination of these two areas with cloud computing can possibly overcome the 
challenges and enable practical thought control of next-generation wearable compu-
ting devices. With the achievements that have already been made using the current 
technologies and the developments that are underway, which will further exponential-
ly advance BCI technology, we believe that the synergy proposed in this paper can 
enable practical thought control of next-generation wearable devices in the immediate 
future. We plan to actualize this synergy in future work. 
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