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Abstract. The paper investigates the use of support vector machines (SVM) in 
classifying Matrix-Assisted Laser Desorption Ionisation (MALDI) Time Of 
Flight (TOF) mass spectra. MALDI-TOF screening is a simple and useful tech-
nique for rapidly identifying microorganisms and classifying them into specific 
subtypes. MALDI-TOF data presents data analysis challenges due to its com-
plexity and inherent data uncertainties. In addition, there are usually large mass 
ranges within which to identify the spectra and this may pose problems in clas-
sification. To deal with this problem, we use Wavelets to select relevant and lo-
calized features. We then search for best optimal parameters to choose an SVM 
kernel and apply the SVM classifier. We compare classification accuracy and 
dimensionality reduction between the SVM classifier and the SVM classifier 
with wavelet-based feature extraction. Results show that wavelet-based feature 
extraction improved classification accuracy by at least 10%, feature reduction 
by 76% and runtime by over 80%. 
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1 Introduction 

Signal data is a sequence of measurements from instruments that is either continuous 
or discrete and captured in intervals of time, frequency, distance, wave numbers etc. 
A signal of particular interest is one that is absorbed or reflected and usually meas-
ured in wavelength intervals. In recent years, there have been a number of studies on 
bacterial diseases and the problem of identifying species of bacteria that cause par-
ticular diseases. In particular, when signals are projected on bacterial samples, result-
ing ions from the compound are allowed to drift (time of flight) towards a detector. 
The time of flight is measured and is proportional to their mass. This data is called 
Matrix Assisted Laser Desorption Ionisation (MALDI) Time Of Flight (TOF) [1].  



414 W. Liyen et al. 

 

The number (or count) of these ions is then plotted against their mass and a spectral 
graph is produced. This graph shows peaks and troughs of the properties the bacterial 
species exhibits and is useful for identifying isolates - species, genres, types etc 
[2][4][6]. The signal data has lots of features, is large and has missing values. These 
problems motivate the approach used in this paper. Firstly, support vector machines 
(SVM) [22] have powerful generalisation ability for high dimensional data with miss-
ing values. Secondly, feature reduction has been known to improve classification 
accuracy and wavelets are a favourable choice in signal processing [5]. Wavelets are 
mathematical tool for decomposing data and complex functions into time and fre-
quency components [26]. Unlike Fourier transform, wavelet transform are better 
suited for non-stationary signals such as MALDI-TOF mass spectra as they can dis-
tinguish different frequency signals at different times (non-stationery).    

Signal classification [5] typically has two steps: feature extraction and signal clas-
sification on the reduced feature set. Our experiments are based on classification with 
full features using SVM, compared to classification with reduced features sets (SVM 
and wavelets) whilst choosing a suitable kernel classifier [25]. Some earlier work 
regarding initial experimentation and data mining methodology used are given in [28] 

The paper is organised as follows: section 2 presents wavelets; section 3 presents 
mining signal data; section 4 presents experimentation and section 5 a conclusion. 

2 Wavelets 

Wavelets are a set of mathematical functions used to approximate data and more 
complex functions by dividing a signal into different frequency and time intervals 
called wavelets [8]. These intervals are better represented to their scales. Wavelets 
express a given function in terms of summation of basis functions. The wavelet basis 
is formed by translation and dilation of the mother wavelet. An example a mother 
wavelet is a Haar wavelet (fig. 1). 

 

Fig. 1. Haar wavelet 

The wavelet transform is performed on a continuous function, )(tf , and defined as  

 
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where )(ωh is a weighting function and )(tωψ is an othonorrnal basis function such 

that Zkjktj ∈− ,),2(ψ . By dilation and translation of the mother wavelet, we 

get wavelets compactly supported in their regions [9][10]. Wavelets exhibit other 
useful properties in addition to dilation and localization, such as smoothness, distin-
guishing most essential information, feature selection etc and their efficiency makes 
them candidates for data mining. Wavelets are designed to give excellent time resolu-
tion at high frequencies (i.e. for short durations of time at these high frequencies) and 
poor frequency resolution, and good frequency resolution at low frequencies and poor 
time resolution. Mass spectra contain noise because of contaminants and matrix ma-
terial, causing varying baselines [17]. That is, to start preprocessing the data, a base-
line correction is needed to remove low-frequency noise. MALDI-TOF MS spectra is 
recorded in signal form as (mass-to-charge ratio, millivolt signal, see figure 2), the 
second value shows the strength of the signal. The signal exhibits elongated (or out-
standing) features above the baseline noise level and usually unevenly distributed. 
Feature selection (or removing noise level data) mostly focuses on selecting peaks 
[16] that are higher than a predetermined signal noise threshold to facilitate biomarker 
identification [11][12][18]. Biomarkers are measures that indicate normal biological 
processes, pathogenic (or organism) processes or other pharmacological responses to 
some therapy. Wavelets are well adapted to removing irrelevant noise level data fea-
tures (Denoising [14]), sometimes termed smoothing.  

 

 

Fig. 2. MALDI-TOF Spectral data 
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Generally, most MALDI-TOF approaches aim to extract and quantify graph peak 
features accurately as these are considered to be the most interesting [7]. Other ap-
proaches use ant colony optimization to help efficiently select a set of interacting 
variables (features) by use of heuristic functions [16]. In addition, there are automated 
techniques for rapidly differentiating similarity between strains of bacteria, and in 
particular their taxonomic characterisation [2].  Feature selection is mainly concerned 
with obtaining useful features without loss of information, transforming an m-
dimensional domain to a k-dimensional mk << .  

Two approaches are common:  
 
(1) Keep the largest k-coefficients, approximate rest to zero 
(2) Keep the first k-coefficients, approximate rest to zero 
 
Despite these two approaches, there is no guarantee the most important features 

will be obtained because there might be issues with information granulation (keep 
some, ignore the rest). In [5] fuzzy wavelet packets are introduced to deal with granu-
lation of signal data into fuzzy relations (or clusters and not fuzzy sets) and reduce 
feature dimensionality by a fuzzy c-means approach. Information granulation by 
fuzzy means was presented in [15] and other fuzzy wavelet packet based feature  
extractions are reported in [19].   

3 Mining Signal Data 

Mining signal data is not new and various works exist [3]. Recently, machine learning 
approaches have been applied to learning MALDI-TOF data, for example use of  
Support Vector Machines (SVMs) and other techniques [4]. SVMs are popular clas-
sifiers that learn by examples and assign labels to objects [23][24]. They can be used 
for classification and regression as well as other learning tasks. SVM classifies linear-
ly separate data by separating two clusters of data with the optimal hyperplane. The 
first problem, however, is that real world data is often non-linearly separable. Kernel 
functions provide a solution by projecting data into a higher dimensional feature 
space to separate by hyperplane. SVMs have been successfully applied to an increa-
singly wide variety of biomedical applications, for example microarray gene expres-
sion [24]. 

Secondly, another major problem in classifying features from signal data is han-
dling the dimensionality problem: mapping the reduced data into a space and then 
classifying the result. In [5] wavelet packets are used to extract features (data/feature 
issues), classify and rank them (pattern evaluation) using a linear discriminant  
function (LDF) and others [13]. The approach is then, for a c-class problem  

with N labeled signal classes },..,2,1),,{( NkxX kk == ω , n
kx ℜ∈

 
and }.,2,1{, cCCk =∈ω , a feature extraction function i.e. a mapping 

': XXf → where nm <<  and mX ℜ⊆' is the reduced feature space.  
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To classify the feature space, we find a classifier to map the feature space into the 

known class labels CXg →': . To retain features that are a more accurate represen-

tation of the space for classification, the use of fuzzy clusters becomes necessary be-
cause of uncertainties in data granulation of the signal data.  

To measure pattern extraction, classification metrics such as classification accuracy 
(rate) is applied to a number of features (or principal components) under varying  
discriminatory thresholds, r , for example in the fuzzy case where 10 << r [5][19]. 

4 Experiments 

Preliminary experiments have been done using high dimensional MALDI-TOF spec-
tral bacteria data provided by the Medical Microbiology Department, Manchester 
Metropolitan University. The data consisted of 14461 features with 2 columns: the 
first column being mass/charge ratio and the second column being a millivolt signal 
also known as strength of signal. There were 14 classes of different strains of  
S. aureus bacteria with two (2) testing samples each i.e. total of 28 testing data.  
We used the LIBSVM library [21] for classification.  

4.1 Data Pre-processing 

The procedure for the experiment was as follows: 

(1) Split data into training and testing sets 
(2) Perform numerical scaling – prevent dominance in ranges 
(3) Perform a Grid Search for best kernel parameters, radial (r) and degree(d) 
      Parameters with best cross-validation accuracy are chosen for classifier training 
(4) Predict the test data with the trained classifier 
 

The basic procedure above is further extended with the case where we perform feature 
extraction with discrete wavelet transform (DWT) – denoising and decomposition 
with a thresholding method that only discards the portion of the data that exceeds a 
certain limit. Further, the signal data is then decomposed into two subsequences – the 
approximation coefficient and the detail coefficient. The approximation coefficients 
contain most of the important information (peaks of the data) and are capable of  
describing the underlying data characteristics [27]. The experiments only used ap-
proximation coefficients as they contain most of the peak information of the original 
signal. The wavelet approximations of a signal at a certain level describe generalised 
peak lists of the de-noised spectrum [28]. Selecting features this way reduces the  
dimensionality of the original data while retaining the important features [26]. 

Figure 3 shows the whole classification process. After data conversion and scaling, 
a kernel selection is performed based on particular parameter search that best produc-
es the best cross-validation result. We used the following kernels: Linear, Radial  
Basis Function (RBF), Sigmoid and Polynomial. These are shown in table 1 with 
parameters for best model selection.    
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Fig. 3. SVM classification with feature selection– search for best cross validation result 

Table 1. Kernelselection model parameters (Y=yes, N=no) 

                                 Parameters 
c  Cost) γ Gamma γ (Radial) d (degree) 

K
er

ne
ls

 Linear Y N N N 
RBF Y Y N N 
Sigmoid Y Y Y N 
Polynomial Y Y Y Y 

 
The experiments make use of grid search method provided in LIBSVM package. 

However the grid search method are time consuming and only optimize the pairs (C, 
γ) , therefore the experiment used, for a start, coarse grid values for the pair and later 
optimising the remaining parameters with finer grids. 

All experiments used 5-fold cross validation. We note that Occam razor’s theory 
mentioned in [29] suggests that smaller parameter values (in Table 1) are preferable to 
larger ones if they both have the same level of accuracy since building the SVM 
model with larger parameters takes longer. Thus our parameter search is simply based 
on (1) best level accuracy, (2) smallest parameter values.  
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4.2 Results for Experiment 1 

For model selection using parameter settings in Table 1 and comparing both coarse 
and fine grid search, we obtained results shown in tables 2 and 3. Experiment 1 results 
are for signal data that does not use wavelet feature selection but only use model 
search for the best kernel and then performing a classification. 

Table 2. Coarse Grid search cross-validation (CV%) (LIBSVM) 

Kernel c  Cost) γ Gamma CV% 

Linear 0.3125 2 76.2 
RBF 1024 0.0000305 76.2 
Sigmoid 1024 0.0000305 76.2 
Polynomial 0.0000305 1 52.4 

Table 3. Finer Grid Search cross-validation (CV%)(after MATLAB optimisation codes) 

Kernel c  Cost) γ Gamma γ (Radial) d (degree) CV% 

Linear 0.0078125 2 N/A N/A 76.2 
RBF 362.039 0.0000108 N/A N/A 76.2 
Sigmoid 256 0.0000305 0.0001 N/A 76.2 
Polynomial 0.00195313 4 0.1 1 76.2 

 
We found the same cross-validation accuracy of 76.2 (tables 2 and 3) across the ker-
nels in both coarse and finer grid searches except for the polynomial kernel coarse 
grid which was 52.4%. Using the SVM classification on the trained data set, and 
computing accuracy (Equation 2), we obtained results as shown in table 4 with an 
equal number of support vectors (nSV).   

 
datasignalofTotal

datasignalclassifiedCorrectly
Accuracy

#

#=  (2) 

Table 4. Prediction accuracy –experiment 1 

Kernel Prediction accuracy nSV CV% Elapsed time (s) 
Linear 64.3 42 76.2 0.1412 
RBF 64.3 41 76.2 0.1452 
Sigmoid 64.3 42 76.2 0.1800 
Polynomial 64.3 42 76.2 0.1851 

 
Clearly as shown in table 4, linear kernel executes faster on average, given the 

same classification accuracy of 64.3% for all kernels. This meant that out of 28 
classes (14x2), 64.3% of 28~18 classes correctly classified. It is also clear that as 
kernel complexity increases (e.g. linear kernel has one parameter compared to poly-
nomial kernel with four), elapsed time also increases. Of note is the fact that  
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cross-validation and prediction accuracy are the same. For experiment 2, we were 
compelled to use the linear and the RBF kernels for the reasons given above. 

4.3 Results for Experiment 2 

Table 4 shows experiment 1 results for cross validation, prediction accuracy, nSV and 
elapsed time for linear and RBK kernels using a pre-processing stage shown in  
figure 3.  

To compare with a wavelet-based approach (experiment 2), several filters and lev-
els were tested for the wavelet de-nosing part with two threshold levels, 50 and 70. 
Wavelet filters included the “bior1.1”, “bior2.6”, “bior3.7”, “sym15” and “dmey”. 
Results obtained are shown in table 5. The wavelet filter “bior2.6” achieved overall 
best performance with 75% prediction accuracy and a short elapsed time of 
0.023389s. Comparing experiments 1 and 2, this represents an improvement in 
elapsed time of (0.14124-0.023389)/0.14124*100~83% if we compared with the  
best kernel “Linear kernel” from experiment 1. Prediction accuracy improved by  
(75-64.2857)/75*100~14.3%.  

Similarly, the RBF kernel improved elapsed time by (0.1452-0.025458)/ 
0.1452*100~82%, and accuracy by (71.4286-64.2857)/71.4286*100~10%. 

Table 5. Comparison of results between experiments 1 and 2 

Linear Kernel CV% Elapsed Time Prediction Accuracy 
Experiment 1  76.2  0.14124 64.3 
Experiment 2.  76.2  0.023389  75.0 

RBF kernel       
Experiment 1  76.2  0.1452 64.3 
Experiment 2 76.2 0.025458 71.4 

Results for experiment 2 and in table 5 confirm that classification of signal data 
with wavelet-based feature [26] extraction improves classification accuracy by at least 
80% and runtime by at least 10%.  

Table 6. File size comparison 

Data Files Exp. 1 (KB) Exp. 2 (KB) % Reduction  
Training data  4329 987 77.2 
Testing data 2917 685 76.5 

 
Comparing data file sizes in kilobytes (KB) after data decomposition by the wave-

let filter “bior2.6”, table 6 shows that experiment 2 (with wavelet feature selection) 
had more than 77% and 76% feature reduction in the training and the testing data 
respectively. Both the literature in [26] and experiments shown here confirm that 
using SVMs with wavelet-based feature reduction improves the prediction accuracy, 
runtime and reduces features to be classified for MALDI-TOF signal data. These 
improvements would be significantly high with larger data. 
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5 Conclusion 

The paper has presented SVM classification of MALDI-TOF signal data from bacte-
ria colony using feature extraction by discrete wavelet transforms. Experiments tested 
the data with four kernels using various parameters so that a more suitable kernel was 
used for classification. Results showed that classification accuracy with feature selec-
tion improved accuracy by at least10%, and feature reduction by 76% and runtime by 
over 80%.    

Further work is planned to explore other peak feature selection methods and identi-
fication of bacteria types in those peaks. Particular known denoising wavelet methods 
will also be used to check the cross-validation results and overall classification accu-
racy. Further, wavelet lifting schemes [20] may be tested with our approach. Wavelet 
lifting schemes are more efficient implementations of first generation wavelets and 
are not necessarily translates and dilates of one function, and thus do not rely on  
polynomial factorizations, as do Fourier transforms.  
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