
Tetsuya Yoshida   Gang Kou
Andrzej Skowron   Jiannong Cao
Hakim Hacid   Ning Zhong (Eds.)

 123

LN
CS

 8
21

0

9th International Conference, AMT 2013
Maebashi, Japan, October 2013
Proceedings

Active Media
Technology



Lecture Notes in Computer Science 8210
Commenced Publication in 1973
Founding and Former Series Editors:
Gerhard Goos, Juris Hartmanis, and Jan van Leeuwen

Editorial Board

David Hutchison
Lancaster University, UK

Takeo Kanade
Carnegie Mellon University, Pittsburgh, PA, USA

Josef Kittler
University of Surrey, Guildford, UK

Jon M. Kleinberg
Cornell University, Ithaca, NY, USA

Alfred Kobsa
University of California, Irvine, CA, USA

Friedemann Mattern
ETH Zurich, Switzerland

John C. Mitchell
Stanford University, CA, USA

Moni Naor
Weizmann Institute of Science, Rehovot, Israel

Oscar Nierstrasz
University of Bern, Switzerland

C. Pandu Rangan
Indian Institute of Technology, Madras, India

Bernhard Steffen
TU Dortmund University, Germany

Madhu Sudan
Microsoft Research, Cambridge, MA, USA

Demetri Terzopoulos
University of California, Los Angeles, CA, USA

Doug Tygar
University of California, Berkeley, CA, USA

Gerhard Weikum
Max Planck Institute for Informatics, Saarbruecken, Germany



Tetsuya Yoshida Gang Kou
Andrzej Skowron Jiannong Cao
Hakim Hacid Ning Zhong (Eds.)

Active Media
Technology
9th International Conference, AMT 2013
Maebashi, Japan, October 29-31, 2013
Proceedings

13



Volume Editors

Tetsuya Yoshida
Hokkaido University, Sapporo, Japan
E-mail: yoshida@meme.hokudai.ac.jp

Gang Kou
Southwestern University of Finance and Economics, Chengdu, China
E-mail: kougang@yahoo.com

Andrzej Skowron
University of Warsaw, Poland
E-mail: skowron@mimuw.edu.pl

Jiannong Cao
Hong Kong Polytechnic University, Hong Kong
E-mail: csjcao@comp.polyu.edu.hk

Hakim Hacid
Bell Labs, Paris, France
E-mail: hakim.hacid@gmail.com

Ning Zhong
Maebashi Institute of Technology, Japan
E-mail: zhong@maebashi-it.ac.jp

ISSN 0302-9743 e-ISSN 1611-3349
ISBN 978-3-319-02749-4 e-ISBN 978-3-319-02750-0
DOI 10.1007/978-3-319-02750-0
Springer Cham Heidelberg New York Dordrecht London

Library of Congress Control Number: 2013950264

CR Subject Classification (1998): H.5, H.3, I.2, H.2.8, K.3, H.4, C.2, J.1

LNCS Sublibrary: SL 3 – Information Systems and Application,
incl. Internet/Web and HCI

© Springer International Publishing Switzerland 2013
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of
the material is concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation,
broadcasting, reproduction on microfilms or in any other physical way, and transmission or information
storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar methodology
now known or hereafter developed. Exempted from this legal reservation are brief excerpts in connection
with reviews or scholarly analysis or material supplied specifically for the purpose of being entered and
executed on a computer system, for exclusive use by the purchaser of the work. Duplication of this publication
or parts thereof is permitted only under the provisions of the Copyright Law of the Publisher’s location,
in its current version, and permission for use must always be obtained from Springer. Permissions for use
may be obtained through RightsLink at the Copyright Clearance Center. Violations are liable to prosecution
under the respective Copyright Law.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.
While the advice and information in this book are believed to be true and accurate at the date of publication,
neither the authors nor the editors nor the publisher can accept any legal responsibility for any errors or
omissions that may be made. The publisher makes no warranty, express or implied, with respect to the
material contained herein.

Typesetting: Camera-ready by author, data conversion by Scientific Publishing Services, Chennai, India

Printed on acid-free paper

Springer is part of Springer Science+Business Media (www.springer.com)



Preface

This volume contains the papers selected for presentation at The 2013 Interna-
tional Conference on Active Media Technology (AMT 2013), held jointly with
The 2013 International Conference on Brain and Health Informatics (BHI 2013)
at Maebashi Terrsa, Maebashi, Japan, during October 29–31, 2013. Organized
by the Web Intelligence Consortium (WIC), by the IEEE Computational Intelli-
gence Society Task Force on Brain Informatics (IEEE TF-BI), and by Maebashi
Institute of Technology, this conference constitutes the ninth of the AMT series
since the initial conference at Hong Kong Baptist University in 2001 (followed
by AMT 2004 in Chongqing, China, AMT 2005 in Kagawa, Japan, AMT 2006
in Brisbane, Australia, AMT 2009 in Beijing, China, AMT 2010 in Toronto,
Canada, AMT 2011 in Lanzhou, China, and AMT 2012 in Macau, China).

We are witnessing many rapid scientific and technological developments in
human-centered, seamless computing environments, interfaces, devices, and sys-
tems with applications ranging from business and communication to entertain-
ment and learning. These developments are collectively best characterized as
active media technology, a new area of intelligent information technology and
computer science that emphasizes the proactive and seamless roles of interfaces
and systems as well as new media in all aspects of digital life. An AMT-based
system offers services to enable the rapid design, implementation, and support
of customized solutions. AMT 2013 aimed at providing a leading international
forum to bring together researchers and practitioners from diverse fields, to in-
crease the cross-fertilization of ideas and explore the fundamental roles, inter-
actions as well as practical impacts of intelligent information technology and
computer science on the next generation of computing environments, systems,
and media.

The AMT conference series aims to explore and present state-of-the-art re-
search in a wide spectrum of realms related to active media technology. We
had full-paper submissions from 20 countries comprising of Japan, Bangladesh,
Brazil, Canada, China, Egypt, Hong Kong, India, Iran, Italy, Korea, New Zealand,
Pakistan, Singapore, Taiwan, Thailand, The Netherlands, Tunisia, UK, and
USA. After a rigorous evaluation process, 26 full papers and two short papers
were accepted. The topics of these papers centered on the main themes of AMT
2013, which encompass: active computer systems, interactive systems, and appli-
cation of AMT-based systems; active media machine learning and data mining
techniques; AMT for the Semantic Web, social networks, and cognitive foun-
dations. The core issues of AMT have been investigated using various criteria
that were carefully identified from both theoretical and practical perspectives to
ensure the fruitful incorporation of technologies.



VI Preface

Apart from the 28 high-quality papers accepted by the main conference of
AMT 2013, another 16 papers were selected for oral presentations in the work-
shop and special sessions. The Workshop on Intelligence for Strategic Foresight
is based on the success of the Special Session on Technology Intelligence at AMT
2011, and aims at enabling companies to identify the technological opportunities
and threats that could affect the future growth and survival of their business. The
Special Session on Technologies and Theories of Narrative aims at providing a
forum for discussing original and developing ideas about narrative-related infor-
mation technologies, as well as various sorts of narrative theories for humanities
and social sciences as the background of the technologies. The Special Session
on Evolutionary Computation and Its Application deals with evolutionary com-
putation (e.g., genetic algorithms, probabilistic approaches) and its application
to real-world problems. The Special Session on Intelligent Media Search Tech-
niques provides a venue for scholars to share and exchange their ideas of applying
intelligent techniques to media search and management problems.

We would like to express our gratitude to all members of the Conference
Committee for their support. AMT 2013 had a very exciting program with a
number of features, ranging from keynote talks, technical sessions, workshops,
special sessions, and social programs. A program of this kind would not have
been possible without the generous dedication of the Program Committee mem-
bers and the external reviewers in reviewing the papers submitted to AMT 2013.
Many thanks also to all the authors who contributed their research results to
this volume. We greatly appreciate our keynote speakers, Yuichiro Anzai of the
Japan Society for the Promotion of Science, Yuzuru Tanaka of Hokkaido Uni-
versity, Carl K. Chang of Iowa State University, and Andrzej Skowron of War-
saw University. Special thanks to Hanmin Jung, Seungwoo Lee, and Sa-Kwang
Song for organizing the Workshop on Intelligence for Strategic Foresight; Takashi
Ogata, for the Special Session on Technologies and Theories of Narrative; Kenichi
Ida, for the Special Session on Evolutionary Computation and Its Application;
Zhiguo Gong, for the Special Session on Intelligent Media Search Techniques,
and to the AMT-BHI 2013 Organizing Chairs, Kazuyuki Imamura, and Tetsumi
Harakawa. Special thanks are also extended to all the panelists of the AMT-
BHI panel on Brain Big Data in the Hyper World, Stephen S. Yau of Arizona
State University (chair), Bin Hu of Lanzhou University, China, Guoyin Wang of
Chongqing University of Posts and Telecommunications, China, Jianhua Ma of
Hosei University, Kazuhiro Oiwa of the National Institute of Information and
Communications Technology, Japan, as well as Shinsuke Shimojo and Marcel A.
Just.

Finally, we extend our highest appreciation to Springer’s Lecture Notes in
Computer Science (LNCS/LNAI) team for their generous support. We thank
Alfred Hofmann and Anna Kramer of Springer for their help in coordinating the
publication of this special volume in an emerging and interdisciplinary research
field. Also, we are grateful to Tetsumi Harakawa, Juzhen Dong, and Shinich Mo-
tomura for their strong support and dedication to AMT 2013. We also would like



Preface VII

to thank conference, including Gunma Prefecture Government, Maebashi City
Government, Maebashi Convention Bureau, Web Intelligence Lab Inc., Mitsuba
Gakki Co. Ltd., GCC Inc., Japan High Comm, Kuribara Medical Instruments,
Yamato Inc., etc.

August 2013 Tetsuya Yoshida
Gang Kou

Andrzej Skowron
Jiannong Cao
Hakim Hacid
Ning Zhong



Conference Organization

Honorary General Chair

Setsuo Ohsuga University of Tokyo, Japan

Conference General Chairs

Andrzej Skowron Warsaw University, Poland
Jian-Nong Cao Hong Kong Polytechnic University, SAR China

Program Chairs

Tetsuya Yoshida Hokkaido University, Japan
Gang Kou University of Electronic Science and

Technology of China, China

Workshop/Special Session Organizing Chairs

Hakim Hacid Bell Labs, France

AMT-BHI 2013 Organizing Chairs

Kazuyuki Imamura Maebashi Institute of Technology, Japan
Tetsumi Harakawa Maebashi Institute of Technology, Japan
Ning Zhong Maebashi Institute of Technology, Japan

Panel Chair

Stephen S. Yau Arizona State University, USA

Publicity Chairs

Shinichi Motomura Maebashi Institute of Technology, Japan
Dominik Slezak Infobright Inc., Canada and University of

Warsaw, Poland
Jian Yang Beijing University of Technology, China



X Conference Organization

WIC Co-chairs/Directors

Ning Zhong Maebashi Institute of Technology, Japan
Jiming Liu Hong Kong Baptist University, SAR China

IEEE CIS-TFBI Chair

Ning Zhong Maebashi Institute of Technology, Japan

WIC Advisory Board

Edward A. Feigenbaum Stanford University, USA
Setsuo Ohsuga University of Tokyo, Japan
Benjamin Wah Chinese University of Hong Kong, SAR China
Philip Yu University of Illinois, Chicago, USA
L.A. Zadeh University of California, Berkeley, USA

WIC Technical Committee

Jeffrey Bradshaw UWF/Institute for Human and Machine
Cognition, USA

Nick Cercone York University, Canada
Dieter Fensel University of Innsbruck, Austria
Georg Gottlob Oxford University, UK
Lakhmi Jain University of South Australia, Australia
Jianhua Ma Hosei University, Japan
Jianchang Mao Yahoo! Inc., USA
Pierre Morizet-Mahoudeaux Compiegne University of Technology, France
Hiroshi Motoda Osaka University, Japan
Toyoaki Nishida Kyoto University, Japan
Andrzej Skowron Warsaw University, Poland
Jinglong Wu Okayama University, Japan
Xindong Wu University of Vermont, USA
Yiyu Yao University of Regina, Canada

Program Committee

Ajith Abraham Norwegian University of Science and
Technology, Norway

Gloria Bordogna The National Research Council, Italy
Antonio Chella The University of Palermo, Italy
Yiqiang Chen Institute of Computing Technology,

Chinese Academy of Sciences, China



Conference Organization XI

Chin-Wan Chung Korea Advanced Institute of Science and
Technology, Republic of Korea

Adrian Giurca Brandenburg University of Technology
at Cottbus, Germany

William Grosky University of Michigan, USA
Bin Guo Northwestern Polytechnical University, China
Hakim Hacid SideTrade, France
Yoshikatu Haruki Ferris University, Japan
Enrique Herrera-Viedma University of Granada, Spain
Masahito Hirakawa Shimane University, Japan
Wolfgang Huerst Utrecht University, The Netherlands
Hajime Imura Hokkaido University, Japan
Hiroki Inoue Kyoto University, Japan
Hiroshi Ishikawa Kagawa University, Japan
Hanmin Jung KISTI, Republic of Korea
Yoshitsugu Kakemoto The JSOL, Ltd., Japan
Gang Kou University of Electronic Science and

Technology, China
Jing Li University of Science and Technology of China,

China
Wen-bin Li Shijiazhuang University of Economics, China
Xining Li University of Guelph, Canada
Xiaohui Liu Brunel University, UK
Marco Luetzenberger DAI-Labor, TU-Berlin, Germany
Wenji Mao Institute of Automation, Chinese Academy

of Sciences, China
Kouzou Ohara Aoyama Gakuin University, Japan
Yoshihiro Okada Kyushu University, Japan
Yoshiaki Okubo Hokkaido University, Japan
Gang Pan Zhejiang University, China
Naoki Saiwaki Konan University, Japan
Eugene Santos University of Connecticut, USA
Gerald Schaefer Loughborough University, UK
Dominik Slezak University of Warsaw and Infobright Inc.,

Poland
Tsuyoshi Sugibuchi Internet Memory Research, France
Kazunari Sugiyama National University of Singapore, Singapore
Yuqing Sun Shandong University, China
Akio Takashima Shohoku College, Japan
Xijin Tang Academy of Mathematics and Systems Science,

Chinese Academy of Sciences, China
Xiaohui Tao University of Southern Queensland, Australia
Takao Terano Tokyo Institute of Technology, Japan
Vincent Toubiana Bell Labs France, France
Athena Vakali Aristotle University of Thessaloniki, Greece



XII Conference Organization

Egon L. Van den Broek University of Twente/Karakter University
Center, The Netherlands

Natalie van der Wal VU University Amsterdam, The Netherlands
Neil Y. Yen The University of Aizu, Japan
Tetsuya Yoshida Hokkaido University, Japan
Yi Zeng Institute of Automation, Chinese Academy

of Sciences, China
Guoqing Zhang University of Windsor, Canada
Shichao Zhang University of Technology, Australia
Zhangbing Zhou Institut Telecom & Management SudParis,

France

External Reviewers

Dongmin Seo
Dandan Zhou
Chu Du



Table of Contents

Invited Paper

Interactive Rough-Granular Computing in Wisdom Technology . . . . . . . . 1
Andrzej Jankowski, Andrzej Skowron, and Roman Swiniarski

Active Computer Systems, Interactive Systems, and
Application of AMT Based Systems

Vision-Based User Interface for Mouse and Multi-mouse System . . . . . . . 14
Yuki Onodera and Yasushi Kambayashi

An Automated Musical Scoring System for Tsugaru Shamisen by
Multi-agent Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

Juichi Kosakaya

Visualization of Life Patterns through Deformation of Maps Based on
Users’ Movement Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

Hayato Yokoi, Kohei Matsumura, and Yasuyuki Sumi

Wi-Fi RSS Based Indoor Positioning Using a Probabilistic Reduced
Estimator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

Gang Shen and Zegang Xie

Identifying Individuals’ Footsteps Walking on a Floor Sensor Device . . . . 56
Kiryu Ibara, Kenta Kanetsuna, and Masahito Hirakawa

Detection and Presentation of Failure of Learning from Quiz Responses
in Course Management Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

Toshiyasu Kato and Takashi Ishikawa

Gamification of Community Policing: SpamCombat . . . . . . . . . . . . . . . . . . 74
Alton Y.K. Chua and Snehasish Banerjee

Tackling the Correspondence Problem: Closed-Form Solution for
Gesture Imitation by a Humanoid’s Upper Body . . . . . . . . . . . . . . . . . . . . . 84

Yasser Mohammad and Toyoaki Nishida

Active Media Machine Learning and Data Mining
Techniques

Learning and Utilizing a Pool of Features in Non-negative Matrix
Factorization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

Tetsuya Yoshida



XIV Table of Contents

Theoretical Analysis and Evaluation of Topic Graph Based Transfer
Learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106

Tetsuya Yoshida and Hiroki Ogino

Selective Weight Update for Neural Network – Its Backgrounds . . . . . . . . 116
Yoshitsugu Kakemoto and Shinichi Nakasuka

Toward Robust and Fast Two-Dimensional Linear Discriminant
Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126

Tetsuya Yoshida and Yuu Yamada

Research on the Algorithm of Semi-supervised Robust Facial Expression
Recognition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136

Bin Jiang, Kebin Jia, and Zhonghua Sun

Identification of K-Tolerance Regulatory Modules in Time Series Gene
Expression Data Using a Biclustering Algorithm . . . . . . . . . . . . . . . . . . . . . 146

Tustanah Phukhachee and Songrit Maneewongvatana

Ranking Cricket Teams through Runs and Wickets . . . . . . . . . . . . . . . . . . . 156
Ali Daud and Faqir Muhammad

Information and Rough Set Theory Based Feature Selection
Techniques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166

Liam Cervante and Xiaoying Gao

Developing Transferable Clickstream Analytic Models Using Sequential
Pattern Evaluation Indices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177

Hidenao Abe

Customer Rating Prediction Using Hypergraph Kernel Based
Classification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 187

Fatemeh Kaveh-Yazdy, Xiangjie Kong, Jie Li, Fengqi Li, and
Feng Xia

AMT for Semantic Web, Social Networks, and
Cognitive Foundations

Preference Structure and Similarity Measure in Tag-Based
Recommender Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 193

Xi Yuan, Jia-jin Huang, and Ning Zhong

Semantically Modeling Mobile Phone Data for Urban Computing . . . . . . 203
Hui Wang, Zhisheng Huang, Ning Zhong, and Jiajin Huang



Table of Contents XV

Action Unit-Based Linked Data for Facial Emotion Recognition . . . . . . . . 211
Kosuke Kaneko and Yoshihiro Okada

Online Visualisation of Google Images Results . . . . . . . . . . . . . . . . . . . . . . . 221
Gerald Schaefer, David Edmundson, and Shao Ying Zhu

The Roles of Environmental Noises and Opinion Leaders
in Emergency . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 231

Yiyi Zhao and Yi Peng

Lexical-Syntactical Patterns for Subjectivity Analysis of Social Issues . . . 241
Mostafa Karamibekr and Ali Akbar Ghorbani

Technology and Cognition: Does the Device We Use Constrain the Way
We Retrieve Word Meanings? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 251

Tania Cerni and Remo Job

Basic Study on Treating Tinnitus with Brain Cognition Sound . . . . . . . . . 258
Takeya Toyama, Daishi Takahashi, Yousuke Taguchi, and
Ichiro fukumoto

Designing Enhanced Daily Digital Artifacts Based on the Analysis
of Product Promotions Using Fictional Animation Stories . . . . . . . . . . . . . 266

Mizuki Sakamoto, Tatsuo Nakajima, and Sayaka Akioka

Task Context Modeling for User Assist in Organizational Work . . . . . . . . 278
Masashi Katsumata

Workshop on Intelligence for Strategic Foresight

Selection of Core Technologies from Scientific Document . . . . . . . . . . . . . . 290
Myunggwon Hwang, Jangwon Gim, Do-Heon Jeong, Jinhyung Kim,
Sa-kwang Song, Sajjad Mazhar, Hanmin Jung, and Jung-Hoon Park

Integration System for Linguistic Software and Data Set: uLAMP
(Unified Linguistic Asset Management Platform) . . . . . . . . . . . . . . . . . . . . . 296

Jung-Ho Um, Sung-Ho Shin, Sung-Pil Choi, Seungwoo Lee, and
Hanmin Jung

Scalable Visualization of DBpedia Ontology Using Hadoop . . . . . . . . . . . . 301
Sung-min Kim, Seong-hun Park, and Young-guk Ha

Content and Expert Recommendation System Using Improved
Collaborative Filtering Method for Social Learning . . . . . . . . . . . . . . . . . . . 307

Kyungsun Kim, Kyounguk Lee, and Jinwoo Park



XVI Table of Contents

Special Session on Technologies and Theories
of Narrative

Automatic Animation Composition System for Event Representation
–Towards an Automatic Story Animation Generation– . . . . . . . . . . . . . . . . 314

Yusuke Manabe, Takanori Ohsugi, and Kenji Sugawara

Narrative on the Road . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 324
Hitoshi Morita

Methods for Generalizing the Propp-Based Story Generation
Mechanism . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 333

Shohei Imabuchi and Takashi Ogata

Special Session on Evolutionary Computation and
Its Application

GA-Based Method for Optimal Weight Design Problem of 23 Stories
Frame Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 345

Takao Yokota, Kiyoshi Tsukagoshi, Shozo Wada,
Takeaki Taguchi, and C. Tarn

A Proposal of a Genetic Algorithm for Bicriteria Fixed Charge
Transportation Problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 352

Toshiki Shizuka and Kenichi Ida

The GMM Problem as One of the Estimation Methods of a Probability
Density Function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 359

Kiyoshi Tsukagoshi, Kenichi Ida, and Takao Yokota

GA for JSP with Delivery Time . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 369
Yusuke Kikuchi, Kenichi Ida, and Mitsuo Gen

Advances in Multiobjective Hybrid Genetic Algorithms for Intelligent
Manufacturing and Logistics Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 379

Mitsuo Gen and Kenichi Ida

Special Session on Intelligent Media Search
Techniques

A Semantic Coherence Based Intelligent Search System . . . . . . . . . . . . . . . 390
Weidong Liu and Xiangfeng Luo

Pyxis+: A Scalable and Adaptive Data Replication Framework . . . . . . . . 401
Yuwei Yang, Beihong Jin, and Sen Li



Table of Contents XVII

Classifying Mass Spectral Data Using SVM and Wavelet-Based Feature
Extraction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 413

Wong Liyen, Maybin K. Muyeba, John A. Keane,
Zhiguo Gong, and Valerie Edwards-Jones

Multi-Scale Local Spatial Binary Patterns for Content-Based Image
Retrieval . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 423

Yu Xia, Shouhong Wan, Peiquan Jin, and Lihua Yue

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 433



Interactive Rough-Granular Computing

in Wisdom Technology

Andrzej Jankowski1, Andrzej Skowron2, and Roman Swiniarski3

1 Institute of Computer Science, Warsaw University of Technology
Nowowiejska 15/19, 00-665 Warsaw, Poland

a.jankowski@ii.pw.edu.pl
2 Institute of Mathematics, Warsaw University

Banacha 2, 02-097 Warsaw, Poland
skowron@mimuw.edu.pl

3 Department of Computer Science, San Diego State University
5500 Campanile Drive San Diego, CA 92182, USA

and
Institute of Computer Science Polish Academy of Sciences

Jana Kazimierza 5, 01-248 Warsaw, Poland
rswiniarski@mail.sdsu.edu

Constructing the physical part of the theory and unifying it

with the mathematical part should be considered as one of

the main goals of statistical learning theory

– Vladimir Vapnik

([24], Epilogue: Inference from sparse data, p. 721)

Abstract. Understanding of interactions is the critical issue of complex
systems. Interactions in physical world are represented by information
granules. We propose to model complex systems by interactive intelli-
gent systems (IIS) created by societies of agents. Computations in IIS
are based on complex granules (c-granules, for short). Adaptive judge-
ment allows us to reason about c-granules and interactive computations
performed on them. In adaptive judgement, different kinds of reason-
ing are involved such as deduction, induction, abduction or reasoning by
analogy as well as intuitive judgement. In modeling of mental parts of c-
granules, called information granules (infogranules, for short), we use the
approach based on the rough set methods in combination with other soft
computing approaches. Issues related to interactions among objects in
the physical and mental worlds as well as adaptive judgement belong to
the fundamental issues in Wisdom Technology (WisTech). In the paper
we concentrate on some basic issues related to interactive computations
over c-granules. WisTech was developed over years of work on different
real-life projects. It can also be treated as a basis in searching for solu-
tions of problems in such areas as Active Media Technology and Wisdom
Web of Things.

Keywords: granular computing, rough sets, interactions, information
granule, physical object, complex granule, interactive intelligent system,
active media technology.

T. Yoshida et al. (Eds.): AMT 2013, LNCS 8210, pp. 1–13, 2013.
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2 A. Jankowski, A. Skowron, and R. Swiniarski

1 Introduction

Granular Computing (GC) is now an active area of research (see, e.g., [16]).
Objects we are dealing with in GC are information granules (or infogranules,
for short). Such granules are obtained as the result of information granulation
[25, 27]: Information granulation can be viewed as a human way of achieving
data compression and it plays a key role in implementation of the strategy of
divide-and-conquer in human problem-solving.

The concept of granulation is rooted in the concept of a linguistic vari-
able introduced by Lotfi Zadeh in 1973. Information granules are constructed
starting from some elementary ones. More compound granules are composed
of finer granules that are drawn together by indistinguishability, similarity, or
functionality [26].

Understanding of interactions of objects on which are performed computa-
tions is fundamental for modeling of complex systems [3]. This requirement is
fundamental for modeling of complex systems [3]. For example, in [13] this is
expressed in the following way: [...] interaction is a critical issue in the un-
derstanding of complex systems of any sorts: as such, it has emerged in several
well-established scientific areas other than computer science, like biology, physics,
social and organizational sciences.

Interactive Rough Granular Computing (IRGC) is an approach for modeling
interactive computations (see, e.g., [19, 21–23]) based on rough sets in combi-
nation with other soft computing approaches such as fuzzy sets or evolutionary
computing, and also with machine learning and data mining techniques. The
notion of the highly interactive granular system is clarified as the system in
which intrastep interactions [4] with the external as well as with the internal
environments take place.

We extend the existing approach by introducing complex granules (c-granules)
making it possible to model interactive computations performed by agents oper-
ating in the physical world. Any c-granule consists of three components, namely
soft suit, link suit and hard suit. These components are making it possible to
deal with such abstract objects from soft suit as infogranules as well as with
physical objects from hard suit. The link suit of a given c-granule is used as a
kind of c-granule interface for expressing interaction between soft suit and and
hard suit. Any agent operates in a local world of c-granules. The agent control
is aiming to control computations performed by c-granules from this local world
for achieving the target goals. Actions (sensors or plans) from link suits of c-
granules are used by the agent control in exploration and/or exploitation of the
environment on the way to achieve their targets. C-granules are also used by
agents for representation of perception of interactions in the physical world. Due
to the bounds of the agent perception abilities usually only a partial information
about the interactions from physical world may be available for agents. Hence,
in particular the results of performed actions by agents can not be predicted
with certainty.

The reasoning making it possible to derive relevant information c-granules for
solutions of the target tasks is based on interactions between many c-granules
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and is called adaptive judgement. Adaptive rational judgement and adaptive in-
tuitive judgement are two main kinds of adaptive judgement [8]. In some sense
this is some kind of dialogue and/or discussion between c-granules representing
different perspectives for the problem solving. For example, any agent classifying
a new object typically uses some arguments for and against. One should make
some kind of dialogue between such “arguments”. It is a good idea to distinguish
dialogue and discussion [2]: A key difference between a dialogue and an ordinary
discussion is that, within the latter, people usually hold relatively fixed positions
and argue in favor of their views as they try to convince others to change. When
a given agent has enough time and recourses then this agent can continue such
kind of “internal agent dialogue” until acceptable solutions will be achieved. It
is a good example of “slow thinking” [9]. However, in practice usually agent does
not have “enough time and recourses”. Thus agent has to make the decision fast.
In many practical cases “lack of decision is the worst decision”. In order to “sur-
vive” in such situations agent has to make a decision based on agent hierarchy of
values representing current agent priorities of needs, habits, intuitions, emotions
and others. This way of thinking corresponds in many aspects to “fast thinking”
(Kehneman and Tversky [9]) or it corresponds to concept of “discussions” [2].
In some sense this approach to problem solving has roots in the Socrates ap-
proach to logic. According to “Dialogues” of Plato, Socrates prefers concept of
“dia-logos” instead of logos. In other words, the problem solving process is a
result of some kind of interaction processes like “dialogue” or/and “discussion”
between agent internal c-granules and/or with other agents. Two agent processes
are important for realisation of interactions:

1. Adaptive intuitive judgement - corresponds to making decisions mainly based
on agent current hierarchy of values which represents current agent priorities
of needs, habits, intuitions, emotions and others. They are computed fast
using simple heuristics. One can observe strong relationships of adaptive
intuitive judgement with “fast thinking” [9] or “discussion” [2] as well as to
some extent with reactive agents. The rules of adaptive intuitive judgement
are subject of continuous adaptive change toward improvement of the quality
of non perfect judgement (it is result of interactions with environment).

2. Adaptive rational judgement - corresponds to making decisions mainly based
on rational (i.e., acceptable and verifiable by agent) inference rules. One can
observe strong relationships of adaptive rational judgment with “slow think-
ing” [9], “dialogue” [2] as well as to some extent with deliberative agents.
The rules of adaptive rational judgement are subject of rather rare changes
(relative to the dynamic speed of changes of the analyzed phenomena). The
changes typically are results of important new discoveries, paradigm shifts
(e.g., science revolution according to Thomas Kuhn) and/or language mean-
ing shifts.

Definitely, in the language used by agents for dealing with adaptive judgment
some deductive systems known from logic may be applied to closed worlds for
reasoning about knowledge relative to them. This may happen, e.g., if the agent
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languages are based on classical mathematical logic. However, if we move to in-
teractions in open worlds then new specific rules or patterns relative to a given
agent or group of agents in such worlds should be discovered. Such rules or pat-
terns are influenced by uncertainty because they are induced by agents under
uncertain knowledge about the environment. Hence, considering only the abso-
lute truth becomes unsatisfactory. Deduction and induction as well as abduction
or analogy based reasoning may be involved in adaptive judgement. Among the
tasks for adaptive judgement are the following ones supporting reasoning toward:
searching for relevant approximation spaces, discovery of new features, selection
of relevant features, rule induction, discovery of inclusion measures, strategies for
conflict resolution, adaptation of measures based on the minimum description
length principle, reasoning about changes, perception (action and sensory) at-
tributes selection, adaptation of quality measures over computations relative to
agents, adaptation of object structures, discovery of relevant context, strategies
for knowledge representation and interaction with knowledge bases, ontology ac-
quisition and approximation, learning in dialogue of inclusion measures between
information granules from different languages (e.g., the formal language of the
system and the user natural language), strategies for adaptation of existing mod-
els, strategies for development and evolution of communication language among
agents in distributed environments, strategies for risk management in distributed
computational systems.

The question arises about the logical tools relevant for the above mentioned
tasks of adaptive judgement on computations performed on c-granules. First let
us observe that the satisfiability relations in the IRGC framework can be treated
as tools for constructing new c-granules. If fact, for a given satisfiability relation,
the semantics of formulas over c-granules relative to this relation is defined. In
this way the candidates for new relevant c-granules can be obtained. We would
like to emphasize a very important feature. The relevant satisfiability relation
for the considered problems is not given but it should be induced (discovered)
on the basis of a partial information encoded in information (decision) systems
obtained as results of aggregation (e.g., join with constraints [17]) of other infor-
mation (decision) systems. For real-life problems, it is often necessary to discover
a hierarchy of satisfiability relations before we obtain the relevant target level.
Information granules constructed at different levels of this hierarchy finally lead
to relevant ones for approximation of complex vague concepts expressed in natu-
ral language. The rough set approach in combination with other soft computing
approaches is used in inducing approximations of complex vague concepts and
reasoning schemes over them [20].

Issues related to interactions among objects in the physical and mental worlds
as well as to adaptive judgement about interactive computations on c-granules
belong to the fundamental issues in Wisdom Technology (WisTech) [6, 7] based
on the following meta-equation:

WISDOM = INTERACTIONS+ADAPTIVE JUDGEMENT+KNOWLEDGE.
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Wistech can be treated as a basis in searching for solutions of problems related
to the goals of Active Media Technology (AMT) as well as of Wisdom Web of
Things (W2T) [28, 10].

In Section 2 a general structure of c-granules is described and some illus-
trative examples are included. Moreover, some preliminary concepts related to
agents performing computations on c-granules are discussed. Comments on risk
management in IIS are presented in Section 3.

This paper covers some issues of the keynote talk at AMT 2013.

2 Complex Granules and Physical World

In this section we discuss the basic concepts related to c-granule relative to a
given agent ag. Let us assume that the agent ag has access to a local clock
making it possible to use the local time scale. In this paper we consider discrete
linear time scale.

We distinguish several kinds of objects in the environment in which the agent
ag operates:

– physical objects (called also as hunks of matter, or hunks, for short) [5] such
as physical parts of agents or robots, specific media for transmitting informa-
tion; we distinguish hunks called as artifacts used for labeling other hunks or
stigmergic markers used for indirect coordination between agents or actions
[11]; note that hunks may change in time and are perceived by the agent
ag as dynamic (systems) processes; any hunk h at the local time t of ag is
represented by the state sth(t); the results of perception of hunk states by
agent ag are represented by value vector of relevant attributes (features);

– complex granules (c-granules, for short) consisting of three parts: soft suit,
link suit, and hard suit (see Figure 1); c-granule at the local time t of ag is
denoted by G; G receives some inputs and produces some outputs; inputs
and outputs of c-granule G are c-granules of the specified admissible types;
input admissible type is defined by some input preconditions and the output
admissible type is defined by some output postconditions, there are distin-
guished inputs (outputs) admissible types which receive (send) c-granules
from (to) the agent ag control;

• G soft suit consists of

1. G name, describing the behavioral pattern description of the agent
ag corresponding to the name used by agent for identification of the
granule,

2. G type consisting of the types of inputs and outputs of G c-granule,
3. G status (e.g., active, passive),
4. G information granules (infogranules, for short) in mental imagi-

nation of the agent consisting, in particular of G specification, G
implementation and manipulation method(s); any implementation
distinguished in infogranule is a description in the agent ag language
of transformation of input c-granules of relevant types into output
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c-granules of relevant types, i.e., any implementation defines an inter-
active computation which takes as input c-granules (of some types)
and produces some c-granules (of some types); inputs for c-granules
can be delivered by the agent ag control (or by other c-granules), we
also assume that the outputs produced by a given c-granule depend
also on interactions of hunks pointed out by link suite as well as
some other hunks from the environment - in this way the semantics
of c-granules is established;

• G link suit consists of
1. a representation of configuration of hunks at time t (e.g., mereologies

of parts in the physical configurations perceived by the agent ag);
2. links from different parts of the configuration to hunks;
3. G links andG representations of elementary actions; using these links

the agent ag may perform sensory measurement or/and actions on
hunks; in particular, links are pointing to the sensors or actuators in
the physical world used by the considered c-granule; using links the
agent ag may, e.g., fix some parameters of sensors or/and actions,
initiate sensory measurements or/and action performance; we also
assume that using these links the agent ag may encode some infor-
mation about the current states of the observed hunks by relevant
information granules;

• G hard suit is created by the configuration of interacting hunks encoding
G soft suit, G link suit and implementing G computations;

• soft suit and link suit of G are linked by G links for interactions between
the G hunk configuration representation and G infogranules;

• link suit and hard suit are linked by G links for interactions between the
G hunk configuration representation and hunks in the environment.

The interactive processes during transforming inputs of c-granules into out-
puts of c-granules are influenced by (i) interaction of hunks pointed out by
link suit and (ii) interaction of pointed hunks with relevant parts of configura-
tion in link suit.

Agent can establish, remember, recognize, process and modify relations
between c-granules or/and hunks. Agents and societies of agents may be also
represented as (generalized) c-granules [7]. A general structure of c-granules is
illustrated in Figure 1. Figure 2 illustrates c-granules corresponding to sensory
measurement. Note that in this case, the parameters fixed by the agent con-
trol may concern sensor selection, selection of the object under measurement by
sensor and selection of sensor parameters. They are interpreted as actions se-
lected from the link suit. In the perception of hunk configuration of c-granule are
distinguished infogranules representing sensor(s), object(s) under measurement
and the configuration itself. The links selected by the agent control represent
relations between states of hunks and infogranules corresponding to them in the
link suit. Figure 3 illustrates how an interactive information (decision) system
is created and updated during running of c-granule implementation according
to scenario(s) defined in the soft suit and related G links. Such information (de-
cision) systems are used for recording information about the computation steps
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Fig. 1. General structure of c-granules

during the c-granule implementation run. Note that the structure of such infor-
mation systems is different from the classical definition [14, 15, 20]. In particular,
such systems are open due to the fact that links to physical objects as well as
interactions are changing (often in unpredictable way) in time. We assume that
for any agent ag there is distinguished a family of elementary c-granules and
constructions on c-granules leading to more compound c-granules. The agent ag
is using the constructed granules for modeling attention and interaction with the
environment. Note that for any new construction on elementary granules (such
as network of c-granules) should be defined the corresponding c-granule. This
c-granule should have appropriate soft suit, link suit and hard suit so that the
constructed c-granule will satisfy the conditions of the new c-granule construc-
tion specification. Note that one of the constraints on such construction may
follow from the interactions which the agent ag will have at the disposal in the
uncertain environment.In the construction o new c-granules information systems
play the fundamental role (see, e.g., [1, 21, 17]).

It is worthwhile mentioning that the interactive computations based on c-
granules are different from Turing computations. In IRGC computations are
progressing due to controlled by actions interactions among different physical
objects and their interactions with inforgranules. One can imagine operations
non-computable in the Turing sense which are computable in IRGC. In Figure 4
we illustrate how the abstract definition of operation from soft link interacts
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Fig. 2. Interactions caused by sensors

with other suits of c-granule. It is necessary to distinguish two cases. In the first
case, the results of operation ⊗ realized by interaction of hunks are consistent
with the specification in the suit link. In the second case, the result specified in
the soft suit can be treated only as an estimation of the real one returned as the
result of interactions which may be different from the estimated result due to
the unpredictable interactions in the hard suit.

A transition relation related to a given agent ag is defined between configu-
rations of ag at time t and the time moment next to t. A configuration of ag at
time t consists of all configurations of c-granules existing at time t. A configura-
tion of c-granule G at time t consists of G itself as well as all c-granules selected
on the basis of links in the link suit of G at time t. These are, in particular all
c-granules pointed by links corresponding to the c-granules stored in the com-
puter memory during the computation process realised by c-granule as well as
c-granules corresponding to perception at time t of the configuration of hunks
at time t.

Note that the transition relation is making it possible to predict the next
possible configurations. However, the real successive configuration may be dif-
ferent from all of the predicted ones due to unpredictable interactions in the
environment.

Languages of agents consists of special c-granules called expressions. From
one hand side any expression may be used without its ’support’ in correspond-
ing link suit and hard suit of the c-granule defining the expression, i.e., only
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Fig. 3. Example: Row of interactive information (decision) system corresponding to
registration of computation of c-granule according to implementation scenario

soft suit may fully characterize expression. This can be done under the assump-
tion that there are fixed reliable coding methods (representing, e.g., reading and
storing methods) between soft suit and hard suit of the expression by the agent.
On the other hand, under the same assumption as before, one may consider
only hard link as an object characterizing the considered expression. Expres-
sions for communication are usually representing classes of hunks rather than
single hunks. This follows from the fact that the agents have bounded abilities
for discernibility of perceived objects. Different behavioral patterns may be in-
discernible relative to the set of attributes used by the agent. Hence, it follows
that the agents perceive objects belonging to the same indiscernibility or/and
similarity class in the same way. This is an important feature making it possible
to use generalization by agents. For example, the situations classified by a given
set of characteristic functions of induced classifiers (used as attributes) may be
indiscernible. On the other hand, a new situation unseen so far may be classified
to indiscernibility classes which allows agents to make generalizations. The new
names created by agents are names of new structured objets or their indiscerni-
bility (similarity) classes. Languages of agents consist of partial descriptions of
situations (or their indiscernibility or similarity classes) perceived by agents as
well as description of approximate reasoning schemes about the situations and
their changes by actions and/or plans. The situations may be represented in hier-
archical modeling by structured objects (e.g., relational structures over attribute
value vectors or/and indiscernibility (similarity classes) of such structures). In
reasoning about the situation changes [18] one should take into account that the
predicted actions or/and planes may depend not only on the changes recognized
in the past situations but also on the performed actions and plans in the past.
This is strongly related to the idea of perception pointed out in [12]: The main
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Fig. 4. Computability of operation ⊗ in IRGC

idea of this book is that perceiving is a way of acting. It is something we do. Think
of a blind person tap-tapping his or her way around a cluttered space, perceiving
that space by touch, not all at once, but through time, by skillful probing and
movement. This is or ought to be, our paradigm of what perceiving is. Agents
should be equipped with adaptation strategies for discovery of new structured
objects and their features (attributes). This is the consequence of the fact that
the agents are dealing with vague concepts. Hence, the approximations of these
concepts represented by the induced classifiers evolve with changes in uncertain
data and imperfect knowledge.

3 Risk Managemant in IIS

For the risk management in IIS one of the most important task is to develop
strategies for inducing approximations of vague complex concepts which are next
used for activation of actions performed by agents on the basis of satisfiability
(to a degree) of these concepts in a given situation. A typical example is the
statement of the form: “now we do have very risky situation”. The develop-
ment of strategies for inducing approximations of such vague complex concepts
are based the activation of actions performed by agents. These vague complex
concepts are represented by the agent hierarchy of needs.

In risk management one should consider a variety of complex vague concepts
and relations between them as well as reasoning schemes related, e.g., to the
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bow-tie diagram (see Figure 5). One can consider the mentioned above task
of approximation of vague complex concepts initiating actions as the task of
discovery of complex games (see Figure 6) from data and domain knowledge
which the agents are playing in the environment attempting to achieve their
targets. The discovery process can be based on hierarchical learning supported
by domain knowledge [7, 1]. It is also worthwhile mentioning that such games are
evolving in time when the data and knowledge about the approximated concepts
are changing (drifting in time) and the relevant adaptive strategies for such
games are required. These adaptive strategies are used to control the behavior
of agents toward achieving by them targets. Note that also these strategies should
be learned from data and domain knowledge.

actions initiated on the basis of judgment about 
satisfiability (to a degree) of their guards 

. . . 

action guards: complex vague concepts 

Fig. 6. Games based on complex vague concepts
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4 Conclusions and Future Research

The outlined research on the nature of interactive computations is crucial for
understanding complex systems. Our approach is based on complex granules
(c-granules) performing computations through interaction with physical objects
(hunks). Computations of c-granules are controlled by the agent control. More
compound c-granules create agents and societies of agents. For other issues out-
lined in this paper such as interactive computations performed by societies for
agents, especially communication language evolution and risk management in
interactive computations the reader is referred to [7]. Further development of
the IRGC based on c-granules for risk management in real-life projects is one of
our future research direction. IRGC seems to be a good starting point for better
understanding computations in nature as well as for constructing the physical
part of the statistical learning theory and unifying it with the mathematical
part of this theory (see motto of his article). Interactive computations based on
c-granules create a good background for modeling computations in AMT and
W2T. Yet another research direction is related to relationships of interactive
computability based on c-granules and Turing computability.
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Abstract. This paper proposes a vision-based methodology that recognizes the 
users’ fingertips so that the users can perform various mouse operations by ges-
tures as well as implements multi-mouse operations.  By using the Ramer-
Douglas-Peucker algorithm, the system retrieves the coordinates of the finger 
from the palm of the hand.  The system also recognizes the users’ intended 
operation on the mouse through the movements of recognized fingers.  When 
the system recognizes several palms of hands, it changes its mode to the multi-
mouse mode so that several users can coordinate their works on the same 
screen.  The number of mice is the number of recognized palms.  In order to 
implement our proposal, we have employed the Kinect motion capture camera 
and have used the tracking function of the Kinect to recognize the fingers of us-
ers. Operations on the mouse pointers are reflected in the coordinates of the 
detected fingers.  In order to demonstrate the effectiveness of our proposal, we 
have conducted several user experiments.  We have observed that the Kinect is 
suitable equipment to implement the multi-mouse operations.  The users who 
participated in the experiments quickly learned the multi-mouse environment 
and performed naturally in front of the Kinect motion capture camera. 

Keywords: Kinect, Multi-mouse, Hand Tracking, Skelton Tracking, OpenNI. 

1 Introduction 

We have witnessed the advent of novel man-machine interfaces in various fields in-
cluding human computer interaction. In particular, the field of the human computer 
interaction in mobile phones and games are eye-opening; operations by voice and by 
gestures become common scenery today. It is advantageous if one can operate appara-
tuses without touching them. Even in the operation of PCs, there are quite a few  
situations that one does not want to touch input devices. 

In this paper, we propose a vision-based methodology that recognizes the users’ 
fingertips so that the users can perform various mouse operations by gestures as well 
as implements multi-mouse operations. By using the Ramer-Douglas-Peucker  
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algorithm, the system retrieves the coordinates of the finger from the palm of the 
hand.  The system also recognizes the users’ intended operation on the mouse 
through the movements of recognized fingers.  When the system recognizes several 
palms of hands, it changes its mode to the multi-mouse mode so that several users can 
coordinate their works on the same screen such as sharing information, transferring 
files by dragging them.  The number of mice is the number of recognized palms.  

In order to implement our proposal, we have employed the Kinect motion capture 
camera and have used the tracking function of the Kinect to recognize the fingers of 
users.  Operations on the mouse pointers are reflected in the coordinates of the de-
tected fingers.  Even in the multi-mouse mode, operations such as clicking are  
detected independently so that multiple users’ operations do not confuse each other. 

In order to demonstrate the effectiveness of our proposal, we have conducted sev-
eral user experiments.  We have observed that the Kinect is suitable equipment to 
implement the multi-mouse operations.  The users who participated in the experi-
ments quickly learned the multi-mouse environment and performed the vision based 
interface gestures naturally in front of the Kinect motion capture camera. 

We believe that our development opens a new horizon toward a novel human com-
puter interaction that particularly assists brainstorming.  Because natural, stress-free 
interface is the most important factor to make brain storming be success. 

The structure of the balance of this paper is as follows.  In the second section, we 
describe the related works.  In the third section, we present our methodology.  The 
core of our methods is the Ramer-Douglas-Peucker algorithm to retrieve the coordi-
nates of the fingers from the palm of the hand in an open space.  The fourth section 
describes how the system is implemented.  We have employed the Kinect motion 
capture camera to retrieve the coordinates of the palms of the users, as well as to 
detect their intentions by gestures.  The fifth section describes the user experiments 
and demonstrates the effectiveness of our system.  Finally, in the sixth section, we 
conclude our discussion and present the direction of future works. 

2 Related Works 

Versatility and applicability of the non-contact operation are the containers of enorm-
ous ideas. There are various situations where the operators of a machine cannot touch 
any physical devices.  In fact, non-contact operations have the possibility to make 
impossible desires be possible.  Pioneers in this field have shown the possibility  
of non-contact operations.  For example, Farzin et al. have demonstrated the  
non-contact mouse is possible [1].   

Ueda et al. have developed a multi-mouse system [2].  Even though they have 
shown the potential collaborative works through multi-mouse system, all the partici-
pants have to have their own physical mice.  

Several researchers have conducted studies in real time tracking systems using the 
Villa-Jones-based cascade classifier [3-4].  Other researchers have shown that cas-
cade classifiers can also be used to recognize hands and various parts of the human 
body [5-9].  Marcel et al. have detected the hand by the different technique [10].  
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They have used a variation that tracks hand by the skin color of human body.  Yu et 
al. proposed a technique to detect gestures of hands by image of processing [11].  
They have utilized that the bipolarization of the extracted image increases the contrast 
so that the silhouette and distinct features of the hands are accurately and efficiently 
extracted from the image.  The Gauss-Laplace edge detection approach has been 
utilized to get the hand edge. 

Another notable study and development is accomplished by Chiba et al. [12].  
They have successfully substituted the physical mouse by the Kinect [12].  The sys-
tem is already commercially available from Nichii [13].  Ahn et al. have developed 
the other system, an interactive presentation system, for slideshow presentations [14].  

As we mentioned in the first section, the Kinect has several advantages over the 
conventional mouse.  In the field of medical care and welfare, there are lots of occa-
sions that the users want to avoid hand-contact.  Substituting the mouse by the Kinect 
already exists for medical use [12].  The system, however, is designed just for single 
user.  We adopt a multi-mouse function in our system so that the system can be used 
for multi-user brainstorming.   

For the multi-user brainstorming, the multi-mouse system developed by Ueda et al. 
has great success.  The participants are able to communicate directly though pointing 
the same screen.  At a brainstorming scene, we often experience that exchanging 
roles and input devices are annoying and interfere the discourse of thought and dis-
cussion.  Therefore the multi-mouse environment is desirable for brainstorming.  
However, the conventional multi-mouse system has certain disadvantage.  In fact, the 
multi-muse system using conventional physical mice takes too much space to operate 
[2].  Our system provides the multi-mouse environment operated entirely by  
gestures. 

3 Methodology 

The purpose of this system is to provide a powerful tool that substitutes the traditional 
input device, i.e. mouse, and realizes the multi-mouse system.  This system is aimed 
to assist the brainstorming of multiple people by using the Kinect motion capture 
camera.  The system sets the mouse pointer coordinate as follows: 

1. The Kinect recognizes the hand of a user.  The information acquisition of the 
frame model starts. 

2. The system acquires the coordinate of the palm from the frame model that is  
provided by the Kinect. 

3. The system acquires the coordinate of the each finger from the palm.  The system 
can acquire the coordinates of the entire hand in this way.  If the system detects 
(through the Kinect) more than one palms, it acquires the coordinate of the each 
palm. 

4. The system sets the mouse pointer at the coordinate of the finger acquired at the 
second step.  

Thus, when the system recognizes the fingertip of the user, it makes the coordinate of 
the mouse pointer be the coordinate of the finger.  The system displays several 
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mouse pointers depending on the number of the recognized palms, and assigns the 
click and the mouse wheel functions to each mouse pointer.  By simple finger ges-
tures, the user can perform those click and mouse wheel functions in our vision based 
user interface system.  The user can perform all the features that the basic mouse has.  
For example, in order to perform the mouse wheel function, the user is supposed to 
move his or her finger as if tracking the touch panel.  Table 1 shows the gestures that 
the user is expected to perform in order to activate the mouse functions. 

Table 1. Gesture functions 

Number of Finger Function The user ‘s performance 

One finger Mouse cursor Fingertip indicates the mouse position 

Two fingers Mouse click Second finger indicates the mouse clicked 

Three fingers Mouse wheel Scroll the screen by moving fingers 

 

 

Fig. 1. Recognizing the fingertips 

We have chosen the C# as the implementation language for our system [15].  This 
is the language recommended for programming with the Kinect.  We use OpenNI 
API to recognize the fingers of the user [16].  OpenNI API acquires the skeleton 
information of a human body (the yellow outline) as shown in Fig. 1.  The decision 
to use OpenNI as the base library is due to NITE [17].  OpenNI uses another set of 
library programs called NITE, and this supports development of applications using 
OpenNI, and is middleware to support gesture recognition in particular.  We describe 
the details of gesture recognition in the next implementation section. 

We employ Ramer-Douglas-Peucker algorithm to detect fingers [18].  The Ramer-
Douglas-Peucker algorithm is intended to reduce the number of points to represent a 
curved line while preserving the rough drawing figure.  This is also called as End-
Point-Fit Algorithm.  The algorithm takes the first point (point A) and the last point 
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(point B) (Fig. 1).  Point A is the coordinate of the palm of the user.  The skeleton 
tracking feature of the Kinect provides the coordinate of this point, and we can extract 
the values by using the OpenNI library.  Point B is a point of approximately the same 
depth close to point A, and is the furthest point on the plane of the same depth.  Since 
the depth sensor provides the contour of the hand by bipolarization, we can determine 
the coordinates of the tip of the finger furthest from the coordinates of the palm (point 
A).  It then looks for a remote point more than the approximate precision (ε) from the 
line with the first and the last points as end points.  This point is the furthest on the 
curved line from the approximating line between the end points.  If the point furthest 
from the line is greater than the approximate precision (ε), then that point must be 
kept.  The algorithm recursively calls itself until the point furthest from the line is 
less than the approximate precision (ε).  By using this algorithm, our system captures 
the image of the user’s hand as shown in Fig. 1.  This algorithm makes the outline of 
a given hand image be expressed smoothly by minimum number of points as shown 
in Fig. 1.  By the preliminary experiments, i.e. trial and error, on a number of adult 
male hands, we have found that the condition ε = 15 (pixels) provides the best result. 

After obtaining the outline of a hand by the Ramer-Douglas-Peucker algorithm, we 
identify the position of the fingertip using another algorithm called convex hull algo-
rithm.  The convex hull is a collection of straight line connecting the outermost 
points in the set of points in the plane as shown in Fig. 2.  Because the Ramer-
Douglas-Pecker algorithm provides the set of point coordinates, we can easily deter-
mine the convex hull from them.  We then look for acute angles in the convex hull.  
Because we assume that the only a fingertip forms an acute angle.  We define the 
acute angle in our context be zero to eighty degree.  

When the system recognizes a hand, it acquires the coordinates of the palm and 
constructs the coordinates of fingers from them.  When the system recognizes several 
hands, each coordinate is kept in the data structure as an array.  Then each finger of 
each hand is also kept in the data structure as also an array in a hierarchical way.  
Fig. 2 shows how the data structure is constructed. 

               

Fig. 2. Left: Douglas-Pecker Algorithm, Right: The Convex hull 



 Vision-Based User Interface for Mouse and Multi-mouse System 19 

4 Implementation 

We employed the Kinect motion capture camera as the base technology for our sys-
tem.  The Kinect is the peripheral device for Xbox 360 released by Microsoft Corpo-
ration [19].  Kinect can capture the movement of whole body of the user without 
wearing any physical devices by using a RGB camera, a depth sensor, a multi-array 
microphone.  The RGB camera uses three colors (red, blue, green) of signals with 
three different wires.  The camera is placed to between of two depth sensors.  The 
Kinect adopts a technique to perform the triangulation by its own laser pattern.  In 
fact, we have observed innumerable points are arranged as a laser pattern.  Skeleton 
tracking is to distinguish each part of the body using the image that the RGB camera 
and the depth sensor of the Kinect acquire.  With the Kinect, we can extract the 
movement of each part of the body in dynamic setting.  

In order to develop our system with the Kinect, we select OpenNI for API.  
OpenNI is the library that is provided by PrimeSence [16].  The notable feature of 
OpenNI is that the library makes the near-mode available for any types of the Kinect.  
By using this library, the Kinect can detect an object as close as 405mm.  This makes 
the operation in front of the PC be recognizable.  We intensively utilize this function 
to make the system detect fingertips of users just in front of the Kinect.  OpenNI uses 
another set of library programs called NITE, and this supports development of Open-
NI.  NITE is the middleware to support gesture recognition in particular [17].  The 
NITE library can detect various gestures by using its own algorithm, such as circular 
motion or the vertical motion.  In addition, it supports the function for multi-
processing using a shared memory and performs the acquisition and the disposal of 
camera images by a different process.  This feature is useful when many users partic-
ipate in the multi-mouse mode. 

When the user uses single finger and moves it, the system reflects the numerical 
value of the coordinate of the mouse according to the movement.  When the user 
adds another finger, i.e. using two fingers, the system recognizes the user pushes the 
mouse button.  Therefore, if the user display two fingers in a short period, the system 
recognizes the gesture as the mouse click, and if the user two fingers and moves them, 
the system recognizes the gesture as the dragging the mouse.  When the user displays 
three fingers, the system recognizes the gesture mouse wheel operation.  These  
gestures and operations are summarized in Table 1.   

When the system recognizes more than one palm, the system registers those posi-
tions of palms in an array of the data structure as shown in Fig. 3.  The system checks 
the data structure and displays the mouse pointer as many elements as in the array.  
Once a certain palm is recognized and corresponding mouse pointer is created.  

The correspondence of the hand and pointer is never broken.  The image of the 
hand and the mouse pointer are tightly coupled in the data structure.  Therefore  
confusions between multiple mouse operations should not be happen.  
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Fig. 3. Data structure for hand and finger coordinates 

5 User Experiments 

In order to demonstrate the effectiveness of our system, we have conducted some user 
experiments.  In this section, we report the result of the user experiments.  Fig. 4 
shows the users conducting an experiment using two mice. 

 

Fig. 4. Users operating PC with two mice 

We have conducted the usability evaluation by using questionnaires.  For the test 
of the multi-mouse, we made pairs of users.  Each pair consists of a teacher and a 
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learner and they perform a role playing game.  They do not have previous knowledge 
about the Kinect.  The questionnaire sheet contains five questions.  They are: the 
comprehensibility of the operation, the response of the operation, the novelty of the 
system, the error rate and the degree of satisfaction.  The simplicity of the operation 
makes the user learn the operation of the system easily.  The bigger the value means 
the easier to learn.  The error rate means how the user feels uncomfortable of the 
system.  We recorded the users’ impressions and opinions during the experiments 
and summed up the numerical value on the check sheet as shown in Table 2.   
The higher the value, the more the user satisfies. 

Interviewing with the users of the experiments, we have found that they had expe-
rienced uncomfortable phenomena due to misrecognitions of our system.  In order to 
ameliorate the situation, we have investigated and conducted the numerical experi-
ment to reveal how the system misrecognizes the users’ gestures.  We have observed 
the system tends to misrecognize the number of the fingers.  Also, when the user 
changes the number of fingers to indicate the system for mouse operations, it takes 
some time delay to recognize the changes.  Since the system is designed to recognize 
the users’ intended operation by the number of fingers, this may cause serious prob-
lems.  We compiled the results of the experiments in Table 3.  We have measured 
the time period that the system recognizes the change of the number of fingers, and be 
stable.  When the user displays single finger, the system recognizes it immediately, 
i.e. less than one second.  Regardless the user changes the number of fingers one to 
two or three to two, the time period the system stably recognizes the two fingers, i.e. 
mouse-down, is one or two second.  For the three fingers, it takes three seconds as 
well.  We can observe that the system is fairly stable. 

Table 2. User evaluations 

Users Comprehensibility Response Error rate Novelty of System Satisfaction 
A 5 4 4 5 4 
B 5 3 4 5 5 
C 5 3 3 5 5 
D 5 4 4 4 4 
E 5 5 3 5 5 
F 5 4 3 5 4 

Average 5.0 3.8 3.5 4.8 4.5 

Table 3. Time to recognize the fingers 

Changes of the number of fingers Response time in second 

Display single finger Less than 1 

Changes to two fingers 1-2 

Changes to three fingers 2-3 

 
The user experiments show the system is easy to learn.  We have found the users 

get used to the vision-based interface immediately after starting to use.  We have also 
observed that the Kinect and multi-mouse system have high affinity.  The system 
demonstrates considerably low misrecognitions.  The system certainly misrecognizes 
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the number of fingers the users show, but the error rate is in the tolerable range.  
Erroneous recognition was more likely to occur when: 

1. More than two hands are present in front of the Kinect in close proximity, and 
2. Some objects that resembles to hand or finger including hair, near the hand.  

In order to improve the recognition success rate, we are designing to combine the 
skeleton tracking system of the Kinect and image processing.  RGB camera can easi-
ly recognize the color of the hand, and should be able to distinguish the fingers from 
the background.  This should augment the depth sensor data. 

When the user is about to perform a mouse operation and the other user of the pair 
perform another mouse operation, their operations do not interfere each other.  But 
while one is scrolling the screen, the other clicks the mouse on an icon, their works 
interfere.  Technically such a situation is no problem, but the users feel nuisance. We 
have found the source of the irritation is that it is not clear what the company is doing, 
because there is no visible mouse.  In order to ameliorate the situation, we are  
designing the icons of the mouse pointer that indicate what the users operate on it. 

6 Conclusion and Future Direction 

We have proposed a vision-based human computer interface that recognizes the users’ 
fingertips so that the users can perform various mouse operations by gestures.  We 
have also implemented multi-mouse features in the vision-based human computer 
interface system.  The system retrieves the coordinates of the finger from the palm of 
the hand by using the Ramer-Douglas-Peucker algorithm.   

We have employed the Kinect motion capture camera and have used the tracking 
function of Kinect to retrieve the coordinates of the fingers of users.  Operations on 
the mouse pointers are reflected in the coordinates of the detected fingers.  Even in 
the multi-mouse mode, operations such as clicking are detected independently so that 
multiple users’ operations do not confuse each other. 

In order to demonstrate the effectiveness of our proposal, we have conducted sev-
eral user experiments.  We have observed that the Kinect is suitable equipment to 
implement the multi-mouse operations.  The users who participated in the experi-
ments quickly learned the multi-mouse environment and performed naturally in front 
of the Kinect motion capture camera.  The system sometimes misrecognizes the 
number of the users’ fingers.  We should be able to mitigate the misrecognition due 
to the inaccurate depth sensor by combing the image processing of the RGB camera 
data. 

Even though there is much room to improve the system, we believe that our devel-
opment opens a new horizon toward a novel human computer interaction that particu-
larly assists brainstorming.  Because natural, stress-free interface is the most  
important factor to make brain storming be success. 
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Abstract. Local traditional arts people and the city’s traditional music preserva-
tion society have eagerly wished a technology to accurately score traditional 
music, especially Tsugaru Shamisen. This music will be preserved as scores, 
which avoids relying solely on the oral transmission of this music to the young 
performers. At this time, we have experimentally produced an “Electronic 
Shamisen” equipped with a pick-up microphone attached to each string and au-
tomatic scoring equipment, which automatically records scores from the sound 
source with an agent method.  

Keywords: pattern recognition, agent, automatic scoring, noise reduction,  
resonance.  

1 Introduction 

Aomori prefecture is abundant with traditional arts. Most of them, especially music 
has been handed down orally and traditionally hardly any scores have been in exis-
tence. Given the tradition, classical melodies have not been communicated accurately 
to students over the years and some of the melody has even been disappearing. Herit-
age Shamisen players and traditional music preservation societies (the public) have 
great concern over the issue of preservation of traditional music. This research aims at 
developing automatic scoring system on the basis of local traditional musical instru-
ment such as Tsugaru and with information technology to solve the issue. Scoring 
refers to writing the musical composition into scores. This research saves the effort of 
the scoring specialists in taking down the masters’ performance and makes it easy to 
develop the score unique to the musical instrument. 

2 Automatic Scoring System 

Automatic scoring system processes audio source entry – analysis – scoring as in the 
previous studies [1]. This research focus on scoring/replaying of the traditional folk 
songs played by the Japanese musical instrument such as Tsugaru Shamisen. 
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research, Shamisen was recorded in acoustic sound and analyzed the source by  
frequency, it was impossible to block the influence of sound noise; slight high and/or 
low frequency sound inaudible to human ears. Therefore we have developed an elec-
tronic Shamisen so that its acoustic source was directly entered by lineout and scored. 
Electronic Shamisen is equipped with high performance pickup microphone attached 
to each string shown in Photo 1, preventing resonance of the strings as much as possi-
ble or unnecessary harmonic overtone; created the skeleton in such a way that pro-
vides the feel for the real Shamisen. The fundamental is that the string vibration is 
converted into electronic symbols and after the analog-digital conversion, scoring 
takes place upon extracting the frequency corresponding to the scale or Tsubo by 
spectral analysis. 

4 Automatic Notation Process 

4.1 Automatic Notation Process 

The automatic notation equipment is composed mainly of the following process as in 
Fig. 1. 

(1) Audio source frequency analysis process: Frequency range of Shamisen strings 
(first to third strings) is registered and notes made by the plectrum is analyzed by the 
acoustic spectrum analysis, delete interference or resonance with the other strings 
enabling to extract the single string sound. 

(2) Shamisen scale decipherment process: The unique tuning of Shamisen such as 
“Hon-choshi (full scale)”, “Ni/ two – agari (two degrees up)”, or “San/3 sagari  
(3 degrees down)” is registered, analyze each frequency unit and analog-digitally 
convert the scale of each string corresponding to the tuning of respective string (0 to 
18 degrees per string).  

(3) Notation process: The analog-digital conversion (numerical designation scale) 
and the registered frequency scale (digital data) are compared. If the result is within 
the allowance, formal scale of the players (“Tsubo”: Scale of Shamisen score is in 
numbers), the scale numbers is saved in the memory of the score. 

4.2 Issues with Notation Particular to Shamisen 

In the notation process, following problems have happened which are particular to 
Shamisen.  

(1) In a vibrato on single sound, the sound is recognized as a bundle of multiple 
scales instead of a single sound. 

(2) ”Su or Sukui-bachi” and “Ha or Hajiki-yubi” are not differentiated. 
(3) In a tremolo or trill sound, recording process of the sound cannot keep up.  In 

tackling the issues, the multi-agent system was utilized to decipher Shamisen 
scale or Tsubo as follows: 
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(1) Each agent carries out some of its functions and constructs a solution by solving 
its own local problem independently.  

(2) A supervisor agent (SA) selects an adequate solution by cooperating with other 
agents. Each SA shares the solution with other relevant SAs in order to get  
feedback. 

(3) The first two steps are cyclically repeated until a better global solution can no 
longer be obtained. 

(4) The JFSS uses the best solution obtained by the SA to estimate the right music 
notation. 

(5) The JFSS then negotiates, via a communication module and cooperates with 
related the other JFSS to decide the further precise music notation according to 
the music notation & frequency knowledge database. 

(6) During this negotiation, there will be some conflicts between the JFSSs.  
The details of how these conflicts are resolved are given in the next section. 

4.3.2 Shamisen Scale Decipherment Process 
Fig. 5 shows the scale decipherment software algorithm of Judgment Function of 
Shamisen Scales (JFSS) by the multi agent system using the scale or Tsubo identifica-
tion device, which is the core. Firstly, the scale data sent by the acoustic source  
frequency analysis process is evaluated whether relevant sound exists by the scale 
decipherment process of each string, via entry module. If it is a single sound, its  
discrimination process activates. In the case of multi-layered sound, multiple discrim-
ination processes activate simultaneously. Then the prescribed scale is identified ac-
cording to the selective priority process and moves on to the scoring process via 
communication module in the order of entry. At this time, the scale assessment agent 
of each scale determines whether acoustic frequency entered corresponds the scale or 
Tsubo. This assessment process solves the issue described in the section 4.2 (1), 
whether the sound variation falls within certain time, continues or transfers to the next 
sound by comparing the scale information among the identification devices by the 
scale or Tsubo unit. This is based on the prescribed table of finger manipulation prior-
ity parameter as shown in Table 3, which expresses characteristics unique to Shami-
sen. In the case when the entered scale information is not clearly a single sound, the 
scale array conversion process particular to finger manipulation takes place according 
to the pre-registered patters such as the “Su or Sukui -bachi” or the “Ha or  
Hajiki-yubi.” 

The agents determine each scale and type (“Su” or “Ha”) among themselves refer-
ring to the prescribed table of priority. When the agents compete or contradict among 
themselves in the process of comparison, they re-determine the scale and type by 
further comparing the priority invariables (parameters.)  Also, if the scale is flat or 
sharp by 1/4 or 1/8 of a note, it is determined as dissonance and the scale adjustment 
function is activated to adjust to the normal scale. 

4.3.3 Scale Identification Device Performance Flowchart 
The performance flowchart of the scale identification is shown in Fig.6.  

First, the step A identifies the vibrating string and its scale by comparing the 
acoustic source frequency entry and the table of all the scale frequency. If the entered 
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create supportive environments and develop personal skills for elder people to realize 
successful ageing by using above method. Also, by using this instrument, it reminds 
dementia patients of good old scoreless folk music which they used to sing in their 
younger days. This will be definitely effective to cure these dementia patients by  
remaking folk music scores. 
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Abstract. This paper proposes a system for visualizing individual and
collective movement within dense geographical contexts, such as cities
and urban neighborhoods. Specifically, we describe a method for creating
“spatiotemporal maps” deformed according to personal movement and
stasis. We implement and apply a prototype of our system to demonstrate
its effectiveness in revealing patterns of spatiotemporal behavior, and
in composing maps that more closely correspond to the node-oriented
“mental maps” traditionally used by individuals in the act of navigation.

1 Introduction

In this paper, we propose a system thatmodels users’ localizedmovement patterns
to generate “spatiotemporal maps” of their pedestrian and vehicular movement
within a city or urban neighborhood. These spatiotemporal maps are deformed
according to the amount of time spent at locations and en route. The project aims
to reveal awareness and dialogues not easily discerned from traditional geographic
maps.

At present, most of the maps we use are formed by topographical projections
of “geographical distance”. Though these maps provide a baseline of valuable
information, we must recognize that, when large numbers of people move between
similar points on a map, travel time will depend more on local traffic conditions
than on physical distance, and that, for the most part, our current topographical
maps fail to reveal this dependency.

If you are asked for directions by travelers, you will tend to assemble a
schematic map from your current position to the destination inawareness your
head, and attempt to explain direction and orientation with respect to rele-
vant nodes, such as the buildings and intersections en route. Generally, we re-
gard these schematics as cognitive maps, assembled from various geographical
or spatial memories and generally inaccurate in comparison to the topographi-
cal map. Nevertheless, they support consistently successful navigation to desired
destinations. This is because a cognitive map, though geographically inaccurate,
contains the minimum information required by human navigators, and as such,
can be regarded as more streamlined and easier to use than the corresponding,
geographically accurate, map.

T. Yoshida et al. (Eds.): AMT 2013, LNCS 8210, pp. 37–45, 2013.
c© Springer International Publishing Switzerland 2013
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We can assume that cognitive maps depend greatly on an individual’s life
patterns and his/her perception of time. As a result, we expect to be able to
visualize the spatial structure and nodes of a city based on the cognitive maps
of individuals living in that city.

2 Related Work

Ashbrook et al. demonstrated a system that automatically clusters GPS data,
taken over an extended period, into meaningful locations at multiple scales [1].
In our approach, we consider that we can use the portion to extract landmarks
for map deformation.

Agrawala et al. described algorithmic implementations of these generalization
techniques within LineDrive, a real-time system for automatically designing and
rendering route maps [2]. In this paper, we regard route maps as similar to our
spatiotemporal maps, except that spatiotemporal maps are based on time, by
way of movement data.

Patterson et al. demonstrated that by adding more external knowledge about
bus routes and bus stops, accuracy is improved [3]. We want to determine
whether there are new awareness by generating the spatiotemporal maps from
human behavior.

Schoning et al. presented a study that discusses the suitability of various pub-
lic maps to this task and evaluated whether geographically referenced photos can
be used for navigation on GPS-enabled devices [4]. In the future we would like to
create a system that generates spatiotemporal maps based on the built-in GPS
of smartphones and similar mobile devices. For example, if a mobile user takes
pictures for inclusion in PhotoMap, these pictures could be deformed into spa-
tiotemporal maps based on the user’s movement leading up to the photograph.

Shen et al. created a visual analysis tool called “MoviVis” that presents spatial
and social information as a heterogeneous network [5]. The distance between any
two points of the resulting maps is similar to the distance represented between
landmarks of our spatiotemporal maps. Also, if the actual distance is far, it is
close as distance sense.

3 Spatiotemporal Maps Generation System

3.1 System Configuration

Our spatiotemporal maps generation system visualizes users’ movement patterns
based on their GPS movement data, which must be captured using a GPS logger
(using the model of user action proposed by Ashbrook et al. [1]). Based on this
data, we create a time scale and spatial scale focused around the region and time
span of activity. We then use threshold processing to determine the dwelling time
of users, based on whether a mesh separated according to spatial location exceeds
a certain time scale. The result is a set of points called nodes, joined by lines
called links. The locations of these nodes are adjusted to reflect travel times
along links and, finally, a general map is deformed to fit the adjusted nodes. The
result is what we call a spatiotemporal map.
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3.2 Features of the Spatiotemporal Maps

Our spatiotemporal maps are based on time-tracked movement data, and de-
formed by time-based depending on the life time of the individual.

Fig. 1. Example of a spatiotemporal map

Fig. 1 is an example of an actual spatiotemporal map. Note the deformation
of the general map to reflect movement (i.e. motion and stasis) data.

– Spatiotemporal maps for individual users
Because our maps reflect movement data, their deformations will vary ac-
cording to individual users—i.e. where they live and work, and their means
of transportation.

– Spatiotemporal maps for multiple users
When mapping multiple users, places common to several users will become
nodes. Note that some of these nodes can only emerge in the visualization
itself, as aggregations of movement in space and time.

4 Prototype System

When mapping multiple users, places common to several users will become
nodes. Note that some of these nodes can only emerge in the visualization itself,
as aggregations of movement in space and time.

4.1 Collection and Storage of Movement Data

The data we want to collect must include the latitude, longitude, and time
coordinates for individual users. We use the GPS data as movement data.
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Fig. 2. Movement data everyday we collect

As shown in Fig. 2, GPS data is collected everyday. We are collecting GPS
data now. We use GPS data collected in this way, visualize location, season,
time, and more, and compare them.

All GPS data was initially stored in CSV format; however, this led to ineffi-
cient programming. Therefore, we extracted only the required CSV data, stored
it in a relational database, and queried it as needed. We use the SQLite database
and management system.

In our SQLite database, we created three simple tables: User, File and Data.
The User table manages all user data, the File table includes userid and filepath
columns to associate users with file-based data, and the Data table includes fileid,
Latitude, Longitude, and Date columns for specifying space-time coordinates.

4.2 Creating Sparial Scales and Time Scales and Generating Nodes

We created the spatial mesh and time mesh. The spatial mesh is the mesh has
a scale of two dimensional in the spatial direction. The time mesh is the mesh
has a scale of one dimensional in the time direction. We tuned the spatial mesh
and time mesh. As a result, the spatial mesh was in the 10m 10m, and the
time mesh was in the 1 minute. Fig. 3 shows the stay time of the user in the
spatial mesh. If the stay time is over the 1minute, we generate a point called a
node in the spatial mesh from Fig. 3. The size of the node depends on the stay
time of the user. Further, we display a link that connects between nodes. Links
are calculated the sequence of connection between the nodes. It connects to the
starting point and the end point as a link along the time axis in the movement.
Fig. 4 is view that nodes and links are generated based on a spatial mesh.
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Fig. 3. Generation of nodes from a spatial mesh

Fig. 4. Generation of nodes and links from a spatial mesh

4.3 Map Deformation

Next, nodes and links are repositioned, and a general map covering their geo-
graphical region is deformed accordingly.

– Restructuring of nodes and links
The spatiotemporal maps are based on the amount of time spent at locations
and en route. We consider that the links should to be based on the average
of travel times. Therefore, we need to restructure the positions of nodes
and links. We shift the position of the node that is mapping on the map in
according to the travel time.

We use a “a generalized solution of time-distance mapping” [6] as a
reference. The problem of generating this time-distance map is how best
to place a set of points given the time-distance between them on the plane.
Shimizu et al. modeled this as a nonlinear least-square problem and proposed
a generic solution on that basis. Their proposed solution is as follows.
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min
∑
ij∈L

[
(tij sinΘ

′
ij − (xj − xi))

2 + (tij cosΘ
′
ij − (yj − yi))

2
]

(1)

– Map deformation
To maintain useful context, it is important to deform the geographical map
without critical loss of geographical information. To accomplish this, we
perform image deformation using the moving least squares method proposed
by Schaefer et al. [7].

We try the map deformation by separating and distorting a map in the
virtual mesh. In this deformation, we reconfigure the mesh by using the
information the nodes displaced (x, y) (x’, y’). We use the moving least
squares method to reconfigure of the mesh. The moving least squares method
corresponds to find the solution to the following.∑

i

wi|lv(pi)− qi|2 (2)

We can distort the map to affine transform the image by depending on the
mesh reconfigured.

Fig. 5 shows an example deformation. The blue dots in the figure indicate
control points, and the green dots indicate the adjusted location of those
control points. Image deformation is accomplished by simply clicking a part
of the image on the left and dragging to produce the image on the right.

4.4 Demonstration

To demonstrate the effectiveness of our prototype system, we used it to create
several spatiotemporal maps. For this purpose, we found three users willing to
have their GPS data collected and visualized for a one-month period.

Fig. 6 is a side-by-side comparison of the three users’ spatiotemporal maps.
Note that the maps differed significantly, even though the users lived and worked
in the same city. All three users come and go different places. But it can be read
from the Fig. 6 that left user has moved to the range of the left from the point
A, middle user has moved to various locations around the point A, and right
user has moved to the range of the right from the point A. This is because living
space of person is different. This is a direct indication of the differences among
the users’ lifestyles—i.e. their dwelling places and transportation behaviors—
resulting in different spatiotemporal deformations.

Fig. 7 is a comparison of spatiotemporal maps of the same user displaying
different places. The left figure is the spatiotemporal map of user’s hometown,
the right figure is the spatiotemporal map of business trip destination. The user
in the hometown walks around the neighborhood and goes quickly by a car to
the long way as the airport. When the user moves by a car, the deformation of
the spatiotemporal map is constant. But the user in the business trip destination
moves by the train and walks to the destination from the station. When the user
moves by the train, the deformation of the spatiotemporal map is also constant.
When the user walks to the destination from the station, the spatiotemporal
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Fig. 5. Example of Map Deformation

Fig. 6. Comparison of three users’ spatiotemporal maps

map is distorted as fish-eye lens at the center of the station. We surmise that
the different deformations are due to use of different means of transportation.
In addition, we can guess also transport used by the region is different.

Fig. 8 is a comparison of spatiotemporal maps with different hours. The left
figure is the spatiotemporal map of the day, the right figure is the spatiotemporal
map of the evening. The road is quiet during the day, but the road is crowded
in the evening. Since users tended to favor the same routes of travel, we can
assume that the change in deformation is due to variations in traffic conditions,
which may be hourly, daily or seasonal.
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Fig. 7. Comparison of spatiotemporal maps for an individual using different means of
transportation

Fig. 8. Comparison of spatiotemporal maps with different hours

5 Conclusions and Future Work

In this paper, our purpose was to provide an insightful visualization of individual
life patterns as they apply to movement in time and space. Specifically, we
proposed a new kind of map deformation based on the movement and stasis
of users within a city environment. By collecting data that reflects individual
variations in destination, schedule, and transportation mode, and applying our
prototype system to this data, we were able to generate a series of individual and
multiple-user spatiotemporal maps. These maps made clear certain differences
in individual and collective behavior over time, and helped to distinguish key
features of the mental and transportation-related landscape.

In future work, we intend to focus on two important features.
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– Automation of map deformation program
Map deformation program that incorporates the method of Shimizu et al.
did not work well. Therefore, we innovate the elements of the spring model
in this program and distort to let a natural length of the spring be travel
time. And another thing, we use Google Maps as images now and image
deformation makes also characters distort. We want to devise such as divided
into separate layers of map image and characters.

– Experiments on the “awareness due to show each other the maps”
It is possible to be aware the part was not awaken by oneself by others
by showing each other the generated spatiotemporal maps. For example,
there are problems in the city and special local information. Otherwise, we
can aware the differences between profile from showing each other. So, we
should do an experiments on the “awareness due to show each other the
spatiotemporal maps”.
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Abstract. In this paper, we present an investigation of indoor objects
positioning using the received Wi-Fi signal strength in the realistic envi-
ronment with the presence of obstacles. Wi-Fi RSS based positioning is
a promising alternative to other techniques for locating indoor objects.
Two factors may lead to the low Wi-Fi RSS positioning accuracy: the
existence of moving obstacles, and the limited number of available an-
chor nodes. We propose a novel approach to locating a target object in
a given area by introducing a hidden factor for a reduced form of proba-
bilistic estimator. This estimator is unbiased with the scalability in field
size. With the selection of a Gaussian prior on this hidden factor char-
acterizing the effects of RSS drop introduced by obstacles, we convert
the positioning prediction into a maximum a posteriori problem, then
apply expectation-maximization algorithm and conjugate gradient opti-
mization to find the solution. Simulations in various settings show that
the proposed approach presents better performance compared to other
state-of-the-art RSS range-based positioning algorithms.

Keywords: Indoor positioning, Received Wi-Fi signal strength, Maxi-
mum a posteriori, Conjugate gradients.

1 Introduction

Due to the successful deployment of global positioning systems (GPS), location-
based services (LBS) have been extensively developed for military, industrial,
medical, household and personal uses. However, because the satellite signal can-
not penetrate roofs and walls, alternatives to GPS, such as Wireless sensor net-
works (WSN) based positioning techniques, are a promising option for locating
indoor objects. Without the loss of generality, the WSN based techniques can be
classified by the measurements used for position calculation, for example, time
of arrival (TOA), angle of arrival (AOA), and received signal strength (RSS).
Compared to TOA and AOA, RSS based positioning methods have the advan-
tages of low cost and low power, and usually there is no need for extra hardware
(TOA requires high precision timer) [1][2]. But the RSS is affected not only by
the distance between a pair of sender and receiver, but also the path along which
the signal travels, therefore the RSS positioning accuracy are impacted by the
high environmental noise.

T. Yoshida et al. (Eds.): AMT 2013, LNCS 8210, pp. 46–55, 2013.
c© Springer International Publishing Switzerland 2013
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The survey of earlier research in WSN positioning can be found in [1][3].
Roughly, the RSS based indoor positioning methods can be implemented either
on the customer side or on the server [4]. A variety of wireless signals can be
applied to form the WSN in positioning, e.g. laser, sonar, infrared, RFID, and
more recently ZigBee, UWB and Wi-Fi. Among the afore mentioned signals, Wi-
Fi is sensitive to the environment setup, thus easy to suffer from the environment
variations [5][6]. Unlike the range based position algorithms that need to estimate
the distances between objects, other proposals instead use indirect ways to locate
the target, including centroid, DV-HOP, and APIT [7][8][9]. Usually range-less
algorithms result in a lower location precision [10].

In this paper, we investigate the indoor positioning problems with changing
obstacles on the signal propagation paths: given a collection of anchor nodes with
known positions which periodically beacon their existence using Wi-Fi signals,
a target needs to estimate its two dimensional position within a constrained
area using only the information of anchor coordinates and the received signal
strength indicators. The motivation of this research comes from the following
facts: first, many hand-held devices such as smart phones and tablet computers
have built-in Wi-Fi interfaces; and second, a large number of Wi-Fi access points
have been installed in public facilities, shopping malls and offices, making Wi-
Fi based indoor positioning free of additional infrastructure investment. But
the major challenges in realistic environments also contain adversary factors:
large fluctuation of RSS readings coming from the unstable signal propagation
paths and varying environmental noise; low attenuation coefficient of the Wi-Fi
signal (intended for data communication rather than location determination)
and large measurement noise. In this paper, we apply the shadowing model of
the Wi-Fi signal for the purpose of range estimate. To improve the performance
of positioning, we introduce a hidden variable expressing the effect of obstacles
on range estimation, and also convert the probabilistic positioning problem to a
reduced objective function for optimization. To demonstrate the effectiveness of
the proposed approach, we designed simulations and experiments and evaluated
the performance of our algorithms in typical indoor positioning settings, as well
as compared with other methods documented in recent research.

2 Assumptions and Models

Consider an indoor space deployed with a fixed number of anchor nodes (Wi-
Fi routers), we note that these anchors may either be evenly distributed or
randomly set up. The positions of these anchors are assumed known and will not
change in the target positioning process. Suppose a target object is constrained
to this area and is able to receive the beacon signals sent by the anchors, and
the signals may be blocked by the moving obstacles on the line of sight paths
between the target and some of the anchors, the objective is to estimate the
position of the target using only the one-time RSS readings by the target as well
as a map of the anchor layout.
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In theory, the power of received signal, p at distance d can be characterized
by the formula p(d) = c

dn , where n is the loss factor in the open space and is a
constant. The measured logarithm value of the received power, i.e., RSSI, can
be represented as follows,

r(d) = r(d0)− 10n log10(
d

d0
) + xσ (1)

In (1), d0 is a reference distance (usually d0 is taken as 1 meter), r(d0) is the
RSSI value at d0, and Xσ denotes a measurement noise. In the typical setting,
it is assumed that Xσ follows the normal distribution N (0, σ2). We assume the
loss factor n is known to the target because the parameter can be pre-calibrated
to satisfy a given precision criterion. In a realistic environment, the existence of
moving obstacles will attenuate the RSSI readings by the target, rendering the
model in (1) no longer applicable.

In [11], Ali-Rantala et al studied the impacts of different walls and concluded
that the received signal strength varied from the wall thicknesses and materi-
als. In [12] the authors proposed modification to the generic shadowing model
by adding a term representing the impacts of walls in between the sender and
receiver. To capture the impacts of obstacles, fingerprint is applied to train the
environment-aware model [13][14]. Nevertheless, a disadvantage of this approach
is that whenever the environment changes, the model has to be re-trained by
collecting a new data set, in particular for the scenario with the presence of
moving obstacles.

Similar to [11], we repeatedly measured the RSSI values of a wireless router
at various distances in a computer lab. It can be seen that the RSSI values
at a fixed distance follows normal distribution approximately. But if the range
estimate error introduced by the obstacles is very big, it is no longer valid to
model this error as a normally distributed measurement noise. At the working
frequency of 2.4G, the decrease of RSSI reading is usually 7dBm to 12dBm [11].

Suppose the parameter n and r(d0) are also sent to the target, we may add a
new random term Q to the shadowing model to reflect the impact of the existing
obstacles.

r(d) = r(d0)− 10n log10(
d

d0
) + xσ +Q (2)

Instead of directly model the variable Q in (2), we consider the its impact

on the range estimate. Denote the estimated distance d̂(r) from a noisy RSSI

reading r(d), satisfying 10n log10(
d̂
d0
) = r(d0) − r(d), while the real distance d

is corresponding to the noise free RSSI 10n log10(
d
d0
) = r(d0)− r̄(d), where r̄(d)

can be thought of as the long term average of the measured received

d̂(r) = d010
r(d0)−r(d)

10n = d010
r(d0)−r̄(d)−zσ−Q

10n = γde−
ln 10zσ

10n ,

where γ = 10−
Q

10n ≥ 1. It is straightforward to see, ln γd

d̂
∼ N (0, ( ln 10

10n σ)2) is a
normal distributed random variable.
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Let us first consider the case γ = 1, i.e., Q = 0 for all anchor nodes. Because
ln d

d̂
∼ N (0, ( ln 10

10n σ)2) , given a collection of RSSIs {ri|1 ≤ i ≤ N,N ≥ 3} from

the anchors at (xi, yi) (not all anchors are collinear), the maximum likelihood
estimation of the target position (x, y) is

(x∗, y∗) = argmax
(x,y)

N∏
i=1

e
−[(ln

√
((x−xi)

2+(y−yi)
2)

d̂i(ri)
)2/( ln 10

10n σ)2]

= arg min
(x,y)

N∑
i=1

(ln

√
((x − xi)2 + (y − yi)2)

d̂i
)2.

We simplify the natural logarithm function to its first order Taylor expansion
at 1, let d̃i(x, y) =

√
(x− xi)2 + (y − yi)2, then

(x∗, y∗) = arg min
(x,y)

N∑
i=1

(1− d̃i

d̂i
)2. (3)

We note that the sum in (3) is not convex because of the role played by square
root in calculating distance. One reason to take a simplified form for the log-
arithm function is that the logarithm function has an unsmooth surface when
(x, y) is close to (xi, yi), making the calculated distance approach zero, and thus
cause the optimization algorithms fall into local minimum, while the function in
(3) will not lead to such situation.

Theorem 1 (optimality). If Q = 0 in (2), there exists a constant k such that
the real target position (xt, yt) minimizes the expectation

φ(x, y|xt, yt) = E[

N∑
i=1

(k − d̃i(x, y)

d̂i
)2],

where d̂i is the distance estimate to anchor node i for the readings of RSSIs from
anchor nodes when a target is located at (xt, yt).

Now let us move to the cases that not all γ = 1. Suppose we know the exact
impact of obstacles for each of the anchors, a corollary can be drawn.

Corollary. If Q �= 0 in (2) for some anchor nodes, there exists a constant k such
that (xt, yt) is the optimal solution that minimizes the expectation

φ(x, y|xt, yt) = E(

N∑
i=1

(k − γi
d̃i(x, y)

d̂i
)2)

where d̂i is the distance estimate to anchor node i for the readings of RSSIs from
anchor nodes when a target is located at (xt, yt).

Unfortunately, it is hard to measure γi without collecting a large number
of data and γi may change from time to time in the presence of moving ob-
stacles. A reasonable trade-off is to assume γ = 1, and select a good k using
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certain heuristics, to approximate the target position prediction. Given a collec-
tion of RSSIs from anchors for a target at unknown position (xt, yt), let function

f(x, y|k) = ∑N
i=1(k − d̃i(x,y)

d̂i
)2, we use the solution that minimizes f(x, y|k) to

estimate the target position, i.e.,

(x∗, y∗|k) = argmin
x,y

N∑
i=1

(k − d̃i(x, y)

d̂i
)2. (4)

Let the prediction error be ε(k) =
√
(x∗ − xt)2 + (y∗ − yt)2, we have the fol-

lowing scalable property. The proof relies on the fact that d̂i ∝ di.

Theorem 2 (scalability). If the distances between N anchor nodes are scaled
by a factor f , the expected prediction error of the solution to (4) is also scaled
by f .

3 Probabilistic Reduced Estimation Algorithms

Since the parameters needed to calculate the exact value of k are not available,
we have to find good heuristics to determine k. In this paper, we first choose
a prior on k, and thus convert the positioning problem to a MAP problem,
finally use the solution to the MAP problem as the estimated target position.
As we have seen in the last section, the approximate estimation of the target
position can be transformed to solving (4). Equivalently, we assume that all
anchors send beacon signals independently, i.e., the RSSI measurements ri from
different anchor nodes are mutually independent, and the joint probability of
location (x, y) in the reduced form is

P (x, y|rNi , k) =

N∏
i=1

P (x, y|ri, k) ∝
N∏
i=1

e
(k−d̃i(x,y)/d̂i(ri))

2

s2
1 ,

for certain variance s21. By speculating on the prior of k, P (k), we obtain the
following MAP problem

P (x, y|rNi ) ∝ (

N∏
i=1

exp
(k − d̃i(x, y)/d̂i(ri))

2

s21
)P (k),

and subsequently solve

(x∗, y∗) = argmax
x,y

P (x, y|rNi ).

We consider the following candidates of P (k) and will use them to test the
validity of the proposed algorithm in the simulations in Section 4: uniform prior,
negative exponential prior and Gaussian prior with unknown mean.
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1, uniform prior

The target position estimate (x∗, y∗|rNi=1) = argminx,y,k

(∑N
i=1 (k − d̃i(x,y)

d̂i(ri)
)2
)
,

subject to the area constraint and 0 < k ≤ 1.
2, Gaussian prior with fixed mean
Let k be independent of the RSSI data and follow a Gaussian distribution with
mean of 1, P (k) = 1√

2πs2
exp−(k−1

s2
)2. The target position estimate

(x∗, y∗|rNi=1) = argminx,y,k

(∑N
i=1 (k − d̃i(x,y)

d̂i(ri)
)2 + λ(1 − k)2

)
,

subject to the area constraint and 0 < k ≤ 1.
3, Gaussian prior with unknown mean
Let k follow P (k) = 1√

2πs2
exp−(k−μ

s2
)2. The target position estimate

(x∗, y∗|rNi=1) = argminx,y,k

(∑N
i=1 (k − d̃i(x,y)

d̂i(ri)
)2 + λ(k − μ)2

)
,

subject to the area constraint and 0 < k ≤ 1. Because μ is unknown, we apply

EM algorithm and in the expectation step, we set μ = 1
N

∑N
i=1

d̃i(x,y)

d̂i(ri)
. The algo-

rithm listed in Table 1 needs three preset control parameters: maximal number
of iterations MAX , precision tolerance e, and prior weight λ .

We use conjugate gradient to solve the above nonlinear optimization prob-
lem in Step 3. In this paper, we take an iterative style implementation for the
Gaussian-Newton conjugate gradient optimization. The fundamental idea of this
technique is to approximate the nonlinear function with its Taylor expansion,
using regression to minimize the sum square of residual errors. To be specific,
the optimization problem is formulated as follows

min
x,y,k

f(x, y, k) = min
x,y,k

N∑
i=1

(
k − d̃i(x, y)

d̂i(ri)

)2

+ λ(k − μn−1)
2

where d̃i(x, y) =
√
(x− xi)2 + (y − yi)2, and subject to the conditions |x| ≤

X, |y| ≤ Y, 0 < k ≤ 1.
Since the algorithms are linear in the number of anchor nodes, and Hessian

has a fixed dimensionality, they apparently have scalable complexities.

4 Simulations and Evaluation

To evaluate the performances of the proposed approach, we tested the algorithms
in a set of situations through Monte Carlo simulations. The factors considered
in the experiment setup included the following:

1) size of the field, we tested the typical room with different sizes from 10m by
10m to 100m by 100m respectively
2) layouts of anchor nodes and the number of anchor nodes, we tested both the
scenarios of systematically deployed anchor nodes and randomly placed anchor
nodes in a few layouts with different number of anchor nodes
3) parameters of free space shadowing model and noise level, the loss factor was
chosen as 2 and 3, the RSSI measurement variance was set from 1mdB to 10mdB
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Table 1. EM based probabilistic reduced positioning algorithm

Step 1 Range estimation: set the distances to all anchor nodes

d̂i(ri) = d010
r(d0)−r(d)

10n using {ri|1 ≤ i ≤ N}
Step 2 Initialization: (x, y) = (x0, y0), set μ0 = 1, let counter n = 1
Step 3 Maximization: solve

(xn, yn|rNi=1) = argminx,y,k

(∑N
i=1 (k − d̃i(x,y)

d̂i(ri)
)2 + λ(k − μn−1)

2
)

Step 4 Mean estimation: set

μn =

∑N
i=1(

d̃i(xn,yn)

d̂i(ri)
)2

∑N
i=1

d̃i(xn,yn)

d̂i(ri)

Step 5 Stop criteria: if
√

(xn − xn−1)2 + (yn − yn−1)2 ≤ e or n ≥ MAX
return (x∗, y∗) = (xn, yn) ; otherwise set n = n+ 1, go to Step 3

4) ways of placing obstacles, we selected 3 modes of blocking effects: no block,
weak block and strong block, with Q = 0,−5,−10 mdB respectively, and tested
various combinations of the nodes in different modes
5) impacts of obstacles on received signal, the power drop Q was set in the range
of -1 to -10 mdB.

We also compared the proposed approach with some other known techniques in
literature. All simulations were implemented in Matlab and C programming lan-
guage on a laptop computer with Intel Core CPU at 2G Hz and 2G memory. The
RSSI readings were drawn randomly from a pool of simulated results using Monte
Carlo method. Each trial was repeated for a number of times. For each studied
scenario, the positioning error (defined as ε =

√
(x∗ − xt)2 + (y∗ − yt)2, where

(x∗, y∗) is the estimated position and (xt, yt) is the real position of the target) and
the cumulative distribution functions of the error were used to evaluate the posi-
tioning performance.Despite that the function f(x, y|k) is non-convex, it is smooth
and often locally convex at the global optimum. In our experiments, the proposed
conjugate gradient-based algorithm gave solutions very close to the real optimum.

One control parameter in the proposed approach that needs to be determined
is the prior weight λ. We observed that compared to the uniform prior, Gaussian
priors had smaller average estimate errors. And Gaussian EM presented robust-
ness to the variation of λ. For a 20m by 20m with 9 anchors placed on a 3×3 grid,
we tested with 5 anchors unblocked, 2 weakly blocked and 2 strongly blocked,
and nodes in each mode were picked randomly, while a target was randomly
located within the field. As demonstrated in Figure 1, Gaussian EM remained
stable under different λ, and Gaussian prior with fixed mean was affected by λ.
Therefore, we used Gaussian EM with λ = 0.1 for the evaluation and comparison
with other methods, unless specified otherwise.

We compared the proposal with several established methods using the same
parameters, including namely least square (LS) [15], maximum likelihood esti-
mation (MLE) [16] and weighted MLE. To compare with these algorithms, we
simulated a field of 20m by 20m, each test consisted of 500 randomly located



Wi-Fi RSS Based Indoor Positioning 53

0 1 2 3 4 5 6

2.39

2.395

2.4

2.405

2.41

2.415

Lambda

E
rr

or

 

 

Gaussian k = 1
Gaussian EM

1 2 3 4 5 6 7 8 9 10
1

2

3

4

5

6

7

8

9

10

Sigma

E
rr

or

 

 

Gaussian EM

Fixed k = 1

Least Square

Fig. 1. Estimation errors under different parameters, left: λ, right: σ

Fig. 2. Comparison with other algorithms, left: cumulative probability of error, right:
estimate errors under different power drops caused by obstacles
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Fig. 3. Estimate errors under different number of blocked anchor nodes, left: Q = −5,
right Q = −10

targets in the field. RSSI data were drawn using Monte Carlo method. The
cumulative probability of position error is given in Figure 2, in which we set
σ = 4, and each AN has 20% probability to be blocked by an obstacle that results
in a 10dBm drop in RSSI. It is seen that the proposed algorithm outperformed
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all others in comparison (15% higher than the second best, weighted MLE).
When the power drop was changed from 2 to 10dBm, the error grew slowly after
the drop reached 8.

Tests were done with varying probability for a node to be blocked, ranging
from 1 to 9 nodes, we see in Figure 3 that the proposed algorithm gives the
best outcomes in all cases. At higher blockage probability, the advantage of the
proposed approach is more remarkable.

5 Conclusions and Discussions

The precision of two-dimensional indoor positioning using RSS readings from
Wi-Fi routers compromises by the obstacles along the propagation paths which
cause the further attenuation of the transmitted power. By introducing a hidden
factor, the approach proposed in this paper is able to adjust the solution auto-
matically and generate an improved residual estimate error. A few assumptions
on the priors of this factor are investigated. The introduction of the prior makes
the distance estimating equivalent to a two-step random process: first a hidden
variable is selected, and subsequently the normal distributed distances are esti-
mated by each and every of anchor nodes. Solving the optimization problem of
the maximum a posteriori with regard to both of the position and the hidden
variable, a conjugate gradient algorithm gives a good approximate to the smooth
non-convex function. In contrast to traditional fingerprint-ing way, the proposed
approach does not require the collection of samples for model training, and it
allows the environment to vary from time to time. This ensures the effectiveness
and generality of the proposed approach. In addition, we compared this approach
with a few established methods, showing that the proposed approach is stable
generate better results, as well as stable to parameter variations and can be
scalable in the number of anchor nodes. There are a few problems to be further
investigated. In this paper, we assumed that all anchor nodes are identical and
the RSS distributions have the same set of parameters. It is often more practical
to consider different types of anchor nodes in applications. Moreover, as shown
in the experiments, the proposed approach works better for more uniform anchor
nodes, ideally in a single mode. However, if side information or history data are
available, it can allow more accurate detection of the mode in which an anchor
node is, and thus brings out higher positioning precision.
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Abstract. Studies of human-computer interaction have been broadened and dee-
pened and powerful, novel gestural interfaces are of special interest in this field. 
This paper concerns the motion of feet on a floor sensor device. We have been  
investigating footstep tracking of individuals walking on the device and have pre-
sented a particle filter-based framework. In this paper, we present a trial of  
extended system facilities, allowing the system to identify pairs of footsteps of in-
dividuals walking on the floor sensor device. Three gait characteristics, stride 
length, footstep direction, and relative pressure values in foot regions, are consi-
dered. In addition, an implementation of the improved particle filter framework 
with Walker’s alias method is also described for speeding execution. 

Keywords: Foot tracking, floor sensor, footstep pair, particle filter. 

1 Introduction 

As the field of human-computer interaction has grown tremendously, powerful and 
novel gestural interfaces have attracted considerable interest, and various systems and 
tools have been developed. Microsoft’s Kinect is a good example, but it requires the 
user to stay within a limited area in his/her gesture demonstration. If we consider that 
the ability to walk upright is an evolutionary step and is one of the hallmarks of being 
human [1], it is worth considering gestures with movements on the floor, or human 
gait, as a means of interaction with a computer. 

Studies of gait analysis are performed in health diagnostics, rehabilitation, and 
sports [2]. For example, the stride rate of elderly people tends to increase while their 
stride length decreases, which indicates a higher risk of falling [3]. In sports, gait 
analysis is applied to help athletes run faster and more efficiently, have better physio-
logical treatment, and prevent serious injury. In addition, gait patterns convey com-
plex states of mind. Happy people have an energetic walk and a faster walking speed. 
Those who feel anxious and fidgety might pace back and forth with shorter steps.  

The authors have been conducting research in gait detection and analysis to recog-
nize the physical and mental conditions of a walker [4, 5]. We adopt a floor mat  
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sensor as a motion capturing device instead of the computer vision techniques and 
wearable wireless sensors, which are widely used in the domain of gait analysis [6]. 
The advantages of using floor sensor devices include 1) the walker is not required to 
wear any special devices or be aware of their installation; 2) no additional space is 
needed in the system setup, whereas in the case of using vision technologies, cameras 
must be positioned some distance from the walker; and 3) captured data are not expli-
citly associated with privacy-sensitive characteristics (e.g., face and body). 

However, detection and tracking of target foot regions while walking on a floor 
sensor device are difficult. One reason is that input data captured by the device carry 
only grayscale pressure values. Second, we walk bipedally. The feet move alternately 
and a gait cycle is divided into two phases: stance (the interval in which the foot is on 
the ground) and swing (the interval in which the foot is airborne). The foot contact 
images change depending on the phase. The system has to identify and track each of 
the feet properly, even though each foot appears again after its release from the  
device.  

We first applied two-dimensional continuous dynamic programming to recognition 
of footsteps on the floor sensor device [4] and then proposed replacing it with a par-
ticle filter-based technique, which allows more responsive and reliable footstep track-
ing [5]. The system we developed can estimate the lower body motion of a person 
walking on the floor, where inverse kinematics is applied to compute joint angles in a 
body model, helping to recognize a walker’s physical and mental status. 

In this paper, we describe ideas to improve and extend footstep tracking facilities. 
This was motivated by the fact that the floor sensor device was expected to be of a 
reasonably large size and, therefore, it was irrational to restrict access to only one 
person on the device at a time. The system identifies pairs of shoes (i.e., individuals) 
on the device. It is not necessary for the individuals to walk in the same direction. 
They may turn in any direction and pass each other. In addition to this facility, an 
implementation of the improved particle-filter framework with Walker’s alias method 
is described. 

2 Related Work 

Human gait detection and analysis using a pressure-sensitive floor have been car-
ried out with [7] presenting a trial using floor sensor devices for retrieval and  
summarization of continuous archived multimedia data in a ubiquitous home envi-
ronment. However, sensor density was coarse, and the system detected only the 
position and trajectory of walking humans. Other trials in [8-10] showed similar 
detection capability. 

Leusmann et al. proposed an intelligent floor composed of 64 tiles, where each 
tile’s corner is equipped with a piezoelectric sensor [11]. The system identifies human 
steps on the floor, specifically, the initial contact (heel strike and foot flat) phase and 
pre-swing (heel-off) phase, but detection of gait motion during actual walking was not 
discussed. None of the trials mentioned above consider situations where multiple 
people walk on the device at the same time and pass each other. 
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Srinivasan et al. [12] presented a pressure sensing floor with finer resolution (10 
mm spatial resolution), similar to the one used in our study. The main focus lies on its 
hardware structure, and gait information analysis was not investigated.  

GravitySpace [13] proposed by Bränzel et al. is capable of identifying users and 
their poses by sensing pressure imprints caused by gravity as it pulls people and ob-
jects against the floor. The system senses pressure on the basis of the frustrated total 
internal reflection (FTIR) technique using a camera located below the floor, making 
the system size quite large. 

In summary, the existing trials using a pressure-sensitive floor have problems and 
limitations with the sensing resolution, abilities to extract gait features, the number of 
walkers, and the size in system setup. We aim to develop a smart floor system, which 
overcomes these challenges.  

3 Foot Motion Tracking Using Particle Filter Framework 

3.1 Application Scenarios 

The National Institution of Population and Social Security Research in Japan reported 
that the proportion of elderly (65 years of age and over) out of the entire population 
will increase rapidly. The share was 23.0% as of 2010, and will move to 25.1% during 
2013. By 2035, 33.4% of the total population will be elderly, increasing to 39.9% by 
2060 [14]. Social security will become much more important and have a greater im-
pact on our daily lives. To ensure stable growth, information and communication 
technology (ICT) could be of great use.  

Home security systems based on gait pattern analysis would be helpful with an ag-
ing population, finding the state of health or aging of individuals by observing at a 
time series of walking pattern data and then taking preventative measures. Moreover, 
emergent adverse events such as falling to the floor in a private space (e.g., a re-
stroom) can be detected. 

Sensing technologies, such as cameras, may not be welcome at home. In fact, no 
one wants to be captured by cameras in private spaces, even though sophisticated 
services can be expected. Floor sensor devices do not cause the same anxiety. Moreo-
ver, unlike wearable sensor-based approaches, people are not required to wear any 
special devices or clothing at home.  

In the medical domain, gait analysis can also work for rehabilitation by helping the 
patient to compensate for deficits. The patient knows how well a rehabilitation pro-
gram is going. Another promising application of gait analysis is digital signage in 
which interactivity will serve as a key feature [15]. Implicit as well as explicit interac-
tion is helpful. It would be useful to choose the content presented on a digital signage 
system, depending on the viewer’s current emotion.  

3.2 Foot Tracking with Two-Phase Particle Filters 

The floor sensor device we used in our study is the Xiroku LL sensor, which adopts 
an electromagnetic induction mechanism. The sensor outputs a map of 8-bit pressure 
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data whose spatial resolution is 10 mm. It is possible to connect up to 24 devices 
when a larger sensing area is needed. Figure 1 shows a snapshot of a working envi-
ronment where three sensor mats are connected. People may wear their own shoes 
while walking on the device. 

 

Fig. 1. Working environment with three floor sensor devices 

Footstep tracking is performed using a two-phase particle filter-based technique in 
which two types of particle filter trackers are provided: an initialization tracker and an 
individual object tracker [16].  

First, the initialization tracker starts an object search by spreading particles across 
the entire target space. When a possible footstep image appears, particles cluster 
around it. When a cluster corresponding to a foot in contact with the floor is found, 
the particle cluster is passed to an individual object tracker that tracks the foot until it 
disappears. A new initialization tracker is activated and starts searching for another 
footstep, realizing multiple footstep tracking. More details with the discussion of the 
recognition performance are available in [5]. 

4 Extension for Application of the System to Interactive 
Application Environments 

4.1 Application of Walker’s Alias Method to Particle Filter Processing 

Since we are going to apply the system in interactive application environments, as 
explained in the previous section, it is important to speed the execution of the particle 
filters. Knowing that the re-sampling phase in the particle filter technique is computa-
tionally intensive, we apply Walker’s alias method [17] in this study. 

Figures 2 and 3 show results of exactly how the execution speed can be im-
proved. Performance improvement in the re-sampling phase is given in Fig. 2, and 
that in the total particle filter process in Fig. 3. The ratio of improvement of the 
particle filter execution ranges from 1.75 to 1.99, depending on the number of feet 
on the device.  
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Fig. 2. Results of execution time improvement in the re-sampling phase 

 

Fig. 3. Results of execution time improvement in the total particle filter process 

4.2 Identifying Pairs of Footsteps 

Methodology. When the gait analysis system is placed in a public space, several 
people can walk on the floor sensor device simultaneously. It is thus necessary to 
identify foot (shoe) pairs of individuals walking on the device before gait analysis, to 
make the system practical. The task cannot be simply performed by choosing a pair of 
adjacent footstep regions because people may pass each other. In our trial, we over-
come this identification challenge by considering three gait characteristics. These are 
stride length, footstep direction, and relative pressure values.  

• Stride length 

If a footstep region is detected, the following footstep should appear within a certain 
limited range. We set the range to 80 cm on the basis of reference data in [18]. 

• Foot step direction 

The person may change his/her walking direction. Range of motion is a combination 
of abduction of the foot and lateral rotation of the hip. The Japanese Orthopaedic 
Association and the Japanese Association of Rehabilitation Medicine suggest that 
normal values for abduction of the foot and lateral rotation of the hip are 10° and 45°, 
respectively. 

Considering the stride length, we contemplate that the foot opposite to the one on 
the floor should appear in a fan-shaped area, as given in Fig. 4. Since each of the feet 
can turn out 55° (=10 + 45), the possible stepping range covers 110° in total. Here the 
direction of the base foot, indicated by an arrow in the figure, is determined as a 
straight line connecting weight centers of the initial foot touch region (i.e., the heel) 
and the foot region in the flat through midstance. 
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right foot to be paired and assigned a foot not part of the pair, respectively. The per-
centage of correct answers is 96.2% for bare feet and 89.7% for feet with shoes. One 
reason for the failures is that the system missed a footstep at the very moment it came 
in contact with the device, resulting in missing directional information. 

Table 1. Results of foot pair identification experiment (Number of footsteps) 

 
success 

failure 
missing wrong 

bare feet 25 1 0 
with shoes 26 2 1 
total 51 3 1 

5 Conclusions 

In this paper, we have presented a system of identifying pairs of walking footsteps as 
an extension of our floor sensor-based foot tracking framework toward achieving 
clinical practice and interactive human computer interaction research. Three gait cha-
racteristics, stride length, footstep direction, and relative pressure values at foot re-
gions, were considered for this task. In addition, we described an implementation of 
the improved particle filter framework for efficient footstep tracking by applying 
Walker’s alias method. Through experiments, we showed that the performance is 
good to run the system in practical interactive environments. 

Further studies still remain, which include exploration of meaningful gait features 
originating in floor sensor devices, gait analysis based on those features, and devel-
opment of smart applications. 
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Abstract. In this paper, we propose a method to detect failure of learning of 
students using quiz responses in a course management system Moodle. Failure 
of learning is defined as a situation in which the correct answer rate of a learn-
ing topic is significantly lower than the correct answer rate of other topics. In 
the research, the researchers identified the presence or absence of failure of 
learning in actual classes to evaluate the usefulness of the proposed method. 
The results revealed that students checked the quiz results significantly more in 
the experimental group than in the control group, and that more instruction was 
given to the experimental group. 

Keywords: Course management system, Failure of learning detection, Learning 
analytics. 

1 Introduction 

Course management systems are able to accumulate a vast amount of information; 
this accumulated collection of education data is very valuable for analyzing students’ 
behavior [9]. In order to properly utilize the learning and instruction activities, the 
large amount of these accumulated data is processed, analyzed and data mining, pre-
sented in an easy-to-understand way, are carried out. Data mining in course manage-
ment systems is the automatic extraction of implicit and interesting patterns from the 
historical data on learning activities, for example, lessons, forums, and quizzes [4]. 
Data mining for quiz responses is able to detect failure of learning. Failure of learning 
is defined as a situation in which students attempt to solve problems but, in encounter-
ing unexpected problems, are unable to progress smoothly [7]. Issues in failure of 
learning of course management systems are the determination of failure of learning in 
real time, and the method of presentation to teachers and students. 

The purpose of this paper is to propose a method to detect failure of learning of 
students in a course using quiz responses in a course management system Moodle [5, 
6]. Failure of learning detection to apply the proposed method is to evaluate the use-
fulness by experiments using actual classes. The failure of learning in this paper 
means an item significantly lower compared to the overall correct answer rate for 
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each learning topics of quiz responses. The significance of this research is that it can 
grasp the students in lack of understanding by detecting the failure of the learning. 

2 Data Mining of Quiz Responses 

Moodle is an open-source course management learning system that helps educators 
create effective online learning communities [8]. It is an alternative to proprietary 
commercial online learning solutions and is distributed at no cost under open-source 
licensing [2]. Moodle quizzes are created using the following format: 

• Multiple Choice: Select one or more correct answers. 
• True / False: Indicate if true or false. 
• Essay: Enter a word or phrase. 
• Calculated: Enter a numeric value. 

The procedure for creating and implementing a quiz is as follows: 

1. Creation of questions: In this case, specify the format for each question, and enter 
the correct response based on question content and format. 

2. Registration and implementation of data and questions: In this case, enter the score 
of each problem in the time limit period. 

3. Conduction of a quiz. 
4. Checking of responses. 

Moodle allows the teacher to access certain types of statistical information, for ex-
ample, statistical quiz reports, which permit item analysis. It presents processed quiz 
data in a way that is suitable for analyzing and judging the performance of students on 
each question. The data mining of quiz responses can detect failure of learning for the 
entire class as well as for each student, and allows for comparisons between the two. 

3 Determination of Failure of Learning 

The purpose of determination of failure of learning is to determine failure of learning 
of both entire class and individuals. To determine unsuccessful learning, questions are 
assigned to each learning unit and a learning topic. A question is defined as one that 
appears on the Moodle quizzes. It is necessary to enter the names of learning units 
and learning topics and map them for each question in advance; data mining tech-
niques are then applied to quiz responses. The learning contents are equal to the ques-
tions of quizzes, and the question types are limited to single-answer, multiple-choice 
questions, and true/false questions. 

3.1 Determination for the Class 

The failure of learning of the class is derived from a comparison of the correct answer 
rate in the classifications of items, such as learning, and a significantly lower unit.  
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A chi-square test of independence of statistical methods is employed to determine the 
failure of learning. It assesses if the values of row and column items are independent 
[1]. In (1), χ2 is a statistic that shows the difference between the expected frequency 
and the actual observations. Oi and Ei are respectively the observed frequency and the 
expected frequency. In this case, Oi is the correct answer rate of the target items. A 
target item is a learning unit, a learning topic, or a quiz question. Ei is the correct an-
swer rate of the parent classification of target items. 

 ∑  (1) 

The algorithm of determination for the class is as follows: 

1. Enter the learning unit, learning topic, or question as an item, as well as the signi-
ficance level. 

2. The responses of participants to the quiz questions, which correspond to the en-
tered items and their parent classification items, are obtained from Moodle. 

3. The correct answer rate is calculated for each item. 
4. In the case where the correct answer rate of an item is lower than the correct an-

swer rate of its parent classification, a chi-squared value is calculated from that 
item’s correct/incorrect answer rate and its parent classification correct/incorrect 
answer rate. In addition, the degree of freedom in the test is 1. 

5. In case the null hypothesis is rejected, the item is outputted from the chi-squared 
value and the significant level. 

3.2 Determination for Individual Students 

The failure of learning of the individual student is a situation where the number of 
correct responses is significantly lower than the average number of correct responses 
of the entire class. A chi-square test is used to determine the failure of learning. 

The algorithm of determination for an individual student is as follows: 

1. Enter the learning unit or learning topic, as well as the significance level. 
2. The responses of experiment participants to the quiz questions, which correspond 

to the entered items, are obtained from Moodle. 
3. The number of correct responses of individual students is calculated. 
4. The average numbers of correct responses of all the participants are calculated. 
5. In the case where the number of correct responses of an individual student is lower 

than the average number of correct responses of the entire class, a chi-square value 
is calculated from that student’s number of correct/incorrect responses and the en-
tire class’ average number of correct/incorrect responses. In addition, the degree of 
freedom in the test is 1. 

6. In case the null hypothesis is rejected, the data for the student are determined using 
the chi-square value and the significance level. 

The determination of failure of learning employs hypergeometric distribution in cases 
there is only one classification. The hypergeometric distribution is a discrete  



 Detection and Presentation of Failure of Learning from Quiz Responses 67 

 

probability distribution, which arises in relation to random sampling (without re-
placement) from a finite population [3]. The probability mass function P of the 
hypergeometric distribution is the probability that X takes a random variable x in re-
peated attempts. This distribution consists of a population with N elements, as well as 
M elements of those that have attribute A. When taking a sample of size k from this 
population, if X is the number of those that have attribute A, then the probability dis-
tribution of X is given in (2). Thus, the probability mass function P refers to the prob-
ability of k number of students with failure of learning. 

  (2) 

The algorithm of determination for an individual student in quiz questions is as  
follows: 

1. Enter the question and the significance level. 
2. The responses of experiment participants, which correspond to the entered ques-

tion, are obtained from Moodle. 
3. The hypergeometric distribution value is calculated from the number of partici-

pants and the number of their correct responses. In addition, N = the number of 
candidates and M = the number of correct responses; the value is applied to (2) is k 
= 1, x = 0. 

4. In case the hypergeometric distribution value is lower than the significance level, 
the data of the students who have incorrect responses are outputted. 

4 Presentation of Failure of Learning 

The purpose of presentation of failure of learning is to provide items of failure of 
learning on teachers and students. Here, item is either a learning units, learning topics, 
and questions. The teacher’s user interface is shown in Fig. 1-4 and that of students in 
Fig. 5 and 6. An exercise support system [10], which is discussed in Section 5, is used 
during class exercise time. The failure of learning data gathered through the algo-
rithms mentioned in Section 3 can subsequently be displayed in visual form for the 
teacher and for the students. As an example, Question 3.3-1 in Fig. 6 displays a failure 
of learning in red because the students answered incorrectly while 87.0% of the class 
answered in Fig. 3. 

The teacher’s method of presentation is to display the following message in red on 
the screen of the system: “The number of students who encountered failure of learn-
ing in today’s quiz” (Fig. 1). By clicking the link in the panel with the displayed 
number of students, a list of student IDs is shown. The IDs of students with failure of 
learning are displayed in red (Fig. 2). The “Quiz Responses” link shown in Fig. 1 
leads to a page where the quiz responses of the entire class are shown. In this page, 
the correct answer rates for learning topics, for which students demonstrate a failure 
of learning, are displayed in red (Fig. 3). From the correct answer rate in the quiz  
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Table 1. Tested classes 

Teacher Number of Students Number of Teaching Assistants 
A 47 1 
B 35 1 

Table 2. Learning contents of the experiment 

Lesson items Learning unit Learning topic 
1. Logical operator 

Repetition and  
conditional branching 

Logical operator 
2. Repetition (for) Repetition process 
3. Repetition (while) Repetition process 
4. Array Array 
5. Overview of class 

Base of class 
Class, Instance, Reference 

6. Case study of class Examples of use of the class 

Method of Hypothesis Verification. The method of verification compare the differ-
ence with and without the presentation of the failure of learning, divided into the stu-
dent experimental and control group. The student ID numbers of the experimental 
group are shown in red and that of the control group in blue (Fig. 2 and 4). In addi-
tion, the message is not presented in the exercise support system screen (Fig. 5).  
Experimental and control groups are not allowed to make changes to the computer 
selected at random at the start of the experiments. Hypothesis of difference are com-
pared to the corresponding percentage of the number that is different from the number 
of experimental and control groups. Teachers and students do not know who is  
belonging to either group. 

Prototype System. The prototype system was implemented as a web application. The 
database server and the web server both ran on Linux; the languages used for  
development were MySQL and PHP. 

5.3 Results 

Number of Views of Quiz Responses. In the experimental group, the quiz responses 
were viewed by 90 times (39.5%), whereas in the control group, teachers were viewed 
by 23 times (9.4%) (Table 3). The experimental group is statistically significant at 5% 
level of significance. 

With regard to view, the experimental group, the quiz responses were viewed by 
164 times, whereas in the control group, students were viewed by 122 times (49.8%) 
(Table 4). The experimental group is statistically significant at 5% level of signific-
ance. The experimental group is statistically significant at 5% level of significance. 

Number of Instructions Given to Students Who Experienced Failure of Learning. 
The instructions of the experimental group are 57 times (25.0%) and that of the con-
trol group and 34 times (13.9%) that of the number of teachers (Table 5). The  
experimental group is the most statistically significant at 5%. 
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Table 3. Number of views of quiz responses of individual students in the teachers 

 Experimental group Control group 

Experiments Examinees Views 
Views 

rate 
Examinees Views 

Views 
rate 

1 39 8 20.5 42 8 19.0 
2 40 16 40.0 42 3 7.1 
3 37 10 27.0 38 10 26.3 
4 38 16 42.1 41 0 0.0 
5 36 13 36.1 42 2 4.8 
6 38 27 71.1 40 0 0.0 

Total 228 90 39.5 245 23 9.4 

Table 4. Number of views of quiz responses of students 

 Experimental group Control group 

Experiments 
Number 
of Views 

Views 
Views 

rate 
Number 
of Views 

Views 
Views 

rate 
1 16 25 64.1 13 25 59.5 
2 12 17 42.5 12 20 47.6 
3 12 19 51.4 6 8 21.1 
4 16 40 105.3 11 22 53.7 
5 14 34 94.4 13 25 59.5 
6 19 29 76.3 9 22 55.0 

Total 89 164 71.9 64 122 49.8 

Table 5. Number of instructions for students with failure of learning 

 Experimental group Control group 
Type of  

instruction 
Class Individual 

No 
need 

Class Individual 
No 

need  
 11 46 17 0 34 17 

Total 57  34  

User Survey. The survey results indicate the percentage by the number of people who 
have true positive responses in the control group and the experimental group (Table 
6). Table 7 shows the results of the survey for teachers. The presentation of failure of 
learning is changing instruction. 

User Benefits. The teacher understands the learning topics of a lack of understanding 
as an entire class. Students understand the lack of understanding of their own  
learning. 
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Table 6. Results of the survey for students 

Group 

Q.1 
Check 

re-
sponses 

Q.2 
Is  

diffi-
culty 

Q.3 
Adequacy 
of presen- 

tation 

Q4. 
Check 

of  
items 

Q5. 
Re-

view 

Q6. 
Received 
instruc-

tion 
Experimental 83.3 86.1 88.9 72.2 66.7 11.7 

Control 76.9 76.9 82.1 71.8 66.7 7.7 

Table 7. Results of the survey for teachers 

Teacher 

Q.1 
Check  

responses 

Q.2 
Is  

difficulty 

Q.3 
Adequacy of 
presentation 

Q4. 
Instruc-

tion 
change 

Q.5 
Effective 

instruction 

A Check all 
Always 
check 

Little 
reasonable 

Little 
change 

Little 
effective 

B Check all 
Little 
check 

Little 
reasonable 

Changed 
Little 

effective 

Summary of Results. In the experimental group, which was presented with failure of 
learning, the number of teachers and students confirm the failure of learning is signif-
icantly high. Also, there was also a difference in the number of instructions and the 
confirmation action of the learning topics. 

5.4 Discussion 

Usefulness of Failure of Learning Detection. The presentation of the failure of 
learning, teachers are instructed check the students who stumbled statistically signifi-
cantly in the experimental group. Additionally, more instruction was provided to the 
experimental group and the experimental group checked the quiz results more than 
the control group. The amount of instruction of teachers is improved as an opportuni-
ty on failure of learning, has the effect of communication of teachers and students is 
promoted. From these results, it can be concluded that the failure of learning detection 
using the proposed algorithm is useful for instruction and for students to check the 
learning topics. 

Factor Analysis of Failure of Learning. It is necessary to provide information on 
the factor analysis of the lack of understanding, which was taken from the confirma-
tion of learning of teachers and students. The model of level of understanding sup-
ports the discovery of the failure of learning factors. From these, the presentation of 
factors related view based on a model of comprehension to support the discovery of 
factors failure of learning is issues. 
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6 Conclusion 

In this paper, we proposed a method to detect failure of learning of students in a 
course using quiz responses in a course management system Moodle. This method 
identifies failure of learning when the correct answer rate of a learning topic in quiz 
responses is significantly lower than the correct answer rate of other learning topics. 
The proposed method evaluated the usefulness in actual classes. The results of the 
evaluation, a significantly large number of teachers and students have checked the 
failure of learning. Additionally, there was also a difference in the number of instruc-
tion given to students. 

Future work will involve the development of a function to analyze the failure of 
learning factors, as well as one in the course management system that generalizes 
failure of learning detection. A method of effectively displaying failure of learning 
should be devised. 

Acknowledgment. The authors of this paper are grateful to Professor Hiroshi Takase 
and Lecturer Masashi Katsumata of the Nippon Institute of Technology for their co-
operation in the evaluation experiment. 
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Abstract. The purpose of this paper is two-fold. First, it seeks to introduce the 
conceptual prototype of SpamCombat, a Web application that helps combat 
spam through gamification of community policing. Second, it attempts to 
evaluate SpamCombat by identifying factors that can potentially drive users’ 
behavioral intention to adopt. A questionnaire seeking quantitative and 
qualitative responses was administered to 120 participants. The results indicate 
that behavioral intention to adopt SpamCombat is generally promising. Most 
participants appreciated the novelty of SpamCombat in supporting community 
policing to promote a spam-free cyber space. However, participants felt that 
using SpamCombat could be time-consuming. 

Keywords: gamification, community policing, spam, behavioral intention. 

1 Introduction 

The upsurge of Web 2.0 in recent years has revolutionized the role of online users by 
allowing them to freely engage in knowledge sharing through exchange of ideas and 
opinions [1]. One way for users to share knowledge comes in the form of community 
policing, whereby they voluntarily bear the responsibility to police the cyber space for 
benefits of their peers [2, 3]. For example, users of MySpace, a popular social 
networking site, can participate in community policing by flagging off inappropriate 
content posted by others [4]. For the purpose of this paper, community policing refers 
to the voluntary practice of marking inappropriate content as spam by users to 
promote a spam-free cyber space. 

Advancements in Web technologies in recent past have led to the emergence of a 
variety of online games [5]. These can range from ordinary Flash-based animation 
games to sophisticated Massively Multiplayer Online Games (MMOG) that allow 
users to play, interact, co-operate with or compete against thousands of peers in the 
virtual world [6]. One of the most recent forms of online games includes games with a 
purpose [7]. These involve the use of games in non-gaming contexts to promote user 
engagement in performing tasks that are trivial yet mundane for humans but 
challenging for computers through what is known as gamification [8]. For example, 
gamified applications have been deployed to accomplish image labeling tasks that 
humans perform more easily and accurately than computers [9]. 
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However, gamified Web applications are usually not designed for community 
policing. Conversely, Web applications that support community policing may not 
offer entertainment. Hence, this paper proposes a Web application that gamifies 
community policing to combat spam. This is necessary because Web provides ample 
opportunities for individuals and businesses with malicious intentions to create spam 
indiscreetly as well as directing traffic to irrelevant websites [10]. Thus far, detection 
of such spam has been mostly studied using text-based approaches or link-based 
approaches [11, 12]. However, the gradual sophistication of spamming techniques 
often renders these approaches ineffective [13, 14]. Such shortcomings of the current 
state-of-the-art techniques may be mitigated by human intervention, framed through 
the twin lenses of community policing and gamification. This approach not only taps 
into users’ altruism and commitment towards online communities for spam detection 
[15], but also enlivens the task through entertainment. 

Given the dearth of Web applications that gamify community policing coupled 
with the potential of detecting spam through human intervention, the purpose of this 
paper is two-fold. First, it seeks to introduce the conceptual prototype of 
SpamCombat, a Web application that helps combat spam through gamification of 
community policing. Second, it attempts to evaluate SpamCombat by identifying 
factors that can potentially drive users’ behavioral intention to adopt.  

The rest of the paper proceeds as follows. Section 2 reviews the literature on 
community policing, gamification and behavioral intention to adopt. Section 3 offers 
an overview of SpamCombat. Section 4 explains the methods while section 5 presents 
the results. This is followed by the discussion and the conclusion. 

2 Literature Review 

2.1 Community Policing 

Community policing in the context of this paper refers to users’ proclivity to mark 
inappropriate content and combat spam in the cyber space for the benefits of other 
users. Given the ease with which users can create content frivolously without any 
quality control coupled with the malicious practices of individuals and businesses to 
contribute inappropriate content indiscreetly [10], the state-of-the-art spam detection 
techniques are gradually becoming less effective [13, 14]. Hence, it could be a timely 
endeavour to leverage on users’ community policing efforts to combat spam. 

As users play a very active role online, they should also be seen to play a part in 
policing the Internet [16]. Although such a form of online vigilante is not very 
widespread to date, there have been a few instances of community policing intended to 
weed out inappropriate content. As early as 1995, a group called CyberAngels was 
formed to actively police the cyber space and promote netiquette [17]. In the modern 
Internet-blitzed society, such community policing is gradually being opened to all users. 
For example, review platforms such as TripAdvisor.com present the question “Problem 
with this review?” alongside each submitted review. If users doubt the authenticity of 
reviews, they can report their concerns. Such a collaborative approach of community 
policing could be beneficial to combat spam on the Web in the long run. 
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2.2 Gamification 

Gamified applications represent fictitious or artificial situations governed by rules that 
structure users’ actions with respect to an objective, which is to win or to overcome 
an obstacle [18]. They can be designed for various purposes. They may be treated as 
tools for individual entertainment, means for social interaction, strategies for publicity 
campaigns, platforms for experimenting new design concepts or pedagogical media 
for learning and knowledge sharing [19]. In any case, gamified applications must 
necessarily offer entertainment to users [20]. 

There exist five characteristics of gamified applications that contribute to users’ 
entertainment. These include goals and rules, feedback, challenge, social 
interaction, and rewards [21]. First, goals define the objective to be achieved while 
rules organize the virtual environment to specify how the goals can be 
accomplished [22]. Second, feedback measures users’ current performance and map 
their progress against the goals [23]. Third, challenge issued progressively within 
the game encourages users to surpass themselves by improving their previous 
performance [24]. Fourth, social interaction motivates users to socialize and 
combine their efforts in achieving specific goals [25]. Finally, provision of rewards 
is essential to restore users’ positive gaming experiences so that they would again 
return to the application [26]. 

2.3 Behavioral Intention to Adopt 

Behavioral intention to adopt can be defined as a measure of users’ inclination to 
embrace a new technology, service, application or system [6]. Being highly related to 
the cognitive psychology of users, behavioral intention to adopt is increasingly 
regarded as a necessary condition before the large scale implementation of any 
information technology application [26]. To analyze behavioral intention, there exist 
several models such as the Theory of Reasoned Action [27], the Theory of Planned 
Behavior [28], and the Technology Acceptance Model [29]. 

Drawing collaboratively from such models, this paper evaluates behavioral 
intention to adopt SpamCombat based on five factors, namely, perceived utility, 
perceived enjoyment, perceived ease of use, social influences and user preferences. 
Perceived utility refers to users’ perceptions on the extent to which the application 
can effectively serve its intended purpose of task completion [30]. Perceived 
enjoyment is the extent to which users derive fun and perceive an enjoyable 
experience from the application [31]. Perceived ease of use denotes the extent to 
which users conceive an application as user-friendly with a smooth learning curve, 
and that it can be used with minimal effort [30]. Social influences measure the 
degree to which users’ behavioural intentions are shaped by their attitudes and 
subjective norms [28, 29]. Finally, user preferences refer to the set of pre-
dispositions shared by users based on their subjective opinions that one system is 
better than another [32]. 
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3 SpamCombat: Design Overview 

SpamCombat is a social Web-based prototype that gamifies community policing to 
combat spam. As shown in Figure 1, it appears as a simple floating toolbar that runs 
on top of the Web browser and can be accessed unobtrusively by users surfing the 
Internet. The application is designed to support four prominent features, namely, (1) 
flagging spam, (2) creating assignments, (3) building profiles, and (4) leader boards. 

 

Fig. 1. Floating toolbar in SpamCombat 

First, users can flag off a part or whole of the screen and designate the content as 
spam if they suspect its authenticity and credibility. Figure 2 shows the screen shot of 
the user interface for flagging spam. Once users confirm that the content is spam, the 
selected area of the website is marked grey. If numerous users flag the same content 
as spam, the specific portion is eventually hidden. Thus, spam is eliminated 
collaboratively by tapping into users’ commitment for community policing. To induce 
a feeling of personal rewards, users earn a brownie each time they flag out spam. On 
the other hand, users who frivolously flag arbitrary areas as spam are penalized. 

 

Fig. 2. Flagging spam through SpamCombat 

Second, users with sufficient number of brownies can create assignments. An 
assignment refers to a series of thematically similar Web pages that users wish to 
recommend to others. Users can view assignments created by other users and 
optionally accept one to play. Those who chose to accept an assignment are brought 
through the series of Web pages specified by the respective creator. After completing 
the assignment, other users can review it through ratings, votes and comments. Users 
earn brownies for creating, accepting and completing assignments. 

Third, users can build their own profiles citing their accomplishments in weeding 
out spam, brownies earned, as well as creating and accepting assignments. In 
addition, users can view the ratings, votes and comments of all assignments 
completed by other users through their profiles. Moreover, users can also create a 



78 A.Y.K. Chua and S. Banerjee 

 

friend list. When any friend on the list is online, a synchronous chat feature is enabled 
to support social interaction. 

Fourth, the prototype also has a leader board listing users with the most number of 
spam flagged, brownies earned, assignments created, and assignments completed. 
Friends of users who appear on the leader board are notified. The leader board serves 
as a feedback and challenge for others to perform better. The desire of leading the 
leader board to leverage one’s social reputation entices users to play SpamCombat. 

Moreover, SpamCombat supports three additional features meant to proliferate fun. 
These include bomb-planting, treasure-laying and shield-buying. As users surf the 
Web, they can plant a bomb or place a treasure chest on any URL. To minimize the 
damage of any potential bomb, users can also buy shields to protect themselves. With 
a shield, users who stumble on a URL planted with a bomb do not lose any brownies. 
On the other hand, users who encounter a treasure are rewarded with brownies. To 
use each of these features however, users must have sufficient number of brownies. 

4 Methodology 

For the purpose of this study, a questionnaire seeking both quantitative and qualitative 
responses was developed. The purpose was to investigate the extent to which 
perceived utility, perceived enjoyment, perceived ease of use, social influences and 
user preferences could influence users’ behavioral intention to adopt SpamCombat. 
Questionnaires were selected given that they constitute a popular data collection 
instrument in technology acceptance research, particularly if statistical strengths of 
factors influencing intention to adopt need to be established [33]. 

The questionnaire included three segments. The first contained questions related to 
demographics, while the second covered 25 items. Items 1 to 4 measured perceived 
utility, items 5 to 9 measured perceived enjoyment, items 10 to 12 measured 
perceived ease of use, items 13 to 18 measured social influences, and items 19 to 22 
measured users’ preferences for SpamCombat. Finally, items 23 to 25 were meant to 
measure the dependent variable, behavioral intention to adopt SpamCombat. The third 
segment of the questionnaire was intended to complement the numerical responses 
with open-ended comments. Specifically, participants were asked to comment on 
features that they liked and disliked about SpamCombat. 

A total of 120 graduate students (66 males and 54 females) with an average age of 
28 years participated in the study. Participation was voluntary and anonymous. Of all 
the participants, 97 were working professionals who mostly hailed from the IT 
industry. The rest were enrolled in full-time graduate studies. All participants were 
active Internet users. Among them, 48 reported to play online games regularly while 
112 actively shared and browsed content in social media platforms such as Facebook, 
MySpace and YouTube. 

The data collection was conducted in two stages. In the first, stage, the prototype of 
SpamCombat was introduced to the participants. To help them get acquainted with the 
way SpamCombat is used, the four prominent features, namely, (1) flagging spam, (2) 
creating assignments, (3) building profiles, and (4) leader boards (as described in 
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Section 3), were extensively demonstrated. In the second stage, the questionnaire was 
administered to the participants to seek their responses. 

5 Results 

Table 1 shows the descriptive statistics of the five independent variables, namely, 
perceived utility (PU), perceived enjoyment (PE), perceived ease of use (PEU), social 
influence (SI), user preference (UP) and the dependent variable, namely, behavioral 
intention to adopt (BI). The Cronbach’s Alpha for all variables were greater than 0.7, 
suggesting acceptable levels of internal consistency reliability. 

Table 1. Descriptive statistics and Cronbach’s alpha 

Variables (N = 120) Mean ± SD Cronbach’s alpha 

Perceived Utility (PU) 3.35 ± 0.66 0.77 

Perceived Enjoyment (PE)  3.37 ± 0.71 0.79 

Perceived Ease of Use (PEU) 3.18 ± 0.72 0.85 

Social Influence (SI) 3.25 ± 0.62 0.76 

User Preference (UP) 3.32 ± 0.59 0.75 

Behavioral Intention to Adopt (BI) 3.11 ± 0.68 0.82 

 
Multiple regression analysis was used to investigate the extent to which the five 

factors were associated with behavioral intention to adopt SpamCombat. Overall, 
there exists statistical evidence to support the relationship between the five 
independent variables, namely, PU, PE, PEU, SI and UP, and the dependent variable, 
BI [F(5, 114) = 20.57, p < 0.001]. The combined effects of the independent variables 
accounted for 57.20 % of the variability in the dependent variable. All the five 
independent variables were found to significantly influence BI (p < 0.05). In 
particular, the order of strength of association betweeen the independent variables and 
the dependent variable is as follows:  UP, SI, PEU, PU and PE. The results of the 
regression analysis are presented in Table 2.  

Table 2. Results of the regression analysis (N = 120) 

Variables Coefficients Std. Error t-value Significance 

PU  0.23 0.13 1.77 0.03* 

PE 0.16 0.26 1.135 0.04* 

PEU 0.42 0.22 1.92 0.02* 

SI 0.39 0.11 3.63 < 0.001* 

UP 0.55 0.12 4.69 < 0.001* 
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Based on the qualitative responses, most participants appreciated the novelty of 
SpamCombat in supporting community policing to promote a spam-free cyber space. 
For instance, participant 35 expressed that the prototype “…could be highly effective 
to fight spam” while participant 30 liked the concept of “…an active community that 
collaboratively shares web page links to deal with fake content”. Participant 85 noted 
that “SpamCombat offers substantial incentives to continue playing and highlighting 
spam”. Furthermore, participant 71 remarked that “Planting bombs and laying 
treasure are really fun and promote intention to play”. 

On the other hand, the most unanimous dislike of SpamCombat was the concern 
about the time spent in playing. Most participants expressed that SpamCombat cannot 
be used during busy hours as it hinders smooth surfing of the Internet. For instance, 
participant 26 related that “… flagging spam and creating assignments, though 
interesting, are time crunching and I may not be inclined to use it when I am busy 
surfing for important information.” 

6 Discussion 

Three findings could be gleaned from this paper. First, the behavioral intention to 
adopt SpamCombat appears generally promising. At a conceptual level, there appears 
to be support for the proof-of-concept to gamify community policing to combat spam. 
Consistent with prior research (eg. [34, 35]), performance expectancy and effort 
expectancy emerged as crucial determinants for behavioral intention to adopt a new 
technology. Performance expectancy is the extent to which users find an application 
useful to achieve a desired performance while effort expectancy is the degree to 
which users find an application engaging to use [36]. While the former is pre-
dominantly derived from perceived usefulness, the latter is significantly driven by 
perceived ease of use [37]. The statistically significant effects of perceived usefulness 
and perceived ease of use testifies the role of performance expectancy and effort 
expectancy as significant antecedents for behavioral intention to adopt. 

Second, in terms of community policing, most participants saw their role in using 
SpamCombat to promote a spam-free cyber space for the online communities. Such a 
social collectivistic attitude could be attributed to users’ altruism and commitment to 
online groups [1, 15]. Altruistic behavior was evident among participants who 
exhibited the desire to help one another through recommending sites of similar 
interests. For example, participants 7 and 10 related that SpamCombat encourages 
users to filter appropriate information and “instills a sense of community building”. 
Their commitment to group also surfaced as they appreciated the concept of flagging 
inappropriate content from the cyber space over a period of time. In particular, 
participant 105 remarked “Never expected ordinary users like us to play a role in 
combating spam…that too collaboratively”. 

Third, in terms of gamification, three game characteristics of SpamCombat that 
were mostly appreciated include rewards, feedback, and challenge. Specifically, 
participants liked the feature of brownie rewards and felt that it not only encouraged 
community policing activities but also enticed them to compete with others. Tangible 
rewards are known to reinforce challenge and excitement within users by seeking 
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adjustments in their gaming behavior [38]. Feedback in the form of profile views and 
leader boards offered participants a summary of their past accomplishments, thereby 
allowing them to reflect on their performance. Feedback thus helped users’ reduce the 
discrepancy between their goals and performance [23]. The optimal challenge to 
compete with others on flagging the most amount of spam, creating and completing 
the most number of assignments, and earning the most number of brownies seemed to 
thrill participants. Such a feature fostered users’ efforts to improve their performance 
in the application [39]. 

7 Conclusion 

This paper introduced SpamCombat, a Web application that helps combat spam 
through gamification of community policing, and investigated users’ behavioral 
intention to adopt such applications. A questionnaire seeking quantitative and 
qualitative responses was administered to 120 participants. The results indicate that 
behavioral intention to adopt SpamCombat is generally promising. Most participants 
appreciated its novelty in supporting community policing to promote a spam-free 
cyber space. However, participants felt that using SpamCombat could be too time-
consuming. 

The paper is significant on two counts. First, it illustrates the feasibility of 
designing Web applications that could gamify community policing, thus providing 
new venues for Web designers to explore. Second, it redefines online collaboration by 
introducing pervasive Web applications that blend with any online community and 
offer a new perspective in community policing to combat spam. 

However, a limitation of the paper should be acknowledged. Since SpamCombat 
was a conceptual prototype, participants did not have the opportunity to use a 
functional system for evaluation. Future research could replicate the experimental 
study by allowing a larger cohort of participants to interact with a fully functional 
system. Future research could also look into the extent to which gamification of 
community policing is effective in combating spam. By combining gamification and 
community policing, this paper highlights the potential of such applications in 
harnessing the synergy of online communities to perform tasks that could even be 
challenging for computers. 

Acknowledgements. This work is supported by Nanyang Technological University 
Research Grant Number M58060012. 
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Tackling the Correspondence Problem
Closed-Form Solution for Gesture Imitation by a Humanoid’s

Upper Body
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Abstract. Learning from demonstrations (LfD) is receiving more attention re-
cently as an important modality for teaching robots and other agents new skills
by untrained users. A successful LfD system must tackle several problems in-
cluding the decision about what and whom to imitate but, ultimately, it needs to
reproduce the skill it learned solving the how to imitate problem. One promis-
ing approach to solving this problem is using Gaussian Mixture Modeling and
Gaussian Mixture Regression for reproduction. Most available systems that uti-
lize this approach rely on kinesthetic teaching or require the attachment of special
markers to measure joint angles of the demonstrator. This bypasses the correspon-
dence problem which is accounting for the difference in the kinematic model of
the demonstrator and the learner. This paper presents a closed-form analytic so-
lution to the correspondence problem for an upper-body of a humanoid robot that
is general enough to be applicable to many available humanoid robots and reports
the application of the method to a pose copying task executed by a NAO robot
using Kinect recorded data of human demonstrations.

1 Introduction

Service robots are starting to get their place in our everyday lives. This means that these
robots will have to interact more with untrained humans who will need to influence the
behavior of these robots without knowledge of programming, kinematics or dynamics.
Learning from demonstrations is a promising technology for service robots [1] [2] [3]
because it allows the robot to acquire new skills without explicit programming.

For a robot to be able to learn from a demonstration, it must solve many problems.
Most important of these problems are the following four challenges:

– Action Segmentation. How can the learner segment the continuous stream of actions
(e.g. motion in the trajectory space) perceived from the demonstrator into discrete
behaviors (e.g. a tennis serve, opening a door, ...)?

– Behavior Significance for Imitation. How to know the interesting behaviors that it
should imitate? What of the actions and state components (e.g. pose) of the demon-
strator is related to the behavior to be imitated? This encapsulates the what and
whom problems in [4].

– Correspondence Problem. How can the sensory input and actions of the demon-
strator be mapped to the corresponding spaces of the learner?

T. Yoshida et al. (Eds.): AMT 2013, LNCS 8210, pp. 84–95, 2013.
c© Springer International Publishing Switzerland 2013
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– Behavior Generation. How can the learned behavior be generated by the robot (af-
ter being mapped to the sensorimotor space of the learner)?

In previous research we focused on the first two of these challenges [5][6] through the
fluid imitation engine [7] which allows the robot to learn from continuous unsegmented
streams of human motions. Only navigation tasks were used in these systems because of
the simplicity of the correspondence and behavior generation challenges in this domain
which allowed us to focus on the segmentation and behavior significance evaluation
challenges. In this paper we focus on solving the correspondence problem for the case
of an upper-body of a humanoid robot. Humanoids were selected because they provide
a high-dimensional complex mechanism to evaluate the scalability of our approach.
Humanoids also elicit anthropomorphizing reactions that may help users understand
their behavior more naturally. The reason that we focus on upper-body humanoids rather
than full-body cases is that it allows us to convert the problem to a single frame pose
correspondence problem which is possible to solve in closed form. For a full humanoid,
it is possible to do the same but the resulting poses may not be stable and constraints
related to the center-of-mass calculations and dynamics of motion must be taken into
account which is outside the scope of this paper.

The main focus of this paper is on the solution to the correspondence problem and
for this reason, we use a copycat task in which behavior generation is direct replay
of the recorded trajectory of the demonstrator. Nevertheless, a more complex behavior
generator like the one proposed in [8] can be utilized.

Nehaniv and Dautenhahn [9] provided an early work in the correspondence problem
in which it was defined as a relational homomorphism between the transformational
semigroups of the automata representing the demonstrator and the learner. One impor-
tant aspect of this formalization for our purposes is the explicit role of the observer in
the definition of correspondence which is a feature inherited in the proposed definition
of the problem. A drawback of this formalization is that it requires the specification
of equivalences between combined agent-environment states to induce the transforma-
tional semigroup. While finding these equivalence classes is easy for navigation tasks
(the source of several examples in [9]) and in purely environment-directed imitation
(e.g. filling a cup), it is hard (and may not even be possible) in more complex manipula-
tion tasks and even purely kinematic tasks like learning sign language or reproduction
of gestures using LfD.

A related but different problem that is known for long time in robotics is the inverse
kinematics problem. In this case, the input to the system is the homogeneous transfor-
mation of the end effector and its output is one (or more) vectors of joint variables (all
angles in the case of humanoids) that can put the end effector (extremity) in the required
transformation relative to the base frame (which is usually the torso of the robot). In-
verse Kinematics solvers do not in general constrain the location of any points of the
robot body other than the end effector while searching for a solution and this makes
them inadequate for gesture imitation.

Asfour and Dillmann [10] proposed a solution to the correspondence problem for
the upper-body of a humanoid robot called ARMAR. Their solution exploits the fact
that the robot has a redundant 7DoFs arm. The formulation of the problem was based
on the decomposition of the workspace of the arm and on the analytical description
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of the redundancy of the arm. The solution obtained was characterized by its accuracy
and low cost of computation. The algorithm targeted manipulation tasks and for this
reason it allowed the elbow position to vary from the demonstrated position. While this
is a useful use of redundancy in manipulation tasks, in gesture imitation tasks it is not
possible because the elbow position is an important constraint over allowed solutions.

Pitt et al. [11] proposed a solution to the inverse kinematics problem based on con-
formal geometry and automatic code generation utilizing symbolic computation. The
proposed approach is general and can be effective for solving the inverse kinematics
problem for humanoids. The disadvantage of this approach for our purposes is that –
again– it does not constraint the elbow position which is crucial in effective gesture
imitation.

Recently, Nunez et al. [12] proposed a solution to the inverse kinematics problem for
a Bioloid humanoid robot. The focus of this work was on the lower limbs of the robot
not the upper body. The solution proposed for the upper-body uses the rotational parts
of the transformation matrix for the extremities and does not constrain the elbow joint.
For these reason, it is difficult to apply it to gesture imitation.

Ali et al. [13] provided a closed form solution for the inverse kinematics problem
that applies to several humanoid robots. This solution requires the knowledge of the
position and orientation of the robot extremity which is the normal problem of all in-
verse kinematics solvers for gesture imitation. It also assumes that the elbow is a 1-DoF
joint while the shoulder is spherical. While this arrangement is common in several hu-
manoids, it is not the case for many others (e.g. NAO which is increasingly used in
humanoid research and Robovie R3, ...). The proposed solution can be used with both
types of humanoids with minor modifications.

Tee et al. [14] proposed a modular approach for solving the correspondence problem
numerically by decomposing the upper-body into a set of 2-DoF and 3-DoF components
and solving them recursively. The main advantage of this approach is the inclusion
of a term that is automatically activated near singular configurations to increase the
robustness to these configurations. The proposed approach on the other hand uses a
closed-form solution and deals with singular configurations as special cases within the
same symbolic framework.

The main contributions of this paper are an observer-aware definition of the corre-
spondence problem suitable for both goal-directed and trajectory-directed LfD and an
exact solution of the problem for an upper-body humanoid robot for trajectory directed
LfD. The proposed solution is – by the definition of the problem – robot specific but
modifying it to other humanoids is a matter of changing few well-defined parameters
rather than complete rethinking of the modeling process as in geometric solutions to the
problem [15]. It is also a closed-form solution in contrast to numerical approaches as in
[14] and Jacobian pseudo-inverse [16].

The rest of the paper is organized as follows: Section 2 defines the correspondence
problem and section 3 details the proposed solution for upper-body humanoids. Section
4 provides a proof-of-concept evaluation experiment to show the applicability of the
proposed approach and section 5 concludes the paper.
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2 The Correspondence Problem

Argall et al. [17] define the correspondence problem as:

Identification of a mapping between the teacher and the learner that allows the
transfer of information from one to the other.

This problem can be divided into three subproblems: observational mapping, external
mapping and learner’s mapping. Assuming that the demonstrator’s state is a D dimen-
sional vector, the observed signal is O dimensional while the learner’s state is L dimen-
sional we can define these mappings as follows: Observational mapping ( f o

d : RD →
R

O) refers to the mapping between the demonstrator’s state and observed/recorded data
(record mapping in [17]). External mapping ( f e

o : RO → R
E ) refers to the mapping be-

tween observed demonstrator’s behavior and the E dimensional corresponding exter-
nally expected behavior of the learner. Learner’s mapping ( f e

l : RL →R
E ) refers to the

mapping between the learner’s state and corresponding externally observable learner’s
behavior. These three mappings are forward mappings in the sense that they are usu-
ally one-to-one mappings and relatively easy to find in closed form using kinematics
analysis. We define f y

x
−1 as the inverse mapping corresponding to f y

x and it can be a
one-to-many mapping and is usually relatively difficult to find in closed form.

The main difference between this decomposition of the problem and the decom-
position proposed in [17] is that we assume that the correspondence happen between
externally observable behaviors of the demonstrator and the learner rather than between
their states which allows us to represent the agent states independent on the task and
helps in simplifying goal-directed LfD. The difference between these two definitions
of the problem may not be clear in many situations (e.g. when the observational and
learner’s mappings f l

e and f o
d are trivial) but consider the task of learning to use a spoon

to put sugar into a cup using learning by demonstration. Using our terminology, we
define the state of the demonstrator and learner by their joint angles which is the most
natural for control and the observable behavior by the relative homogeneous transfor-
mation from the spoon to the cup which is the most natural representation of the task
itself on the observational level. On the other hand, given the record and embodiment
mapping decompositions of [17], the state of the demonstrator and the learner must
contain a reference to the external transformation between the spoon and the cup which
is task specific.

Another related definition of the correspondence problem can be found in [9]. One
problem of this approach is that the state of the system combines both agent’s and
environmental state which is applicable and may be even desirable for environmental
change directed imitation (called effect imitation in [9]) but it complicates the control
problem for trajectory imitation which is the target of this paper.

Using the aforementioned mapping definitions, we can now define the correspon-
dence problem more concretely as:

Definition 1 (Correspondence Problem). Given an external mapping f e
o , find the ex-

ternal correspondence mapping f l
o which is defined as:

f l
o = f l

e

⊙
f e
o = f e

l
−1
⊙

f e
o (1)
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Fig. 1. Commutative Diagram of the mapping involved in the proposed definition of the corre-
spondence problem

where
⊙

is the mapping concatenation operator defined such that applying the map-
ping x

⊙
y corresponds to applying the mapping y followed by the mapping x. In many

cases this operator will correspond to a matrix multiplication operation but the defini-
tion is general enough to encapsulate more complex mapping concatenation operations
including nonlinear ones.

Once this mapping is found and given the demonstrator’s observational mapping
( f o

d ) it is trivial to find the state correspondence mapping f l
d which is defined as f l

d =
f l
o
⊙

f o
d . In the remaining of this paper we will use the terms correspondence mapping

to refer to both external and state correspondence mappings. This state correspondence
mapping is what was referred to as the embodiment mapping in [17]. Fig. 1 shows a
commutative diagram of the proposed decomposition of the correspondence problem
into the aforementioned four basic mappings.

As defined, the correspondence problem is robot dependent because it depends on
the learner’s mapping f e

l which is necessarily robot dependent. For this reason, there
can be no general solution to this problem without further constraints. In this paper we
provide a closed-form solution for finding f e

l that is general enough to be applicable
with only parameter change to most upper-body humanoid robots.

Another feature of the correspondence problem is its dependence on the mapping f e
o

which is necessarily dependent on the sensors used for capturing the demonstrations
(e.g. Mocap sensors, cameras, depth cameras, accelerometers, etc). The decomposition
of the mapping into separated f e

l and f e
o helps alleviating this problem as f e

o can be
calculated for each of these types of sensors. By combining f e

l of various robots and f e
o

of various sensors, it is possible to build a modular library that is the next best thing to
a general solution to the problem.

From dentition 2, it is clear that the solution of the correspondence problem does
not explicitly depend on the observational mapping ( f o

d ) which means that the form
factor of the demonstrator need not be modeled. This – slightly nonintuitive – feature
of the proposed definition makes sense because the act of observing the action of the
demonstrator (through the observational mapping f o

d ) abstracts away any aspects of the
demonstrator’s state that is not relevant to observed quantities but in the same time
translates the relevant parts of this state into what the learner perceives as an observed
behavior.
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3 Proposed Solution

In section 1, the correspondence problem was decomposed into two subproblems: cal-
culation of the external mapping and the learner’s mapping and it was shown that this
decomposition helps separating the aspects of the correspondence problem related to
the sensing modality of the demonstrations from aspects related to the form factor of
the learner. The following two subsections provide details of the proposed approach to
solve these two subproblems. Because we use homogenous transformations for the rest
of this paper, the mapping concatenation operation

⊙
is simply a matrix multiplica-

tion for the forward mappings and a set of equations for the inverse mappings that are
usually nonlinear as will be shown in section 3.2.

3.1 External Mapping

The external mapping ( f e
o ) depends on the kind of sensors used to capture the demon-

stration – as this determines the observational space – and the observer’s notion of
equivalence between agent and environmental states. For this reason, no general solu-
tion to this problem can be given.

One possible external mapping is to map the effects on the environment of the
demonstrator’s actions to actions of the robot that achieve the same effects. This is
best captured by the homomorphism formulation of the transformational groups pro-
posed in [9]. This kind of mapping can be of use in effect imitation. In this paper we
limit ourselves to low level pose/trajectory mappings in which the pose of the human
demonstrator at every single time-step is mapped to a corresponding actuation com-
mand of the learner robot. This low level mapping is well-posed enough in the case
of upper-humanoids that it can be calculated generally in closed form and is useful in
cases of trajectory imitation (e.g. gesture imitation).

For the case of upper-humanoids, a very simple – and usually effective – approach is
to consider a robot’s pose equivalent to a human pose if –and only if– the relative posi-
tions and orientations of the head, shoulders, elbows, and extremities (hands/wrists) in
some fixed coordinate system are the same as those for the human demonstrator up to a
scaling factor of the upper and lower arm links. This pose equivalence is useful in cases
of trajectory imitation (e.g. imitating gaze behavior, gesture learning, sign-language
learning, teleoperation tasks , etc). One advantage of this mapping is that its input (po-
sitions of different joints) is currently easily calculated from a variety of sensor types
(e.g. Mocap sensors like phaseSpace [18], Kinect sensors, D-cameras, Laser scanners,
accelerometers through double integration etc).

In the most limited case, only relative positions are available or both positions and
link orientations are available. Because of the kinematic constraints of the arm chains,
a single orientation (e.g. of the extremity) is enough to define the mapping completely.
If no such orientation is available, then it can easily be proven that at most 4 DoFs of
each arm can be calculated fixing completely the orientation of the first limb (upper-
arm) as well as the position of the extremity of each arm but without constraining the
orientation of the extremity. In the pose matching framework employed in this paper,
orientations relative to the robot’s torso transform without any change implying that f e

o
is unity for them. We focus now on position data.
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In the rest of this paper t, s, e, w,h stand for torso, shoulder, elbow, wrist and hand
and adding a subscript l or r stands for left or right joint. Ar

i refers to the position of
point i in frame r, T j

i is the homogenous transformation which transforms any point
from frame i to frame j, and R j

i is the rotation matrix that transform any point from
frame i to frame j. For the rest of this section, we use x̂ to represent the frame on
the learner’s body corresponding to the frame x on the demonstrator’s body. It is well
known that the columns of R j

i are the direction cosines of the three coordinate axes of
frame i represented as vectors in frame j. It is also well known that:

T j
i =

[
R j

i O j
i

000 1

]
and T j

i
−1

=

[
R j

i
−1 −R j

i
−1

O j
i

000 1

]

We assume that the positions of the shoulders (Ag
ls,A

g
rs), elbows (Ag

le,Ag
re), and hands/

wrists (Ag
lh,Ag

rh) are measured in some global frame of reference G. We also assume
that the homogeneous transformation of the demonstrator’s torso in the same reference
frame is give (T g

t ). Because left and right arms are treated exactly the same, we will
drop the l and r subscript letters for the rest of this section. Robot’s upper and lower
arm lengths (U and L) and the location of left and right shoulders in the robot’s torso
frame At̂

s are assumed fixed and known which is always the case for humanoids made of
noncompliant materials and even for most mechanically achievable compliant designs.

The first step to find the required mapping is to project all points to the torso frame
of the demonstrator using At

i = T g
t
−1Ag

i applied to the eight input positions. We then
calculate the required mapping using:

At̂
e = At̂

s +
U

‖At
e −At

s‖
(
At

e −At
s

)
and At̂

h = At̂
e +

L∥∥At
h −At

e

∥∥ (At
h −At

e

)
If this is the only available information then we can only calculate 4 DoFs for each

arm of the robot because Aŝ
e and Aê

h each has one length constraint.
If any rotation matrix is known in the global frame of reference g, we transform it to

the torso frame of reference using: Rt
i = T g

t
−1Rg

i and then it transforms without change
to the learners frame of reference (Rt̂

i = Rt
i). The mapping f e

o and its inverse are now
uniquely determined.

This simple linear transformation method takes into account the kinematic con-
straints of the learner except joint ranges and maximum speeds which will be dealt
with in the learner’s mapping and behavior generation respectively.

3.2 Learner’s Mapping

The learner’s mapping ( f e
l ) is a forward mapping that takes as input the state of the

learner (joint angles of the upper body in the case of an upper humanoid) and returns
the external behavior that is to be corresponded to the observed behavior of the demon-
strator. In order to solve the correspondence problem, the inverse learner’s mapping
( f e

l
−1) is what needs to be calculated (see definition 2).
Fig. 2(a) shows the kinematic chains of a general 23 DoFs humanoid robot and the

torso frame orientation used throughout this paper. Solving the inverse kinematic for
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(a) General Humanoid. (b) Spherical Shoulder (c) Pan-Tilt Shoulder

Fig. 2. The Kinematic chain of the upper body of humanoid robots for which the learner’s map-
ping is designed

the general case humanoid robot is complex and several simplifying assumptions must
be made to arrive at a closed form solution. The head and eyes can each be modeled by
a pure orientation matrix and so their inverse problem is an inverse orientation problem
that can be solved in closed form using the equations in [19]. Due to lack of space this
solution is not repeated here.

The arm has 9 DoFs in the general chain but most robots use one of the two arrange-
ments presented in Fig. 2(b) or Fig.2(c). The final spherical joint at the wrist does not
affect the position of the elbow or the wrist. This allows us to decompose the problem
into two problems. One inverse orientation problem for the wrist that can be solved as
in [19] if the final hand orientation in the wrist coordinate frame is known and another
inverse kinematic problem for the shoulder and elbow joints. Assuming that we could
find the first 6 DoFs, we can use forward kinematics to find the homogeneous transfor-
mation of the wrist assuming zero values for its 3 DoFs (T s

w). Using this information and
the hand transformation found using the external mapping (Tt

h ), the rotation achieved

by the 3DoFs of the wrist can be found as: Rh
w = Rt

h
−1Rt

sR
s
w. With all of these details

out of the way, we can concentrate on the shoulder and the elbow joints to complete the
solution.

From this point on we will drop using î to refer to learner’s joints and will use
i instead and will drop the distinction between right and left arms because of their
symmetry.

Fig. 2(b) and Fig. 2(c) give the two mechanisms used by most humanoid robots
that we call the spherical shoulder and the pan-tilt shoulder configurations. The only
difference between these two configurations is that the third joint is located differently
in the two arrangements (i.e. in the shoulder in spherical shoulder configuration and in
the elbow in pan-tilt configuration). For example, NAO and Robovie R3 robots use the
pan-tilt configuration while ASIMO, HRP2 and HOAP2 use the spherical configuration.
We exploit the similarity of these two designs in the proposed solution by focusing our
attention on the pan-tilt configuration and encoding the difference in a transformation
matrix that changes the location of the third joint to the shoulder position for the case
of spherical shoulder.

The parameters of our system are: robot’s upper and lower arm lengths (U and L)
and the location of left and right shoulders in the robot’s torso frame At

s, the transfor-
mation from the end of the upper-arm to the beginning of the lower arm T l

u and the final
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Table 1. The DH parameters of the full arm, upper arm and lower arm for a pan-tilt shoulder type
humanoid (e.g. NAO)

Joint 1F 2F 3F 4F 1U 2U 1L 2L

θi θ F
1 θ F

2 θ F
3 θ F

4 θU
1 θU

2 θ L
1 θ L

2
di 0 0 U 0 0 0 0 0
αi π/2 π/2 −π/2 0 π/2 0 −π/2 0
ai 0 0 0 L 0 U 0 L

transformation of the robot’s end effector in the wrist frame (T w
end). We use the standard

Denavit-Hartenberg convention for specifying kinematic parameters.
The first step is to find the DH parameters of the upper-arm, lower-arm and full-arm

kinematic chain. Table 1 gives the DH parameters of the pan-tilt type robot. The second
step is to find the forward transformation of the Upper-arm, Lower-arm and Full-arm
of the robot called U T s

e , LT e
w , and F T s

w using the DH parameters. The forward learner’s
mapping is then found as f e

l = F T s
w

Because the number of DoFs encoded in the elbow position are the same as the
number of DoFs of the upper arm robot, it is possible to find a closed form solution for
the inverse kinematics of this robot. This leads to the following equations for the first
two angles:

θU
2 = sin−1

(
Xt

e(y)−At
s(y)

U

)
(2)

If θ2 was zero then the robot is in a singular position and the value of θ1 does not affect
the position of the elbow. In this case we temporarily set θ1 to zero and may revise it
later based on the orientation of the wrist. Otherwise, the first angle can be calculated
as:

θU
1 = cos−1

(
Xt

e(z)−At
s(z)

U sinθU
1

)
= cos−1

(
Xt

e(x)−At
s(x)

U cosθU
1

)
(3)

Because there are two ways to find this angle, we select the most numerically robust
of them by using the first equality if sinθU

1 was greater that 1/
√

2 otherwise the second
equality is used.

Once we have θU
1 and θU

2 , we use the forward transform of the upper arm to get the

position of the wrist in the elbow’s coordinate frame using :U Ae
w = U T s

e
−1

As
w. This for-

ward kinematic step simplifies the problem of finding the final two angles
tremendously.

The next step is to use the transformation from the upper to the lower arm in order to
find the position of the wrist in the elbow coordinate of the lower arm: LAe

w = T l
u

U Ae
w.

Finally the lower arm robot’s forward kinematics transformation (LT e
w) is analyzed

to find the relation between the position of the wrist and the final two angles which
leads to two possible cases: If the final hand transformation was only rotational (i.e.
T w

h (1 : 3,4) = 0) the following equations can be used to recover the final two angles:

θ L
2 = tan−1

⎛
⎝− Ae

h(x)√
Ae

h(y)
2 +Ae

h(z)
2

⎞
⎠ (4)
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θ L
1 = cos−1

(
Ae

h(z)

Lsin θ L
1

)
= cos−1

(
Ae

h(y)

Lcosθ L
1

)
(5)

If the final hand transformation had a translational component, the situation becomes
slightly more complicated as we will have two solutions as shown in equation 6. In this
case, we must rely on the human constraint on the elbow joint to find a unique solution.

θ L
2 =±sin−1

(
−Ae

h(x)

L

)
(6)

The final angle θ L
3 is found by solving the two equations in two variables resulting from

substituting θ L
4 into LT e

w (2 : 3,4) resulting on the following equation for the case when
Ae

h(z) �= 0 (similar equations can be used when other translations exist in T w
h ):

θ L
1 = tan−1

((
Ae

h(z)−Lc1sin θ L
2

)
/Aw

h (z)

c1

)
(7)

where c1 = (Ae
h(y)Lsin θ L

2 −Ae
h(z)A

w
h (z))/(A

w
h (z)

2 +
(
Lsinθ L

2

)2
).

The final step is to find angels of the full arm using the found angles for the upper and
lower arm for which the following identities can be proven trivially: θ F

1 = θU
1 , θ F

2 = θU
2 ,

θ F
3 = θ L

1 , and θ F
4 = θ L

2 . Using equations 2 to 7 and these identities, the complete inverse
learner’s mapping f e

l
−1 is now found. Notice that the process described here is to be

carried out only once.

4 Evaluation

NAO is a humanoid robot designed by Aldebaran. We use a version 3.2 robot which has
15.9 offset in the Z direction of each hand. The parameters of our system were set from
the robot’s manual as:

[
U
L

]
=

[
100

108.55

]
At

ls=

⎡
⎣ 0

98
100

⎤
⎦ ,At

rs=

⎡
⎣ 0
−98
100

⎤
⎦ ,T h

end=

⎡
⎢⎢⎣

1 0 0 0
0 1 0 0
0 0 1 −15.9
0 0 0 1

⎤
⎥⎥⎦ ,T u

l =

⎡
⎢⎢⎣

0 0 1 0
1 0 0 0
0 1 0 0
0 0 0 1

⎤
⎥⎥⎦

Fig. 3. Example pose imitations from the copycat task experiment
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To evaluate the proposed approach, we use a copycat task in which a real NAO robot
tries to copy the pose of a human subject captured through a single Kinect sensor using
the skeleton tracking capability of Microsoft Kinect SDK. We only pass position data to
the system which applies the external mapping described in section 3.1 followed by the
inverse learner’s mapping as described in section 3.2. No calibration steps are needed
for the system and the subject can just step in the sensing area of the Kinect. Fig. 3
shows three shots of the experiment. The first shot shows both arms in two different
singular positions. Nevertheless, the system was able to accurately copy the pose.

To provide a quantitative measure of the quality of the proposed system, we com-
pared it with the inverse kinematics solution provided in the NAOqi library (the official
SDK of NAO) on 3456 frames collected by moving the hands randomly in front of a
Kinect. The error was calculated as:

error =
1
4

(∥∥Nt
lh − f e

o
(
Ht

lh

)∥∥
2(U +L)

+

∥∥Nt
le − f e

o
(
Ht

le

)∥∥
2L

+

∥∥Nt
rh − f e

o
(
Ht

rh

)∥∥
2(U +L)

+
‖Nt

re − f e
o (H

t
re)‖

2L

)

This error term calculates the observable difference between the elbow and hand joint
positions and the corresponding positions of the demonstration in the robot’s space. To
remove the dependence on upper and lower arm lengths, we normalize elbow error by
elbow length and hand error by hand length, then average over left and right arms.
The maximum possible value for this error measure is one. Because the IK solver can
sometimes provide multiple solutions, we use the one with least error in the evaluation.
When the IK solver fails to find a solution (which happens frequently due to errors in
localization of the hand) we penalize it by an error equal to the robot’s full arm length.
The average error value for the IK solver was 0.412 (std. dev. 0.24) while it was only
0.01 (std. dev. 0.003) for the proposed system.

5 Conclusions

This paper presents a solution of the correspondence problem for trajectory imitation
(e.g. gesture imitation) for upper-body humanoid robots. The proposed solution is closed-
form and takes into account singularities of the kinematic chains. Because the system
uses only position data, it can be used with most motion-capture devices. The proposed
system can be applied to many available humanoid robots with small or no modifica-
tions after setting the kinematic parameters of the robot like upper and lower arm lengths
and position of the torso frame to be considered the base of all kinematic chains. The
proposed method was evaluated in a copycat task using Kinect records of human motion
imitated by a real NAO robot and its performance was compared quantitatively to the IK
solver of NAOqi and was found to result in lower errors in the locations of arm joints.
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Abstract. Learning and utilizing a pool of features for a given data is
important to achieve better performance in data analysis. Since many
real world data can be represented as a non-negative data matrix, Non-
negative Matrix Factorization (NMF) has recently become popular to
deal with data under the non-negativity constraint. However, when the
number of features is increased, the constraint imposed on the features
can hinder the effective utilization of the learned representation. We
conduct extensive experiments to investigate the effectiveness of several
state-of-the-art NMF algorithms for learning and utilizing a pool of fea-
tures over document datasets. Experimental results revealed that coping
with the non-orthogonality of features is crucial to achieve a stable per-
formance for exploiting a large number of features in NMF.

1 Introduction

Since many real world data can be represented as a non-negative data ma-
trix, various research efforts have been conducted on Non-negative Matrix Fac-
torization (NMF) [7,8,12,2,1]. Different from eigenvalue analysis such as PCA
(Principal Component Analysis), localized features, which are not necessarily
orthogonal to each other, can be learned by NMF thanks to the non-negativity
constraint. NMF has been successfully used in image analysis [7,8]. In addition,
since documents are usually represented in terms of the non-negative frequencies
of terms, NMF can also be used for document analysis [12].

Since another data representation of instances can be learned by NMF, it can
be regarded as a representation learning method [6]. The objective of represen-
tation learning is to learn a pool of feature from data so that the performance in
data analysis can be improved by exploiting the learned features [9]. However,
when the number of features is increased, the constraint imposed on the features
can hinder the effective utilization of the learned representation [9].

In order to exploit the representation learned by NMF, we investigate three
kinds of approaches in this paper: preprocessing of data [12,6], incorporation
of additional constraints [2,1], and post-processing of the learned representa-
tion [13]. Extensive experiments are conducted to evaluate their performance
over document datasets. Experimental results revealed that preprocessing of

T. Yoshida et al. (Eds.): AMT 2013, LNCS 8210, pp. 96–105, 2013.
c© Springer International Publishing Switzerland 2013
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data can lead to better performance when the number of features is small. How-
ever, the performance may rapidly degrade as the number of features increases.
On the other hand, even when a large number of features is learned and used,
coping with the non-orthogonality of features through additional constraints or
post-processing can lead to achieving a stable performance. Furthermore, it is
revealed that exploiting the metric of the feature space with post-processing is
effective for performance improvement.

Table 1. Notation

p number of attributes

q number of features

n number of instances

k number of clusters

Notation. The symbols used in this paper are
summarized in Table 1. We assume that data in-
stances are originally represented in a p-dimensional
standard Euclidian space. A bold normal uppercase
letter is used for a matrix, and a bold italic lower-
case letter for a vector. For a matrix X, Xij stands
for an element in X, tr(X) stands for the trace of
X, and XT stands for its transposition. For a non-singular matrix A, its inverse
matrix is represented as A−1.

Oraganization. Section 2 explains the problem setting of NMF and several
NMF algorithms. Section 3 reports the evaluation of the algorithms over docu-
ment datasets. Section 4 discusses the results and related work. Section 5 sum-
marizes our contributions and suggests future directions.

2 Non-negative Matrix Factorization

Non-negative Matrix Factorization (NMF) [8] factorizes a non-negative matrix
X = [x1, · · · ,xn] ∈ R

p×n
+ into a product of two non-negative matrices U =

[u1, · · · ,uq] ∈ R
p×q
+ and V = [v1, · · · ,vn] ∈ R

q×n
+ as:

X � UV (1)

Minimization of the following objective function is conducted to obtain the ma-
trices U and V:

J0 = ||X−UV||2 (2)

where || · || stands for a norm of a matrix. We focus on Frobenius norm || · ||F [8]
in this paper.

2.1 Representation Learning with NMF

In addition to image analysis [7,4], NMF has also been used for document analy-
sis, especially for document clustering [12,2]. In previous approaches, the number
of features are set to the number of clusters, and the matrix V is interpreted as
a cluster indicator matrix [12,2].

By approximiating a data matrix X as a product UV in eq.(2), each data
xi (i-th column of X) is approximated as a linear combination of columns of
U as xi �

∑q
�=1V�iu�. This means that, each column u� playes the role of a
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learned feature, and i-th column vi of V playes the role of coefficients for the
learned features to represent the instance xi. Thus, in addition to the above
interpretation, the matrix V can also be regarded as a new data representation
in a low-dimensional feature space1, which is spanned by the learned features.

In order to learn an effective representation under a pool of features in NMF,
three kinds of approaches can be considered: preprocessing of data [12,6], in-
corporation of additional constraints [2,1], and post-processing of the learned
representation [13].

2.2 Preprocessing of Data

Preprocessing of data means that, before applying some data analysis algorithm,
the given representation of the instances is converted with a rather simple trans-
formation. This approach is employed in the framework of spectral learning [6].
In spectral learning, symmetric Graph Laplacian in Ncut [11] is used to construct
a new representation in [6].

The weighting scheme in Ncut [11] is also employed in [8]. For a given data
matrix X, this method considers a graph whose weighted adjacency matrix W
is represented as the Gram matrix of the data matrix. Then, by defining the
degree vector d of the graph as di =

∑
j(W)ij , the diagonal matrix D=diag(d)

is constructed2. Finally, by denoting the inverse matrix of D as Γ, the data
matrix X is converted into XΓ1/2. The standard NMF algorithm is applied to
the converted data for the factorization.

The key idea in [8] is the preprocessing of the data matrix X into XΓ1/2. This
method is called WNMF in this paper. It is also reported that WNMF is effective
for document clustering [12].

2.3 Incorporation of Additional Constraints

In order to learn orthogonal features within the framework of NMF, minimization
of the following objective function was proposed [2]:

JO = ||X−UV||2 such that UTU = I (3)

where I is a unit matrix. The difference from the original objective function J
in eq.(2) is the additional constraint (UTU = I) imposed on the minimization:
this constraint requires that the learned features should be orthogonal to each
other. We call this algorithm as ONMF in this paper.

Besides the non-orthogonality of features, for better interpretability of the
factorized matrices, another method was proposed in [1]. This method restricts
each column of U to be a convex combination of columns in X as:

Jc = ||X−UV||2 such that U = XA (4)

where A is also a non-negative matrix to restrict each feature as a convex com-
bination of instances. With this constraint, when the number of features is set to

1 Usually q � p.
2 The matrix D is called the degree matrix of the graph.



Learning and Utilizing a Pool of Features 99

Table 2. TREC datasets

dataset # attr. #clusters

hitech 126372 6

reviews 126372 5

sports 126372 7

la12 31372 6

k1b 21839 6

ohscal 11465 10

Table 3. TREC datasets (imbalanced)

dataset # attr. #clusters #instances

tr11 6429 9 414

tr12 5804 8 313

tr23 5832 6 204

tr31 10128 7 927

tr41 7454 10 878

tr45 8261 10 690

the number of clusters, the learned features can be interpreted as cluster means.
This method is called convexNMF in this paper.

2.4 Post-processing of Learned Representation

Instead of incorporating additional constraints and inventing learning rules un-
der the additional constraints, we have proposed an approach for rectifying the
representation learned by NMF [13]. The key idea is the utilization of the ma-
trix U, which is also learned by NMF. By normalizing each column u� such that
uT
� u� =1 in the factorization, the metric M of the feature space is estimated in

this method as:

M = UTU, s.t. uT
l ul = 1, ∀l = 1, . . . , q (5)

Since the metric M in eq.(5) is symmetric positive semi-definite, it can be
uniquely decomposed by the Cholesky decomposition as M = TTT , where
T ∈ R

q×q is an upper triangular matrix [3]. Finally, another data representation
of instances is obtained by utilizing T as a linear mapping as:

V �→ TV (6)

Thus, this method conducts a post-processing of the representation V learned
by NMF, and construct another representation TV.

3 Evaluation

3.1 Experimental Setting

Datasets. Based on previous work [12,9], the effectiveness of the approaches
in Section 2 were evaluated for document clustering over TREC datasets3. In
the following experiments, 12 datasets in Table 2 and Table 3 were used. Each
document in these datasets is represented in the standard vector space model
based on the frequencies of terms.

For the datasets in Table 2, 50 documents were sampled from each cluster to
create a sample, and 10 samples were created for each dataset. The created sam-
ples are balanced in terms of the number of instances per cluster. On the other

3 http://glaros.dtc.umn.edu/gkhome/cluto/cluto/download

http://glaros.dtc.umn.edu/gkhome/cluto/cluto/download
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hand, it is known that learning from imbalanced data is a difficult problem [5].
Thus, we also used the datasets in Table 3, which are very imbalanced in terms
of the number of instances per cluster. To preserve the imbalance in the data,
we did not conduct sampling for these datasets.

Evaluation Measure. For each dataset, the cluster assignment was evaluated
with respect to the Normalized Mutual Information (NMI ) [10]. Let C, Ĉ stand
for the random variables over the true and assigned clusters. NMI is defined as:

NMI =
I(T̂ ;T )

(H(T̂ ) +H(T ))/2
(7)

where H(·) is Shannon Entropy, I(; ) is Mutual Information. NMI in eq.(7)
corresponds to the accuracy of cluster assignment. The larger NMI is, the better
the clustering assignment is.

NMF Algorithms. We used the NMF algorithms explained in Section 2,
namely: NMF [8],WNMF [12], ONMF [2], and convexNMF [1].WNMF corresponds
to the preprocessing of data in Section 2.2. Both ONMF and convexNMF corre-
spond to the algorithms with additional constraints in Section 2.3, In addition,
the post-processing in Section 2.4 was applied to the representation, constructed
by each algorithm.

Evaluation Procedure.When learning and utilizing a pool of features by NMF
algorithms, the main parameter is the number of features in the factorization.
Thus, the number of features was varied in the following experiments. As the
standard clustering algorithms based on Euclidian space, kmeans and skmeans
were applied to the learned representation matrix V from each NMF algorithm,
and the post-processed representation TV in eq.(6). When applying these par-
titioning based clustering algorithms, we used the number of clusters in each
dataset.

With the iterative update of matrices, the learned matrices depends on their
initialization. Thus, we conducted 10 random initialization for the same data
matrix. Furthermore, since both kmeans and skmeans are affected from the ini-
tial cluster assignment, clustering was repeated 10 times with a random initial
assignment. For the iterative update of matrices U and V in eq.(1), the number
of maximum iterations for matrix updates was set to 30.

3.2 Results for Balanced Data

Results for the balanced data in Table 2 are shown in Fig. 1 and Fig. 2. In
these figures, the horizontal axis corresponds to the number of features, the
vertical one to NMI . The reported results are the average of 10 samples in each
dataset 4. In the legend, solid lines with circles correspond to NMF, dotted lines
with triangles to WNMF, dashed lines with squares to ONMF, and twodash lines

4 Since 100 runs were conducted for each sample, the average of 1,000 runs is reported
for each dataset.
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Fig. 1. Results for balanced data in Table 2 (NMI , with kmeans)

with crosses to convexNMF (shown as convex in the legend in Fig. 1 and Fig. 2.).
For each NMF algorithm, +c stands for the results with the post-processing in
Section 2.4.

When kmeans was used for clustering (Fig. 1), the performance of NMF,
WNMF and convexNMF degraded as the number of features increased. Espe-
cially, although WNMF (with the preprocessing in Section 2.2) showed the best
performance, its performance rapidly degraded. Thus, these algorithms were not
capable of learning and utilizing a pool of features. On the other hand, with the
post-processing in Section 2.4 (namely NMF+c, WNMF+c and convex+c), they
showed a stable performance, even when a large number of features was learned
and used. Similar stable performance was observed in ONMF with the orthogo-
nal constraint in eq.(3). However, the performance of ONMF+c was almost the
same with that of ONMF.

When skmeans was used (Fig. 2), the performance of NMF and WNMF also de-
graded as the number of features increased (but the performance degradation was
not observed in convexNMF). However, their performance was improved by uti-
lizing the post-processing in Section 2.4. In addition, compared with the results
in Fig. 1 (with kmeans), better performance was observed in all the algorithms.
This performance improvement would be because skmeans was originally pro-
posed for clustering high-dimensional data such as documents. In addition, the
performance of the algorithms with constraints (namely ONMF and convexNMF)
was rather stable with respect to the change in the number of features.
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Fig. 2. Results for balanced data in Table 2 (NMI , with skmeans)

3.3 Results for Imbalanced Data

Results for the imbalanced data in Table 3 are shown Fig. 3 and Fig. 4.
Contrary to the results in Fig. 1, when kmeans was used for clustering, there

were no significant changes in the clustering performance with respect to the
number of features. Among the algorithms, WNMF (with the preprocessing in
Section 2.2) showed the best performance. However, performance improvement
with the post-processing (with +c) was not so remarkable for the imbalanced
data.

On the other hand, when skmeans was used, better clustering performance
was observed in all the NMF algorithms. Furthermore, contrary to the results
in Fig. 3, the post-processing in Section 2.4 (with +c) showed performance im-
provement for NMF,WNMF and convexNMF, especially in large datasets (namely
tr31, tr41 and tr45). Similarly, as in the results in Section 3.3, WNMF+c, which
is based on both the pre-processing in Section 2.2 and post-processing in Sec-
tion 2.4, showed better performance than those of ONMF and convexNMF (with
additional constraints). Unfortunately, the post-processing in Section 2.4 was
not effective to ONMF.

4 Discussion

In [9], generic features are learned based on NMF [9], but the representation
based on the learned features was not effective for document analysis. In order
to learn effective features and the representation under the learned features,
three kinds of approaches in Section 2 were investigated.
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Fig. 3. Results for imbalanced datasets in Table 3 (NMI , with kmeans)

Preprocessing of data in Section 2.2 showed the best performance when the
number of features was set to the number of clusters. However, its performance
rapidly degraded as the number of features was increased. Thus, it was not so
effective for exploiting a large number of features. On the other hand, when ad-
ditional constraints are imposed (Section 2.3), the clustering performance was
rather stable with respect to the number of features, especially for imbalanced
data. However, they could not outperform WNMF (with the preprocessing). Fi-
nally, the post-processing in Section 2.4 was effective to most NMF algorithms to
improve their performance (except for ONMF). Furthermore, their performance
was stable, even when the number of features was increased.

Our current conjecture for the stable and improved performance with the
post-processing in Section 2.4 is as follows. By apply NMF to a data matrix,
each instance xi is represented as vi with respect to the learned features. Then,
vi is mapped to Tvi through the linear mapping in eq.(6). Thus, the square
distance of any pair of instances is calculated as:

(Tvi −Tvj)
T (Tvi −Tvj) = (vi − vj)

TTTT(vi − vj)

= (vi − vj)
TM(vi − vj)

where M is the estimated metric of the learned feature space in Section 2.4.
Thus, as in the Mahalanobis generalized distance (which has been widely used
in pattern recognition), it is possible to exploit the square distance based on
the metric of the learned feature space. This enables to coping with the non-
orthogonality of features learned by NMF.
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Fig. 4. Results for imbalanced datasets in Table 3 (NMI , with skmeans)

5 Concluding Remarks

Since localized features as well as a data representation with respect to the fea-
tures can be learned by Non-negative Matrix Factorization (NMF), NMF can be
used as a representation learning method. This paper investigated the effective-
ness of NMF for learning and utilizing a pool of features over document datasets.
Performance of NMF algorithms for different number of features was analyzed in
terms of the preprocessing of date, incorporation of additional constraints, and
post-processing of the representation learned by NMF. Experimental results re-
vealed that coping with the non-orthogonality of features is crucial to achieve a
stable performance for exploiting a large number of features. Furthermore, it was
revealed that exploiting the metric of the feature space with post-processing is
effective for performance improvement. We plan to conduct further investigation
with other real world datasets such as image datasets.
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Abstract. Various research efforts have been invested in machine learn-
ing and data mining for finding out patterns from data. However, even
when some knowledge may be learned in one domain, it is often difficult
to re-use it for another domain with different characteristics. Toward
effective knowledge transfer between domains, we proposed a transfer
learning method based on our transfer hypothesis that two domains have
similar feature spaces. A graph structure called a topic graph is con-
structed by using the learned features in one domain, and the graph is
used as a regularization term. In this paper we present a theoretical anal-
ysis of our approach and prove the convergence of the learning algorithm.
Furthermore, the performance evaluation of the method is reported over
document clustering problems. Extensive experiments are conducted to
compare with other transfer learning algorithms. The results are en-
couraging, and show that our method can improve the performance by
transferring the learned knowledge effectively.

1 Introduction

Transfer Learning is a machine learning framework for realizing the re-use of
data or knowledge [10]. Based on the notation in [10], the domain in which the
knowledge is learned is called the source domain, and the other domain is called
the target domain in this paper. Various methods have been proposed in the
literature [3,8,6,14]. We have also proposed a method based on Non-negative
Matrix Factorization (NMF) [7,13,5]. Since NMF enables to learn features from
a non-negative data matrix, our method tries to preserve the feature space which
is spanned by the learned features with NMF [9].

In this paper we present a theoretical analysis of our approach and prove the
convergence of the learning algorithm. Furthermore, the performance evaluation
of the method is reported over document clustering problems. Extensive experi-
ments were conducted in the evaluation to compare with other transfer learning
algorithms, and the results show that our method can improve the performance
of document clustering by exploiting the knowledge learned in the source do-
main. Especially, performance improvement can be achieved not because the
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available amount of instances is simply increased, but because it can exploit the
knowledge learned in the source domain.

Notation. We use bold normal uppercase letters for matrices, and bold italic
lowercase letters for vectors. For a matrix X: Xij stands for ij-th coordinate
of X, tr(X) stands for the trace of X, and XT stands for its transposition. I
stands for a unit matrix, and 1 stands for a vector where all the coordinates
are equal to 1. For a non-singular matrix A, its inverse matrix is represented as
A−1. We assume that a data matrix, which represents instances in a domain, is
non-negative. In this paper the matrices for the source domain are represented
with subscript s, and the matrices for the target domain are represented with
subscript t. For example, Xs and Xt represent a data matrix in the source
domain and a data matrix in the target domain, respectively.

2 Theoretical Analysis of a Transfer Learning Method

2.1 Topic Graph Based NMF for Transfer Learning

We have proposed a transfer learning method based on Non-negative Matrix
Factorization (NMF) [7,13,5]. In NMF, a non-negative data matrix X is approx-
imately factorized as

X � UV (1)

where U and V are non-negative matrices. The columns of U correspond to
features, and those of V correspond to coefficients in the factorization. Our
transfer hypothesis is the similarity (preservation) of feature spaces between the
source domain and the target domain. This is formalized as the minimization of
the following objective function [9]:

J1 = ||Xt −UtVt||2 + ν||Us −Ut||2 (2)

where ν is a regularization parameter, and || · || is a matrix norm. The first term
represents the approximate factorization of a data matrix in the target domain,
and the second term represents our transfer hypothesis (preservation of feature
spaces) in transfer learning. In this paper we focus on Frobenius norm || · ||F [7]
as a matrix norm || · ||.

When each column inU is normalized, we may consider the relation of features
(columns of U) and represent the relation as a graph. The weighted adjacency
matrix of the graph is defined as W = UTU where uT

� u� = 1, ∀	. Here, each u�

is a column in U. We call the graph as a topic graph, since a feature learned by
NMF usually corresponds to a topic in document analysis. By using the topic
graph, minimizing J1 in eq.(2) is equivalent to minimizing the following objective
function [9]:

J2 = ||Xt −UtVt||2 + ν tr(UtLsU
T
t ) (3)

where Ds is the degree matrix of topic graph Ws in the source domain, Ls =
Ds – Ws is the graph Laplacian of Ws [12]. For minimizing J2 in eq.(3), we
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proposed an algorithm TNT (Topic Graph based NMF for Transfer Learning),
which repeatedly applies the following multiplicative update rules:

(Ut)ij ← (Ut)ij
(XtV

T
t + νUtWs)ij

(UtVtV
T
t + νUtDs)ij

(4)

(Vt)ij ← (Vt)ij
(UT

t Xt)ij

(UT
t UtVt)ij

(5)

2.2 Theoretical Analysis of TNT

The following theorem holds for the algorithm:

Theorem 1. The objective function in eq.(3) is non-increasing under the above
update rules, and since it is non-negative, the algorithm converges.

The objective function J2 in eq.(3) is certainly bounded from below by zero.
To prove Theorem 1, we need to show that J2 is non-increasing under the update
rules in eq.(4) and eq.(5). Since the second term in eq.(3) is only related to Ut,
we have exactly the same update formula for Vt as in the original NMF update
rules [7]. Please refer to [7] for the details.

In order to prove Theorem 1, we use the notion of auxiliary function [7].

Definition 1. A function G(u, u(t)) is an auxiliary function for a function F (u)
if the conditions:

1) G(u, u(t)) ≥ F (u)
2) G(u, u) = F (u)

are satisfied. For any auxiliary function, the following lemma holds:

Lemma 1. if G is an auxiliary function of F , then F is non-increasing under
the following update: [7]

u(t+1) = argmin
u

G(u, u(t)) (6)

Proof. F (u(t+1)) ≤ G(u(t+1), u(t)) ≤ G(u(t), u(t)) = F (u(t)) �

In the following, each element (Ut)ab in Ut is also represented as uab. In
addition, Fab stands for the terms in eq.(3) which are only related to (Ut)ab.
Now, we consider the partial derivative of eq.(3) with respect to each (Ut)ab,
and define the following symbols:

F ′
ab

�
= (

∂J2
∂Ut

)ab = (−2XtV
T
t + 2UtVtV

T
t + 2νUtLs)ab (7)

(
∂F ′

ab

∂Ut
)ab = 2(VtV

T
t )bb + 2ν(Ls)bb (8)
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Lemma 2. The following function is an auxiliary function of Fab:

G(u, u
(t)
ab ) = Fab(u

(t)
ab ) + F ′

ab(u
(t)
ab )(u − u

(t)
ab )

+
(UtVtV

T
t )ab + ν(UtDs)ab

u
(t)
ab

(u− u
(t)
ab )

2 (9)

Proof. We show that G is an auxiliary function of Fab. Apparently, G(u, u) =
Fab(u) holds. Thus, we show that G(u, u′) ≥ Fab(u) holds. Based on the Taylor
expansion of Fab(u), the following holds:

Fab(u) = Fab(u
(t)
ab ) + F ′

ab(u
(t)
ab )(u − u

(t)
ab )

+[(VtV
T
t )bb + ν(Ls)bb](u− u

(t)
ab )

2 (10)

By comparing eq.(9) and eq.(10), we show that the following holds:

(UtVtV
T
t )ab + ν(UtDs)ab

u
(t)
ab

≥ (VtV
T
t )bb + ν(Ls)bb (11)

Now, the following inequalities hold:

(UtVtV
T
t )ab =

q∑
k=1

(Ut)
(t)
ak (VtV

T
t )kb ≥ (Ut)

(t)
ab (VtV

T
t )bb (12)

ν(UtDs)ab = ν

q∑
k=1

(Ut)
(t)
ak (Ds)kb ≥ ν(Ut)

(t)
ab (Ds)bb (13)

≥ ν(Ut)
(t)
ab (Ds −Ws)bb = ν(Ut)

(t)
ab (Ls)bb (14)

Thus, we can show the following inequality:

(UtVtV
T
t )ab + ν(UtDs)ab

u
(t)
ab

≥ (Ut)
(t)
ab (VtV

T
t )bb + ν(Ut)

(t)
ab (Lt)bb

u
(t)
ab

(15)

≥ (VtV
T
t )bb + ν(Lt)bb (16)

From the above, since G(u, u(t)) ≥ Fab(u) holds, Lemma 2 holds. �

Since eq.(9) is an auxiliary function, from Lemma 1, the following holds:

u
(t+1)
ab = u

(t)
ab − u

(t)
ab

F ′
ab(u

(t)
ab )

2(UtVtV
T
t )ab + 2ν(UtDs)ab

(17)

= u
(t)
ab

(XtV
T
t + νUtWs)ab

(UtVtV
T
t + νUtDs)ab

(18)

Therefore, the update rule in eq.(18) is non-increasing with respect to eq.(3).
Thus, Theorem 1 is proved.
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Table 1. The hierarchy in 20 Newsgroup data

top sub symbol top sub symbol
category category category category

comp

graphics comp-1

sci

crypt sci-1
os.ms-windows.misc comp-2 electronics sci-2
sys.ibm.pc.hardware comp-3 med sci-3
sys.mac.hardware comp-4 space sci-4

windows.x comp-5

rec

autos rec-1

talk

politics.guns talk-1
motorcycles rec-2 politics.mideast talk-2

sport.baseball rec-3 politics.misc talk-3
sport.hockey rec-4 religion.misc talk-4

Table 2. Datasets for two top categories (four sub-categories)

id Dataset Domain Clusters

a comp vs. rec
Source comp-1 comp-4 rec-2 rec-4
Target comp-2 comp-5 rec-1 rec-3

b comp vs. sci
Source comp-1 comp-2 sci-1 sci-2
Target comp-4 comp-5 sci-3 space

c comp vs. talk
Source comp-1 comp-5 talk-2 talk-4
Target comp-2 comp-3 talk-1 talk-3

d rec vs. talk
Source rec-1 rec-2 talk-1 talk-3
Target rec-3 rec-4 talk-2 talk-4

e sci vs.talk
Source sci-2 sci-3 talk-3 talk-4
Target sci-1 sci-4 talk-1 talk-2

Regularization via Pairwise Relation. The objective function in eq.(3) was
extended by adding another regularization term in eq.(3):

J3 = ||Xt −UtVt||2 + ν tr(UtLsU
T
t ) + λ tr(VT

t LtVt) (19)

where λ is another regularization parameter. Even when eq.(19) is used, we can
also derive the corresponding multiplicative update rules as in eq.(4) and eq.(5).
Since the partial derivative of Ut and that of Vt are independent, the same
update rule in eq.(4) can be used for Ut; the update rule in [1] can be used for
Vt to minimize (19), which is represented as

(Vt)ij ← (Vt)ij
(UT

t Xt + λWtV
T
t )ij

(UT
t UtVt + λDtV

T
t )ij

(20)

Thus, we can also show the similar theorem for the update rules even for the
objective function in eq.(19) as in Theorem 1.

3 Evaluations

3.1 Experimental Settings

Datasets. Based on previous work [8,6], we conducted experiments on the 20
Newsgroup dataset (20NG)1, which has been widely used in document analysis.

1 http://people.csail.mit.edu/~jrennie/20Newsgroups/

(20news-18828 was used).
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Table 3. Datasets for three top categories (six sub-categories)

id Dataset Domain Clusters

f comp vs. rec vs. sci
Source comp-1 comp-2 rec-1 rec-2 sci-1 sci-2
Target comp-3 comp-4 rec-3 rec-4 sci-3 sci-4

g comp vs. rec vs. talk
Source comp-1 comp-2 rec-1 rec-2 talk-1 talk-2
Target comp-3 comp-4 rec-3 rec-4 talk-3 talk-4

h comp vs. sci vs. talk
Source comp-1 comp-2 sci-1 sci-2 talk-1 talk-2
Target comp-3 comp-4 sci-3 sci-4 talk-3 talk-4

i rec vs. sci vs. talk
Source rec-1 rec-2 sci-1 sci-2 talk-1 talk-2
Target rec-3 rec-4 sci-3 sci-4 talk-3 talk-4

This contains seven top categories, and 20 sub-categories are included under the
top categories. However, since three top categories include only one sub-category
respectively, we used the remaining 4 top categories ({comp,rec,sci,talk}) and
the sub-categories in these top categories in the subsequent experiments. Sub-
categories and their symbols in this paper are summarized in Table 1. Following
the procedure in [8,6], we divided the data so that no sub-category is included
in both the source domain and the target domain. The used datasets are shown
in Table 2 and Table 3.

When a sufficiently large amount of data is available in the target domain,
there is no need to use transfer learning. Thus, transfer learning is useful for
the situation where only a limited number of instances is available in the target
domain. In order to simulate the above situation, the amount of data in the
source domain was set to four times larger than that in the target domain, and
25 documents were sampled from each sub-category in the target domain. By
repeating this process, 10 samples were created for each dataset in Table 2 and
in Table 3. For each sample, we conducted stemming using the porter stemmer2

and MontyTagger3, removed stop words, and selected 2,000 words with large
mutual information [2].

The following two tasks were conducted in the subsequent experiments: i)
top-category clustering problem, and ii) sub-category clustering problem. For
example, for the dataset “comp vs. rec vs. sci” (id “f”) in Table 3, the task i)
is to assign the documents in the target domain into three clusters (since the
number of top-categories is three) by using the available documents from the
source domain. On the other hand, in task ii), the number of clusters is set to
six when clustering the documents in the target domain.

Evaluation Measure. The cluster assignment was evaluated with respect to
the Normalized Mutual Information (NMI) [11]. Let C, Ĉ be random variables
over the true and assigned clusters, respectively. NMI is defined as NMI =

I(Ĉ;C)

(H(Ĉ)+H(C))/2
where H(·) is the Shannon entropy, I(; ) is the mutual informa-

tion. NMI ∈ [0, 1] corresponds to the accuracy of the cluster assignment in
document clustering. Larger NMI values indicate better clustering results.

Methods. We evaluated the performance of the following seven methods. In or-
der to evaluate the effectiveness of TNT based on NMF, the following three NMF

2 http://www.tartarus.org/~martin/PorterStemmer
3 http://web.media.mit.edu/~hugo/montytagger
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algorithms were used: 1) NMF [7], 2) WNMF [13], 3) GNMF [1], and evaluated its
effectiveness. As other transfer leaning methods, we compared with 4) SDT [8]
5) MTrick [14]. Furthermore, 6) skmeans [4] and 7) Ncut [12] were evaluated as
baseline for document clustering. Since the above methods are partitioning based
clustering methods, we assumed that the number of clusters (denoted as k) is
specified based on the ground truth label in the dataset.

Parameters. Cosine similarity, which has been widely used in text processing,
was used as the pairwise similarity measure. Although SDT andMTrick assume
that the cluster label is given to each data instance in the source domain, no
label information was used in the subsequent experiments. Based on [8], the
coefficient for the target domain was set to 0.025 in SDT, and kmeans was used
for conducting clustering.

Following the description in [14], the number of word clusters was set to 50
in MTrick, and the coefficient for the target domain was set to 1.5. Since logistic
regression based on the cluster label in the source domain may not be used, one
of the matrices was initialized using skmeans, but other matrices were initialized
as described in [14]. The parameters in GNMF were set based on [1] 4. Based on
our preliminary experiments. ν was set to 0.15 and λ to 1.5 in eq.(19).

Evaluation Procedure. NMF may be considered as a dimensionality reduc-
tion method for constructing a new data representation Vt. In the subsequent
experiments, document clustering was conducted by applying skmeans to the
constructed Vt. In order to remove the influence of the matrix initialization in
NMF, we conducted 10 random initialization for the same data matrix. This
process was repeated in 10 samples for each dataset 5. The number of maximum
iterations for conducting multiplicative updates in NMF was set to 30 in the
following experiments.

In addition, we compared with the previous approach for document cluster-
ing with NMF, which is based on the indicator matrix interpretation of V in
eq.(1) [13,5]. In the conventional NMF and WNMF, an instance is assigned to the
cluster with the maximal coefficient in the corresponding column in V. However,
since the results of GNMF was very poor, skmeans was applied to the constructed
representation Vt by GNMF.

3.2 Performance Evaluations

Comparisons with other methods are summarized in Table 4 and Table 5. Table 4
corresponds to task i) (top-category clustering problem where the number of
clusters k was set to the number of top categories); Table 5 corresponds to
task ii) (sub-category clustering problem). The number of features q (#features
in these tables) was set to the number of clusters k in the compared NMF
based methods (MTrick, NMF, WNMF, GNMF, NMF-All, WNMF-All, GNMF-All
). On the other hand, although the performance depends on the number of
features, the results for different number of features were shown in these tables.

4 The number of neighbors was set to 10, and the regularization parameter to 100.
5 The average of 100 runs is reported in each dataset.
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Table 4. Comparison (k(#clusters) was set to#top-categories, NMI (with skmeans))

#features Method a b c d e f g h i
k NMF+T 0.540 0.335 0.747 0.366 0.141 0.334 0.404 0.332 0.210

(ours) WNMF+T 0.352 0.232 0.544 0.290 0.138 0.292 0.371 0.303 0.183
GNMF+T 0.581 0.355 0.755 0.442 0.166 0.376 0.477 0.386 0.250

k × 10 NMF+T 0.169 0.105 0.312 0.211 0.083 0.197 0.235 0.184 0.156
(ours) WNMF+T 0.216 0.099 0.379 0.179 0.084 0.168 0.253 0.221 0.116

GNMF+T 0.500 0.298 0.761 0.579 0.200 0.436 0.532 0.407 0.358
k × 30 NMF+T 0.109 0.077 0.178 0.142 0.051 0.165 0.180 0.138 0.116
(ours) WNMF+T 0.210 0.110 0.167 0.120 0.158 0.105 0.158 0.186 0.134

GNMF+T 0.487 0.286 0.717 0.562 0.164 0.429 0.522 0.419 0.363
other MTrick 0.425 0.255 0.718 0.437 0.164 0.374 0.433 0.348 0.248

transfer SDT 0.233 0.140 0.409 0.159 0.047 0.096 0.172 0.198 0.083
w/o NMF 0.416 0.263 0.648 0.373 0.144 0.334 0.377 0.322 0.244

transfer WNMF 0.162 0.135 0.423 0.228 0.111 0.266 0.288 0.250 0.194
GNMF 0.261 0.114 0.568 0.252 0.078 0.265 0.307 0.275 0.181

(union) NMF-All 0.332 0.166 0.617 0.090 0.072 0.126 0.232 0.233 0.070
WNMF-All 0.203 0.071 0.398 0.084 0.092 0.112 0.210 0.160 0.072
GNMF-All 0.349 0.162 0.635 0.235 0.086 0.159 0.347 0.341 0.117

baseline
skmeans 0.152 0.066 0.277 0.139 0.056 0.156 0.189 0.157 0.100
Ncut 0.341 0.219 0.475 0.345 0.190 0.365 0.420 0.361 0.292

Note that the rows for “k (ours)” corresponds to the situation where the number
of features was set to k as in the compared methods6. For calculating NMI , the
role of the source domain and the target domains in Table 2 and Table 3 were
also exchanged, and their average performance with skmeans is shown in Table 4
and Table 57.

In Table 4, by comparing our method (the rows for “k (ours)”) and the con-
ventional NMF based clustering algorithms (the rows for “w/o transfer”), the
results show that our method improves performance via transfer learning. Fur-
thermore, GNMF+T outperformed all the other compared methods. Especially,
it showed better performance with large number of features (the rows for “k×10”
and “k × 30”). On the other hand, the performance of NMF+T and WNMF+T
decreased when large number of features was used. However, NMF+T showed
equivalent performance with MTrick when the number of features was set to the
number of clusters (the row for “k). Although WNMF+T could not outperform
MTrick, but it outperformed SDT.

Similar results were obtained in Table 3 as well. As in Table 4, GNMF+T
outperformed all the other compared methods. On the other hand, in task ii),
the performance of NMF+T and WNMF+T were almost equivalent to that of the
conventional NMF and WNMF, and could not show the improvement. However,
they still outperformed SDT (but not MTrick).

Performance improvement might be obtained not by the effect of transfer
learning, but sorely due to the increase in the number of instances. Performance
improvement in the latter situation may occur if the data instances in the source
and the target domain are sufficiently similar. In order to investigate this, we

6 The rows for “k × 10” corresponds to the situation where the number of features
was set to 10 times larger than the number of clusters.

7 When q is increased, the representation of Vt becomes high-dimensional. Thus,
skmeans showed slightly better performance than kmeans.
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Table 5. Comparison (k(#clusters) was set to #sub-categories, NMI (with skmeans))

#features Method a b c d e f g h i
k NMF+T 0.482 0.220 0.369 0.251 0.301 0.338 0.357 0.363 0.340

(ours) WNMF+T 0.437 0.217 0.356 0.223 0.234 0.290 0.315 0.332 0.285
GNMF+T 0.532 0.259 0.405 0.288 0.325 0.394 0.411 0.420 0.381

k × 10 NMF+T 0.221 0.121 0.201 0.170 0.181 0.235 0.249 0.207 0.204
(ours) WNMF+T 0.325 0.131 0.277 0.159 0.179 0.161 0.215 0.251 0.177

GNMF+T 0.527 0.300 0.450 0.331 0.404 0.423 0.469 0.441 0.415
k × 30 NMF+T 0.270 0.120 0.275 0.196 0.231 0.245 0.259 0.235 0.237
(ours) WNMF+T 0.186 0.082 0.247 0.093 0.072 0.092 0.163 0.127 0.072

GNMF+T 0.507 0.269 0.434 0.289 0.339 0.388 0.422 0.424 0.365
other MTrick 0.441 0.283 0.396 0.284 0.339 0.383 0.409 0.396 0.364

transfer SDT 0.358 0.118 0.210 0.158 0.154 0.160 0.188 0.254 0.179
w/o NMF 0.435 0.249 0.387 0.281 0.331 0.358 0.386 0.377 0.354

transfer WNMF 0.315 0.215 0.364 0.235 0.273 0.262 0.356 0.326 0.312
GNMF 0.393 0.161 0.345 0.243 0.247 0.308 0.332 0.326 0.276

(union) NMF-All 0.316 0.122 0.206 0.097 0.079 0.159 0.145 0.223 0.133
WNMF-All 0.207 0.076 0.214 0.108 0.085 0.135 0.139 0.233 0.128
GNMF-All 0.429 0.150 0.262 0.172 0.131 0.219 0.253 0.368 0.202

baseline
skmeans 0.208 0.107 0.213 0.143 0.154 0.206 0.224 0.208 0.185
Ncut 0.462 0.267 0.381 0.298 0.371 0.383 0.403 0.402 0.372

conducted additional experiments by applying the conventional NMF based clus-
tering algorithms to the union of data instances in the source and the target do-
main. The results are shown in the rows “(union)” with suffix “-All” in Table 4
and Table 5.

By comparing the results of the corresponding methods (e.g., the row for
NMF (w/o transfer) which was applied only to the data instances in the target
domain and the row for NMF-All), we may see that the performance degraded
when NMF based methods were applied to the union of data instances in both
tables. Thus, simply merging the data instances and increasing the number of
instances does not contribute to improving performance. On the other hand, our
methods (the rows “k (ours)” with +T) outperformed the conventional methods
(with -All). These results indicate that the reported performance improvement
in our method was obtained not due to the increase of the instances, but due to
our transfer hypothesis and the method.

3.3 Discussions

The results in Section 3.2 indicate that the algorithm TNT in [9] improves the
performance of document clustering, not because the available amount of in-
stances is simply increased, but because it can exploit the knowledge learned in
the source domain. Especially, it was effective and robust, especially in GNMF+T
with eq. (19). On the other hand, the performance of SDT was rather low. The
performance of MTrick was better than that of SDT, but the better performance
of MTrick was partly due to the careful initialization of the matrices in the al-
gorithm [14].
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4 Concluding Remarks

This paper presented a theoretical analysis of our topic graph based transfer
learning method (TNT) and proved the convergence of the learning algorithm
in TNT. The method is based on a transfer hypothesis that two domains in
transfer learning have similar feature spaces, and this hypothesis is formalized
as a regularization term based on a graph structure. The performance of the
method is evaluated through extensive experiments over document clustering
problems. The results are encouraging, and show that our method can improve
the performance of document clustering by exploiting the knowledge learned
in the source domain. Since various extensions have been proposed for NMF
algorithms, we plan to extend our approach to deal with other NMF based
algorithms with different regularization terms in near future.
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scientific research (No. 24300049) funded by MEXT in Japan and the Murata
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Abstract. VSF–Network, Vibration Synchronizing Function Network, is a hy-
brid neural network combining Chaos Neural Network and hierarchical neural
network. VSF–Network is designed for symbol learning. VSF–Network finds un-
known parts of input data by comparing to stored pattern and it learns unknown
patterns using unused part of the network. New patterns are learned incrementally
and they are stored as sub-networks . Combinations of patterns are represented as
combinations of the sub-networks. In this paper, the two theoretical backgrounds
of VSF–Network are introduced. At the first, an incremental learning framework
with Chaos Neural Networks is introduced. Next, the pattern recognition with the
combined with symbols is introduced. From the viewpoints of9 differential topol-
ogy and mixture distribution, the combined pattern recognition by VSF-Network
is explained. Through an experiment, both the incremental learning capability
and the pattern recognition with pattern combination are shown.

Index Terms: Incremental learning, Chaos Neural network, nonlinear dynam-
ics, catastrophe theory.

1 Introduction

The purpose of our research is developing a model of symbol-generation with neural
networks. We have reported our model and its performance in recent years[1,2]. In this
paper, we show the backgrounds of VSF–Network, Vibration Synchronizing Function
Network.

A human bing performs cognitive operations for pattersns obtained from abstracting
data about external environment and use them as symbol. High level reasoning is the
useful for robots to work autonomously in external environment. Symbol is a dominant
background of the reasoning. We propose the symbol-generation process as the process
that a system abstracts input data and learns patterns treated as symbol[1,2].

Models about symbol-generation have been proposed in the past years. Inamura[3]
has proposed a model of stochastic behavior recognition and symbol-generation. The
relations among patters are a key component of symbol generation. In the field of se-
mantics, many theories about symbol have been also proposed. Chandler has proposed
the model of the double articulation[4]. Semiotic codes belong to either single articula-
tion, double articulation or non articulation. The double articulation enables a semiotic
code to form an infinite number of meaningful combinations using a small number of
low-level units.

T. Yoshida et al. (Eds.): AMT 2013, LNCS 8210, pp. 116–125, 2013.
c© Springer International Publishing Switzerland 2013
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Based on these studies, the generation process about symbol is summarized as
follows.

1. At the first stage, patterns are learned by abstracting input data. The pattern is a
prototype of a symbol.

2. A combination of patterns is learned by refining learned patterns.
3. The refined symbols and the combinations of them are maintained.

We focus on the first two steps to developing our model.

2 Incremental Learning by Chaos Neural Network

2.1 Incremental Learning

For neural networks, the learning of symbol is an instance of incremental learning[5]
because neural networks learn incrementally new patterns keeping learned patterns. On
the incremental learning, correlations among learned patterns take an important role.
Lin and Yao[6] have proposed Negative Correlation Leaning model as a model of the
incremental learning. In the proposed method, the neural network leans incrementally
with increasing neurons based on the correlation between new patterns and learned pat-
terns. If we can estimate the suitable number of neurons defined before learning, it is
reasonable to increase the number of neurons according to progress of learning. How-
ever, there are redundant neurons in learned natural network. The over-learning occurs
as increasing neurons. If we increase neurons, the problem changes for the worse. One
way to solve the problem is reusing neurons and learning new patterns incrementally,
if there are neurons that do not participate pattern recognition on a neural network.
In VSF–Network, unknown patterns that have low correlation to learned patterns are
learned by reusing a part of neurons in the neural network. VSF–Network is decided
into sub-networks by the reusing. VSF–Network learns patterns incrementally by di-
viding the network into sub-networks, if it has redundant neurons at the first step of
incremental learning.

2.2 Pattern Recognition by Chaos Neural Network

Researches about properties of the stored patterns in a neural network have been studied
in the field of associative memory since the 1980s. In the associative memory by Chaos
Neural Network[7], CNN, we can find chaotic retrieval dynamics in addition to normal
dynamics on associative memory[8]. The chaotic dynamics can be find when input
pattern is a partial pattern to stored patterns.

The i-th output xi of neuron i in CNN that has M -input neurons and N -chaotic
neurons is defined by (1).

xi(t+ 1) = f [ξi(t+ 1) + ηi(t+ 1) + ζi(t+ 1)] (1)

In (1), an input term ξi, a feedback term ηi of internal status and an inhibitory ζi are
respectively defined as follows.

ξi(t+ 1) = ksξi(t) +

N∑
j=1

vijAj(t) (2)
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ηi(t+ 1) = knηi(t) +

N∑
j=1

wijxj(t) (3)

ζi(t+ 1) = krζi(t)− αxi(t)− θ(1− kr) (4)

In (2), (3) and (4), A(t) is input at a time t, and vjk is the connection weight between
the k− th element of input pattern and the chaos neuron j. wij is the connection weight
between chaos neuron i and chaos neuron j. ks, kn, and kr are a parameter for the each
term. α is inhibitory strength parameter and θi is threshold for the inhibitory term. f is
assumed to be Sigmoid function,

fa(x) =
1

1 + e−ax
.

2.3 Correlation between Associative Memory and Patterns

The dynamics of CNN is a dynamics of associative memory. Hopfield[9] shows that
associative memory in the form of (5) has attractors and some of attractors reach equi-
librium points, if W is a symmetric matrix and f is a monotonic increasing function.

x(t+ 1) = f(u(t)), u(t) = WX(t)− αI (5)

On (5), f is Sigmoid function, vector u is an inner status of neurons and Wij is a
connection weight between neuron i and j. α is a parameter to be 0 to diagonal element
of W . ξμ is a column vector describing a pattern μ. We assume that W are updated with
self correlations of patterns, if new patterns are provided. That is,

W =

p∑
μ=1

ξμξ
T
μ − αI. (6)

If the initial value of (5) is data of learned pattern μ, it is X(0) = ξμ and a status
of the associative memory for a pattern μ is Uμ(t) = WXμ(t − 1) − αI . Statues of
the attractor depends on WX and W depends on the collation between Uμ, so ξμ is
Uμξμ

T � 1. For other pattern ν(�= μ), we assume that

Uμξ
T
ν,a � 1, Uμξ

T
ν,c � O

(
1√|Nc|

)
. (7)

In (7), ξν,a is high correlated elements, ξν,c is low correlated part of an input pattern ξμ
and Nc is the set of elements of ξν,c. The status Uν of the associative memory is,

Uν ∝ WXν =
∑
μ

(
ξμξμ

T − αI
)
XT

ν =
∑
μ

(
ξμξμ

T
)
XT

ν − αIXT
ν . (8)

Because the second term of (8) is constant regardless of W , we take account only the
first term of (8). Here, we introduce column partitioning for W . We say W = [wa, wc]
and (8) is

WXT
ν = waξν,a

T + wcξν,c
T =

∑
i∈Na

wiξ(ν,a),i +
∑
i∈Nc

wiξ(ν,c),i, (9)
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where Na is the set of elements of ξν,a.
The result of (9) shows that the attractor reaches an equilibrium point ξμ, if |Na| is

greater than |Nc|. Otherwise, if |Nc| is greater than a certain value, an averaged status
between ξμ and ξν is an equilibrium point. Thus, an equilibrium point for a input ξν
depends on the ratio of |Na| and |Nc|.

2.4 Correlation on Chaos Neural Network

If a CNN works based on the dynamics (5), internal status ui of CNN neuron i changes
its values periodically and the values coincident with other neuron’s values for the pe-
riods. This phenomenon is called synchronized oscillation.

The ξi term of CNN(1) is the self-interaction and ηi term is an interaction with other
neuron j ( �= i), therefore CNN is a system that a status of neuron i diffuses to whole
CNN through η term and each neuron interacts with others. For this reason, CNN is an
instance of GCM, Globally Coupled Mapping[10], . The retracting observed on GCM is
that some neurons show synchronized oscillation with other elements[11]. Patterns cor-
related with known pattern reach a equilibrium point corresponding to stored patterns
as the result of the time evolution defined by (5). In contrast, other elements that have
low correlation with the learned patterns do not reach any equilibrium point and they
are in a precarious state. We analyze the relation between behavior of CNN neurons and
the equilibrium stats.

CNN is a GCM defined by (10) on R
N (N ≥ 1). In (10), fa is assumed to be Sigmoid

function.

Fa,ε : R
N → R

N , x = (x1, · · · , xN )T �→ y = (y1, · · · , yN))
T (10)

yi = (1− ε) fa (xi) +
ε

N

N∑
j=1,j �=i

fa (xj) (1 ≤ i ≤ N)

The derivation of Fa,ε is given by

Fa
′(x) = (1 − ε)

⎛
⎜⎝
fa

′(xi) 0
. . .

0 fa
′(xi)

⎞
⎟⎠+

ε

N

⎛
⎜⎝
1
...
1

⎞
⎟⎠ (fa

′(x1), · · · , fa′(xN ))

Komuro[11] studied dynamics on GCM and analyzed behavior of GCM elements.
The invariant manifold Hσ is a sub-space HN that coordinate permutation Pσ is in-
variant. Hσ is define by Hσ =

{
x ∈ R

N ;xi = xσ(i), 1 ≤ i ≤ N
}

. For any σ ∈ SN

and x ∈ Hσ , a orthogonal complement H⊥
σ of Hσ is invariant to F ′(x). Here, σ is a

cyclic permutation σ =
(
i11, · · · , i1m

1

) · · ·(ik1, · · · , ikm
k

)
where k is the number of

groups and m is the number of elements in the group, and SN is a symmetric group of
degree N . The eigenvalue value of F (x) toward the orthogonal complement H⊥

σ is

(1− ε) fa
′ (xij1

)
, (j = 1, · · · , k). (11)

Based on the these definitions, we analyze dynamics of CNN as GCM. uμ is a status
of neuron i for a know pattern μ and uν is a status of neuron i for an unknown pattern
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ν. Furthermore, uν,a is a part of uν that has high correlation with uμ and uν,c is a part
of uν that has low correlation with uμ. For uν,a and uν,c, we define permutation group
σa and σc respectively. The eigenvalue of Hσa is F (x)

′
ua,i = (1− ε) fa

′ (x) ua,i, and
the eigenvalue of Hσc is F (x)′uc,i = (1− ε) fa

′ (x) uc,i. From the definition uν,a and
uν,c, there are stable equilibrium points on Hσa but that is not alway the case for Hσc

Therefore, the eigenvalue of Hσa shows a stable status but the eigenvalue of Hσc dose
not show a stable status.

For the retrieval process of CNN, the highly correlated elements retract to other
elements and the low correlated elements do not retract. As the result, the low correlated
elements show isolate oscillation. This fact shows that the low correlated group tends
to show isolate oscillation comparing with highly correlated group. Therefore, role of
a neuron to the patterns recognition is determined through the status of each elements
based on their property as GCM.

3 Recognition of Combinational Patterns

On VSF–Network, a hierarchical neural network is divided into sub-networks with
the selective weight update. The sub-network generated in this process corresponds
to proto-symbol by the sub-network. The learning by VSF–Network is an estimation of
a limited mixture model for a probability density function pk(x|a) with a parameter ck,

f (x |a ) =
K∑

k=1

ckpk (x |ak ) (12)

where pk(x|ak) is a probability density corresponding to each proto-symbol, that is a
single pattern.

All patterns learned by VSF–Network do not always need for recognition. Multiple
components or single component of limit mixture model are selected based on inputs.
If a pattern for single pattern is given, VSF–Network retrieves a pattern for single pat-
tern. The probability density learned by VSF–Network is a multi-modal distribution in
some ranges of value and it is a single-modal distribution in other ranges. This fact
means that VSF–Network is require for determining the final output based on the topo-
logical property of manifold spaned by a neural network. We apply Stochastic catastro-
phe theory[12,13] to implement a combinational pattern recognition on VSF-Network.
Stochastic catastrophe theory privies an estimation of multi modal probability density
through use of the bifurcation of solution at the singular points.

In general, there are singular points on manifold spanned by non-liner function. At
neighborhood of singular point, bifurcation occurs. The number of value corresponding
to a variable changes at bifurcation point. For example,the number of real root of 3-
th degree equation x3 − cx = 0 is 1 at the left side of the point c = 0 and it is
3 at the right site of the point c = 0. Thom[14] proposed catastrophe theory about
the bifurcations at equilibrium points. Cobb[12,13] proposed to turn catastrophe theory
into a stochastic catastrophe theory by adding to a dynamic system a Wiener process,
dW (t), with variance λ2 and to treat the resulting equation as a SDE(13), stochastic
differential equation,

dY =
∂V (Y ;α, β)

∂Y
dt+ dW (t) . (13)
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This SDE is then associated with a probability density that describes the distribution of
the netrork’s states on any moment in time, which may be expressed as

f (y) =
ψ

σ2
exp

[
α (y − λ) + 1

2β(y − λ)
2 − 1

4 (y − λ)
4

σ2

]
(14)

Here, ψ is a normalizing constant, and λ merely determines the origin of scale of the
state variable. In this stochastic context, β is called the bifurcation factor, as it deter-
mines the number of modes of the density function, while α is called asymmetry factor
as it determines the direction of the skew of the density. The density is symmetric if
α = 0 and becomes left or right skewed depending on the sign of α[13].

Grasman[15] proposed estimation method for the density function (14) based on
methods proposed by Cobb[12,13]. If we have a set of measured dependent variables
Y1, Y2, · · ·Yp to a first order approximation we say

y = w0 + w1Y1 + w2Y2 + · · ·+ wpYp (15)

where w1, w2, · · ·wp are the first order coefficients of a polynomial approximation to
the transformation. Similarly, the parametersα and β are canonical variates in the sense
that they are smooth transformations of actual control variates. For experimental param-
eters or measured independent variables X1, X2, · · ·Xp, we can write

α = a0 + a1X1 + a2X2 + · · ·+ apXp (16)

β = b0 + b1X1 + b2X2 + · · ·+ bpXp (17)

The core of Grasman’s method is the fitting method that performs maximum likeli-
hood estimation of all the parameters from (15) to (17) for observed dependent variables
Yi1, Yi2 · · ·Yip, and independent variables Xi1, Xi2 · · ·Xip, for subjects i = 1 · · ·n.

L(a, b, w;Y,X) =
n∑

i=0

logψi −
n∑

i=0

[
αiyi +

1

2
βiy

2
i −

1

4
y4i (y − λ)4

]
(18)

Note that compared to (14), we have absorbed the location and scale parameters and
into the coefficients w0, w1, · · · , wp.

The learning by VSF–Network is a minimizing L with respect to the parameters
w0, · · · , wp, a0, · · · , ap, b0, · · · , bp. An equilibrium points, as a function of the control
parameters α and β, are solutions to the equation

α+ βy − y3 = 0 (19)

This equation has one solution if λ = 27α− 4β3, which is known as Cardan’s discrim-
inant, is greater than zero, and has three solutions if λ < 0. Because VSF–Network
performs incremental learning, so it should update the parameters to λ < 0. λ is deter-
mined by the parameters α and β, so VSF–Network should learn unknown patterns to
increase β without changing parameter corresponding to known patterns.
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4 VSF–Network and Selective Weight Updating

We have proposed VSF–Network[1,2] to implement incremental learning of symbols
and pattern recognition with their combination. VSF–Network is composed of BP–
module that is a hierarchical network and CNN–module that is CNN. BP–module is
trained with the selective weight update rule. CNN–module finds new parts of an input
data and an used part of hidden layer neurons of BP–module.

4.1 Learning Procedure

VSF–Network works for the incremental learning only, so the learning of VSF–Network
is assumed that the initial connection weights among layers have been learned before
the its incremental learning. The learning of VSF–Network is performed as follows.

1. Data are provide to the input layer of BP–module.
2. The outputs of the hidden layer in BP–module are applied to CNN–module and

they are used for the initial state of each neuron of CNN-module.
3. From the initial state, CNN–module performs the retrieval process based on the

dynamics of (1) for times t = 1, · · · , T . The synchronous rate defined by (20) is
calculated.

4. The rest process of the forward path on BP–Module is performed. The error Ek,μ

between the output Ŷk from BP-module and the expected output Y μ for the input
data is calculated.

5. The connection weights among layers are updated based on the weight update rule
defined by (21) and (22).

VSF–Network measure synchronous rate between chaos neuron i and j at a part
of the times t = 1, · · · , T . This measurement is implemented with a correlation inte-
gral(20) based on Heaviside function H .

C(r) =
1

n2

n∑
i,j=1i�=j

H(r − |xi − xj |) (20)

4.2 Selecting Weights Updating

If inputs for CNN are statuses of hidden layer, we can find redundant neurons at hidden
layer that do not have a role in pattern recognition based on the discussions of the previ-
ous sections. On CNN, redundant neurons that do not relate to pattern recognition show
asynchronous oscillation while the network retrieves patterns. By updating only con-
nection weights for neurons that show asynchronous oscillation, the network can learn
new pattern without degradation of capability for learned patterns. By these ideas, we
have been proposed weight updating method for neural network[1]. We can summarize
properties of the selected weight updating rule as the following points.

– If multi-layer network has redundant neurons, then the weights are updated.
– The connection weights for neurons that show synchronous oscillation to other

neurons are not updated and show asynchronous oscillation to other neurons are
updated.
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If there is a significant correlation between chaos neuron i and chaos neuron j, i and
j output a similar value. To accentuate the effects of CNN, we apply the correlations
among weights. The delta rule for multi-layer network is changed based on this selective
weights update rule as follows.

ΔWij =

{
η

∂Eij

∂Wij
(λi ≤ P )

0 (λi > P )
,

∂Eij

∂Wij
= (1.0− |corki,kj |)−1

n∑
j=1

∂Ejk

∂Wjk
f ′ (Hμ

i ) .

(21)

In (21), η is coefficient for update, Ejk is learning error, λi is degree of coincidence
calculated with (20) and P is threshold for λi. ΔWij is the delta value for the weight
between the i-th input layer neuron and the j-th hidden layer neuron. The update rule
for ΔWjk layer is,

ΔWjk =

{
η

∂Ejk

∂Wjk
(λi ≤ P )

0 (λi > P )
,

∂Ejk

∂Wjk
=

(
m∏
i=1

(1.0− |corij |)
)−1 n∑

j=1

Eμ f ′ (Oμ
k )

. (22)

In (22), ΔWjk is the delta value for the weight between the j-th hidden layer neuron
and the k-th output layer neuron. corki,kj is correlation between neuron ki and kj in
hidden layer.

5 Experiment and Result

In this section, we show a basic capability of VSF–Network through an experiment. In
this paper,we show an experiment result about basic capability of VSF-Network. We
show other results of experiments about various aspects of dynamics on VSF-Network
in recent papers[1,2].

The task for the experiment is a learning of avoiding obstacles by a rover. The rover
learns whether it can avoid an obstacle when the rover begins turning to the left from
the point placed in. If the rover can avoid the obstacle, the output is = 1 otherwise
the output is = 0. We have three conditions about obstacle setting. The condition 1
is T-Junction obstacle condition, the condition 2 is simple obstacle condition and the
condition 3 is combined obstacle condition.

The procedure of the experiment are described as fellows.

– The initial step
• The initial weight for BP–Module is learned by multi-layer network using 6000

records of from condition 1 of each task.
– The incremental learning step

• We provide the different patterns from the patterns that are assigned at the
previous step. The input data is 1500 records from the condition 2.

– The step for conforming learning performances.
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• We compare MSE, Mean Squired Error, of each trial of the incremental learn-
ing to show the effect of the learnings.

• To confirm the combination form, the data combined the condition 1 and con-
dition 2 are used in this step.

We show the result of incremental learning by VSF–Network for this task. Fig.1
shows the changes of MSE with the progress of the incremental learning for this task.
For incremental learning of the task, the effect of VSF–network is observed. VSF-
Network learns new patterns incrementally and its weights are not destroyed. The com-
bined patterns are learned without learning with the progress of incremental learning.
After a certain number of incremental learning, MSE of every incremental learning
reaches a equilibrium status. VSF–Network incrementally learns by reusing neurons
which are considered as inconsequential neurons for identification of learned patterns.
The incremental learning stops when redundant neuron is lost.

Fig. 1. Learning progress of VSF–Network

6 Conclution

In this paper, we show the theoretical backgrounds of VSF–Network. The background
consists of two parts. The first background is incremental learning and CNN. VSF–
Network can identify new parts of input data and a part of neurons for reusing based on
a dynamics of CNN. It learns only new parts of input data and it store in sub-networks.
These sub-networks are generated automatically using unused parts of VSF–Netwok.

Another background is a mixture density estimation by stochastic catastrophe theory.
The ability of VSF–Network for recognizing combined patterns that are learned by ev-
ery sub-network can be explained by topological properties of solution space. Through
the experiments, we show that VSF–Network can recognize the combined patterns only
if it have learned parts of the patterns

The next step of our research concerns a detail consideration of the its dynamics.
This points is related to the first background of VSF–Network and its capability for
incremental learning.
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Abstract. This paper presents an approach toward robust and fast
Two-Dimensional Linear Discriminant Analysis (2DLDA). 2DLDA is an
extension of Linear Discriminant Analysis (LDA) for 2-dimensional ob-
jects such as images. Linear transformation matrices are iteratively cal-
culated based on the eigenvectors of asymmetric matrices in 2DLDA.
However, repeated calculation of eigenvectors of asymmetric matrices
may lead to unstable performance. We propose to use simultaneous di-
agonalization of scatter matrices so that eigenvectors can be stably calcu-
lated. Furthermore, for fast calculation, we propose to use approximate
decomposition of a scatter matrix based on its several leading eigen-
vectors. Preliminary experiments are conducted to investigate the effec-
tiveness of our approach. Results are encouraging, and indicate that our
approach can achieve comparative performance with the original 2DLDA
with reduced computation time.

1 Introduction

Inexpensive high resolution digital cameras makes it easy to take a lot of photos
in daily life, and the photos are often uploaded into social networks to share with
friends. Folksonomy or social tagging have been widely used for effective sharing
of resources [8]. For example, del.icio.us is well known for social book-marking.
For the handling of image files, pixiv has been used as a community site for image
uploading. In addition, Flickr is a well-known photo-sharing site. Since tags or
meta information may be available on images, exploitation of the available label
information is useful to improve the performance of image categorization.

In order to exploit the label information on the images, this paper presents an
approach toward robust and fast Two-Dimensional Linear Discriminant Analysis
(2DLDA). We propose to use simultaneous diagonalization of scatter matrices
to realize stable calculation of eigenvectors in 2DLDA. Furthermore, we propose
to use approximate decomposition of a scatter matrix based on several leading
eigenvectors. Preliminary experiments over the extended Yale Face Database B
are conducted, and the performance of our approach is investigated through the
comparison with other 2-dimensional methods.

The rest of this paper is organized as follows. Section 2 explains related work to
clarify the context of this research. Section 3 explains the details of our approach.

T. Yoshida et al. (Eds.): AMT 2013, LNCS 8210, pp. 126–135, 2013.
c© Springer International Publishing Switzerland 2013
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Section 4 reports a preliminary evaluation of our approach and a comparison
with other methods. Section 5 summarizes our contributions and suggests future
directions.

2 Related Work

Since images are usually represented as 2-dimensional objects in computer, they
can be naturally represented as matrices, where each element in a matrix corre-
sponds to a pixel value in an image. On the other hand, most statistical meth-
ods [1] (e.g., PCA (Principal Component Analysis) or SVD (Singular Value
Decomposition) ) assume vector representation of objects, as in the bag-of-word
model. Thus, when conducting statistical analysis of images under matrix rep-
resentation, the images are first converted into high-dimensional vectors in pre-
vious approaches. However, converting images into vectors may lead to some
computational problem due to the high-dimensionality of converted vectors.

In order to exploit matrix representation of images, several methods have
been proposed under the name of “two-dimensional” analysis. Two-Dimensional
PCA (2DPCA) [9] was proposed for faster computation of eigenvectors in terms
of an “image” covariance matrix. This method was further extended to Two-
Dimensional SVD (2DSVD) [2]. Both methods convert the original 2-dimensional
images (matrices) into smaller matrices in terms of the eigenvalue analysis of the
image covariance matrix. However, even when label information (e.g., a tag or
category name) is provided for each image, these methods cannot exploit such
information to improve the performance of image categorization. In order to
exploit label information, Linear Discriminant Analysis (LDA) was extended to
two-dimensional analysis in [10].

3 Robust and Fast Two-Dimensional Linear Discriminant
Analysis

3.1 Preliminaries

A bold normal uppercase letter is used for a matrix, and a bold italic lowercase
letter for a vector. For a matrix A, Aij stands for an element in A, tr(A) stands
for the trace of A, and AT stands for its transposition. I stands for a unit
matrix. When a matrix A is not singular, its inverse matrix is represented as
A−1. We assume that an image is represented as a 2-dimensional pixels in this
paper. Thus, ith image is represented as a matrix Ai ∈ R

r×c, for i = 1, . . ., n,
where n is the number of images. Also, we assume that n images are groupd into
k classes Π1, . . . , Πk, where Πj has nj images. Let Āj = 1

nj

∑
A∈Πj

A be the

mean of the jth class, j = 1, . . . , k, and Ā = 1
n

∑k
j=1

∑
A∈Πj

A be the global
mean.
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3.2 Two-Dimensional Linear Discriminant Analysis

In discriminat analysis, the separation between classes is maximized while the
closeness within classes is minimized [1]. The former is quantified in terms of
within-class scatter matrix Sw, and the latter is quantified in terms of between-
class scatter matrix Sb. Linear Discriminant Analysis (LDA) tries to find the
optimal linear transformation, which realizes the above objective, by converting
the original data with the transformation. The matrix for the optimal linear
transformation is obtained by solving a generalized eigenvalue problem for the
scatter matrices.

Two-Dimensional Linear Discriminant Analysis (2DLDA) [10] is an extension
of LDA for 2-dimensional images. 2DLDA tries to find two linear transformation
matrices U ∈ R

r×qr and V ∈ R
c×qc , which convert each image Ai to a (smaller)

matrix Yi = UTAiV. As in LDA, the matrices U and V are obtained by
solving generalized eigenvalue problems for scatter matrices. Difference from the
standard LDA is that, since rows and columns are dual in a matrix, two sets of
scatter matrices are considered in 2DLDA, and matrices U and V are iteratively
calculated.

The scatter matrices for obtaining U are defined by fixinig V as

SV
w = tr

⎛
⎝ k∑

j=1

∑
A∈Πj

(A− Āj)VVT (A− Āj)
T

⎞
⎠ (1)

SV
w = tr

⎛
⎝ k∑

j=1

nj(Āj − Ā)VVT (Āj − Ā)T

⎞
⎠ (2)

U is obtained by solving the corresponding generalized eigenvalue problem:
SV
wu = λSV

b u, where u is a generalized eigenvector and λ is the correspond-
ing generalized eigenvalue. By taking a specified number (denoted as qr in this
paper) of leading generalized eigenvectors (in descending order of eigenvalues),
the qth column of U is set to the vector uq.

Similarly, the scatter matrices for obtaining V are defined by fixing U as

SU
w = tr

⎛
⎝ k∑

j=1

∑
A∈Πj

(A− Āj)
TUUT (A− Āj)

⎞
⎠ (3)

SU
w = tr

⎛
⎝ k∑

j=1

nj(Āj − Ā)TUUT (Āj − Ā)

⎞
⎠ (4)

The columns of V are set to the leading a specified number (denoted as qc in
this paper) generalized eigenvectors of the corresponding generalized eigenvalue
problem.
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3.3 Robust Calculation of 2DLDA

One problem in 2DLDA is that, contrary to the well-known Laplacian eigen-
map [7], it is necessary to calculate eigenvectors of asymmetric matrices. For
example, matrixU is set to several leading eigenvectors of (SV

w)
−1SV

b , but matrix
(SV

w )
−1SV

b may be asymmetric. Since calculating eigenvectors of an asymmet-
ric matrix may be numerically unstable, the performance of 2DLDA may be
degraded.

In order to cope with the above problem, we propose to use the technique
in [6] for the stable calculation of U and V in 2DLDA. Since this technique can
be applied to both U and V, we explain it by denoting SV

w and SV
b as Sw and

Sb, respectively.
The scatter matrix Sw is a symmetric matrix with positive eigenvalues by

definition. Thus, it can be decomposed as

Sw = HΛHT (5)

where H is orthogonal and Λ is diagonal. With H and Λ, (HΛ−1/2)T

SwHΛ−1/2 = ZΣZT , where ZTZ = I and Σ is diagonal. By using matrix
HΛ1/2Z, both Sw and Sb can be simultaneously diagonalized as

Sw = HΛ1/2Z(HΛ1/2Z)T (6)

Sb = HΛ1/2ZΣ(HΛ1/2Z)T (7)

Since S−1
w = HΛ−1HT , matrix S−1

w Sb can be decomposed as

S−1
w Sb = HΛ−1/2ZΣZTΛ1/2HT

= ΔΣΔ−1 (8)

where Δ = HΛ−1/2Z. Thus, columns of Δ correspond to the eigenvectors of
S−1
w Sb [6]. By substituting SV

w and SV
b into Sw and Sb, we can stably calculate

matrix U as the eigenvectors of (SV
w )

−1SV
b . The same procedure can be used for

calculating V.

3.4 Fast Calculation of 2DLDA

In the robust calculation in Section 3.3, all the eigenvectors of Sw are used in
spectral decomposition [6]. For fast calculation of 2DLDA, we propose to use
approximate decomposition of Sw based on its several leading eigenvectors as

Sw � H̃Λ̃H̃
T

(9)

where H̃
T
H̃ = I and Λ̃ is diagonal. With the above H̃ and Λ̃, similar relations

in the approximate decomposition hold, e.g., (H̃Λ̃−1/2)TSwH̃Λ̃−1/2 = Z̃Σ̃Z̃
T
,

where Z̃
T
Z̃ = I and Σ̃ is diagonal. Similarly, S−1

w Sb can be approximately de-
composed as

S−1
w Sb � Δ̃Σ̃Δ̃−1 (10)

where Δ̃ = H̃Λ̃−1/2Z̃. Use of only several leading eigenvectors can contribute
to fast calculation of linear transformation matrices in 2DLDA.
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4 Evaluation

4.1 Experimental Setting

Datasets. Based on previous work [9], the effectiveness of the approaches in
Section 3 was evaluated for image categorization. In the following experiments,
we used the extended Yale Face Database B1. This dataset contains 16128 images
of 28 human subjects under 9 poses and 64 illumination conditions. Each image
in this dataset is represented as a 480 by 640 matrix.

Evaluation Measures. Cluster assignment was evaluated with respect to the
Normalized Mutual Information (NMI ) [5]. Let C, Ĉ stand for the random
variables over the true and assigned clusters. NMI is defined as:

NMI =
I(T̂ ;T )

(H(T̂ ) +H(T ))/2
(∈ [0, 1]) (11)

where H(·) is Shannon Entropy, I(; ) is Mutual Information. NMI in eq.(11)
corresponds to the accuracy of cluster assignment. The larger NMI is, the better
the clustering assignment is.

Purity is defined based on the contingency table of the ground truth cluster
Cj and the constructed cluster Ĉh as

Purity =
1

n

k∑
j=1

max
h

|Cj ∩ Ĉh| (∈ [0, 1]) (12)

where n is the number of data. As shown in eq.(12), it is calculated based on
the number of shared instances (in this paper, images) among Cj and Ĉh. The
larger Purity is, the more cohesive the constructed clusters are.

Methods. We evaluated the performance of the following state-of-the-art 2-
dimensional methods:

– 2DLDA [10]
– app2DLDA (our approach)
– 2DPCA [9]
– 2DSVD [2]

For a given 2-dimensional image, which is represented as a matrix, the above
methods construct a compressed (smaller size) matrix. Thus, image clustering
was conducted by applying some off-the-shelf clustering algorithm to the con-
structed matrices. We used the standard kmeans algorithm [3] in the subsequent
experiments. When applying kmeans to matrices, the matrices were converted
into vectors with vec operator [4]. Also, we evaluated the performance of kmeans
as a baseline for image clustering. Since kmeans is a partitioning based clustering

1 http://vision.ucsd.edu/~leekc/ExtYaleDatabase/ExtYaleB.html
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Fig. 1. Influence of the number of iterations

algorithm, we used the number of clusters (which corresponds to the number of
humans in the dataset) in the subsequent experiments.

Evaluation Procedure. For a specified set of clusters, 10 images were randomly
sampled for each cluster to construct a test set for the clusters. Furthermore,
for each test set, clustering was repeated 10 times with different initial configu-
ration. Thus, 100 runs were conducted for each set of clusters, and the averaged
results are reported in the subsequent experiments. Since 2DLDA constructs lin-
ear transformation matrices based on the labeled images, for a specified set of
clusters, 40 labeled images were randomly sampled for each cluster to construct
a training set.

Parameters. 2DLDA has two kinds of hyper-parameters: the number of eigen-
vectors, and the number of iterations. The number of columns in matrix U is
denoted as qc, and that in V is denoted as qr, respectively. The maximum num-
ber of eigenvectors with positive eigenvalues in LDA is the number of cluster
minus one. Thus, in order to exploit the label information on images, both qc
and qr were set to the number of cluster minus one. The number of eigenvectors
is also a hyper-parameter in other 2-dimensional methods. Since 2DSVD tries to
construct compressed images, qc and qr were set to 5 % of the pixel size in the
original image. Thus, since the original images were 480 by 640 matrices, qc and
qr were set to 24 and 32, respectively. In 2DPCA, qc was set to 20.

In 2DLDA, linear transformation matrices are obtained by iteratively calcu-
lating several leading eigenvectors in the generalized eigenvalue problems. Thus,
since the number of iterations may affect the performance of 2DLDA, we eval-
uated the influence of the number of iterations. The results are summarized in
Fig. 1. In Fig. 1, the horizontal axis corresponds to the number of iterations,
and the vertical axis corresponds to NMI in eq.(11). In the legend, black line
with squares corresponds the result when the number of clusters was set to 10
(#cl = 10 in the legend); green line with circles, to 15 (#cl = 15); red line with
triangles, to 20 (#cl = 20).

The results in Fig. 1 indicate that the clustering performance of 2DLDA is
stable with respect to the number of iterations, and that only a small number of
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Fig. 2. Results of of approximate decomposition in eq.(9)

iterations for calculating matricesU andV is enough to improve its performance
in 2DLDA. Thus, in order to reduce the computation time, we set the number
of iterations to two in the subsequent experiments.

4.2 Evaluations of Approximate Decomposition

The influence of approximation in eq.(9) is summarized in the left-hand-side
of Fig. 2. The horizontal axis corresponds to the approximation ratio (hereafter
denoted as r), and the vertical axis corresponds to NMI . Here, the approximation
ratio (r) is defined as the number of used leading eigenvectors divided by the
number of clusters minus one (i.e., the number of maximum eigenvectors with
positive eigenvalues in 2DLDA). Results for different number of clusters are
shown in the figure.

The left-hand-side of Fig. 2 indicate that the clustering performance can be
improved by increasing the number of used leading eigenvectors in the approxi-
mation. However, the performance improvement may be saturated around r=0.2.
This result indicate that it is not necessary to use all the eigenvectors in 2DLDA
to achieve competitive performance.

The right-hand-side in Fig. 2 shows the computation time in the decomposi-
tion of S−1

w Sb. The running time was measured on a computer with Debian/GNU
Linux, Intel Xeon W5590 (3.33GHz), 36 GB memory. As expected, using only
some leading eigenvectors contributes to faster computation (e.g., app2DLDA
(r=0.1)). However, app2DLDA (r=0.3) was slower than the original 2DLDA.
This may be due to our current inefficient implementation for eigenvalue decom-
position. Further investigation is needed to resolve this problem.

4.3 Comparisons with Two-Dimensional Methods

Comparisons of our approach with other 2-dimensional methods are summarized
in Figs. 3 and 4. The horizontal axis in these figures corresponds to the number
of classes. The vertical axis in Fig. 3 corresponds to NMI in eq.(11); and that
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Fig. 3. Results of NMI (from left to right: r=0.1, 0.2, 0.3)
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Fig. 4. Results of Purity (from left to right: r=0.1, 0.2, 0.3)

in Fig. 4, to Purity in eq.(12). In the legend, brown lines with squares corre-
sponds 2DLDA; red lines with triangles, to app2DLDA; blue lines with circles,
to 2DPCA; water-blue line with crosses, to 2DSVD; black lines, to kmeans. Also,
the approximation ratio (r) in Figs. 3 and 4 was set to 0.1, 0.2 and 0.3 (from
left to right), respectively.

The results in Figs. 3 and 4 indicate that LDA based methods outperform
other 2-dimensional methods (2DPCA and 2DSVD) and kmeans. This would be
because LDA based methods can exploit the labeled images when construct-
ing compressed (smaller sized) matrices via linear transformation. Also, when
the approximation ratio (r) is equal to or greater than 0.2, the performance of
the proposed approach (app2DLDA) is almost equivalent to that of the original
2DLDA, albeit our approach requires less computation than 2DLDA (as shown
in the right-hand-side of Fig. 2). On the other hand, the performance of 2DPCA
and that of 2DSVD were almost the same, and were inferior to kmeans when the
number of clusters was increased. This might be because the number of images
per cluster was relatively small in the experiments.

Detailed comparisons of 2DLDA and our approach are shown in Figs. 5. The
vertical axis in the left-hand-side of Figs. 5 corresponds to NMI , and that in the
right-hand-side of Figs. 5 corresponds to Purity. The brown lines with squares
corresponds 2DLDA; the red lines with triangles, to app2DLDA (r = 0.1); the
blue lines with circles, to app2DLDA (r = 0.2); the water-blue line with crosses,
to app2DLDA (r = 0.3).
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Fig. 5. Results

The results in Figs. 5 also indicate that the performance of our approach is
almost equivalent to that of the original 2DLDA. Except for when the approxi-
mation ratio (r) was set to 0.1, our approach showed competitive performance
with the original 2DLDA.

4.4 Discussion

Although matrices U and V are iteratively calculated in 2DLDA [10], we con-
firmed that a small number of iterations is enough for image categorization (see
Fig. 1). Under this setting, the results of experiments indicate that approximate
decomposition in our approach can achieve competitive performance with the
original 2DLDA, and can outperform both 2DPCA and 2DSVD in image catego-
rization. However, the results also revealed that much work need to be conducted
for efficient calculation of leading eigenvectors in the approximation. We plan to
hack the available linear algebra packages for faster computation in near future.

5 Concluding Remarks

This paper presented an approach toward robust and fast Two-Dimensional
Linear Discriminant Analysis (2DLDA). Since the repeated calculation of eigen-
vectors of asymmetric matrices may lead to unstable performance, we proposed
to use simultaneous diagonalization of scatter matrices so that eigenvectors can
be stably calculated. Furthermore, we proposed to use approximate decompo-
sition of a scatter matrix based on its several leading eigenvectors. Results of
preliminary experiments indicate that approximate decomposition in our ap-
proach can achieve competitive performance with the original 2DLDA, and that
the proposed approach can outperform other 2-dimensional methods in image
categorization. We plan to conduct more in-depth analysis of our approach, es-
pecially the computational issue, and extend it based on the analysis in near
future.
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Abstract. Under the condition of multi-databases, a novel algorithm of
facial expression recognition was proposed to improve the robustness of
traditional semi-supervised methods dealing with individual differences
in facial expression recognition. First, the regions of interest of facial
expression images were determined by face detection and facial expres-
sion features were extracted using Linear Discriminant Analysis. Then
Transfer Learning Adaptive Boosting (TrAdaBoost) algorithm was im-
proved as semi-supervised learning method for multi-classification. The
results show that the proposed method has stronger robustness than the
traditional methods, and improves the facial expression recognition rate
from multiple databases.

Keywords: Facial Expression Recognition, Semi-Supervised Learning,
TrAdaBoost.

1 Introduction

Facial expression recognition can be help for obtaining human’s psychology and
emotion, and providing technical support to enhance research in the field of
human-computer interaction and multimedia information processing[1]. It relies
to a large extent on the number of labeled images for training classifier. Large
training set can better reflect the real distribution of samples and consequently
obtaining good generalization error. However, image labeling is very difficult,
expensive and time consuming. Semi-supervised learning [2] makes use of a lot
of unlabeled samples combined with training set. These unlabeled samples are
helpful to construct the exact model for facial expression classification. So semi-
supervised learning becomes an important method to solve the problem with
lack of labeled data and to improve the practicability of the facial expression
recognition.
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In recent years, many semi-supervised learning algorithms were proposed for
facial expression recognition. In 2010, Hady et al [3] proposed a facial expres-
sion learning framework to combine Tri-Class SVMs with Co-Training method.
In 2011, Chen et al [4] took all three semi-supervised assumptions, including
smoothness, cluster, and manifold assumptions, together into account during
boosting learning. Experiment demonstrates that the algorithm yields favorite
results for facial expression recognition tasks in comparison to other state-of-the-
art semi-supervised learning algorithms. Although these algorithms have good
performance on facial expression recognition, an important problem may be
overlooked by the most semi-supervised learning algorithms. That is, facial ex-
pressions depend on human face. The differences caused by individual will bring
great difficulties to facial expression recognition [5]. Traditional semi-supervised
learning methods for facial expression recognition only use samples from the
same database, not only remove the differences caused by individual, but also
meet the semi-supervised assumption that the distributions of the training and
testing data are the same [6]. However, the facial expression images don’t always
have the same ethnic, gender or cultural background in different facial expres-
sion databases. Semi-supervised learning assumption which is the training and
testing data has the same distribution, may not hold [7]. So in case of multi-
databases the performance of current facial expression recognition systems may
decrease significantly.

According to the above problem, TrAdaBoost (Transfer Learning Adaptive
Boosting) [8] algorithm leverages the source domain data to construct a
high-quality classification model for the target domain data, and improves the
recognition rate and robustness on the classification of multi-databases. But
TrAdaBoost does not belong to semi-supervised learning, and not need labeled
data in the training stage. Meanwhile, TrAdaBoost is only suitable for two-class
classification, and does not meet the requirements of semi-supervised facial ex-
pression recognition. So we propose a novel algorithm called Semi-Supervised
Learning Adaptive Boosting. On one hand, the proposed algorithm retains the
ability of TrAdaBoost and uses knowledge transfer to reduce the interference
of individual differences in multi-databases facial expression recognition. On the
other hand, the proposed algorithm can realize multi-classification. Compared
with traditional semi-supervised facial expression recognition algorithms, Semi-
supervised learning Adaptive Boosting is effective and robust.

2 Our Approach

2.1 The Principle of TrAdaBoost

Because our algorithm and TrAdaBoost is closely related, the principle of TrAd-
aBoost needs to be analyzed at first. Let X be data and Y = {0, 1} be the
set of category labels. The training data set T ⊆ {X × Y } is partitioned into
two labeled sets Td and Ts. Td represents the diff-distribution training data that
Td = {(xd

i , c(x
d
i ))}, where xd

i ∈ Xd (i = 1, 2, ..., n), and c(xd
i ) returns the label

for the data instance xd
i . Ts represents the same-distribution training data that
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Ts = {(xs
i , c(x

s
i ))}, where xs

i ∈ Xs (i = 1, 2, ...,m). n and m are the sizes of Td

and Ts, respectively. The training set T = {(xi, c(xi))} is defined as follows:

xi =

{
xd
i , i = 1, ..., n

xs
i , i = n+ 1, ..., n+m

The test data set is denoted by S = {(xt
i)}, where xt

i ∈ Xs(i = 1, 2, ..., q).
Here, q is the size of test data set. TrAdaBoost can transfer the knowledge from
Xd to Xs , and construct an effective classification model for S.

The formal descriptions of TrAdaBoost algorithm are given as follows:

Transfer Learning Adaptive Boosting Algorithm

Input the labeled training data set T , the unlabeled test data set S,

a base learning algorithm Learner,and the maximum number of iterations N .

Initialize the initial weight vector,that w1 = (w1
1 , ..., w

n+m
1 )

and the parameter is computed that β = 1/(1 +
√

2× lnn/N).

For t = 1, 2, ..., N

1. Set pt = wt/(
∑n+m

i=1 wt
i).

2. Call Learner to classify dataset with the distribution pt .

Then, get back a hypothesis ht : X → Y.

3. Calculate the error of ht on Ts:

εt =
n+m∑
i=n+1

wt
i×|ht(xi)−c(xi)|

∑n+m
i=n+1 wt

i

4. Set β = εt/(1− εt), and εt is required to be less than 1/2.

5. Update the new weight vector:

wt+1
i =

{
wt

i × β|ht(xi)−c(xi)|, i = 1, ..., n

wt
i × β−|ht(xi)−c(xi)|, i = n+ 1, ..., n+m

Output the hypothesis:

hf (x) =

{
1,

∏N

t=�N/2�
β
−ht(x)
t ≥

∏N

t=�N/2�
β
− 1

2
t

0, otherwise

Where �N/2� denotes ceiling function, which returns the next highest integer
that is greater than or equal to N/2. Just like AdaBoost [9] algorithm, TrAd-
aBoost also aims to boost the accuracy of a weak learner by carefully adjusting
the weights of training data and learn a classifier accordingly. Further more,
TrAdaBoost assumes that, due to the difference in distributions between train-
ing and testing data, some of training data may be useful in learning for testing
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data but some of them may not and could even be harmful. It attempts to iter-
atively reweight training data to reduce the effect of the bad training data while
encourage the good training data to contribute more for testing data classifica-
tion. However, TrAdaBoost is a binary classifier, and can’t solve the multi-class
learning problem. Meanwhile, TrAdaBoost belongs to supervised learning, and
not a semi-supervised learning method. So we propose a novel algorithm called
Semi-Supervised Learning Adaptive Boosting.

2.2 The Principle of Our Approach

The formal descriptions of semi-supervised learning adaptive boosting algorithm
are given as follows:

Semi-Supervised Learning Adaptive Boosting Algorithm

Input training data set T , the labels of training data yi ∈ Y = {1, 2, ..., l},
i = 1, 2, ..., n+m, the unlabeled test data set S, a base learning algorithm

Learner, and the maximum number of iterations N .

Initialize nearest neighbor classifier is applied to assign the labels of unlabeled

training data and the initial weight vector, that w1 = (w1
1 , ..., w

n+m
1 ) and the

parameter is computed that β = 1/(1 +
√

2× lnn/N).

For t = 1, 2, ..., N

1. Set pt = wt/(
∑n+m

i=1 wt
i).

2. Call Learner to classify dataset with the distribution pt.

Then, get back a hypothesis ht : X → Y.

3. Calculate the error of ht on Ts,where, for any predicate π, we define

[π] to be 1, if π holds and 0 otherwise.

εt =
n+m∑
i=n+1

wt
i [ht(xi) �=yi]
∑n+m

i=n+1 wt
i

4. Set β = εt/(1− εt), and εt is required to be less than 1/2.

5. Update the new weight vector:

wt+1
i =

{
wt

i × β[ht(xi) �=yi], i = 1, ..., n

wt
i × β−[ht(xi) �=yi], i = n+ 1, ..., n+m

Output the hypothesis:

hf (x) = argmax
y∈Y

N∑
t=1

(log
1

βt
)[ht(x) = y]
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Our approach has retained the ability to transfer knowledge and improved on
the TrAdaBoost in two ways.

On one hand, TrAdaBoost belongs to supervised learning method, and the
labels of training data are needed for the experiment. But semi-supervised facial
expression recognition requires large amount of unlabeled data together with
the labeled data to build classifiers. We randomly choose some training samples
as labeled data for every facial expression, and the rest of training samples will
be unlabeled data. If we choose all training data as labeled data, our algorithm
will not belong to semi-supervised learning. But if we don’t supply any label
information for training data, the classification accuracy of our algorithm will
be decreased, and the performance of knowledge transfer will also be affected. A
trade-off is a situation that we choose proportion of certain training samples as
labeled data for every facial expression, and the rest of training samples become
unlabeled data. So the requirement of semi-supervised learning and performance
of our algorithm will be taken into consideration. Nearest neighbor classifier
is working on computing the label of unlabeled training samples in order to
eliminate unwanted effect.

On the other hand, TrAdaBoost can only deal with binary classification.
However, facial expression recognition needs multi-classification. Because TrAd-
aBoost is an extension of the AdaBoost algorithm, we learn from an extension of
the AdaBoost algorithm for multi-class learning, called AdaBoost.M1 [9]. A lot
of changes are made as follows: (1) Learner should be a multi-classifier; (2) the
equation of εt is changed; (3) we revise the equation to update the new weight
vector; (4) the equation of hypothesis is inherited from AdaBoost.M1 algorithm.
In the extremely, if training and testing data follow the same distribution, our
approach will be equivalent to AdaBoost.M1.

3 Simulations and Experiments

3.1 Experimental Setting

In this experiment, we evaluated our algorithm on Japan Female Facial Expres-
sion Database [10] (JAFFE), Cohn-Kanade AU-Coded Database [11] (CK) and
Radboud Faces Database [12] (RaFD). As human emotions are commonly cat-
egorized into six discriminative basic classes (angry, disgust, fear, happy, sad
and surprise) in facial expression recognition, we extracted 180 images from
JAFFE, 240 peak emotional images from CK, and 342 frontal images from RaFD
database. These images contains of six basic facial expressions, and each emotion
has the same number of images in order to avoid data imbalanced.

Our experimental procedure is categorized into three stages: preprocessing,
feature extraction and expression classification. For the purpose of comparisons
with the methods in Refs. 9, 13 and 14, we crop these original images of size
256×256, 640×490, and 681×1024 into 168×120 by removing the back-ground
influences. Several representative samples are shown in Fig.1.

Since the illumination condition is varied to the images in experimen-
tal databases, we apply histogram equalization to eliminate lighting effects.
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Fig. 1. Sample Images

After the preprocessing of experiment, we apply principal component analy-
sis to reduce the feature dimensionality into a 40 dimensional sub-space. Then
linear discriminant analysis (LDA) is used to extract important features from
each image. We adopt k nearest neighbor (k-NN) to identify six facial expressions
in the experimental databases, knn is also the base classifier in AdaBoost.M1,
RegBoost and our proposed method. It can be called by Learner. Let k = 11 in
our experiments.

3.2 Comparisons and Analysis

In order to test the performance of the proposed algorithm, Label Propaga-
tion (LP) [13], AdaBoost.M1 and RegBoost[14] algorithm have been selected as
baseline algorithms. LP is a classical algorithm in semi-supervised learning, and
RegBoost is an effective semi-supervised learning algorithm for facial expression
recognition.

Firstly, we choose 180 samples of JAFFE database as source domain Td, and
240 samples of CK database are selected as target domain Ts. 180 samples, which
come from JAFFE database, belong to training data set, so that n = 180. The
rest training samples are randomly chosen from CK database at a certain rate
for each facial expression, and the rate is from 10% to 50%. So that m = r ∗ n.
The rest samples in Ts are used as test data set S, so that q = 240 − r ∗
n. We perform the same procedure of training and testing repeatedly for 10
times, and average all the 10 recognition rates to obtain the final performance of
experimental methods. Note that, the number of labeled and unlabeled samples
in training data set is 1:1. The number of basic classifier and iteration is ten.

Table 1 shows the performance comparisons among our proposed algorithm
and baseline algorithms. We can see that our proposed algorithm is better
than baseline algorithms in the most cases. Then we choose 240 samples of CK
database as source domain Td, and 180 samples of JAFFE database are selected
as target domain Ts. The results are shown in Table 2.
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Table 1. Mean Error Rates of JAFFE and CK Databases

10% 20% 30% 40% 50%

LP 63.20% 61.67% 60.86% 59.05% 57.20%

AdaBoost.M1 47.16% 42.60% 38.71% 36.13% 36.40%

RegBoost 46.58% 42.21% 38.23% 35.77% 36.00%

Proposed 46.53% 42.25% 38.23% 35.48% 35.73%

Table 2. Mean Error Rates of CK and JAFFE Databases

10% 20% 30% 40% 50%

LP 74.17% 66.14% 62.13% 54.76% 47.50%

AdaBoost.M1 62.63% 61.06% 58.06% 56.55% 55.50%

RegBoost 65.13% 68.33% 60.28% 66.65% 57.83%

Proposed 61.99% 56.59% 57.31% 55.95% 55.17%

In Table 2, the recognition rates are low. Because there are only Japanese fe-
males in JAFFE database, we dont need to take into consideration of individual
differences. However, there are many people in CK database, for example, Euro-
pean, Asian and African. Even though they have the same facial expression, the
intensity and appearance of facial expression are different. Individual differences
will add to our difficulties in the experiment. But our algorithm still achieves
higher recognition rates than baseline algorithms, when the rate is equal to 10%,
20% or 30%.

Secondly, we choose 180 samples of JAFFE database as source domain Td,
and 342 samples of RaFD database are selected as target domain Ts. The exper-
imental setting is same to the experiments on JAFFE and CK databases. The
results are shown in Table 3. Then we choose 342 samples of RaFD database as
source domain Td, and 180 samples of JAFFE database are selected as target
domain Ts. The results are shown in Table 4.

Table 3 and Table 4 show that our algorithm has better performance on
the JAFFE and RaFD database. Because the people in the two databases are
relatively homogeneous, we can avoid interference of individual differences.

Finally, we choose 240 samples of CK database as source domain Td, and 342
samples of RaFD database are selected as target domain Ts. Then we choose
342 samples of RaFD database as source domain Td, and 240 samples of CK
database are selected as target domain Ts. The results are shown in Table 5 and
Table 6.
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Table 3. Mean Error Rates of JAFFE and RaFD Databases

10% 20% 30% 40% 50%

LP 63.95% 58.04% 56.63% 50.96% 49.60%

AdaBoost.M1 47.38% 41.11% 37.60% 32.89% 32.18%

RegBoost 46.76% 40.33% 36.81% 32.07% 31.03%

Proposed 46.76% 40.26% 36.42% 32.00% 30.95%

Table 4. Mean Error Rates of RaFD and JAFFE Databases

10% 20% 30% 40% 50%

LP 69.58% 60.00% 58.21% 57.14% 58.33%

AdaBoost.M1 48.82% 42.37% 37.56% 30.24% 30.00%

RegBoost 48.82% 42.37% 37.56% 30.24% 30.00%

Proposed 47.43% 41.05% 36.15% 29.52% 26.67%

Table 5. Mean Error Rates of CK and RaFD Databases

10% 20% 30% 40% 50%

LP 68.90% 64.29% 59.67% 58.05% 55.18%

AdaBoost.M1 56.51% 50.99% 40.70% 37.68% 36.76%

RegBoost 56.35% 50.99% 40.70% 37.68% 36.76%

Proposed 56.16% 50.31% 40.04% 36.95% 35.99%

When CK database is used as source domain, the recognition rates of Table 5
are higher than Table 2. Because there are people of mainly European in CK
and RaFD databases, in Table 2 we use CK and JAFFE databases, the ethnic
of people is different. The problem of individual differences is more serious in
Table 2. When RaFD database is used as source domain, the recognition rates
of AdaBoost.M1 and RegBoost are same in Table 4 and Table 6. Because a large
quantity of useful information are supplied by RaFD database, and RegBoost
algorithm is based on the framework of AdaBoost algorithm. Both of them make
up the difference between two algorithms.
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Table 6. Mean Error Rates of RaFD and CK Databases

10% 20% 30% 40% 50%

LP 66.47% 61.09% 52.46% 53.04% 52.27%

AdaBoost.M1 49.51% 42.93% 35.94% 33.14% 29.39%

RegBoost 49.51% 42.93% 35.94% 33.14% 29.39%

Proposed 48.68% 42.47% 35.72% 32.65% 28.64%

The experimental results show that semi-supervised learning adaptive boost-
ing algorithm has stronger robustness than the baseline methods, and improves
the facial expression recognition rate from multiple databases.

4 Conclusion

In this paper, a novel algorithm called Semi-Supervised Learning Adaptive Boost-
ing was proposed. Our proposed method has employed the knowledge transfer
to construct a high-quality classification model, and to overcome problem of the
labeled and unlabeled data, which are drawn from different feature distribution
to some extent. Compared with traditional semi-supervised learning methods
for facial expression recognition, simulation experiment shows that the proposed
algorithm achieves the highest classification accuracy. Simulation experimental
results indicate that, the proposed algorithm is efficient.
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Abstract. Nowadays, biclustering problem is still an intractable problem. But in 
time series expression data, the clusters can be limited those with contiguous 
columns. This restriction makes biclustering problem to be tractable problem. 
However existing contiguous column biclustering algorithm can only find the 
biclusters which have the same value for each column in biclusters without er-
ror tolerance. This characteristic leads the algorithm to overlook some patterns 
in its clustering process. We propose a suffix tree based algorithm that allows 
biclusters to have inconsistencies in at most k contiguous column. This can re-
veals previously undiscoverable biclusters. Our algorithm still has tractable run 
time with this additional feature. 

Keywords: biclustering, error tolerance, regulatory modules, suffix tree, time 
series gene expression data. 

1 Introduction 

Clustering microarray data is one of many challenging problems nowadays. Since the 
DNA chips techniques enable simultaneous measurements of the expression level for 
wide range of genes on given experiment conditions [1]. These wide ranges of the 
data and complexity of clustering microarray data problem make the problem to be 
difficult. 

Biclustering is the technique that simultaneously clusters the microarray data on 
both genes and conditions. The data in each cluster exhibit highly correlated beha-
viors between the subgroups of genes and conditions. It has showed many advan-
tages in identification the local expression patterns and has been extensively studied 
and surveyed [2-4]. Biclustering problem has many approaches proposed to date. 
Most of the biclustering approaches presented are heuristic and thus do not guaran-
tee to find the optimal solution. Some other cases used exhaustive search which 
have limitation on the input size in order to obtain reasonable runtimes. The dealing 
with exact value of original expression data matrix is one difficulty of biclustering 
problems. Thus, finding coherent behaviors regardless of the exact values have 
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becomes great interest. These circumstances lead to the introduction of many new 
methods based on discrete matrix [5-18]. Unfortunately, all these variations of the 
problem remain NP-hard.  

Although the problem remains NP-hard, there exist restrictions to biclustering 
problem which lead it to be a tractable problem. For example, if the expressions data 
are organized that expression level of various snapshots of the same condition are 
represented as group of time-sorted contiguous columns and biclusters are limited to 
contiguous snapshots. This study focuses on such setting, which uses to identify cohe-
rent expression patterns shared by group of genes in consecutive time points. 

Gene expression values in each cluster discovered by existing biclustering algo-
rithms are consistent with the criteria defined when clustering was performed. For 
example, if the criterion is to find the cluster of elements with the same value, all 
elements in resulting cluster all have the same value. However, it may useful to allow 
cluster with few elements that do not conform to the criteria in order to obtain larger 
cluster. This paper, we focus on such clustering. We define a k-tolerance bicluster to 
be a bicluster with at most k contiguous columns can exhibit inconsistency on the 
gene expression pattern. By allowing these additional tolerances, the biclustering 
algorithm can discover more related and hidden patterns than the standard techniques 
used nowadays. 

In this work, we propose an algorithm to find and report all k-tolerance maximal 
contiguous column coherent biclusters (k-CCC-Biclusters) within tractable time. 
Maximal k-CCC-Bicluster is a k-CCC-Bicluster which no existed k-CCC-Biclusters 
that can be the superset of it. Our algorithm is based on contiguous column coherent 
biclustering algorithm (CCC-Biclustering algorithm) [19] and is improved by consi-
dering the error tolerance of the input expression data in contiguous time after the 
suffix tree creation. 

The content in this paper is organized as follows: in Section 2, we survey related 
work. In Section 3, notations used throughout this paper are defined. In Section 4, the 
k-tolerance contiguous column coherent biclustering algorithm is proposed. Then we 
present our experimental results in Section 5. Lastly, we discussed the optimal value 
of k and concluded our work in Section 6. 

2 Related Work 

At present, large number of biclustering algorithms were proposed to solve the gener-
al case of biclustering [3-4]. We can group biclustering algorithms into 3 main 
groups: heuristic algorithms, exhaustive algorithms, and condition-based algorithms. 
Our work is focuses on condition-based algorithms. 

The large majority of biclustering algorithms use heuristic approaches to identify 
biclusters [3]. The Coupled Two-Way Clustering (CTWC) [20] which uses only sub-
sets of rows or columns that are identified as stable clusters in previous clustering 
iteration are candidates for the next iteration. This heuristic leads to avoid all possible 
combinations which reduce search time of the algorithm with the cost of accuracy of 
the algorithm. 
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Cheng and Church [2] introduced the first biclustering algorithm applied to gene 
expression data. This algorithm is also heuristic algorithm. The algorithm starts with 
iteratively removal of a row or a column that gives the maximum decrease of similari-
ty score, mean squared residue, H, until no further decrease of H. Then the algorithm 
iteratively adds a row or a column which gives minimum increase of H back to con-
struct the bigger similarity biclusters with H lower than some threshold, δ. Lastly, it 
reports the bicluster and marks the newly found bicluster in order to find the next one. 
This heuristic method makes the algorithm very fast. However with this techniques 
and the marking make the discovery of highly overlapping biclusters unlikely, since 
elements of already identified biclusters have been marked by random noise [3]. 

On the contrary, the exhaustive algorithms such as brute force or exhaustive enu-
meration methods can find the optimal set of biclusters [3]. However, due to their 
high complexity, they can be applicable only when the input size is small [3]. This led 
the practical exhaustive algorithms to be condition-based algorithm instead. 

Although there is some condition-based biclustering algorithm which addressed the 
consecutive columns, the first was purposed by Ji and Tan [6]. The exact complexity 
of this algorithm is hard to estimate by their description. Still this algorithm consi-
dered to be in linear time. Yet, there exist another proposal by Madeira et al. which 
addressed the problem of finding maximal contiguous column coherent biclusters 
(CCC-Biclusters) [19]. This algorithm can find and report all biclusters in linear time 
and in the size of the expression matrix. Although our context is based on this algo-
rithm, however in our work we also proposed the improvement to allow the maximal 
k-CCC-Biclusters to clustered the error tolerance data altogether. This will increase 
flexibilities and open the new path in finding the larger significant biclusters from the 
data matrix which will improve the efficiency and accuracy to the standard CCC-
Biclustering algorithm. 

3 Definitions 

Our definitions of CCC-Biclusters and suffix tree are based on [19]. This leads us to 
introduce some definitions about k-tolerance data that relate to our work. 

We denote gene expression matrix with |R| rows and |C| columns as M where R is 
the set of genes and C is the set of its conditions. The expression of the genes i under 
condition j is represented by Mij.  

In this work, the input data used was already discretized to be in regulatory mod-
ules with 3 symbols as {D, N, U} which refer to DownRegulated, NoChange, and 
UpRegulated respectively. 

Our definitions used throughout this work are defined as follows: 

Definition 1: bicluster and trivial bicluster. Bicluster B = (I ,J) is the submatrix MIJ  
defined by I ⊆ R, subset of rows, and J ⊆ C, subset of columns. Trivial bi-cluster is a 
bicluster with only 1 row and 1 column.   
Definition 2: k-CCC-Bicluster. CCC-Bicluster MIJ is k-tolerance CCC-Bicluster, k-
CCC-Bicluster, if the CCC-Bicluster has at most k contiguous internal columns that 
have some data inconsistency.  
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Definition 3: maximal k-CCC-Bicluster. k-CCC-Bicluster is maximal if no other k-
CCC-Bicluster exists that can be its superset, for all other k-CCC-Bicluster MST, if I ⊆ 
S  and J ⊆ T then  I = S and   J = T. 
Definition 4: string depth and string label. String depth is the length of string to the 
specific position. String depth of node v in suffix tree T is the length of the symbols 
from the root node to node v in T. We denote this as P(v) and denote the path which 
contain all these symbols from the root to v as string label. 
Definition 5: number of leaves. For each internal node v in suffix tree T, we denote 
the number of leaves in the subtree with v as root of the subtree by L(v). 
Definition 6: suffix link. For the node v  in T with label xα where x is a single charac-
ter and α is a string (possibly empty), if there is another node u with label α then there 
will be a link from v to u. We call it the suffix link. The special case is when α is emp-
ty then xα has a suffix link from v to the root node. 
Definition 7: MaxNode. MaxNode is an internal node v of the suffix tree T which 
satisfies one of these following conditions: 

(a) Node v does not have incoming suffix links, or 
(b) Node v has only incoming suffix links from node u such that for every node u, 

L(u) < L(v). 

4 Algorithms 

4.1 Preprocessing Step 

Our algorithm assumed that the gene expression input data has already been discre-
tized. Therefore, first part of our work is to apply the alphabet transformation tech-
nique which was introduced by Madeira et al. [19] to our discrete input data as follow. 

In alphabet transformation process, for each string oS in set of strings 1 | |{ ,..., },o o
RS S  

we append each character, oC , in oS  by its position in the column, We now obtain 

the set of string ' '
1 | |{ ,..., }RS S with ' o

i iC C i=  where o
iC  is the ith position of oS . 

We then append terminator symbols to each string. This symbol must not appear 

anywhere else (usually symbol $ was used). For each string 'S  in set of 

strings ' '
1 | |{ ,..., },RS S  we inserted the special symbols $x to the end of the string where x 

is the row of the string. Now we obtain set of string '' ''
1 | |{ ,..., }RS S with '' ' $x xS S x=  . 

Therefore, our last column now is termination symbol and our columns size is  
increased by 1. 

4.2 Suffix Trees and CCC-Biclusters 

In this part of context, we state the connection of maximal CCC-Biclusters of the 
input data matrix MIJ and the node in generalized suffix tree T built from the set of 

strings '' ''
1 | |{ ,..., }RS S which taken from the preprocessing step. 
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(a) Each internal node in suffix tree T corresponds to one row-maximal, right-
maximal CCC-Bicluster in matrix M with at least two rows. Since an internal 
node v in T has the common substring length P(v) for each of its leaves. There-
fore, each internal node v defines a CCC-Bicluster that has P(v) columns and 
L(v) rows. Every right-maximal, row-maximal CCC-Bicluster with at least two 
rows corresponds to internal node in T. 

(b) An internal node corresponds to a maximal CCC-Bicluster if and only if there 
is no suffix link from any node with the same value of L(v) pointing to it. Since 
if there is an incoming suffix link from an internal node u to node v with L(u) = 
L(v) then bicluster corresponds to v be already included in  bicluster corres-
ponds to u, v ⊂ u. So v is not maximal CCC-Bicluster. 

(c) An internal node in T corresponds to a left-maximal CCC-Bicluster if and only 
if it satisfies Definition 7. Since an internal node v can be maximal CCC-
Bicluster from the (b) or in fact that L(u) < L(v) which lead v and u to be sepa-
rate biclusters.  

These facts lead to the theorem from [19] which was defined as follows: 

Theorem 1: Every maximal CCC-Bicluster with at least two rows corresponds 
to an internal node in the generalized suffix tree T that satisfies Definition 7, and each 
of these internal nodes defines a maximal CCC-Bicluster with at least two rows. We 
define these nodes as N. 

4.3 Postprocessing Step: K-Tolerance Clustering Process 

As stated in part 4.2.(a), each internal node of the suffix tree correspond to each 
bicluster of the input data. We will use this characteristic of the suffix tree in order to 
allow error tolerance to be clustered and be including to our result. 

(a) The result biclusters which include error tolerance are in form of FxE  denoted 
as front part (F), tolerance part (x) and extended part (E) respectively. 

(b) Since each internal node v in the suffix tree T has the common longest sub-
string, every internal node in the suffix tree corresponds to the front part, F, of 
bicluster result with error tolerance included. 

(c) In many cases there are no x and E which lead the result to consist of only F 
part. These results correspond to the normal standard biclusters. 

(d) Tolerance part is the part that we allow expression data to be inconsistence 
among the k columns which have to assigned before performing algorithm.  

(e) Each E can be found by performing suffix tree over the substring, Z, in child of 
each internal node. These internal nodes corresponding to its own F, NF. These 
Z will exclude the first k characters which corresponding to x. 

With all above facts considered, it leads us to the theorem which also defined us-
ing the facts in part 4.2 as follows: 

Theorem 2: Every maximal CCC-Bicluster with at least two rows corresponds to 
an internal node NF in the generalized suffix tree T that satisfies Definition 7, and 
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each of these internal nodes defines a maximal CCC-Bicluster with at least two 
rows. We define these nodes as NN. 

4.4 K-CCC-Biclustering: A Biclustering Algorithm for Finding and Report 
All Maximal K-CCC-Biclusters 

Theorem 1 implies that there is an algorithm which can find and report all maximal 
CCC-Biclusters of discretized and transformed gene expression matrix M in time 
linear and size of the input matrix since it corresponds to a suffix tree which has all 
these properties. Theorem 2 also implies the same thing with E part.  

From Theorem 1 and Theorem 2 by combining string of N, F, with x and string of 
NF, E, lead the algorithm to find bicluster with error tolerance included. 

Algorithm1 performed the alphabet transformation to the discrete input data as de-
scribed in the part 4.1. After that our algorithm starts to build a generalized suffix tree 

from the set of strings '' ''
1 | |{ ,..., }RS S  which obtained from the preprocessing step. We 

now check each internal node whether the conditions in Theorem 1 are met. Nodes 
that do not meet the required conditions are marked as “invalid.” Then we build gene-

ralized suffix tree for each N with string of its child node, 1 | |{ ,..., }C C
RS S  exclude first 

characters, then exclude 2, …, k characters. We then check each internal node wheth-
er the conditions in Theorem 2 are met P(w) is string depth of internal node in Theo-
rem 2. Nodes that do not meet the required conditions are marked as “invalid.” When 
finish we combine the F and E of correspond valid node together. Next, if no dupli-
cate have been reported and F+x+E is maximal. We report our k-CCC-Biclusters 
which corresponded to the combination of valid internal nodes and with special sym-
bol x for characters that were excluded. Lastly, checking if v was already be the part 
of k-CCC-Bicluster or all reported k-CCC-Biclusters have the different leaves than v. 
If it is, we report the k-CCC-Bicluster corresponding to only F part. 
Algorithm1: k-CCC-Biclustering 

Input: Discretized gene expression matrix M 

 Perform alphabet transformation and obtain '' ''
1 | |{ ,..., }RS S . 

 Build a generalized suffix tree T for '' ''
1 | |{ ,..., }RS S . 

 For each internal node v∈T do 
   Mark node v as “Valid.” 
  Compute the string depth P(v). 
 For each internal node v∈T do 
  Compute the number of leaves L(v) in the subtree   
  rooted at v. 
 For each internal node v∈T do 
  If there is a suffix link from v to a node u and  
  L(u)=L(v)do 
   Mark node u as “Invalid.”  
 For each internal node v∈T do 
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  If v marked as “Valid” do 
   For i∈{1,2,…,k}do 
    Build a generalized suffix tree Tn from 1 | |{ ,..., }C C

RS S

    
excluding i first characters. 

    For each internal node w∈T do 
     Mark node w as “Valid.” 
     Compute the string depth P(w). 
    For each internal node w∈T do 
     Compute the number of leaves L(w) in the subtree 
     rooted  at w. 
    For each internal node w∈T do 
     If there is a suffix link from w to a node y  
     and L(y)=L(w) then 
      Mark node y as “Invalid.” 
    For each internal node w∈T do 
     If w marked as “Valid” do 
      If no duplicate of w have been reported and 
      F+x+E is maximal do 
       Report the k-CCC-Bicluster corresponding  
       to F+x+E. 
   If v has not reported as k-CCC-Bicluster or all  
   reported bicluster have rows different than v do 
    Report the k-CCC-Bicluster corresponding to v. 

4.5 Complexity Analysis of K-CCC-Biclustering 

Our k-CCC-Biclustering algorithm corresponds to suffix tree and performed by depth-
first searches as CCC-Biclustering algorithm. Since our algorithm extends each inter-
nal node with suffix tree so our algorithm is a solution based algorithm which  
complexity varies for each input. From the observation of our random synthetic data, 
the increasing rate of internal node, IN, the worst case is roughly |C|1.5. With this in-
ternal node considered we concluded that the complexity of our algorithm is 
O(k|R|2|IN|2) or O(k|R|2|C|3). 

However our algorithm only extends the valid internal node. For most case on-
ly small portion of genes are forming an internal node which usually can be dis-
carded. This characteristic leads the complexity of our algorithm to be mostly 
O(k|R||C|3). 

5 Experimental Results 

In this section we present and discuss our experimental results. 
 



 Identification of K-Tolerance Regulatory Modules 153 

 

 

Fig. 1. Time results and trend lines of k-CCC-Biculstering algorithm consider row increasing  
(k = 2) 

 

Fig. 2. Time results and trend lines of k-CCC-Biculstering algorithm consider column increas-
ing (k = 2) 

From the result of our experiments Figs. 1 and 2, we conclude that our analysis is 
correct. Since the rate of internal node increase from rows is linearly so the complexi-
ty when increasing row is at O(|R|2) with possibility to be nearly O(|R|). On the other 
hand connection between the increasing rate of internal node and column are not li-
near. This leads us to consider the connection between them which is varying since 
our algorithm is solution-based algorithm. In our case the worst case is about |C|1.5, 
which lead our complexity to be at O(|C|2) when consider the column increasing. Our 
ex-perimental results also stated that k is in linear time complexity with our algorithm. 

When considering all factors together, this leads the complexity of our algorithm 
from the experiments to be at O(k|R||C|3)  which still tractable time. 



154 T. Phukhachee and S. Maneewongvatana 

 

6 Conclusions 

From our experiment we conclude that our algorithm can discover biclusters which 
allows k-tolerance errors in O(k|R|2|C|3). 

In many cases, our algorithm can also considered to be linearly time on rows with 
complexity of O(k|R||C|3) as explained in analysis section. 

For many field of works, the column in time-series gene expression data can be 
small constant value. This type of works can lead the k-CCC-Biclustering algorithm 
to be nearly linear in O(k|M|)  time, |M| is the size of input matrix. These works are the 
ideal to increase the flexibility of the result with our algorithm. 

In the error tolerance algorithms, the characteristic which allows erroneous data to 
be clustered in the same group of biclusters provided more flexibility to the algorithm. 
However this flexibility is provided with the risk of the fault positive biclusters in-
creasing. Since our algorithm is at its best with small constants columns. The value of    
also has to be small so the result will still be significant. From our experiments, k also 
has much impact to the number of the result bicluster. This leads to the risk of fault 
positive bicluster increasing. With this fact considered, we specify that k in k-CCC-
Biclustering algorithm is the best when it is equal to 1. 

Our experiments also suggest that there are more previously indiscoverable clusters 
can be found by using this algorithm. This can open new paths to find the biclusters 
which may be hidden in the expression data matrix. Erroneous in gene expression 
data can be the result of many factors such as environment setting, user, preprocessing 
step or even due to some process in collecting data. These factors can leads to some 
minor error in gene expression data which usually be overlooked by standard conti-
guous column coherent biclustering algorithm. 
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Abstract. Teams are ranked to show their authority over each other. The 
International Cricket Council (ICC) ranks the cricket teams using an ad-hoc 
points system entirely based on the winning and losing of matches. In this 
paper, adoptions of PageRank and h-index are proposed for ranking teams to 
overcome the weakness of ICC ad-hoc point system. The intuition is to get 
more points for a team winning from a stronger team than winning from a 
weaker team by considering the number of runs and wickets also in addition to 
just winning and losing matches. The results show that proposed ranking 
methods provide quite promising insights of one day and test team rankings.  

Keywords: indexing, ranking, cricket teams, runs and wickets.  

1 Introduction 

Sports ratings are performed for showing the standings of different teams and players 
by analyzing the results of competitions or matches. The team with the highest points 
is usually ranked number 1. Traditional sports rankings are based on win, loss or tie 
ratios or polls which are subjective rating of the teams, such as, ICC cricket rankings 
are based on many ad-hoc rules [14]. Borooah and Mangan [2], criticized that current 
point system based ranking schemes are opaque, so the methods used by ICC for 
rankings of cricket teams and players still needs to be investigated properly to provide 
better ranking methods.  

State-of-the-art indexing and ranking algorithms such as h-index [8] and PageRank 
[12] can be adopted to rank cricket teams. The number of runs and wickets from 
which matches are won can be thought of as citations. The intuition is that the more 
the average number of runs or wickets from which matches are won by a team the 
higher the team-index (our proposed method) he has. PageRank is an iterative 
algorithm [12] which was used to rank web pages on the basis of inlinks and the 
importance of those pages that are providing those inlinks. The nodes in a graph can 
be taken as teams and the links between them are the matches played between them. If 
a team A wins from another team B, team B will provide an inlink to team A. In this 
way a directed graph is built which can be used to rank teams by considering graph 
weightage in addition the simply considering the number of won or lost matches.  

We propose Team-index (t-index) T-index considers only the number of runs and 
wickets from which matches are won, while the strength and weakness of the teams 
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from which a team wins is ignored. Consequently, to consider the strength and 
weakness of teams from which a team wins we propose TeamRank (TR) which is an 
adoption of PageRank [12]. The intuition is that the more a team wins matches from 
the stronger teams the higher it will be ranked, while it ignores the number of runs 
and wickets from which matches are won. Consequently, we propose weighted 
TeamRank (WTR) which also considers the weight of number of runs and wickets 
from which a team wins from other teams. The results and discussions prove that our 
proposed methods are useful and should be used to rank cricket teams.      

The contributions in this work are as follows, (1) proposal of graph and non-graph 
weightage based ranking algorithms for cricket teams ranking, (2) addition of number 
of runs and wickets instead of simply using match won or lost information and (3) 
hybridization of non-graph weightage and graph weightage based ranking algorithms 
to provide a unified solution.  

2 Cricket Teams Ranking 

In this section, before describing our proposed (1) Team-Index, (2) Simple Team 
Rank, (3) Weighted Team Rank, and (4) Unified Weighted Team Rank methods, we 
briefly introduce related ICC ranking method [14] for ranking cricket teams.  

2.1 ICC Cricket Teams Ranking System 

The international governing body of cricket is international Cricket Council (ICC). 
ICC awards championship trophies to the teams with highest ratings in both ODI and 
test matches. Test cricket matches can last up to five days with each day broken into 
three sections punctuated by lunch and tea breaks. ODI cricket matches are the faster 
alternative, typically completed in one day, and with a maximum of 50 over’s 
permitted per team. An "over" is defined as a set of six balls bowled consecutively. 
The ICC employs ratings formulas for both leagues to determine a champion [14]. 

2.1.1   Test Matches 
i. Add one point to a team for winning a match, after a series between two 

teams; add a half-point to both teams for drawing a match. Add a bonus 
point to the team that won the series; add a half-point to each team if the 
series ended in a draw. 

ii. Multiply the team's series result by 50 points more than the opponent's 
rating, if the ratings gap between the two teams was less than 40 points at the 
start of the series. Then add that total to the opponent's series result 
multiplied by 50 points less than the opponent's rating. 

iii. Multiply the stronger team's series result by 10 points more than their own 
rating (if the ratings gap was equal to or more than 40 points), then add that 
total to the opponent's series result multiplied by 90 points less than the 
team's own rating. The weaker team multiplies its series result by 90 points 
more than their own rating, and then adds that total to the opponent's series 
result multiplied by 10 points less than the team's rating. 
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iv. Add the new point’s totals to the team's points total before the series began. 
Remove points from matches that no longer fall within the past three years. 
Update the number of matches by adding one more than the number of 
games in a series. For example, if a series lasted two matches, you would add 
three matches to the total. 

v. Divide the updated points total by the updated match total. This represents 
the team's rating, and comparisons of ratings will yield the team's ranking 
[14]. 

2.1.2   ODI Matches 
i. Add one point to a team for winning the match, after a series between two 

teams, and a half-point to each team for a draw. 
ii. Score 50 points more than the opponent's rating for the winner if the gap 

between the two teams at the outset of the match was less than 40 points. 
Score 50 points fewer than the opponent's rating. In case of a tie, each team 
scores the opponent's rating. 

iii. Score 10 points more than the stronger team's rating in a win or 90 points 
fewer than its rating in a loss (if the gap between teams' ratings was more 
than or equal to 40 points). The weaker team scores 90 points more than its 
rating for a win or 10 points fewer than its rating for a loss. For ties, the 
stronger team scores 40 points fewer than its rating and the weaker team 
scores 40 points more than its rating. 

iv. Add the new point totals to the existing point total for each team before the 
series started. Update the match numbers, as well. Throw out all points and 
matches that no longer fall within the last three years. 

v. Divide the new points total by the new matches’ total. This will provide the 
rating for each team, and ratings comparisons will order the teams into 
rankings [14]. 

2.2 Team-Index (T-Index) 

Our first proposed method T-index is an adoption of h-index [8]. In T-index like  
h-index teams are referred to as author’s and papers as number of runs and wickets 
from which matches are won by the team. The idea is that if a team wins matches 
from more number of runs and wickets the higher the t-index the team will have.  

We take an example of a team A which played 15 matches in total from which 7 
matches are won by runs and 8 matches are won by wickets. Here, it is necessary to 
mention that in cricket game one team bat first and score runs while other team bowls. 
So in case team batting first wins it wins from runs while in case team batting second 
wins it wins from wickets. This is why teams can win from runs and wickets both in 
different matches. Table 1(a) and Table 1(b) for team A are used to calculate its  
T-index as follows. 
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Table 1(a). Matches won from wickets Table 1(b). Matches won from runs 

 

 

                                          T index √T1 T22 √3.46 10.832                               1  

                                                                 14.882 7.14                      
T1 √Total no.  of wickets2 √482 6.9282 3.46 

T2 √Total no.  of runs2  √4702 21.682 10.83 

2.3 TeamRank (TR) 

Our second proposed method TR is an adoption of page rank algorithm. PageRank 
[12] is considered as one of the most important graph based page ranking algorithms 
on the web. TR of a team should be high if the team wins many matches from other 
teams and those teams are strong (those teams also had won many matches). TR is 
calculated by using the following formula.  

 
 1‐dN ⋯ (2) 

 
Where,  is the TeamRank of Team A,  is the TeamRank of Teams Ti 

which link (lose matches) to Team A,  is the number of outlinks (matches lost) by 
team Ti, d is a damping factor which can be set between 0 and 1, and N is total 
number of teams. Here inlinks refer to the matches won say a team has won 10 
matches then inlinks will be 10 and outlinks refer to the matches lost from another 
team say a team lost 14 matches then outlinks will be 14.  

 
 
 

T1  

No. of Matches No. of Wickets 

1 10 

2 9 

3 8 

4 8 

5 7 

6 2 

7 3 

8 1 

Total 48 

T2  

No. of Matches No. of Runs 

1 138 

2 99 

3 86 

4 84 

5 52 

6 6 

7 5 

Total 470 
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2.4 Weighted Team Rank (WTR) 

Our third proposed method is a weight based enhancement in TR. Assigns larger rank 
values to stronger teams instead of dividing the rank value of a team evenly among 
it’s outlink matches. Instead of only considering the number of matches we do in TR 
we also consider the number of runs and wickets from which the matches are lost. The 
idea is that if a team lost matches from more runs and wickets will contribute less to 
the rank of the team being ranked.   

An example is provided to show how the parameter of runs and wickets impact the 
ranking of teams. Suppose we have two teams A and B with same number of lost 
matches 10. If the sum of the runs from which team A lost those 10 matches is 200 
and sum of the wickets is 30 and the sum of the runs from which team B lost those 
matches is 100 and sum of the wickets is 15. It will have different rank scores of 
teams. As in the following example we can see that when both Team A and B has lost 
same number of matches they have same scores 0.1 while contributing to some other 
teams from which they have lost matches. But when runs and wickets are considered 
we can see that Team A has rank score of 0.056 while Team B has rank score 0.061 
which is higher as compared to Team A. We can see that team has lost matches from 
more runs or wickets as compares to Team B, as Team A’s lost matches runs sum is 
200 and sum of wickets is 30 while Team B’s lost matches runs sum is 100 and sum 
of wickets is 15. Finally we can say that if a team’s loses matches from more runs and 
wickets it contributes less score to the team from which the team has lost matches. 
WTR is calculated by using Eq. 3.  

Table 2(a). Team Rank scores contribution when runs and wickets are ignored 

 

Table 2(b). Team Rank scores contribution when runs and wickets are considered 

 
 
 1

 (3) 

 
Where,  is the weighted TeamRank of Team A,  is the 

TeamRank of Teams Ti which have lost matches to Team A,  is the number of 
outlinks (matches lost) by team Ti, in order to calculate   (weighted outlinks) 
we use weighted arithmetic mean formula given in Eq. 4. One can try different 
weights for matches, runs and wickets such as (50(matches), 25(runs), 25(wickets)) or 
(40(matches), 30(runs), 30(wickets)). We used 60% weigtage for match result as it is 
important to win or lose as compared to number of runs or wickets whose weightage 
is 20% and 20%, respectively used in this work.  

Team A Team B 110 = 0.1 
110 = 0.1 

Team A Team B 

( ) ( ) ( ) = .  ( ) ( ) ( ) = .  
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  60 20 20
 

(4) 
 

2.5 Unified Weighted Team Rank (UWTR) 

Our proposed fourth method UWTR is hybridization of t-index and WTR methods. 
UWTR combines the power of a team in terms of winning number of matches in 
terms of runs and wickets without considering graph weightage (t-index) and power 
of a team in terms of the power of the teams from which those matches are won with 
considering graph weightage. UWTR is calculated by using Eq. 5, where,  is the 
T-index of the team for which we are calculating the rank and ∑  is the sum of 
t-index of all teams. 

 
 1 ∑  (5) 

3 Experimental 

3.1 Dataset 

The dataset for experiments is taken from the cricinfo web site [15] from 2000 to 
March 2012 and ICC cricket rankings point system of ODI and test matches is taken 
as existing method. There are ten teams which has been given the test status by ICC. 
Teams are categorized into strong and weak teams on the basis of opinions about their 
performance. Strong teams are Australia, India, Pakistan, South Africa, Sri Lanka, 
West Indies, England, New Zealand and weak teams are Zimbabwe, Bangladesh. 

Here it is necessary to mention that there exists no Gold Standard dataset  
with which the ranking results of existing and our proposed methods can be compared 
to find accuracy in terms of precision, recall or f-measure. Consequently, the results 
of our proposed methods are subjectively compared with the existing ICC rankings to 
show their effectiveness. The subjective discussions are performed with the help of 
several cricket team players of our university.   

3.2 Results and Discussions 

3.2.1   One Day International Matches 
One day international team’s rankings are provided in Table 3. T-index is used to rank 
teams by considering the number of runs and wickets from which the teams have won 
matches. The top 3 teams ranked by ICC ranking are Australia, South Africa and 
India, respectively. The top ranked team for t-index is also Australia with clear 
difference of score in comparison to other teams at number 2 and 3, which is same as 
ICC cricket ranking. While the second team ranked is South Africa and third team is  
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Sri Lanka which is not same as ICC rankings. The Indian team is ranked 5th by t-index 
due to winning from less number of runs and wickets from other teams as compared 
to Sri Lanka which have won matches from more wickets and runs as compared to 
India so is ranked 3rd. 

Australia again stands first by our second method TR, which is same position given 
in ICC rankings. But by point system India is ranked 3rd while by TR method India is 
ranked at number 2nd. By analyzing data we have found that Indian team has won 
more matches against strong teams like Australia, Pakistan, South Africa and Sri 
Lanka as compared to South Africa. So the inlinks weights by winning from stronger 
teams are more for India as compared to South Africa. Pakistan and Sri Lanka are also 
ranked higher by TR as compared to South Africa due to their most winnings from 
stronger teams.    

By applying our proposed third WTR method we got different results as from 
simple team rank method. By this method South Africa ranked first, Sri Lanka is 
second and Australia is ranked third because we are calculating weight-age of each 
team against other team by considering number of runs and wickets from which 
matches are won. South Africa has won more matches from weaker teams resulted in 
winning matches from large number of runs and wickets so is ranked number one.   

As unified team rank is the combination of two techniques which are team index 
and weighted team rank, for ODI matches Australia hold first position, South Africa 
and Sri Lanka on second and third and so on. One can see that rankings provided by t-
index and UWTR are same for all teams which shows that considering runs and 
wickets are both useful though similar results are obtained when graph based strength 
or weakness of teams is considered. For our proposed all methods England team is 
ranked 6th or 7th due to winning from less runs and wickets.        

Table 3. Teams Ranking W.R.T ODIS 

 
 

TEAM INDEX  
 Australia 3.80789 

South Africa 3.53553 

Sri Lanka 3.53550 

Pakistan 3.4641 

India 3.3541 

New Zealand 3.08221 

England 2.95804 

West Indies 2.78388 

Bangladesh 2.17945 

Zimbabwe 2.12132 
 

TEAM RANK  
Australia 0.133857 

India 0.121694 

Pakistan 0.119422 

Sri Lanka 0.11424 

South Africa 0.110733 

New Zealand 0.0981 

England 0.0946053 

West Indies 0.081723 

Zimbabwe 0.0636812 

Bangladesh 0.0619443 
 

WEIGHTED TEAM RANK  
South Africa 0.0512701 

Sri Lanka 0.0512691 

Australia 0.0512602 

India 0.0512553 

New Zealand 0.0512466 

England 0.0512424 

Pakistan 0.051204 

West Indies 0.0511923 

Bangladesh 0.0509535 

Zimbabwe 0.0508243 
 

UNIFIED TEAM RANK  
Australia 0.00630054 

South Africa 0.00586111 

Sri Lanka 0.00586098 

Pakistan 0.00573821 

India 0.00556624 

New Zealand 0.00512497 

England 0.00492394 

West Indies 0.00463663 

Bangladesh 0.00363257 

Zimbabwe 0.00352188 
 

ICC RANKING  

 TEAM MATCH
ES

POINTS RATING 

1 Australia 49 6030 123 

2 South Africa 30 3549 118 

3 India 55 6409 117 

4 England 40 4469 112 

5 Sri Lanka 55 6111 111 

6 Pakistan 48 4989 104 

7 New Zealand 31 2667 86 

8 West Indies 33 2814 85 

9 Bangladesh 36 2408 67 

10 Zimbabwe 33 1511 46 
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3.2.2   Test Matches 
Test teams rankings are provided in Table 4. Test match is played for five days in 
which each team can play two innings. The teams can win from wickets and runs and 
sometime even one innings plus some wickets or runs. T-index is used to rank test 
teams by considering the number of runs and wickets from which the teams have won 
matches. The top 3 teams ranked by ICC ranking are England, South Africa and 
Australia, respectively. The top ranked teams for t-index are Australia, England and 
Sri Lanka in which Australia with clear difference of score in comparison to teams at 
2nd and 3rd number, which is different from ICC cricket rankings in which England is 
ranked number 1. The south African team is ranked 6th by t-index due to winning 
from less number of runs and wickets from other teams as compared to Sri Lanka 
which have won matches from more wickets and runs as compared to South Africa so 
is ranked 3rd.   

Table 4. Teams Ranking W.R.T Tests 

 

Australia again stands first by our second method TR, which is different from ICC 
rankings in which England is ranked first. But by point system South Africa is ranked 
2nd while by TR method South Africa is ranked at number 6 and Sri Lanka is ranked 
at number 3. The data analysis explains that Sri Lanka team has won more matches 
against strong teams like Australia, India, Pakistan and South Africa as compared to 
South Africa. Even Indian and Pakistani team is ranked higher due to winning 
matches from strong teams. So the in link weights by winning from stronger teams are 
more for Australia and Sri Lanka as compared to South Africa.   

By applying our proposed third WTR method we got different results as from 
simple team rank method and WTR results for ODI matches. By this method India is 
ranked first, England is ranked second and Australia is ranked third because we are 
calculating weight-age of each team against other team by considering number of runs 
and wickets from which matches are won. India has won more matches from weaker 

ICC RANKING - TEST MATCH 

     TEAM MATCH
ES

POINTS RATING 

1 England 48 5614 117 

2 South Africa 32 3709 116 

3 Australia 46 5153 112 

4 India 46 5103 111 

5 Pakistan 35 3781 108 

6 Sri Lanka 38 3780 99 

7 West Indies 38 3212 85 

8 New Zealand 28 2366 85 

9 Bangladesh 18 135 8 

TEAM INDEX TEAM RANK WEIGHTED TEAM RANK UNIFIED TEAM RANK 
Australia 3.7081 Australia 0.158223 India 0.0515155 Australia 0.00692822 

England 3.31662 England 0.136533 England 0.0515 England 0.0062163 
Sri Lanka 3.20156 South Africa 0.122923 Australia 0.0514915 Sri Lanka 0.00598051 

Pakistan 3 India 0.11662 South Africa 0.0514199 Pakistan 0.0056282 

India 2.95804 Sri Lanka 0.0968203 Pakistan 0.0514129 India 0.00556456 

South Africa 2.95804 Pakistan 0.0959763 New Zealand 0.0513838 South Africa 0.00555422 
New Zealand 2.69258 New Zealand 0.08725 Sri Lanka 0.0513102 New Zealand 0.00506361 

West Indies 2.34521 West Indies 0.0746774 West Indies 0.0511389 West Indies 0.00440602 

Zimbabwe 1.65831 Zimbabwe 0.0587397 Zimbabwe 0.0503121 Zimbabwe 0.00305885 

Bangladesh 1.5 Bangladesh 0.0522367 Bangladesh 0.0502923 Bangladesh 0.00276505 
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teams resulted in winning matches from large number of runs and wickets so is 
ranked number one.   

As unified team rank is the combination of two techniques which are team index 
and weighted team rank for test matches. Australia holds first position, England and 
Sri Lanka on second and third, respectively and so on. One can see that rankings 
provided by t-index and UWTR are same for all teams which shows that considering 
runs and wickets are both useful though similar results are obtained when graph based 
strength or weakness of teams is considered. For our proposed all methods Australian 
team is ranked number one for both ODI and Test matches due to winning from more 
runs and wickets as well as from stronger teams. The results for WTR method are a 
bit different though in which other teams are ranked on top. 

4 Related Work 

H-Index [8] and G-index [6] was proposed for scientist’s productivity indexing in co-
author networks. Both h-index and g-index ignored number of years in which the 
scientist has published papers, so Burrell [4] proposed m-quotient by including career 
length in existing indexing h-index.     

PageRank [12] was first used for ranking web pages. It provides query independent 
importance of web pages. Consequently, for results dependent on query based 
importance topic-sensitive PageRank is proposed [7]. The main idea was to rank web 
pages on the basis of same topic web pages linking to them and their importance on 
that topic. The problem of treating all links equally when rank scores are being 
calculated is raised and Weighted PageRank Algorithm was proposed [13]. It takes 
both inlinks and outlinks importance into account and distributes rank scores based on 
the popularity of web pages and showed better performance. Bundit et al., [10] 
highlighted the time factor importance in order to find authoritative web pages and 
proposed Time-Weighted PageRank. PageRank was applied to many domains other 
than ranking of web pages, such as; a Personalized PageRank [9] is proposed to 
analyze protein interaction networks.  

A few social network analysis researchers’ interest is also attracted by crickets’ 
popularity. Bailey and Clarke [1], investigated the inefficiencies occurred in market in 
player head to head betting for 2003 cricket world cup. Bracewell and Ruggiero [3] 
have shown interest in performance monitoring of an individual batsman’s 
performance in different matches by using a parametric control chart. Duchet al., [5] 
have used social network analysis based network approach which is applied for 
quantifying individual soccer players performance. An initial effort is made to apply 
PageRank [12] to teams and captains ranking in cricket [11]. Unfortunately, they have 
not considered h-index based researcher productivity methods for ranking cricket 
teams and also ignored the number of runs and wickets parameters for both graph and 
non-graph based weightage methods.  
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5 Conclusions 

This work concludes that number of runs and wickets from which team wins are 
important and affect teams ranking. The weightage factor is also important when two 
teams’ wins similar number of matched from similar kind of opponents. The 
hybridization of h-index and PageRank based methods for ranking cricket teams is 
also effective as it considers graph, non graph weightage as well as number of runs 
and wickets for both. Similar methods can be applied to T20 matches. 
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Abstract. Feature selection is a well known and studied technique that
aims to solve “the curse of dimensionality” and improve performance
by removing irrelevant and redundant features. This paper highlights
some well known approaches to filter feature selection, information the-
ory and rough set theory, and compares a recent fitness function with
some traditional methods. The contributions of this paper are two-fold.
First, new results confirm previous research and show that the recent
fitness function can also perform favorably when compared to rough set
theory. Secondly, the measure of redundancy that is used in traditional
information theory is shown to damage the performance when a similar
approach is applied to the recent fitness function.

1 Introduction

In many situations a large number of features are introduced in order to describe
the target objects in the universe. This large number of features allows for differ-
ent concepts and patterns to be identified and can help with numerous problems,
such as classification. Often, however, too many features can contribute to “the
curse of dimensionality”, a major obstacle in classification. In addition to this,
the presence of noisy or highly correlated features can decrease performance. Fea-
ture selection is an important and well known technique for solving the above
problems [1]. Feature selection can be described as follows: given a set of n fea-
tures, G, find a set of m features, F , such that m < n and F ⊂ G. F should
be representative of G, and should have eliminated any irrelevant or redundant
features hence increasing efficiency and enhancing classification accuracy.

Any feature selection algorithm has two key aspects: the search strategy and
the evaluation criterion (fitness function). The evaluation criterion measures how
good the selected features are, this information can then be used for a number
of things. For example, it can be used to guide the search, by choosing the next
feature or highlighting a good path to explore, or to decide when to stop. Evalua-
tion criterion can be categorized into wrapper approaches and filter approaches.
Wrapper approaches embed learning algorithms, such as a Naive Bayes classifier,
into the evaluation criterion, while filter approaches use mathematical models as
estimates of goodness. Wrapper approaches usually achieve better results than

T. Yoshida et al. (Eds.): AMT 2013, LNCS 8210, pp. 166–176, 2013.
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filter approaches, but the cost of the learning algorithm makes them computa-
tionally expensive and can lead to a loss of generality as the algorithm will pick
features that perform well for that classifier and that particular training set [2].

Filter approaches rely on the mathematical model used to estimate the good-
ness of the selected features rather than the actual measure used in wrapper
approaches. The performance of the algorithm is then dependent on how good
an estimate the mathematical model provides. Many different models have been
proven effective, including information measures [3] and rough set theory [4]. A
filter approach that achieves a good estimate has the ability to perform favor-
ably when compared to wrapper approaches. If it is a good estimate it will likely
select good features, and possibly match the wrapper approach, but do so using
fewer resources. This means that a filter approach could achieve a more complete
search than a wrapper approach in the same amount of time, the potential for
finding better subsets is then increased.

The second aspect of any feature selection algorithm is the search strategy. To
perform a complete search of every possible feature subset would be unfeasible.
A dataset with instances described by only 30 features has 230 possible feature
subsets, each of which would need to be evaluated. To overcome this issue more
complex search strategies have been devised. Greedy algorithms exist but these
have the problem of getting stuck in local minima and maxima [1]. Evolutionary
techniques can also be used to perform the search. Increasing the complexity of
the search strategy aims to be able to perform a more complete search.

Previous work presented a new information theory function that performed
well compared to traditional information theory when using particle swarm op-
timization as the search technique [5]. This paper focuses on comparing and
evaluating that new filter based evaluation criterion on a larger scale. Compar-
ison with traditional information theory [3,6] is performed again and rough set
based [7,8] techniques are introduced and compared with both the information
theory techniques. Comparison between information theory and rough set theory
lacks landmark research, the recent technique has also only been compared with
information theory and not rough set theory.

The contributions of this paper are two fold. Firstly, comparison between
the information theory and rough set theory approaches show that the recent
fitness function produces favorable results when compared to both alternatives.
Secondly, the results show that previous results could have been improved further
by not considering the measure of redundancy seen in both the information
theory approaches.

2 Background

2.1 Information Theory

Information theory as developed by Shannon [6] presents a way to quantify the
level of uncertainty in random variables. From this we can derive the amount of
information gained and shared between random variables.
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Entropy, in information theory, can be described as the level of uncertainty in
a random variable. Let X be a random variable with discrete values, the entropy
of X , H(X), is:

H(X) = −
∑
x∈X

p(x) log2 p(x) (1)

where p(x) = P (X = x), the probability density function of X.
The joint entropy of two random variables, X and Y , can be described as:

H(X,Y ) = H(Y,X) = −
∑

x∈X, y∈Y

p(x, y) log2 p(x, y) (2)

The joint entropy quantifies the degree of uncertainty in two random variables.
Gaining knowledge of a certain variable can often reveal information about

others, this is measured by the conditional entropy. Assume that the variable Y
is known then the conditional entropy of X given Y , H(X |Y ), is:

H(X |Y ) = −
∑

x∈X, y∈Y

p(x, y) log2
p(x)

p(x, y)
(3)

The conditional entropy can also be calculated using the entropy and joint
entropy:

H(X |Y ) = H(X,Y )−H(Y )

Finally, the information shared between two variables is defined as mutual
information. The amount of information is shared between variables X and Y ,
the mutual information, I(X ;Y ), is defined as:

I(X ;Y ) = −
∑

x∈X, y∈Y

p(x, y) log2
p(x, y)

p(x)p(y)
(4)

As with the conditional entropy, shown above, mutual information can be defined
using the other measures of entropy:

I(X ;Y ) = H(X)−H(X |Y )

= H(Y )−H(Y |X)

= H(X) +H(Y )−H(X,Y )

Information theory can be used to build a filter based evaluation criterion that
can be used to calculate the information shared between features, for redundancy,
and between the class value and the features, for relevance.

2.2 Rough Set Theory

Rough set theory, as developed by Pawlak [7], provides a formal approximation
of a conventional set. The rough set is described by the lower and upper approx-
imations of the conventional set. Let U be the universe, the set of instances, and
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let A be the set of attributes that describe the instances. Also, let a(x) specify
the value of attribute a ∈ A in instance x ∈ U.

For any P ⊆ A we can define the indiscernible equivalence relation IND(P ):

IND(P ) = {(x, y) ∈ U2 | ∀a ∈ P. a(x) = a(y)} (5)

If (x, y) ∈ IND(P ) we say that x and y are indiscernible according to P . We
can use the above relation to define equivalence classes, these are denoted [x]P .
This means that y ∈ [x]P ⇔ (x, y) ∈ IND(P ).

Let X ⊆ U be the set we want to represent with P . We can define the upper
and lower bounds of X according to P :

PX = {x | [x]P ⊆ X} (6)

PX = {x | [x]P ∩X �= ∅} (7)

The rough set is then the tuple: 〈PX,PX〉. We can quantify the accuracy of the
rough set using:

αP (X) =
|PX |
|PX |

Which effectively measures how well the attributes in P separate the target set,
X , from the rest of U. If P is poorly chosen then few instances will be in the
lower bound while many will be in the upper bound.

As with information theory, rough set theory can be used as filter approach
to evaluation. Well selected features will separate the classes that instances can
be assigned to.

3 Fitness Functions

This section presents evaluation criterion based on information theory and rough
set theory and explains how they can be applied to the data. Fitness functions
can be used to compare potential features, all three of the following functions
work by adding the potential feature to the test and evaluating the new set
together. As with the rough set theory the feature selection framework uses a
set of instances that make up the universe U, a set of features, F , that describe
the instances, and each instance has a class value, c.

3.1 Paired Mutual Information

Peng et al. present an filter based fitness function based on information theory
[3]. Peng et al. use mutual information to estimate the relevance and redundancy
of the features as they are selected, the fitness function attempts to maximize
the relevance and minimize the redundancy. Each feature, and the class label,
needs to be treated as a random variable and the probability density functions
can be calculated using a training set. For example, consider a particular feature,



170 L. Cervante and X. Gao

f ∈ F , that can take three values: {0, 1, 2}. The number of times f takes the
value 0 can be used to calculate P (X = 0) and hence calculate the entropy and
mutual information.

The fitness of a set of features, G ⊆ F , is calculated as:

Fitness(G) = D(G)−R(G) (8)

D(G) =
1

|G|
∑
f∈G

I(f ; c) (9)

R(G) =
1

|G|2
∑

f∈G,g∈G

I(f ; g) (10)

Equation (9) quantifies the average mutual information shared by each selected
feature and the class label. Equation (10) quantifies the average mutual infor-
mation shared by each of the selected features with every other feature, hence
providing a measure of redundancy. This paper provides a comparison between
the fitness function with (MI-R-P) and without (MI-NR-P) the measure of re-
dundancy and shows that it is important to improving the accuracy.

3.2 Group Mutual Information

Where the function presented above considers pairs of features, our previous re-
search presented a second information theory criterion that attempts to evaluate
the features as a group [5]. The fitness function requires the joint entropy to be
calculated over larger sets of random variables:

H(X1, ..., Xn) = −
∑

x1∈X1

...
∑

xn∈Xn

p(x1, ..., xn) log2 p(x1, ..., xn) (11)

As above the fitness function attempts to maximize the relevance and minimize
the redundancy.

Fitness(G) = D(G)−R(G) (12)

D(G) = IG(c | G) (13)

R(G) =
1

|G|
∑
f∈G

IG(f | {G/f}) (14)

The criterion here attempts to quantify the amount of information gained about
one random variable, or feature, given knowledge of a set of others. It can be
calculated by:

IG(c | G) = H(c)−H(c|X)

= H(c)− (H(c ∪ X)−H(X))

= H(c) +H(X)−H(c ∪ X)

Cervante et al. use this function as a way to evaluate sets of features generated by
a search using particle swarm optimization. As with the paired fitness function,
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the group evaluation is done using both with the measure of redundancy (MI-R-
G) and without (MI-NR-G), the experimental procedure also involved a simpler
process than particle swarm optimization to focus comparison on the fitness
functions. As the group fitness function considers the selected features as a group
rather than in a paired average it should provide a better estimate.

3.3 Probabilistic Rough Set Approximations

Rough set theory provides a natural way to evaluate feature sets, given the defini-
tions. We can partition the universe using the class labels, each partition becomes
a target set. The lower bound of each target set then measures the number of
instances that have been completely separated from instances of other classes.
Assume the universe, U, has been partitioned into target sets: {U1, ..., Un}. An
evaluation criterion for a subset of features, G ∈ F , is then:

Fitness(G,U) =

∑
Ui∈U |GUi|

|U| (15)

The evaluation criterion measures the number of instances that have been sep-
arated from instances of other classes by the features, a score of 1.0 means that
G completely divides the classes.

It is possible that a minority of instances could share identical attributes but
have different class labels. In practice this could happen due to minorities that
are exceptions to common patterns or even human error in inputting the data.
This being the case, having even one instance labeled differently means that it
becomes impossible to find a satisfying assignment because of one mistake. To
overcome this problem we can introduce probabilistic rough set approximations
[8]. Rather than having a strict lower bound, we can relax it with varying degree
using a value α. For a given target set X and a set of features G, we define the
function μ to be:

μG(x) =
|[x]G ∩X |
|[x]G| (16)

So, μ quantifies the proportion of [x]G that is also in the target set. Using this
we can define the lower approximation of X according to G:

apr
G
X = {x | μG(x) ≥ α} (17)

Note that when α is set to 1.0 this calculation becomes the same as the lower
bound calculation above, since every instance in [x]G must also be in X making
it only true when it is a subset.

Using this approximation we update the fitness function to be:

Fitness(G,U) =

∑
Ui∈U |apr

G
Ui|

|U| (18)

We can set α to be 1.0 to mimic the strict lower bound definition and use
a variety of values for α to hopefully improve performance. In experimental
conditions, three conditions for α were considered, {1.0, 0.75, 0.5}, with α = 1.0
as the baseline.
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Table 1. Summary of results at peak accuracy

Criterion Number of Features Training Accuracy Testing Accuracy

MI-NR-P 7 0.897 0.919

MI-R-P 4 0.939 0.945

MI-NR-G 4 0.939 0.945

MI-R-G 8 0.920 0.925

RS-1.0 12 0.932 0.922

RS-0.75 4 0.939 0.945

RS-0.5 4 0.939 0.945

4 Experimental Results

In order to evaluate the different criteria we tested them using a dataset from the
UCI repository: Chess (King-Rook vs. King-Pawn). The dataset is split 52:48
into two classes. There are a total of 3196 instances and 36 attributes. We ran a
simple forward selection algorithm and tested the accuracy on the training and
testing set, derived from the dataset, as each feature was added to show how
well each criterion estimated the goodness of potential features. A naive bayes
classifier was used and the accuracy on the training set when using all features
was 0.869 and on the testing set was 0.870.

8 different criteria were tested, the crisp rough set with α = 1.0 (RS-1.0)
and the two mutual information functions with no measure of redundancy (MI-
NR-P and MI-NR-G for the pair and group criterion respectively) were tested,
these are considered the baseline. Next we demonstrated the effect of adding
the measure of redundancy in the mutual information criterion (MI-R-P and
MI-R-G) and the effect of relaxing the value for alpha (RS-0.75 and RS-0.5).
Each criterion peaked at a considerably lower number of features before the
performance began degrading as more features were added. The results for the
best performing features and how many were included can be seen in Table 1.
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Fig. 1. Performance of the three baseline classifiers: MI-NR-P, MI-NR-G, RS-1.0



Information and Rough Set Theory Based Feature Selection Techniques 173

The following figures show the change in performance as more features are
added. Figure 1. shows a comparison of the three baseline functions. Both the
information theory criterion gain a large increase in accuracy very quickly, which
the rough set function does not. However, after 12 features are selected the
rough set function overtakes and gets better accuracy than the paired mutual
information one achieves. Our group fitness function stays ahead of both.
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Fig. 2. Performance comparison between using and not using a measure of redundancy
in the MI-P criterion
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Fig. 3. Performance comparison between using and not using a measure of redundancy
in the MI-G criterion

The remaining figures show attempts at further improving the accuracy.
Figure 2. shows the introduction of a measure of redundancy to the pair criterion,
making it the same as the fitness function as presented by Peng et al.
Figure 3. shows the measure of redundancy introduced into our group fitness func-
tion. Interestingly, the added redundancy measure decreases the performance of
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Fig. 4. Performance comparison for varying values of alpha, α = {1.0, 0.75, 0.5}

the grouped fitness function while it improves the paired fitness. Finally, Figure
4. shows the changes seen with differing values for alpha in the probabilistic rough
set approach. Both additional values for alpha show an increase in performance
initially but whenα = 0.5 we see a large drop in performance after 17 features have
been selected. With α = 0.75 the performance remains strong for much longer.

5 Discussion

We can see that in this case it is possible to find the highest performing sub-
set using all three criterion. MI-R-P, MI-NR-G, and the two probabilistic rough
set approaches, RS-0.75 and RS-0.5, reach an accuracy of 0.939 after 4 features
have been selected. In addition to this, the group function, MI-NR-G, and the
two rough set approaches maintain this accuracy even as more features are be-
ing selected and only begin to drop when 7 features or more are selected. The
paired function, MI-R-P, drops straight away but then levels, and after 7 fea-
tures matches the rough set approaches. Our group fitness function, MI-NR-G,
maintains a higher accuracy for much longer suggesting that it is finding better
features than the alternate approaches, even though the accuracy isn’t increased
the danger of overfitting is lessened.

The reason of the accuracy drop when adding the redundancy measure to
the group criterion could be cause it becomes too concerned with avoiding re-
dundancy, too much weight is given to that consideration. The function already
considers the fitness of the group as a whole so adding redundancy could be
unnecessary. This is in contrast to the paired function, where the relevance mea-
sure does not consider the group and so it is important to add the measure of
redundancy. In our earlier paper [5] that first introduced the group evaluation
measure only the function that considers redundancy as well as relevance is used,
accuracy could have been improved further by not considering the measure of
redundancy.
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Finally, it is clear that using probabilistic rough sets, RS-0.75 and RS-0.5,
instead of the strict lower bound, RS-1.0, can select better features. However,
when alpha was set very low, α = 0.5, overfitting (searching for too long) becomes
a significant risk, after 50% of the features had been selected the performance
dropped to less than the performance of the strict definition. Using the strict
lower bound likely means that it is difficult for the classifier to generalize while
a low value for alpha leads to over generalization. The performance of the rough
set theory function is then dependent on the choice of alpha. The optimum value
of alpha could differ across multiple situations, the information theory functions
do not have this problem as they have no global variables that need to be defined.

6 Conclusion

In conclusion, the results show that our previous group mutual information based
approach can achieve a high accuracy and choose features to maintain it for
longer. In addition to this, the redundancy measure used in the paired fitness
function actually hurt the performance of the group fitness function. Finally, a
comparison between these two information theory based approach and that of a
rough set theory based approach was undertaken.

This paper presented the mathematical reasoning behind information theory
and rough set theory, before showing two traditional evaluation criterion derived
from the reasoning. Our group approach was then compared with the traditional
approaches, and it is highlighted that previous work could have been improved
by not considering the redundancy measure in the recent approach. This is in
contrast to the traditional information theory approach in which considerable
improvement is gained by including the measure of redundancy.

Results also show that while adding more features decreases the accuracy in
the training and testing sets, the new approach can maintain a higher degree of
accuracy for longer. This suggests that it is still finding good potential features
where the others are not. Previous work compared the group fitness function
favorably with the pair fitness function when particle swarm optimization was
used as the search technique, future work could consider including a comparison
with the rough set theory functions using a more complex search technique.
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Abstract. In this paper, a method for constructing transferable “web” and “click-
stream” prediction models based on sequential pattern evaluation indices is pro-
posed. To predict end points, click streams are assumed as sequential data. Fur-
ther, a sequential pattern generation method is applied to extract features of each
click stream data. Based on these features, a classification learning algorithm is
applied to construct click stream end point prediction models. In this study, the
evaluation indices for sequential patterns are introduced to abstract each click-
stream data for transferring the constructed predictive models between different
periods. This method is applied to a benchmark clickstream dataset to predict the
end points. The results show that the method can obtain more accurate predictive
models with a decision tree learner and a classification rule learner. Subsequently,
the evaluation of the availability for transferring the predictive morels between
different periods is discussed.

Keywords: Sequential Pattern Mining, Clickstream Analysis, Transfer
Learning.

1 Introduction

Considering the accumulations of massive log data on Web servers and other infor-
mation systems, recent years have been seen an increase in the demand for efficient
analytics for data streams, called “big-data analytics”. To conduct efficient analyses of
the big-data, data scientists need to combine conventional data mining techniques. In
particular, for clickstream mining on web-sites, the issue with the analysis of big-data
have been studied to identify an efficient method using only one type of model such as
stochastic/probabilistic model[7].

The Two research issues considered in this study are based on the limitation of us-
ing the conventional web clickstream mining methods; the use of one type of model,
and the unavailability of transfer of models among different periods. To solve the first
issue, a combination of sequential pattern generation and classification model learning
based on sequential pattern evaluation indices is proposed in this paper. In this com-
binatorial method, a set of sequential patterns is extracted from stored sequential data,
and the construction techniques of predictive models are developed for the Web click-
stream prediction, which predicts a visitor’s action. These construction techniques can
be used for the Web clickstream data acquisition times. For the second issue, a transfer

T. Yoshida et al. (Eds.): AMT 2013, LNCS 8210, pp. 177–186, 2013.
c© Springer International Publishing Switzerland 2013
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learning approach[8] is applied to a web clickstream prediction model for a sequential
benchmark dataset. In order to construct predictive models that can be used during a
different period and can be transferred, the clickstream instances change into the se-
quential pattern appearance information on sequential data as the values of a feature set
which evaluates sequential patterns, and builds predictive models using classification
learning algorithms.

In the remaining of this paper, two criteria of sequential pattern appearances and four
evaluation index definitions are described in Section 2. The method for building web
clickstream analytic models is described in Section 3. An experiment is performed by
applying the proposed method to a web server log data from UCI KDD Archive [4]
is described in Section 4. Finally, the conclusion and feature work are described in
Section 5.

2 Generation of Sequential Patterns and Sequential Pattern
Evaluation Indices

After the first frequent sequential pattern generation algorithm [2], many efficient al-
gorithms [5] have been developed for generating sequential patterns from sequential
datasets. Each sequential data consists of sequenced nominal values called “item”,
which are collected at particular start and end points. In such sequential data, a pair
of items holds a half-ordered relationship that is defined by temporal difference, place-
ment, and so on. From a sequential dataset S, sequential pattern generation algorithms
generate sequential patterns that are a set of sub-sequences {s} satisfying the criteria of
each algorithm.

2.1 Sequential Pattern Generating Algorithms

There are two groups of algorithms developed in different contexts for the sequential
pattern mining approach. The algorithms in one group (AprioriAll [2], PrefixSpan [9],
and other frequent sequential pattern mining algorithms [5]) obtain sub-sequences with
gaps between items. However, the algorithms in the other group (n-gram [12]) obtain
sub-sequences without gaps.

Frequent sequential pattern extraction is applied to a sequential dataset D, which
consists of sequential data s. Each sequential data si is comprises ordered items de-
scribed as si =< item1, · · · , itemmi > (itemk ∈ I), where the items included
are in the domain of items I = {item1, item2, · · · , itemm}. Each algorithm was
implemented to search for possible sub-sequence in S with frequent sequential pat-
terns sp, which appear more frequently than the given minimum support min supp,
achieving lower computational cost and higher memory efficiency. The frequencies of
the frequent sequential patterns |sp| always exceed the threshold, which is equated as
|sp| > min supp. The frequent sequential patterns are often useful for characterizing
the issue of the domain, which is described as the sequential dataset.

Researchers in the field of natural language processing have developed many sequen-
tial pattern extraction algorithms in text datasets as a different approach to extracting
sequential patterns. Automatic term extraction is one of the important processes for
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identifying jargon, new combination of words, idioms, and so forth. In [6], a score
called FLR was proposed to automatically identify combined nouns as terms. As de-
scribed in [6], some measurements are used to identify such terms by using particular
indexes on each algorithm.

For applying the FLR score based automatic term extraction method to a clickstream
dataset, each sequence is assumed as one document and each page visit pk as one noun.
Under these assumptions, the method is applied to the sequential dataset S, which con-
sists of each sequential data si =< pk > (1 ≤ k ≤ mi). To find the characteristic sub-
sequences with FLR(Cs) > threshold, the scores of the candidates of sub-sequence
Cs =< pl > (1 ≤ l ≤ L < mi) are calculated by using the following definition:

FLR(Cs) = f(Cs)× (

L∏
l=1

(FL(pl) + 1)(FR(pl) + 1))
1
2L

where f(Cs) denotes the frequency of a candidateCs isolated, andFL(pl) andFR(pl)
denote the frequencies of different orders on the former and the latter of each page visit
pl in bi-grams in each candidate sub-sequence Cs. As for the default threshold of the
FLR score, threshold = 1.0 is set, denoted as FLR(Cs) > 1.0.

2.2 Defining Sequential Pattern Evaluation Indices

In this study, the measurements for sequential patterns are assumed as their evaluation
indices. For the frequencies of the sub-sequences in a sequential dataset, two frequent
criteria are used. One frequency basis is the document frequency (DF ), which is the
frequency of documents containing target words/phrases t in a document D, denoted as
DF (t,D). The other frequency basis is the term frequency (TF ), which is the number
of all the appearances of target words/phrases t in a document D, denoted as TF (t,D).

In addition to the abovementioned frequency bases, the support, odds, and self-
information criterion (entropy) index frames are combined with the frequency basis
criteria. Term frequency and inversed document frequency (TFIDF [13]) is the most
utilized importance index for textual data and sequential datasets on various domains
that use the two frequency bases. Table 1 shows the definitions of the seven evaluation
indices that are used in the rest of this paper.

3 Construction of Predictive Models Based on Sequential Pattern
Evaluation Indices by Considering Transferring Models

In this section, a method to construct predictive models based on the sequential pattern
evaluation indices by converting a sequential dataset to a relational dataset is described.

3.1 A Method for Constructing Clickstream Prediction Models Based on
Sequential Patterns and Their Evaluation Indices

Usually, sequential data consists of various length of sequence of items. This is a major
limitation for the application of conventional pattern generation methods such as rule
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Table 1. Definitions of the sequential pattern evaluation indices including two frequency bases
and the combinations of four index frames

induction, and other methods for a relational dataset. Many sequential pattern genera-
tion algorithms have been developed for mining valuable information from sequential
dataset. However, they tend to generate a large number of sequential patterns, and do-
main experts have to interpret their meanings by using certain evaluation indices. This
pattern evaluation process is highly time-consuming, and it should be supported with a
more efficient method.

In contrast, sequential patterns can be evaluated by using some evaluation indices
based on their frequency in the on validation dataset. Each evaluation index was devel-
oped to quantify a particular aspect of sequential patterns. The combination of evalu-
ation indices adequately for the given problem helps to reduce the cost of the manual
evaluation process of the sequential patterns. Moreover, this prediction method needs
results of each sequential data as class labels. Subsequently, the method constructs clas-
sification models to predict the class labels as the predictive models. The constructed
prediction models should be more efficient than some objective criterion such as per-
centage of the majority class labels for the prediction model learning.

To solve abovementioned issue, an overview of a method for constructing sequential
data label prediction models based on sequential patterns and their evaluation indices is
shown in Figure 1.

This method is divided two major sub-processes. The first process is the calculation
of sequential pattern evaluation indices for the generated sequential patterns. In this pro-
cess, we generate sequential patterns with one sequential pattern generation algorithm
at least once.

Subsequently, by using the calculated evaluation indices values for each sequential
pattern, the method selects particular sequential patterns for each sequential data to
convert it to one numerical vector. If a sequential data si includes a sequential pattern
sp, which is selected by a conflict resolution strategy, the sequential data is converted to
the numerical vector di =< vij >. Each value vij for indexj is calculated as follows:

vij = Indexj(sp,Dperiod)(sp ∈ si)
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Fig. 1. An overview of the method for constructing predictive models of sequences based on
sequential patterns and their evaluation indices

In this method, each representative sequential pattern sp for calculating index value is
selected with certain criterion such as the maximum value for each index.

After converting the sequential dataset to the relational dataset, the values of each in-
dex are normalized for comparison with other relational datasets from different periods
as follows.

Normalize(vij) =
vij −min(v·j)

max(v·j)−min(v·j)

where min(v·j) denotes minimum value for indexj within the dataset, and max(v·j)
denotes maximum value for indexj .

Applying this conversion process to entire sequential data in a sequential dataset S,
a converted relational dataset D is obtained. On assigning class labels to corresponding
instances in this relational dataset, any conventional classification learning algorithms
can be applied to construct predictive models for predicting the labels of each sequence.

Because the sequential dataset can be obtained for generating nominal values when
there are a start point and an end point, this method can be applied to various sequential
datasets from each target domain. In this study, we apply the proposed method to a web
clickstream dataset.

3.2 Transferring the Predictive Models Based on Sequential Pattern Evaluation
Indices to Other Datasets

The proposed method assumes that a user can apply the same sequential pattern eval-
uation indices even for the sequential dataset from different periods. In the conver-
sion process, if the same sequential evaluation indices are used for different sequential
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datasets, they generate relational datasets with the same features trivially. This assump-
tion indicates that the constructed predictive models used on the different dataset can
be transferred between each other.

In the transfer learning approach, the type of transfer with the same features for
different datasets from different period is defined in [8]. According to this definition,
the proposed method is considered while constructing transferable predictive models for
different sequential datasets. This availability as a transferable model is also evaluated
in the next section.

4 Experiment

In this experiment, we used a web clickstream dataset called ‘Entree Chicago’ [1]. This
dataset consists of web clickstream of restaurant information pages within a site, and
the result of user behavior for each clickstream is assigned. The method for constructing
web clickstream prediction models, described in Section 3, is performed on this dataset.

The method converts each set of the sequential dataset to the relational datasets,
which consists of values of the seven sequential pattern evaluation indices for the eval-
uation for predicting clickstream results. Subsequently, a constructed predictive model
was applied to the other datasets at different periods for evaluating its availability as a
transferable model.

4.1 Generating Sequential Patterns on Periodical Web Clickstream Dataset

Firstly the automatic term extraction method based on FLR scores is applied to the
Entree Chicago datasets. Each web clickstream s is consisted by one sequence of
pairs of one page view and one user action as one word < pi >, denoted as s =<
p1, p2, · · · , pm > as one document. The web site hosts 675 pages corresponding to
restaurants in eight cities in the U.S. Further, nine types of user actions were deter-
mined for each page view. Thus, the sequential datasets for each quarter of the year
Dperiod could be obtained from the web server logs.

Table 2 shows the size of each sequential dataset |Dperiod| and the number of se-
quential patterns extracted by the FLR score method.

According to the method illustrated in Figure 1, each sequential dataset on each
period was converted to the relational dataset for predictive model construction using
the seven sequential pattern evaluation indices and FLR score.

4.2 Evaluating the Availability for Predicting Web Clickstream Results Based
on Sequential Pattern Evaluation Indices

After converting the sequential datasets on each period to the relational datasets
RDperiod, two class labels are assigned according to the determined end point in the
original datasets. The class label “Give-up” means that a user quits browsing the web-
site for some reason. In contrast, the label “Stay-in” is assigned when a user looks at a
page on the website. The distributions of the class labels are shown in Table 3.
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Table 2. Size of the sequential datasets and the number of the extracted sequential patterns using
the automatic term extraction method based on FLR scores

period |Dperiod| # of Seq. Patterns

1996.Q3 754 731
1996.Q4 1785 1630
1997.Q1 5004 4277
1997.Q2 4001 3441
1997.Q3 3850 3354
1997.Q4 3533 2827
1998.Q1 5295 4396
1998.Q2 5501 4482
1998.Q3 4847 4017
1998.Q4 7955 6360
1999.Q1 6837 5491
1999.Q2 1298 1062

A 10-fold cross validation with 100 iterations was performed to evaluate the effect
of the characteristic order entry sequences for the classification of the clickstream re-
sults using the following five classification learning algorithms: C4.5 [11], PART [3],
SVM [10], and k-NN(k = 5), implemented in Weka [15].

Table 4 shows the averaged accuracies and their significant advantages/disadvantages
tested by a corrected t-test with a significant level p = 0.05.

The result shows that the predictive models constructed as decision trees by C4.5
predicted most class labels “Stay-in” and outperform the others. This indicates that pre-
dictive model construction based on sequential pattern evaluation indices is important
to predict web clickstream results on this dataset.

On observing the details of the constructed predictive models of the web clickstream,
Figure 2 shows the decision tree constructed by using the whole dataset of 1996.Q4,
which consists of the eight sequential pattern evaluation indices. For the dataset of
1996.Q4, C4.5 achieves higher accuracy than only predicting “Stay-in” on the 100 times
iterated 10-fold cross validation.

Although the predictive models with the sequential pattern evaluation indices do
not mention some particular sequential patterns directly, the users can get the list of
sequential patterns in each period by using the sequential pattern evaluation indices and
their thresholds immediately.

4.3 Evaluating Availability for Transferring the Web Clickstream Predictive
Models to Other Period

In order to evaluate the availability to transfer the web clickstream prediction models
to other datasets from different periods, one predictive model as shown in Figure 2
was applied to other dataset from 1997.Q1 to 1999.Q2. The criterion for evaluating the
availability of transfer was set up as the percentages of the majority class label for each
dataset in this evaluation.
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Table 3. Class distributions for the Entree Chicago datasets

period |RDperiod # of Stay-in # of Give-up % Maj. Class

1996.Q3 754 675 79 89.5
1996.Q4 1785 1572 213 88.1
1997.Q1 5004 4370 634 87.3
1997.Q2 4001 3539 462 88.5
1997.Q3 3850 3476 374 90.3
1997.Q4 3533 3108 425 88.0
1998.Q1 5295 4667 628 88.1
1998.Q2 5501 4848 653 88.1
1998.Q3 4847 4270 577 88.1
1998.Q4 7955 6913 1042 86.9
1999.Q1 6837 5976 861 87.4
1999.Q2 1298 1158 140 89.2

Fig. 2. Decision tree model constructed for the 1997 Q4 dataset. The oval denotes a tested at-
tribute of the branch, and the rectangle denotes a leaf node for predicting class labels.

Table 5 shows the percentages of the majority class label and the correctly predicted
ratio by considering each dataset as the test dataset.

The transfer application result in Table 5 shows that the predictive model predicted
the “Give-up” and “Stay-in” class labels more accurately than only predicting “Stay-
in” for the dataset on 1998.Q2. This indicates that the two evaluation indices and their
thresholds mentioned previously work efficiently to predict the clickstream results in
the different dataset from the different period. Moreover, we can determine the search
region that consists of the two evaluation indices and the mentioned threshold for gen-
erating sequential patterns related to a particular class label within the next step.

If we construct the predictive model using the sequential patterns directly, it is very
difficult because there is so small number of compatible sequential patterns between
different periods. For example, the average number of compatible sequential pattern of
1996.Q4 is 252.7 to the other periods.
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Table 4. Averaged accuracies(%) and their significant advantages/disadvantages. The significant
advantage and disadvantage is marked as “v” and “*”, respectively, under the significance level
p = 0.05.

Dataset % Maj. class C4.5(J4.8) PART SVM(SMO) 5-NN

1996.Q3 89.5 89.5 89.49 89.5 88.1 *
1996.Q4 88.1 88.8 v 88.63 88.1 88.7
1997.Q1 87.3 87.9 v 88.03 v 87.3 87.5
1997.Q2 88.5 89.2 v 89.08 v 88.5 88.3
1997.Q3 90.3 91.0 v 90.93 v 90.3 90.6
1997.Q4 88.0 88.6 v 88.67 v 88.0 88.1
1998.Q1 88.1 89.4 v 89.25 v 88.1 88.0
1998.Q2 88.1 90.1 v 89.97 v 88.1 89.3 v
1998.Q3 88.1 89.7 v 89.39 v 88.1 88.7
1998.Q4 86.9 89.2 v 89.09 v 86.9 88.5 v
1999.Q1 87.4 88.5 v 88.54 v 87.4 88.0
1999.Q2 89.2 89.6 89.26 89.2 89.3
Average 89.3 89.2 88.3 88.6
[v/ /*] [10/2/0] [9/3/0] [0/12/0] [2/9/1]

Table 5. Transferring result of 1996.Q4 decision tree model to other dataset

RDperiod(Tested) % Maj. class % Correctly Predicted

1997.Q1 87.3 84.7
1997.Q2 88.5 85.6
1997.Q3 90.3 90.3
1997.Q4 88.0 87.5
1998.Q1 88.1 88.1
1998.Q2 88.1 88.2
1998.Q3 88.1 88.1
1998.Q4 86.9 86.9
1999.Q1 87.4 87.4
1999.Q2 89.2 80.9

5 Conclusion

In this paper, a method to construct a clickstream prediction model based on sequen-
tial pattern generation and evaluation indices is described. Sequential datasets were
converted to relational datasets, and subsequently, classification learning models con-
structed from the relational datasets were applied to predict user behaviors from each
clickstream data.

In the experiment performed by using a benchmark dataset for web clickstream
mining, most of the predictive models constructed by the four representative learning
algorithms outperformed the ratios of the majority class label. The decision trees sig-
nificantly improved the performance of the predictive models by using the values of the
eight sequential pattern evaluation indices.
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In the application of one predictive decision tree model learned from one dataset to
the others from different period, using the transfer learning manner, the model achieved
a better accuracy ratio in at least one different period. This indicates that both the eval-
uation indices and their adequate thresholds are essential for obtaining another set of
sequential patterns in the predicted period.

As the future work, the proposed method should be comparable with conventional
sparse tolerant learning algorithms such as stochastic models on the accuracy for pre-
dicting clickstream results. In addition, other types of sequential pattern evaluation in-
dices from various fields such as frequent itemset evaluation indices [14] and automatic
term extraction indices as described in [6] will be introduced in this framework. Many
features of sub-sequences can be quantified by using these indices together.
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Abstract. Recommender systems in online marketing websites like
Amazon.com and CDNow.com suggest relevant services and favorite
products to customers. In this paper, we proposed a novel hypergraph-
based kernel computation combined with k nearest neighbor (kNN) to
predict ratings of users. In this method, we change regular definition
style of hypergraph diffusion kernel. Our comparative studies show that
our method performs better than typical kNN, which is simple and ap-
propriate for online recommending applications.

Keywords: Recommender System, Rating Prediction, Classification,
Hypergraph Kernel.

1 Introduction

Recommender systems successfully contribute to the personalized marketing in
recent years. Generally, recommender systems are software frameworks, which
are exploited in business information systems. Business databases include key
information of customers, characteristics of sold items or provided services and
local information of sales departments [1–3]. Unfortunately, users’sentiments are
hidden in commercial databases. Subsequently, business information systems
need to employ recommender systems to uncover these patterns.

One of the major problems in recommender systems is volume data that
should be processed to reveal users’ behaviors. Mathematical basis of kernels
comes back to inner product space which is sometimes referred to as a Hilbert
space. Kernels try to find a newer representation form for data in Hilbert space
to convert the nonlinear patterns to linear ones.

Let δ = (x1, x2, ..., xn) be a set of objects and each xi denotes an object from
X , then we have δ ⊆ X . For each xi ∈ X , there is a new representation in
feature space F . Mapping function Φ transforms all samples of δ object set to
new feature space, in the new form of φ(δ) = (φ(x1), φ(x2), ..., φ(xn)).

Φ : X → H
x �→ φ(x).

(1)

T. Yoshida et al. (Eds.): AMT 2013, LNCS 8210, pp. 187–192, 2013.
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Based on this basis kernel functions are defined. LetK denotes a positive definite
kernel function of the form:

K : X × X → R

x, x′ �→ k(x, x′). (2)

That is, a function which returns a real number for two given patterns x and
x′. A kernel function can be defined as a comparison function between pairs
of patterns. Consequently, kernels can show the similarity of two patterns; and
regarding this characteristic, kernel are assumed to be symmetric functions [4].

Fortunately, kernel methods can be applied to any data structure by defining a
suitable kernel function [5]. Pair wise definition of kernels analogically links them
to graphs concepts and this similarity motivates us to use a hypergraph-based
kernel in rating prediction.

Hypergraph was first introduced by Berge [6]. A hypergraph is a structure as
H(V , E), where V denote a finite set of objects i.e. V = {v1, v2, ..., vn} and let
E = {e1, e2, ..., em} is a family of subsets of V such that

1. ei �= ∅.
2.
⋃

i ei = V .
The elements v1, v2, ..., vn are called vertices and e1, e2, ..., em are called hy-

peredges, respectively. The simplest hyperedge containing only two vertices is
a graph edge. Typical Adjacency matrices cannot be adopted for hypergraph;
hence hypergraphs are represented by a |V| × |E| incidence matrix H , i.e.

H(vi, ej) =

{
1 if vi ∈ ej
0 otherwise

(3)

Accordingly, vertex and hyperedge degree matrices can be defined. Let Dv de-
notes the diagonal matrix contains number of incidental hyperedges for vertices.

Dv = {dii}i∈{1,2,...,|V| = {
|E|∑
j=1

H(vi, ej)}. (4)

Similarly, hyperedge degree matrix is filled with number of vertex members
of hyperedges denoted by De, i.e.,

De = {djj}j∈{1,2,...,|E| = {
|V|∑
i=1

H(vi, ej)}. (5)

Let Laplacian of a hypergraph be L and defined as,

L = Dv −HHT (6)

where H and Dv denote incidence and vertex degree matrices, respectively.
Laplacian matrix is usually adopted in normalized form, which formed by di-
viding values of L by square root of Dv entries.
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L̃ = D
− 1

2
v L D

− 1
2

v (7)

Conceptually, kernel matrices are then defined as the limits of matrix power
series of the form with suitable parameters λi. [5]

K =
m∑
i=1

λi (−L̃)i (8)

Kernel matrix can be adopted in classification and clustering processes and K
nearest neighbor (kNN) is the most widely used classification algorithm that can
be used in combination with a kernel. Kernel combination can be an appropriate
solution for kNN memory optimization with respect to its ability to isolate the
learning algorithm from training instances. Yu et al. [7] generalized the distance
concept to inner product space and kernels. They substituted the square of norm
distance in Euclidean space with Hilbertian space equivalence, as

d2(φ(x), φ(y)) = K(x, x) − 2K(x, y) +K(y, y) (9)

2 The Proposed Method

We have established a novel algorithm for rating prediction which uses a
hypergrph-based kernel in kNN framework to predict user’s ratings. In this way,
a hypergraph G for a rating dataset can be defined. Users are vertices of this
hypergraph and there exists one hyperedge for each member of product-rating
pair set.

Let r be the number of rating values and p denotes the number of products,
therefore the count of defined hyperedges is r × p. When customer Ci vote for
product Pk, a rating value Rl, we assign 1 to hyperedge of (Pk, Rl) pair in
the Cith row. Our Computed hypergraph kernel is used in k-nearest neighbor
framework based on the suggested square distance method of Yu et al. [7]. Yu
et al. proposed an extension for distance based kernels in kNN. However, we
employed their method without any changes in a hypergraph-based kernel that
is not formed based on a distance measure.

3 Experiments

We conduct an experiment on two rating datasets: a) MovieLens 1, and b) Rating
of sweets2. Detailed information about this dataset is shown in Table 1. Our ex-
periments consists a 5-fold cross-validation of proposed hypergraph-based kernel
kNN method in comparison with typical kNN on two above datasets.

1 http://www.movielens.org
2 http://sweetrs.org/en/
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Table 1. Detailed information of datasets which were used in experiments

Dataset Users Items Ratings Range of Ratings

MovieLens 943 1682 100000 [1,5]
Rating of Sweets 404 47 17903 [0,5]

3.1 Experimental Setup

The selected dataset is a subset of MovieLens collected data and rating of sweets
dataset, provided by MLdata 3, is a subset of SweetRS customer rating. The
incidence, Laplacian and kernel matrices are computed for the incidence matrix.
In kernel equation, where the λi parameters are required to weight (normalized)
Laplacian elements of power series, the first m eigenvalues of −L matrix are
used as λis. Table 2 shows numerical characteristics of the diffusion kernels of
hypergraphs of datasets.

Table 2. Numerical characteristics of Kernels

Dataset Users Items Item-rating Pairs Size of K m

MovieLens 943 1682 1682×5 943×943 60
Rating of Sweets 355 47 47×5 355×355 25

Experiments are performed on whole datasets to measure accuracy of our
method in comparison with typical k nearest neighbor implementation. Typical
kNN algorithm is implemented with city block distance metric. For each method
(i.e., kernel-based and typical kNN), we estimate distance of neighbors of test
set members from training set records and select select k nearest neighbors.
The mean absolute error metric was used in experimental studies as accuracy
criterion. The absolute error of each fold is computed as shown in equation (10).

EAbs =

∑m
i=1 |Ri − R̂i|

m
(10)

Let m be the size of test set. Ri and R̂i denote actual and predicted ratings,
respectively. The overall error calculates as the average of the individual error
measures of folds.

3.2 Results and Discussion

Accuracy of k nearest neighbor method is affected by the number of neighbors
that are involved in labeling. Therefore, we repeat the test procedure with differ-
ent numbers of neighbors. Tables 3 and 4 show the overall mean absolute error
values of 5-fold cross-validation tests.
3 http://mldata.org/repository/tags/data/sweets/



Customer Rating Prediction Using Hypergraph Kernel Based Classification 191

The error curves show that using kernel based nearest neighbor can decrease
error values. This improvement comes back to the ability of our defined ker-
nel in differentiate between users with similar but different patterns of rating.
Users with same set of ratings (say U1 = 〈1, 1, 0, 0〉 and U2 = 〈0, 0, 1, 1〉) for dif-
ferent products have different rows/columns in incident matrix of our method.
Subsequently, they would be differentiable; while, these users could not be dif-
ferentiated using distance based kernels. Our proposed style of kernel definition
does not assign weights but forms different rows for users like U1 and U2. Ac-
cordingly, our proposed provide more accurate similarity measure which helps
kNN classifier to select nearest neighbors smarter than distance based typical
kNN.

Table 3. The overall mean absolute error values of 5-fold cross-validation tests using
kNN label prediction

Dataset k=7 k=8 k=9 k=10 k=11 k=12 k=13 k=14 k=15

Movilens 0.445 0.455 0.463 0.471 0.480 0.484 0.487 0.489 0.487
SweetRS 0.324 0.326 0.32 0.317 0.312 0.312 0.310 0.304 0.300

Table 4. The overall mean absolute error values of 5-fold cross-validation tests using
kernel based kNN label prediction

Dataset k=7 k=8 k=9 k=10 k=11 k=12 k=13 k=14 k=15

Movilens 0.419 0.431 0.440 0.446 0.452 0.456 0.458 0.461 0.463
SweetRS 0.278 0.274 0.273 0.272 0.273 0.272 0.274 0.273 0.273

In addition, the accuracy improvement was achieved across all datasets, with
different number of neighbors. Essentially, increasing number of neighbors can
improve the accuracy of kNN, although this improvement in these experiments
is not as significant as the improvement, provided by kernelised kNN algorithm.
Although, increasing number of neighbors of typical kNN on SweetRS dataset
has negative effect on the accuracy. However, this decreasing is about 2% that
could be described by the dispersity of samples in SweetRS dataset.

4 Conclusion

We proposed a new method for customer rating prediction. In this method, we
defined a hypergraph for a rating problem, in which customers are vertices and
product-rating pairs form hyperedges. In this way, the problem of rating pre-
diction is restated to a vertex classification. Ratings that are expressed by a
customer for a product can be interpreted as customer’s class label. After em-
ploying kernel based kNN, class of each customer is assigned to it. This method
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uses a hypergraph-basedmatrix with generalized k nearest neighbor. Hypergraph
kernels were used in graph/network based data mining cases; however defining a
kernel for a recommender system as we done is a new approach and may opens
new doors to rating prediction problems. Results show that mean absolute error
for our method is less than a typical kNN implementation.

Size of kernel in this method depends on number of human subjects which
participate in voting/rating. The advantage of this type of kernel definition is
its independency from count of products.Simplicity and low computational com-
plexity are other advantages of our method that helps to get involve more neigh-
bors in prediction.
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Abstract. Social tagging systems extend recommender systems from the
pair (user, item) to (user, item, tag). This paper discusses the framework
of similarity measure on (user, item, tag) from qualitative and quantitative
perspectives. The qualitative measure makes use of the preference struc-
ture relation on (user, item, tag), and the quantitative measure makes use
of reflection on (user, item, tag). The k nearest neighbors and reverse k′

nearest neighbors are used to generate recommendations.

1 Introduction

The development of the Internet and communication technology brings the in-
formation overload problem. The overload information makes Web users hard to
find useful information that meets their needs and the information producers also
hard to provide their information to the potential customers. Recommender sys-
tems [13] provide automated and personalized guide to the Web users based on
historical information stored in the system. Collaborative filtering (CF) [4] rec-
ommendation and content-based filtering (CBF) recommendation [11] are widely
used methods in recommender systems. The common techniques of these two
methods for reducing the size of the neighborhood are to select only top-k sim-
ilar neighbors which have great influence on target item into account, or select
reverse top-k′ similar neighbors which are affected by target item.

With the new generation of Web 2.0, a new and particular family of Web
applications, namely social tag, has been emerging. Social tags [14] play a ma-
jor role to Web users, who are not only allowed to publish and tag resources,
but also freely create and share tags with free style, to realize the personalized
classification of the Web resources with tags. The effect of users to both tags
and resources makes the tag be a useful tool used in recommender system. The
goal of the tag recommender system is to recognize the result set, which fits
the users’ interest preferences, to recommend. There exists three kinds of rec-
ommend methods in the tag-based recommender system [21]: Recommend the
friend user set to the target user; recommend the item set to the target user may
be interested in; and recommend the tag set to the target user may tagged in.
Our research direction is to recommend items, which have three main studies:

T. Yoshida et al. (Eds.): AMT 2013, LNCS 8210, pp. 193–202, 2013.
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network-based methods [22–24], tensor-based methods [10, 12, 16] and topic-
based methods [5, 7]. Network-based methods produce recommendation based
on a user-item-tag tripartite graph which consists of three integrated bipartite
graphs. Tensor-based methods denote a user-item-tag 3-dimensional feature ma-
trix to recommend. Topic-based methods recommend by assessing the implicit
among user, item and tag.

In the tag-based recommender system, the ratings to the items i and i′ given
by user can reflect the user’s preference to the items. Therefore, we denote the
user’s preference to different items by rating preference. By combining rating
preference and the tag, which reflect the integrity of the user’s preference, to
assess the users’ preference is useful to improve recommendation accuracy. The
similarity [15], which is the one of important measures in the recommender sys-
tem, always used to be the distance formulas of k-nearest neighbor (kNN) and
find the k most similar neighbors for computing the predict ratings. The informa-
tion retrieval is closely related with recommender system [1, 20]. In this paper,
we extend the information retrieval model in [8, 18, 19] to the tag-based recom-
mender system, and measure the preference structure relation on (user, item,
tag) qualitatively. Then we assess rating preference in the tag recommender
system by similarity, realize recommend and raise recommend accuracy by com-
bining users, items and tags’ kNN and reverse k-nearest neighbor (RkNN) to
recommend.

2 The Qualitative Description for Similarity

In this section, we describe the similarity qualitatively by using the set theory.
We introduce the rating preference is introduced to describe users’ preference to
items. We denote rating preference in item-user and tag-item space as IU and
TI, respectively.

Let D = (U, I, T ) denote the three parts in tag recommender system. The
component U = {u1, u2, ..., um} is the set of users, I = {i1, i2, ..., in} is the set
of items, T = {t1, t2, ..., ts} is the set of tag. The (u, i, t), (u′, i′, t′) are defined
to a user-item-tag (UIT ) triple. For u, u′ ∈ U, i, i′ ∈ I, t, t′ ∈ T , let u tag i with
t and u′ tagged i′ with t′, the preference of u to i is higher than u′ to i′. The
rating preference defined as follows [19]:

(u, i, t) � (u′, i′, t′) (1)

The tag recommender system typically provides the 3-dimensional user-item-
tag (UIT ) space. In this paper, our direction is recommending items in which the
user may be interested. So we keep tag t the same and project the 3-dimensional
UIT space onto the 2-dimensional item-user (IU) space. The projected rating
preference in the IU space is defined as follows:

(u, i) �t (u
′, i′) (2)
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Similarly, we projects the 3-dimensional UIT space onto the 2-dimensional
tag-item (TI) space, the rating preference in the TI space is defined as follows:

(i, t) �u (i′, t′) (3)

In the IU space, the rating preference is (u, i) �t (u
′, i′) , which requires the

comparison of two users with two items by tag t, may arise the difficulties. That
is, we project the rating preference onto I and U from the standing point of an
item and a user, respectively. For a user u ∈ U tag items with t, we can project
�t onto I as follows:

i �u
t i′ ⇔ (u, i) �t (u, i

′)
⇔ user u prefers item i to i′ with tagged t. (4)

According to �u
t , we can rank items based on the given rating preferences.

From the view of measure-theory, there exist a real number function to measure
the �u

t , that is fu : I → �:

i �u
t i′ ⇔ fu(i) > fu(i

′) (5)

A user u ∈ U is interested in an item i ∈ I, written uPi . Given a relation P
between U and I, one can define a mapping Γt which assigns a subset Γt(i) ⊆ U
for every i ∈ I by [18]:

Γt(i) = {u ∈ U |uPi, u tags i with a given tag t} (6)

For a single user set {u} , we have the ω({u}) and ω({u}) written by:

ω({u}) = {i|Γt(i) ⊆ {u}} (7)

ω({u}) = {i|Γt(i) ∩ {u} �= φ} (8)

where ω({u}) consists of these items in I, which interest in only user u. ω({u})
consists of these items in I, which interest in at least one user u. Given a user
u, a tag t and items i and i′, let fu(i) = sim({i}, ω({u})) , where sim denotes
the similarity between two sets, we have

i �u
t i′ ⇔ sim({i}, ω({u})) > sim({i′}, ω({u})) (9)

CBF tends to recommend items similar to what a given user liked in the
past [1]. In Eq. (9), sim({i}, ω({u})) denotes the similarity between item i and
items that interest user u and tagged by t. From this point of view, we can see
Eq. (9) satisfies needs of CBF and use sim(i, i′) to describe the rating preference.

At the same time, we also similarly let ω({i}) be users in U who interest in
only item i and ω({i}) be users in U who interest in at least one item i. Given
a user u, a tag t and items i and i′, let fu(i) = sim(ω({i}), {u}), we have

i �u
t i′ ⇔ sim(ω({i}), {u}) > sim(ω({i′}), {u}) (10)
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Under the assumption that similar type of users tend to make similar decisions
and to choose similar items, CF aims to recommend items to a given user based
on the history of both the user and similar users [1]. In Eq. (10), sim(ω({i}), {u})
denotes the similarity between user u and users who are interested in item i and
tag t. From this point of view, we can see Eq. (10) satisfies needs of CF, and use
sim(u, u′) to describe the rating preference.

Similarity, let ω({i}) be tags in T which tagged to only item i and ω({i}) be
tags in T , which tagged to at least one item i. Given a tag t tagged by user u
and items i and i′, let ft(i) = sim(ω({i}), {t}), we have

i �t
u i′ ⇔ sim(ω({i}), {t}) > sim(ω({i′}), {t}) (11)

In Eq.(11), sim(ω({i}), {t}) denotes the similarity between tag t and tags
that tagged to item i by user u. Obviously, we can use sim(t, t′) to describe the
rating preference.

The qualitative description for similarity above demonstrates the possibil-
ity of studying tag recommender system methods from the view of combing
the rating preference and set-oriented methods. Next we will describe similarity
quantitative.

3 The Quantitative Description for Similarity

The tag recommender system typically provides a 3-dimensional relationship
between users, items and tags. In this section we project this 3-dimensional space
to three 2-dimensional spaces, namely IU , UT and TI, to describe similarity
among items, users and tags from the quantitative view, respectively. While
measure similarity, we construct the IU , UT and TI relation matrix (Figure. 1).

The rating can reflect user’s preference directly and usually adopted to judge
items, so we use the rating to quantitative the rating preference. For the tag rec-
ommender system D = (U, I, T,R) with four parts, let the (u, i, t, r), (u′, i′, t′, r′)
be the user-item-tag-rating (UITR) quaternion. For u, u′ ∈ U, i, i′ ∈ I, t, t′ ∈
T the rating preference is defined as follows:

(u, i, t) � (u′, i′, t′) ⇔ r > r′

⇔ The rating of i tagged by u with t is higher

than the rating i′ tagged by u′ with t′ (12)

Various methods have been used for similarity computation in the tag rec-
ommender system, and the most popular method is the standard cosine (SC)
similarity. In this section, we will introduce the use of this method for measure
the similarity of users, items and tags.

In the IU space, the similarity of items is calculated based on the features
associated with the compared items [1]. So we construct the IU relation matrix
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Fig. 1. Projection of the 3-dimensional UIT graph

to measure the item similarity sim(i, i′). Given two items ij , it ∈ I, the similarity
of two items sim(ij, it) is computed as the standard cosine of the angle [1, 3]:

sim(ij , it) =

∑m
k=1 Rj,k ×Rt,k√∑m

k=1(Rj,k)2 ×
∑m

k=1(Rt,k)2
(13)

where Rj = {Rj,1, Rj,2, ..., Rj,m} is the weight of item ij. Rj,k is the rating that
item ij was rated by user uk.

In the UT space, the similarity in taste of two users is calculated based on the
similarity in the rating history of the users. Thus we construct the UT relation
matrix to measure the user similarity sim(u, u′). Given two users ua, ui ∈ U , the
similarity of two users sim(ua, ui) would be computed as the standard cosine of
the angle:

sim(ua, ui) =

∑s
k=1 Na,k ×Ni,k√∑s

k=1(Na,k)2 ×
∑s

k=1(Ni,k)2
(14)

where Na = {Na,1, Na,2, ..., Na,t} is the weight of user ua, Na,k counts the num-
ber of times that user ua used tag tk.

In the TI space, we construct the TI relation matrix to measure the tag sim-
ilarity sim(t, t′). Given two tags tx, ty ∈ T , the similarity of two tags sim(tx, ty)
would be computed as the standard cosine of the angle:

sim(tx, ty) =

∑n
k=1 Wx,k ×Wy,k√∑n

k=1(Wx,k)2 ×
∑n

k=1(Wy,k)2
(15)

where Wx = {Wx,1,Wx,2, ...,Wx,n} is the weight of tag tx, Wx,k counts the
number of times that tag tx was associated to item ik.
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Next we will predict ratings to measure the ability of SC similarity measure
in estimating rating preference.

4 The Strategy of Recommendation

In the recommender system, the kNN (k nearest neighbors) [2] is used to find
the k most similar neighbors for target user or item, and formulates a prediction
by combining the preferences of these neighbors.

Chen and Yin [3] integrate the concept of influence set to compute predictions,
which provides a method to find the reverse k′ nearest neighbors [6] for target
user, item and tag, using the user, item and tag RkNN set to enhance the
density of information.

In this paper, we will generate recommendation by combining the users’,
items’ and tags’ ku, ki, kt nearest neighbors kuNN , kiNN , ktNN , and k′u,
k′i, k

′
t reverse nearest neighbors Rk′uNN , Rk′iNN , Rk′tNN to count the similar-

ity for users, items and tags. Next we will give two predict rating formulas to
assess the influence from similarity, kNN and RkNN . Ra,t is the predict rating
for item it by user ua. sim(ua, ui), sim(ij , it), sim(tx, ty) denoted the similarity
of user, item and tag.

Based on the theory above, for the item it /∈ Iua , which the target user ua

haven’t rating, we combine the rating preference with the user, item, tags’ k-
nearest neighbor and reverse k′-nearest neighbor to generate recommendation
for the rating Ra,t, which rated to it by ua. We denote two formulas to generate
recommendation for new recommender mechanism. div1a,t, div2a,t, diva,t are
denoted as follows.

D1 t =
∑

{tx|ui tagged ij with tx}
ty ∈ ktNN(tx)

sim(tx, ty)

D1 u =
∑

ui∈kuNN(ua)

(D1 t)× sim(ua, ui)

div1a,t =
∑

ij∈kiNN(it)

(D1 u)× sim(ij, it)

D2 t =
∑

{t
x′ |ui′ tagged i

j′ with t
x′ }

t
y′ ∈ Rk′

tNN(t
x′)

sim(tx′ , ty′)

D2 u =
∑

ui′∈Rk′
uNN(ua)

(D2 t)× sim(ua, ui′)

div2a,t =
∑

ij′∈Rk′
iNN(it)

(D2 u)× sim(ij′ , it)

diva,t = div1a,t + div2a,t (16)

where, for each user ui who tagged ij, D1 t quantifies how relevant the tag tx
associated by ui to ij are with respect to the tags ty belonging to the ktNN(tx)
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set [17], for each item ij, D1 u quantifies how relevant the user ua associated to
ij are with respect to the users ui belonging to the kuNN(ua) set. Moreover,
the relevance is then magnified in a way that is proportional to item’s similarity
sim(ij, it). ku = k′u, ki = k′i, kt = k′t are the number of user, item and tags’
neighbors respectively, we set ku �= ki �= kt.

Firstly, we predict rating by finding k-nearest neighbor of target user, item
and tag, and detect the influence of kNN in tag recommender system:

R u =
∑

ui∈kuNN(ua)

(
∑

{tx|ui tagged ij with tx}
ty ∈ ktNN(tx)

sim(tx, ty))× (sim(ua, ui) + 1)

Ra,t =

∑
ij∈kiNN(it)

(R u)× (Ra,j × sim(ij, it))

div1a,t

(17)

Secondly, we predict rating by combining the k-nearest neighbor and reverse
k′-nearest neighbor of target user, item and tag, and detect the influence of kNN
and RkNN in tag recommender system:

R1 u =
∑

ui∈kuNN(ua)

(
∑

{tx|ui tagged ij with tx}
ty ∈ ktNN(tx)

sim(tx, ty))× (sim(ua, ui) + 1)

R1a,t =

∑
ij∈kiNN(it)

(R1 u)× (Ra,j × sim(ij, it))

diva,t

R2 u =
∑

ui′∈Rk′
uNN(ua)

(
∑

{t
x′ |ui′ tagged i

j′ with t
x′ }

t
y′ ∈ Rk′

tNN(t
x′)

sim(tx′ , ty′))× (sim(ua, ui′) + 1)

R2a,t =

∑
ij′∈Rk′

iNN(it)
(R2 u)× (Ra,j′ × sim(ij′ , it))

diva,t

Ra,t = R1a,t +R2a,t (18)

Next we conduct some experiments to show the feasibility of our methods.

5 Results and Analysis

Our experiments make use of the publicly available MovieLens1 (V ersion1.0
(May2011)) dataset. This dataset consists of users, movies, tags, ratings, movies
genres information. We refine the dataset to 29,694 ratings made by 185 users
on 4,238 movies. Each user rated at lease 20 movies. Ratings are expressed on
an integer rating scale of 1 to 5. The users express their preference to the movies
by rating, the higher the score, the more liked a movie is.

1 http://movielens.umn.edu/login
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Fig. 3. The comparison of kNN and RkNN

In the tag-based recommender system, the mean absolute error (MAE) [9]
is the most widely used measure to predict rating, the smaller the MAE is,
the higher the recommendation quality is. The R = {r1, r2, ...rN} is the predict
rating set for N items in the dataset, the P = {p1, p2, ...pN} is the actual rating
set, so MAE is denoted as follows:

MAE =

∑N
i=1 |pi − ri|

N
(19)

In this paper, we use two experiments to show the effectiveness of our proposed
approach. The first is to generate recommendation in the I space and the UIT
space only by kNN respectively. We use the item similarity in the I space and use
the user, item and tag similarity in the UIT space to generate recommendation
by Eq. (17).
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In Fig. 2, the x- and y-axis show the combination of ki, ku, kt, and MAE
respectively. The Fig. 2 shows that the UIT space achieves lower MAE than
the I space as k increased. So we conclude that take the user and tag’s similarity
into account can improve the accuracy of the tag recommender system.

The second is to compare the effect of kNN and RkNN in recommending
ratings. We use the Eq. (18) to predict ratings by kNN , RkNN and kNN +
RkNN in UIT space. The Fig. 3 shows that the MAE of kNN + RkNN is
lower than kNN and RkNN respectively. So we conclude that the effect of
kNN +RkNN is better than kNN and RkNN in recommending ratings.

6 Conclusion

This paper proposed a framework of tag-based recommender systems. In this
framework, the qualitative description of similarity is based on the preference
structure and the quantitative description is based on the rating. Our contribu-
tion is to unify the tag-based recommender systems in the preference structure
by using the similarity measure between users, items and tags, and raise recom-
mend accuracy by combining kNN and RkNN to recommend.

Acknowledgements. The China Postdoctoral Science Foundation Funded
Project (2012M510298), Projected by Beijing Postdoctoral Research Foundation
(2012ZZ-04), and the doctor foundation of Beijing University of Technology.
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Abstract. Urban computing aims to enhance both human life and ur-
ban environment smartly by deeply understanding human behavior oc-
curring in urban area. Nowadays, mobile phones are often used as an
attractive option for large-scale sensing of human behavior, providing
a source of real and reliable data for urban computing. But analyzing
the data also faces some challenges (e.g., the related data is heteroge-
neous and very big), and the general approaches cannot deal with them
efficiently. In this paper, aiming to tackle these challenges and conduct
urban computing efficiently, we propose a data integration model for
the multi-source heterogeneous data related to mobile phones by using
semantic technology and develop a semantic mobile data management
system.

1 Introduction

Urban computing [1] is emerging as a concept where every sensor, device, person,
vehicle, building, and street in the urban areas can be used as a component
to probe city dynamics to further enable city-wide computing, which aims to
enhance both human life and urban environment smartly. For urban computing,
there are three key issues needed to be considered.

The first issue for urban computing is what we can use to probe city dynamics.
Nowadays, mobile phones are often used as an attractive option for large-scale
sensing of human behaviors and activities, due to the huge amount data that
may be collected at the individual level, and to the possibility to obtain high
levels of accuracy in time and space. These features make mobile phone data
ideal candidates for a large range of applications. We will take mobile phone
data as our main data source for urban computing.

The second issue for urban computing is how to integrate multi-source data.
Because urban computing may involve multi-source data, and the multi-source
data probably is heterogeneous, which can not be used directly without inte-
gration. The Resource Description Framework (RDF) [2] was standardized by

T. Yoshida et al. (Eds.): AMT 2013, LNCS 8210, pp. 203–210, 2013.
c© Springer International Publishing Switzerland 2013
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W3C as a key enabler of the Semantic Web to express web data that can be pro-
cessed directly and indirectly by machines, which has been widely acknowledged
in many domains, e.g., life science and information integration. In this paper,
we also take RDF as our data representation model to unify the multi-source
heterogeneous data related to mobile phone.

The last issue for urban computing is how to compute efficiently and effec-
tively. This is a big challenge because the mobile phone data produced per day
by CMCC in Beijing, as an example, is about 450GB, and obviously the con-
ventional approach is not fit enough for processing such large data. The Large
Knowledge Collider (LarKC) [3,4] is a platform aiming to remove the scalability
barriers of currently existing reasoning systems for the Semantic Web, which is a
pluggable Semantic Web framework that can be deployed on a high-performance
computing cluster. Owing to its advantages in high-performance computing, we
also take LarKC as a fundamental platform to tackle the grand challenge of
scalability of mobile phone data for urban computing.

In this paper, our main work is to model mobile phone data based on semantic
technology and provide a data management system for urban computing. The
remainder is organized as follows: We briefly introduce the basic foundation
about mobile phone data and the related work in Section 2. Section 3 presents the
architecture of our system for urban computing based on the LarKC platform. In
Section 4, we describe the proposed ontology modeling in detail. The SPARQL
examples for urban computing are presented in Section 5. Finally, Section 6 gives
concluding remarks.

2 Foundation and State of the Art

In this section, we give the foundation about mobile phone data obtained from
the GSM (Global Systems for Mobile Communications) network, and review the
related work.

2.1 Foundation

To begin with, we clarify the concepts of location area and cell briefly. In a GSM
network, the service coverage area is divided into smaller areas of hexagonal
shape, referred to as cells (as shown in Figure 1). In each cell, a base station is
installed. And within each cell, mobile phones can communicate with a certain
base station. In other words, a cell is served by a base station. A location area
consists of a set of cells that are grouped together to optimize signaling, which
is identified distinctively by a location area code LAC in the network. A cell is
also identified uniquely by a cell identifier CI in a location area. That is to say,
a cell within a GSM network is identified by a LAC and a CI. In urban areas,
cells are close to each other and small in area whose diameter can be down to
hundred meters, while in rural areas the diameter of a cell can reach kilometers.

And when a mobile phone corresponds with the network, the signal sent by
the mobile phone contains the location information (in the form of a LAC and a
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LA3

LA2LA1

Fig. 1. Concepts of LA and Cell

CI) of the mobile phone. In order to provide service for mobile phones effectively,
the location information will be stored by the network. That the mobile phone
sends a signal to the network is triggered by one of the following events: 1) the
mobile phone is switched on or switched off; 2) the mobile phone receives or
sends a short message; 3) the mobile phone places or receives a call (both at the
beginning and end of the call); 4) the mobile phone connects the Internet (for
example, browsing the web); 5) the mobile phone moves into a cell belonging to
a new location area, which is called Normal Location Updating; 6) the mobile
phone during a call is entering into a new cell, which is called Handover; 7) the
timer set by the network comes to an end when there is no any event mentioned
above that happened to the mobile phone, which is called Periodical Location
Updating.

2.2 State of the Art

Many studies [5,6,7,8,9,10,11] have been conducted on mobile phone data for
urban computing. In [5], Caceres et al. exploit mobile phone data to drive origin-
destination for traffic planning and management. In [6], Calabrese et al. develop
a real-time urban monitoring system to sense city dynamics by using mobile
phones. In [8] and [9], Ying et al. and Lu et al. predict the next location of
the user with mobile phone data, respectively. And in [11], Liu et al. study the
annotation of mobile phone data with activity purposes.

And there are also many successful applications [12,13] based on the LarKC
platform. These applications mainly use the LarKC platform to tackle the chal-
lenge of large scale data.

And to the best of our knowledge, our work is the first to use semantic tech-
nology to exploit mobile phone data based on the LarKC platform.
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3 Overview of Our System

In this section, we give a description of the data used in this paper and briefly
illustrate the architecture of our system. The data we are manipulating consists
of 1) POIs, 2) Base Stations, and 3) Mobile Phone Records.

•

Web browser

O
O
O
O
O
O

O
O
O
O
O
O

Jetty
Server
Jetty

Server

WebWeb

Web serverWeb server

Business LogicBusiness Logic

Workflow

DeciderDecider IdentifierIdentifier TransformerTransformer SelectorSelector ReasonerReasoner

LarKC Core

SOR + BigOWLIM

Mobile Phone RecordsMobile Phone Records

SOR + BigOWLIM

Base StaionsBase Staions

POIsPOIs

Mediate OntologyMediate Ontology

Fig. 2. System architecture

1) POIs: A POI that we use in this paper consists of PID, longitude, latitude,
name, and type. We obtained the POIs within Beijing from Baidu Map and the
total number of POIs is about one hundred thousand.

2) Base Stations: A base station is identified by BID, longitude, and latitude,
which indicates the location of the base station. A base station is also associated
with a cell. We have about twenty thousand base stations in Beijing.

3) Mobile Phone Records: A mobile phone record is made up of a phone
number which is certainly anonymous, a timestamp, a LAC and a CI, the event,
which means that the event happens when the user is in the cell identified by the
LAC and the CI at the time. We got about ten thousand users’ mobile phone
records in a week from CMCC in Beijing.

The architecture of our system is depicted as Figure 2. In our system, users use
the web interface to post operation requirements to the server. Those operation
requirements include displacing POIs in a specified area, querying the user’s
trajectory in a specified time. The server sends the SPARQL queries to the
SPARQL end point, which is launched by the workflow on the LarKC platform.
The SOR+BIGOWLIM is located at the data layer of the LarKC platform to
maintain the data sets which include the POIs, Base Stations, and Mobile Phone
Records. At the same time, our system also permits users to write their own
SPARQL queries and submit them by a submitting interface to the server. After
processing these queries, the server will return the results in the form of files.
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4 Ontology Modeling

In this section, we model our multi-source data with respect to the ontology
represented in Figure 3 and briefly give some explanations about the vocabularies
of the ontology. In the illustrating examples throughout this paper, we use the
namespaces defined in Table 1.

Table 1. Namespace prefixes used in this paper

Prefix Namespace URI Comment

geo: http://www.w3.org/2003/01/geo/wgs84/ pos W3C Geo
urc: http://www.wisdom.org/urc namespace of our approach

geo:SpatialThing

geo:lat(xsd:float)

geo:long(xsd:float)

urc:Poi

urc:pID(xsd:string)

urc:name(xsd:string)

urc:type(xsd:string)

urc:PhoneRecord

urc:prID(xsd:string)

urc:userID(xsd:string)

urc:time(xsd:dateTime)

urc:event(xsd:int)

urc:nextTo

urc:consistsOfurc:dependsOnurc:contains

urc:locatedIn

urc:occursIn

urc:Trajectory

urc:tID(xsd:string)

urc:userID(xsd:string)

urc:startTime(xsd:dateTime)

urc:endTime(xsd:dateTime)

urc:priorTo

Legend
              Abstract Data Vocabulary

              Original Data Vocabulary

              Underlying Data Vocabulary

              W3C WGS-84 Vocabulary

urc:BaseStation

urc:bsID(xsd:string)

urc:Cell

urc:cellID(xsd:string)

urc:LAC(xsd:string)

urc:cPolygon(geo:Polygon)

urc:Node

urc:nID(xsd:string)

urc:enterTime(xsd:dateTime)

urc:leaveTime(xsd:dateTime)

Fig. 3. Ontology modeling of multi-source data

In this section, we model our multi-source data with respect to the ontology
represented in Figure 3 and briefly give some explanations about the vocabularies
of the ontology. In the illustrating examples throughout this paper, we use the
namespaces defined in Table 1.

As shown in Figure 3, our vocabularies are made up of four segments.
W3C WGS-84 Vocabulary: SpatialThing is a vocabulary defined by W3C,

which contains the properties of longitude and latitude. In geography domain,
many classes often extend this vocabulary to describe some places. In this paper,
we also define some vocabularies related to place based on this vocabulary.
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Underlying Data Vocabulary: we think of the data about Base Stations, Cells,
and POIs as our underlying data. BaseStation , extending SpatialThing , is
used to describe the location of an antenna. Cell is an irregular polygon with
the type geo:polygon. Cell also has an property contains, representing the Pois
inside its area. A POI is enriched with types, names.

Original Data Vocabualry: The vocabulary PhoneRecord is used to model
the original data generated by the GSM. The property occursIn indicates which
cell the record occurs in.

Abstract Data Vocabulary: The vocabulary Trajectory is used to model the
moving behavior of a person, which consists of some consecutive Nodes and we
see the trajectories as our abstract data. A Node depends on the cells. The prop-
erties nextTo and prior to indicates the next node and prior node, respectively.
enterTime and leaveTime indicates the time the user is entering and leaving
the cells.

5 Examples

In this section, we give some SPARQL query examples to demonstrate the ap-
plications on our system.

If we want to query the users who appeared in a specific area, we can use
these clauses below.

01 select distinct ?UserID

02 where {
03 ?TrajectoryID rdf:type urc:Trajectory.

04 ?TrajectoryID urc:userID ?UserID.

05 ?TrajectoryID urc:consistsOf ?Node.

06 ?Node urc:dependsOn ?Cell.

07 ?BaseStation urc:locatedIn ?Cell.

08 ?BaseStation rdf:type urc:BaseStation.

09 ?BaseStation geo:lat ?Latitude.

10 ?BaseStation geo:long ?Longitude.

11 FILTER(?Latitude ≤ 39.87569 && ?Latitude ≥ 39.84274 &&

12 ?Longitude ≤ 116.46142 && ?Longitude ≥ 116.37353).

13 }
14 LIMIT 300

Firstly, line 03-06 query the nodes of the trajectory of a user and the cells
which are depended. Then, lines 07-10 query the coordinates of the base stations
located in the cell. Finally, a constraint is added in lines 11-12, which indicates
a specific area.

If we want to analyze the behavior of the user, we can query the POIs con-
tained in the cell where the users stayed more than a threshold time.



Semantically Modeling Mobile Phone Data for Urban Computing 209

01 select distinct ?Name ?Type ?Longitude ?Longitude

02 where {
03 ?TrajectoryID rdf:type urc:Trajectory.

04 ?TrajectoryID urc:consistsOf ?Node.

05 ?Node urc:dependsOn ?Cell.

06 ?Node urc:enterTime ?EnterTime.

07 ?Node urc:leaveTime ?LeaveTime.

08 ?Cell urc:contains ?POI

09 ?POI rdf:type urc:POI.

10 ?POI urc:name ?Name.

11 ?POI geo:lat ?Longitude.

12 ?POI geo:lat ? Longitude.

13 FILTER( ?EnterTime ≤ 30+?LeaveTIme).

14 }
15 LIMIT 300

As shown in these clauses above, lines 03-07 and line 13 query the cell where
the user stayed more than a threshold time. Then we can use lines 08-12 to query
the POIs inside the cell.

6 Conclusions

In this paper, we built the ontology to model our multi-source data and developed
a semantic mobile data management system based on the LarKC platform, which
is designed for urban computing. And we also presented some SPARQL query
examples to demonstrate how to use our system.

Because that the trajectories describe the routes which are selected by users
based on their real experiences and contain their wisdom that which routes will
be suitable in a given time, we can discover the wisdom and recommend some
suitable routes for users. Our future work will focus on the application research
on mobile phone data and develop a routes recommendation system based on
the LarKC platform.
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Abstract. This paper treats methodology to build linked data from the relation-
ships between facial action units and their states as emotional parameters for the 
facial emotion recognition. In this paper, the authors are especially focusing on 
building action unit-based linked data because it will be possible not only to use 
the data for the facial emotion recognition but also to enhance the usefulness of 
the data by merging them with other linked data. Although in general, the repre-
sentation as linked data seems to make the accuracy of the facial emotion rec-
ognition lower than others, in practically the proposed method that uses action 
unit-based linked data has almost the same accuracy for the facial emotion rec-
ognition as those of other approaches like using Artificial Neural Network and 
using Support Vector Machine.  

Keywords: Linked Data, Semantic Data, Facial Emotion Recognition.  

1 Introduction 

Recently, there is a growing tendency among us to interact with intelligent computer 
systems. To make such interaction more meaningful, more challenging studies should 
be made. One of the challenges is to enable the computer to recognize the human 
emotion. If computers can understand our emotion, they can take their actions corres-
ponding to our emotion and we will build better relationship with them. 

To enable a computer to understand the human emotion, we need to build databas-
es defining human emotions. One of the approaches for it is building facial action 
unit-based linked data. There are several representations and languages for the linked 
data, i.e., RDF (Resource Description Framework) [1] and OWL (Web Ontology 
Language) [2]. The usefulness of linked data is that the data can be merged with other 
linked data. For example, linked data defining emotion of a certain person can be 
merged with another linked data defining his/her favorite foods. This makes it possi-
ble to deduce his/her favorite foods from his/her emotion states. Therefore, in this 
paper, we are focusing on building linked data for the facial emotion recognition, 
especially facial action unit-based linked data because facial expressions are different 
according to the corresponding emotion category and they can be defined by action 
unit states. Although our method is to build action unit-based linked data for the per-
sonal facial emotion recognition, the same method can be applied to other person and 
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we can obtain more useful action unit-based linked data for more general facial emo-
tion recognition by merging the built linked data of many persons with each other. 

In this paper, we introduce our method that builds action unit-based linked data for 
the facial emotion recognition. Fig. 1 shows the overview of our method. We extract 
facial action unit states, which are kinds of facial feature points, from color and depth 
image and trace the movement of each action unit in several seconds. From the 
movement data of action units, our system judges the corresponding emotion catego-
ry. Before that, we have to build action unit-based linked data from a training dataset. 

 

Fig. 1. Method Overview 

The remainder of this paper is organized as follows: in the next section, we intro-
duce several related works. In Section 3, we explain our method that builds facial ac-
tion unit-based linked data. Section 4 shows experimental results of our approach and 
results of other standard approaches using Artificial Neural Network and using Support 
Vector Machine. Finally, we conclude the paper and present our future works in  
Section 5. 

2 Related Works 

Many researches to build linked data about the human emotion have been studied. 
WordNet Affect is one of the popular linked datasets defining relationships between a 
word and a human emotion [3]. As another approach, there is the method proposed by 
M. Ptaszynski, et al. [4]. Their method analyzes texts and automatically builds linked 
data with human emotions. The built linked data are represented as an emotion ontol-
ogy using EmotionML, which is an ontology-based language to express human emo-
tions [5]. M. Grassi defined HEO (Human Emotion Ontology) [6]. The ontology 
represents human emotions built based on several human emotion theories in psy-
chology. A. Garc ́ıa-Rojas, et al. propose an emotion ontology about the human body 
representation for a virtual human [7]. K. Benta, el at. propose a guide system using a 
human emotion ontology [8] for museums. 
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Several researches about relationships between facial expressions and human emo-
tions have also been studied. N. Tsapatsoulis, et al. propose a method for facial emo-
tion classification based on FDP (Facial Definition Parameter) defined in MPEG-4 
specification [9]. The MPEG-4 specification defines feature points movement and 
facial expressions for several human emotions [10]. A. Azcarate, et al. propose an 
automatic facial emotion recognition method using Naive Bayes Classifier [11]. The 
system proposed by T. D. Bui, et al. generates facial expressions from human emo-
tions using Fuzzy algorithm [12]. Another research to generate facial expression with 
emotion is Kozasa, et al. [13]. Their system generates facial expressions according to 
the emotion analyzed by Artificial Neural Network. A. García-rojas, et al. tried to 
build an emotion ontology for facial expression based on the MPEG-4 specification 
[14] for the virtual human’s facial expression. They built their ontology from facial 
expression profiles defined by A. Raouzaiou, el at. [15]. Our approach is similar to 
their approach but its concept and method are different because our method builds 
action unit-based linked data for the human emotion recognition. 

3 Proposed Method 

To build action unit-based linked data for the facial emotion recognition, we use Ki-
nect for Windows. Once, we ask one subject to make several types of facial expres-
sions related to different emotions and record streaming data of each action unit state 
generated from Kinect in a few second. We analyze the streaming data to make its 
distribution map indicating how each action unit state changes. And then, from the 
distribution map, we make action unit-based linked data. We classify the states of 
each action unit by Support Vector Machine. The states are used as queries to search 
emotion categories from the linked data defining the relationships between each ac-
tion unit state and its corresponding human emotion. After applying these processes to 
every action unit, we can find out each facial emotion category from its probability. 
We will explain details of the method in the following subsections. 

3.1 Facial Action Unit State 

We extract facial action unit states using Kinect for Windows, which is a color and 
depth image-based motion capture device produced from Microsoft Inc. We also use 
its SDK because the SDK provides a face tracking functionality and generates facial 
action unit states. In the SDK, the action units are defined based on Candide3 model 
[16]. We focus on six facial action units: Upper Lip Raiser, Jaw Lowerer, Lip Stretch-
er, Brow Lowerer, Lip Corner Depressor and Lip Corner Depressor because they 
seems important. Fig. 2 shows each action unit of them on a human face and the di-
rection of its translation. All the action units have their translation range normalized 
into [-1.0 ~ 1.0]. In the followings, Upper Lip Raiser, Jaw Lowerer, Lip Stretcher, 
Brow Lower, Lip Corner Depressor and Lip Corner Depressor are indicated as Action 
Unit 0 (AU0), Action Unit 1 (AU1), … , and Action Unit 5 (AU5), respectively. 
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Fig. 2. Six Facial action units (Left) and facial tracking (Right) 

3.2 Action Unit-Based Linked Data 

This subsection explains how to build action unit-based linked data. For the linked 
data, we make a Triple as the relationship between an action unit state and its corres-
ponding emotion category. The relationships are defined by analyzing a training data-
set of each action unit state. Fig. 3 shows distribution maps built from the training 
dataset.  

 
 

Fig. 3. Distribution maps of action unit translation values among emotion categories 

The horizontal line in the charts in Fig. 3 is transition of translation values of each 
action unit. The vertical line is the rate of an emotion category on a translation range. 
The colors in the charts mean emotion categories. Each action unit has its translation 
range according to each of the emotion categories. We separate the distribution maps 
into seven intervals to be assigned to an action unit as its semantic states. It could be 
better to separate into more intervals if you wish more accuracy for the facial emotion 
recognition. For example, we assign a translation range ‘0.8 ~ 1.0’ for Action Unit 0 
as the semantic state ‘full_opened’. A translation range ‘0.8 ~ 1.0’, ‘0.6 ~ 0.7’ and ‘-
0.4 ~ -0.2’ for Action Unit 2 are assigned as the semantic states of ‘full_streatched’, 
‘half_streatched’ and ‘bit_rounded’, respectively. How much a certain emotion  
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category occupies in these ranges defining semantic states can be obtained from the 
distribution map. We select high rate (more than 20%) emotion category and connect 
to a certain semantic state. For example, Action Unit 0 has high rate of JOY category 
on the semantic state ‘full_opened’ so we can make a Triple ‘Action_Unit_0  
full_opened  JOY’. An action unit doesn’t have a link for a low rate category. Fig. 4 
shows an example graph of the action unit-based linked data built by this method. 

 
 

Fig. 4. Linked data defining relationships of each action unit between semantic states and their 
emotion categories 

We use Support Vector Machine to classify action unit states of the streaming data 
into their semantic states. The training dataset for Support Vector Machine is the 
same as that of the distribution map. By using the trained Support Vector Machine, 
we can obtain one of the semantic states of a certain action unit, ‘full_opened’, 
‘half_streatched’ or other, corresponding to the entered translation data. 

We also use semantic states classified by Support Vector Machine as queries for 
SPARQL (Simple Protocol and RDF Query Language), which is a kind of SQL dedi-
cated for RDF. By using SPARQL the built action unit-based linked data shows emo-
tion categories corresponding to a certain semantic state of an action unit entered as 
its query. For example, if you enter ‘full opened’ as the semantic state of Action Unit 
0, the action unit-based linked data will return emotion categories of ‘JOY’, ‘FEAR’, 
‘SADNESS’. 

There are several ways to handle the results of each action unit. One of the simple 
ways is to select most common emotion category for each action unit. Another one is 
to use the rate of emotion category on its translation range. Because we use a seman-
tic graph, we can deduce another action unit state from action unit results returned by 
SPARQL. If we combine the action unit-based linked data with other linked data, we 
can deduce another state. Because the search and inference need much calculation 
time, so it is difficult to classify a current emotion category for each frame. However, 
we can catch up it by treating streaming data consisting of several frames as the  
target. 
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4 Experimental Results 

This section indicates several experimental results to justify the usefulness of our 
method. We compared our method with two other types of methods those are using 
Artificial Neural Network and using Support Vector Machine. Although in general, 
the representation as linked data seems to make the accuracy for the facial emotion 
recognition lower than others, in practically the proposed method uses action unit-
based linked data has almost the same accuracy for the facial emotion recognition as 
that of the two other methods. 

4.1 Experimental Environment 

We used Kinect for Windows to extract facial action unit states. One subject sits in 
front of Kinect. The distance between the subject and Kinect was about 1 ~ 2 meters. 
We recorded streaming data of six action unit states for each emotion category as the 
training data. As a theory about the human emotion category, we referred to P. Ek-
man’s study: JOY, ANGER, SURPRISED, FEAR, SADNESS and DISGUST [17]. In 
addition, we also measured the streaming data for NEUTRAL facial expression. So, 
we made the streaming data of six action unit state as for each of the seven emotion 
categories.  

Actually, we asked the subject to make three different types of facial expressions 
for each of the seven emotion categories in 5 seconds. For example, in JOY case, a bit 
smile, half smile and full smile. Finally, we obtained 21 types of streaming data of six 
action unit states for seven emotion categories and used as the training dataset for 
each of the three methods. 

4.2 Method Using Artificial Neural Network 

As a result of comparative experiments, this subsection shows the accuracy of the 
method using ANN (Artificial Neural Network). The ANN was trained by 21 stream-
ing data of six action unit states introduced in the previous subsection. The ANN has 
3 layers, an input, a hidden and an output layer. The input layer has 6 nodes coincide 
with the number of the action units. The output layer has 7 nodes coincide with the 
number of emotion categories: JOY, ANGER, SURPRISED, FEAR, SADNESS, 
DISGUST and NEUTRAL. The hidden layer has 6 nodes. Each node is full-
connected to next layer nodes in the network. We entered 21 streaming data to the 
ANN up to 100 times for the training. The ANN uses back-propagation algorithm for 
the training. Its learning rate and momentum are 0.01 and 0.99, respectively.  

To make test data for the evaluation stage of the ANN method, we asked the sub-
ject to make facial expressions with an emotion in about 3 seconds and recorded the 
streaming data of six action unit states output from Kinect. Fig. 5 shows two types of 
results of the ANN method, i.e., a good case and a bad case. As the good case, the 
upper part of the figure indicates a result of facial expression in JOY case and as the 
bad case, the lower part of the figure indicates the SURPRISED case. The left line 
charts mean streaming data of action unit states and the right ones are classification 
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results. The vertical line of the bar chart means the output value of ANN for each 
category and the horizontal line means the frame numbers. The ANN correctly classi-
fies the streaming data with emotion ‘JOY’ into the corresponding emotion category. 
However, it classified the streaming data with emotion ‘SURPRISED’ into emotion 
category ‘FEAR’ and ‘SAD’. 

  

Fig. 5. Classification results of Artificial Neural Network 

4.3 Method Using Support Vector Machine 

As another result of comparative experiments, this subsection also shows the accuracy 
of the method using SVM (Support Vector Machine). The SVM was trained by the 
same dataset used for the ANN method and came to classify the same test data used 
for the ANN method into one of 7 emotion categories. We used a Radial Basis  
Function as the kernel function of the SVM.  

 
 

Fig. 6. Classification results of Support Vector Machine 
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Fig. 6 shows two classification results using the SVM of the same test data as  
Fig. 5. The right bar chart in Fig. 6 means streaming data of classification results for 
emotion categories by SVM. The horizontal line is frame number and vertical line is 
the result of classification which take 0 or 1 (active class has 1, otherwise 0). The 
SVM method obtained a better result even for the emotion category ‘SURPRISED’ 
than the ANN method. However, the SVM is still confused in the case of emotion 
category ‘FEAR’. 

4.4 Method Using Action Unit-Based Linked Data 

Finally, we show two results of our method in this subsection. The test data for the 
results and the dataset used to build a semantic graph of action unit-based linked data 
are the same as those used for the ANN method and the SVM method. In each frame, 
once a semantic state is obtained by the SVM, furthermore it will be used as the input 
to obtain one of the emotion categories as an output using the semantic graph. Fig. 7 
shows two tables of the probability distribution of output emotion categories for each 
action unit obtained as the classified result of the first frame data. The left table is the 
result for a JOY facial expression and the right one is SURPRISED case. A high 
probability cell is high-lighted. A cell with 2 values is a case that the SVM is con-
fused to classify a semantic state. From this kind of tables for all the frames, we also 
obtain the two charts as the classification results of ‘JOY’ and ‘SURPRISED’ cases 
shown in Fig. 8. The upper part in Fig.8 is a result of JOY case and the lower part is 
SUPPRIZED case. The bar charts are results of classification as the total probability 
of each emotion category.  

 
 

Fig. 7. Two tables in JOY and SURPRISED cases of probability distributions among emotion 
categories for each action unit 

From the figure, it can be said that our method has similar results those of the ANN 
method and SVM methods. Our method shows 100% recognition accuracy for JOY 
category (the ANN and SVN methods show 100% and 94.5%, respectively) and 91% 
for SURPPRISED category (the ANN and SVN methods show 0% and 51%, respec-
tively). In this way, the classification accuracies of the three methods for the facial 
emotion recognition are almost the same. However, our method has another merit 
because our method builds a semantic graph of action unit-based linked data. Once 
the semantic graph was built, it can be used as a knowledge base for other applica-
tions since the linked data can be merged with other linked data to enhance the  
coverage of the knowledge base. 
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Fig. 8. Classification results of our method using action unit-based linked data 

5 Conclusion and Future Works 

This paper introduced the method to build a semantic graph of action unit-based 
linked data to be used for the facial emotion recognition. In this paper, we were espe-
cially focusing on building action unit-based linked data because it will be possible 
not only to use the data for the facial emotion recognition but also to enhance the 
usefulness of the data by merging them with other linked data. Although in general, 
the representation as linked data seems to make the accuracy of the facial emotion 
recognition lower than others, in practically our method that uses action unit-based 
linked data has almost the same accuracy for the facial emotion recognition as those 
of other approaches using Artificial Neural Network and using Support Vector Ma-
chine. In this paper, we justified this point by showing the experimental results. 

In the near future, we will try to apply the same approach of our proposed method 
to build more general linked data for other applications. We will also apply the pro-
posed method to build action unit-based linked data of other persons to be used for the 
facial emotion recognition in more general applications. 
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Abstract. Visual information, especially in the form of images, is be-
coming increasingly important, and consequently there is a rising demand
for effective tools to perform online image search. However, image search
engines such as Google Images, are based on the text surrounding the
images rather than the images themselves. At the same time, while the
employed keyword-based search provides a basic level of filtering, it is
not sufficient to handle large search results. Image database visualisa-
tion, which provides a visual overview of an image collection, could be
applied to the retrieved images, but the associated overheads, both in
terms of bandwidth and computational complexity, are prohibitive.

In this paper, we introduce an image browsing system that does not
suffer from these drawbacks. In particular, we construct an interactive
image database navigation application that uses the Huffman tables
available in the JPEG headers of Google Images thumbnails directly as
image features, and projects images onto a 2-dimensional visualisation
space based on principal component analysis derived from the Huffman
entries. Images are dynamically placed into a grid structure and organ-
ised in a tree-like hierarchy for visual browsing. Since we utilise informa-
tion only from the JPEG header, the requirement in terms of bandwidth
is very low, while no explicit feature calculation needs to be performed,
thus allowing for interactive browsing of online image search results.

Keywords: image databases, content-based image retrieval, image
browsing, Google Images.

1 Introduction

Visual information, especially in the form of images, is becoming increasingly
important. Consequently, while the majority of information that is searched
on the web is still of textual nature, there is a rising demand for online tools
that perform image search, with Google Images1 being one of the most popular
platforms. However, the way Google returns image search results is similar to
how text results are processed in that the results are primarily based on text in
the webpages where the images reside rather than the content of the image files
themselves.

1 http://images.google.com
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Furthermore, results are presented essentially in a linear fashion, with im-
ages arranged on a grid and pages of results to look through. As many queries
will produce ambiguous or non-relevant results, this may make the search task
difficult and time consuming.

An alternative form of presenting the results would to apply an image database
navigation approach to give a visual overview of the retrieved image set. In recent
years, various approaches for intuitive image browsing based on concepts from
content-based image retrieval (CBIR) have been proposed [7,15,20]. The main
idea behind most of these techniques is to extract CBIR features [23,2] and
visualise an image set so that visually similar images are located close to each
other in the visualisation space. This is often achieved through application of a
dimensionality reduction technique such as principal component analysis (PCA)
or multi-dimensional scaling (MDS).

In fact, such an approach has been suggested in [10]. Here, the authors pro-
pose the use of features based on an attention model that involves segmentation
and extraction of region features which are matched at global and local scales.
MDS is then employed for visualising the image set, and images are fitted to
a 2-dimensional grid. Unfortunately, this approach is not actually feasible as it
would not allow for an interactive operation. The reason for this is twofold: first,
in order to extract the image features, the images need to be downloaded and
decompressed which for larger results is too time consuming, while second, fea-
ture calculation is performed which puts a computational burden on the system
and hence necessitates further time.

In this paper, we present an effective approach to visualise and browse image
search results from Google Images that is efficient enough to allow for interactive
operation. To do so, we exploit our earlier work [5] which allows for very fast
CBIR feature extraction of JPEG images. Since this approach, which uses tuned
JPEG Huffman tables as image features, requires only the header information of
the image files, this significantly reduces the required bandwidth. At the same
time, no explicit feature calculation is necessary, maintaining a feasible level in
terms of computational complexity. The retrieved images are placed, by mutual
visual similarity, onto a 2-dimensional grid structure based on the projection of
the Huffman tables by principal component analysis. By employing a tree-like
browsing hierarchy, larger retrieval results can be effectively navigated in an
intuitive manner, as our developed application demonstrates.

2 JPEG Image Compression

JPEG [24] is the current de-facto standard for still picture coding. It is based on
the discrete cosine transform (DCT), a derivative of the discrete Fourier trans-
form. First, an (RGB) image is usually converted into the YCbCr colour space.
The reason for this is that the human visual system is less sensitive to changes
in the chrominance (Cb and Cr) channels than in the luminance (Y) channel.
Consequently, the chrominance channels can be downsampled by a factor of 2
without significantly reducing image quality, resulting in a full resolution Y and
downsampled Cb and Cr components.
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The image is then divided (each colour channel separately) into 8 × 8 pixel
sub-blocks and DCT applied to each such block. The 2-d DCT for an 8×8 block
fxy, x, y = 0 . . . 7 is defined as

Fuv =
CuCv

4

7∑
x=0

7∑
y=0

fxy cos

(
(2x+ 1)uπ

16

)
cos

(
(2y + 1)vπ

16

)
(1)

with Cu, Cv = 1/
√
2 for u, v = 0, Cu, Cv = 1 otherwise. Of the 64 coefficients,

the one with zero frequency (i.e., F00) is termed “DC coefficient” and the other
63 “AC coefficients”. The DC term describes the mean of the image block, while
the AC coefficients account for the higher frequencies. As the lower frequencies
are more important for the image content, higher frequencies can be neglected
which is performed through a (lossy) quantisation step that crudely quantises
higher frequencies while preserving lower frequencies more accurately.

The DC and AC components of the image are stored in separate streams.
The DC stream (essentially the equivalent of a downsampled version of the
image) is differentially encoded; i.e. rather than storing the actual DC values,
differences between DC values are saved. As DC values range in [−1024; 1024],
the maximum possible difference between the DC components is in [−2048; 2048].
This difference value is stored as two components: the first component known as
the “DC code”, while the second component stores the actual difference between
the DC blocks. The DC code data is then entropy coded for which Huffman
coding is employed.

While standard Huffman tables (one each for luminance and chrominance DC
data) are defined, these tables can also be optimised to match the image data
and consequently lead to slightly better compression with no loss of image data.
This process is applied by various image websites including Flickr2 (during photo
upload) and Google Images (for the thumbnails stored on Google’s servers).

3 JPEG Huffman Table CBIR Features

As the table optimisation process assigns the smallest codes to the most com-
monly occurring DC codes, we can use the thus adapted Huffman tables as an
indication of the frequencies of each code. Similar images should thus lead to
similar Huffman tables which is demonstrated in Fig. 1.

In [5], we consequently introduced a method to compare two images based
solely on comparing their DC Huffman tables. In order to compare the tables
from two images, and hence to arrive at a measure of (dis)similarity between
the images, we use the bitlengths of the DC codes directly as a feature. As
dissimilarity measure, we utilise the L1 norm between the feature vectors. That
is, if we have two images I1 and I2 with bitlength vectors fI1 and fI2 , the
dissimilarity between the images is calculated as

d(I1, I2) =

12∑
i=1

|fI1(i)− fI2(i)|. (2)

2 http://flickr.com

http://flickr.com
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Fig. 1. Sample UCID images together with their prefix code sizes of the luminance DC
tables

In cases where an entry does not exist in the Huffman table, the corresponding
bitlength in the feature vector is set to the maximum over all other bitlengths
plus 1 to indicate that the corresponding DC code appears even less frequently
than all the other ones. To incorporate both intensity and colour information,
we use both the luminance and chrominance DC tables, calculate the distances
between the corresponding tables and sum the two distances to arrive at a com-
bined measure of dissimilarity.

The approach was shown to be very efficient as no decompression at all is
required and only a small part of the image file, the JPEG header, needs to be
read. This is in particular useful for online image retrieval [4] where features are
not pre-computed but are derived during the retrieval process.

4 Image Database Browsing

Image database navigation systems have been shown to provide an interesting
and useful alternative to image retrieval systems [7,15,20]. The idea here is to
provide a visualisation of a complete image collection together with browsing
tools for an interactive exploration of the database.

Visualisation methods for image repositories can be grouped into three
main categories: mapping-based, clustering-based, and graph-based ap-
proaches [15,14]. Mapping-based techniques employ dimensionality reduction to
map high-dimensional image feature vectors to a low-dimensional space for vi-
sualisation. Typical examples examples use principal component analysis (PCA)
[11,9,16], multi-dimensional scaling (MDS) [18,21], or non-linear embedding
techniques [12] to define a visualisation space onto which to place images.
Clustering-based visualisations group visually similar images together, often in
a hierarchical manner [1,6,19]. In graph-based navigation systems, images are
the nodes of a graph structure, while the edges of the graph show relationships
between images [8,3,25].
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Once a database has been visualised, it should then be possible to browse
through the collection in an interactive, intuitive and efficient way [15,13]. We
can distinguish between horizontal browsing which works on images of the same
visualisation plane, and includes operations such as panning, zooming or mag-
nification, and vertical browsing which allows navigation to a different level of a
hierarchically organised visualisation.

5 Browsing of Google Images Results

Google Images provides a search engine in the same fashion as Google’s main
search site but one that returns images rather than webpages. After searching
for a keyword, navigation proceeds in a linear fashion with the system showing
pages of image thumbnails arranged in a grid array.

Fig. 2 gives an example for the query “Eiffel Towel”. As we can see from
there, despite the deficiencies of the text based search, the query does provide
a good set of results, effectively all showing the tower, while later results also
reveal different kinds of images including a variety of photos that are not actually
related to the query. At the same time, we notice that there is relatively little
variation between the images with all results showing the monument from a far
perspective (at different times of the day). If we were interested in close up views,
we would need to browse down or through the next pages, making exploration
of the collection a slow and time consuming process.

An image database navigation approach would hence provide a more intuitive
interface and it is this approach that we pursue in this paper. Image database
navigation systems, or image database browsers, are typically based on CBIR
features and arrange image thumbnails based on their mutual similarity derived
from these features. However, such an approach would require feature extraction
on the client side and hence download of the image files resulting in infeasibly
high bandwidth and computational complexity requirements.

In this paper, we show that by exploiting the fact that the image thumbnails
that Google Images returns have undergone JPEG Huffman table optimisation
coupled with our Huffman table based CBIR method from [5], these requirements
can be lowered sufficiently to allow for interactive visualisation and browsing of
image search results.

As in [5], we use the bitlength of each DC code; combining the entries from
both luminance and chrominance tables we hence have feature vectors of length
24. Similar to other image browsing methods [11,16], we perform principle com-
ponent analysis (PCA) to project these 24 features into a 2-dimensional space
where the first two principal components define the visualisation space. Fig. 3
shows the UCID dataset [22] projected onto that space and confirms that visually
images appear clustered together.

Our browsing application works as follows. Based on a keyword query, we
initiate Google Images to return images matching the query. The application
then starts downloading and analysing the header for each image thumbnail in
the results list. The extracted Huffman tables of these images are then projected
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Fig. 2. Google Images retrieval results based on the query “Eiffel Tower”

onto the PCA space which only requires a simple matrix mutliplication since we
employ the projection matrix derived from the UCID dataset to define the visu-
alisation space. In order to avoid image overlap and hence improve the browsing
experience [17], images are displayed on a regular grid of N × N cells (with
N = 7 in our current implementation). If an image falls into an empty grid cell,
we download the thumbnail and display it in the cell. If the cell already contains
an image, the image ID and co-ordinates are simply stored, in a hierarchical tree
structure, for future use.

Once an image is selected by the user, the applications “zooms in” on the
respective area of the visualisation space, hence performing a vertical browsing
operation. This will show more images that also fall into the same area of visual-
isation space as the selected thumbnail. These images are again shown in a grid
layout which now corresponds to a partitioning of the visualisation space of the
original cell in the same manner as before. To deal with images having the same
or very similar co-ordinates in PCA space (e.g. duplicates) and maximise the
use of visualisation space, a spreading algorithm is applied: if a cell is already
occupied in the zoomed in view, its neighbouring cells are searched and empty
cells filled. Once on a lower browsing layer, the user can also directly navigate
(up/down/right/left) to view the contents of neighbouring parent image cells.

At any stage, only images that are shown to the user are downloaded in full
for display purposes while for all other images only the headers are retrieved,
thus reducing the amount of bandwidth required.
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Fig. 3. PCA-visualised UCID dataset

Fig. 4. Root view of retrieved results for the query “Eiffel Tower”

Fig. 5 shows the initial view for the query “Eiffel Tower”. As can be seen, there
are several distinct clusters of images: while the left hand side shows images with
the tower far away and with large regions of sky, towards the right we see pictures
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Fig. 5. Zoomed in view of retrieved “Eiffel Tower” images

with high activity changes such as those found when zooming in closer on the
metal structure of the tower3.

Fig. 5 shows the result of zooming in on a selected image from the root view.
As we can see, the majority of images there are visually quite similar to the
selected sample image on the root layer.

As our approach requires no feature calculation, the images are efficiently
visualised “on-the-fly”, i.e. while they are being retrieved, and consequently most
of the root layer is filled very quickly. Overall, for the 420 images retrieved,
the required bandwidth was measured to be 1,175,722 bytes (which included
all associated network overheads) which represents a quite reasonable load for
today’s home broadband connections

6 Conclusions

In this paper, we have presented an approach to visualise and browse retrieval
results from Google Images. For this we exploit the fact that Google stores image

3 We also notice, towards the bottom left, an image that does not match the query
term. Since our approach merely deals with visualisation and browsing of the re-
trieved images, any inaccuracies present in Google Images search will still be present
in our application.
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thumbnails with optimised Huffman tables and employ the Huffman tables di-
rectly as image features. Images are projected onto a 2-dimensional visualisation
space using principal component analysis and our browsing application places
image thumbnails on a regular grid structure while providing hierarchical access
to larger retrieval results in an efficient and intuitive manner.
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Abstract. This paper proposes a dominant-submissive agent model on bounded 
confidence opinion dynamics under an emergency environment. In the pro-
posed model, environmental noises and opinion leaders are involved in the col-
lective opinion formation. A series of computer simulations demonstrate that 
environmental noises have a great impact on the collective opinion evolution. 
The interactions among individuals are strengthened as the variances of the en-
vironmental noises increase, and then a global group behavior emerge with a 
higher probability. On the other hand, the influence of opinion leaders on the 
collective opinion dynamics is limited. Firstly, when the fraction of opinion 
leaders is fixed in the social network, the number of agents following the opi-
nion leaders decreases as the variance of the environmental noise exceeds a cer-
tain threshold. Secondly, the number of agents following the opinion leaders 
does not change obviously as the fraction of opinion leaders increases under a 
constant noisy environment. 

Keywords: Environmental noises, Opinion leaders, Emergency, Opinion  
propagation, Bounded confidence. 

1 Introduction 

In a social system, individuals are not isolated and their opinions on a commonly 
focused incident or person are often influenced by the neighbors and various public 
media. In most normal cases, individual decisions are diverse due to distinct differ-
ences of inherent characters, such as age, characteristic, educational level, professions 
and so on, which generally causes a fragmentation of the collective opinions of a 
group of individuals. However, in many emergency cases, individuals may lack ra-
tional judgment and easily believe other individuals’ opinions, thereby, a collective 
behavior emerges in large scale. For example, people usually withdraw cash from a 
bank according to their own actual demands, but if a rumor says that the bank will go 
bankrupt, then people may draw the total money from the banks and a financial con-
fusion may occur. For another example, iodized salt is just a kind of ordinary daily 
necessities. But in March 2011, a panic buying of iodized salt was triggered by some 
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opinion leaders in many regions in China after the Fukushima Daiichi nuclear acci-
dent. These examples indicate that environmental influence and opinion leaders play 
an important role in the opinion propagation. 

Recently, the topic of opinion dynamics has been paid much attention by more and 
more interdisciplinary researchers. A wide variety of models have been developed in 
order to deal with the collective opinion evolution phenomena observed in real socie-
ties. Some studies focused on the influence of different network structures on the 
mechanism of opinion formation [1] - [6]. Some other references considered the role 
of various individuals in opinion propagation [7] - [11]. In addition, a large number of 
works investigated, under the framework of bounded confidence, the opinion evolu-
tion in a certain social network, where agents have different bounded confidence le-
vels [12] -[15]. However, few results can be found to investigate the relation between 
opinion propagation and environmental uncertainties. The aim of this paper is to con-
sider the collective opinion dynamics with opinion leaders and environmental noises, 
and provide some helpful suggestions and scenarios for public emergency solutions.  

The rest of this paper is organized as follows. Section 2 gives a detailed description 
on bounded confidence models, as well as a brief survey of some results available in 
recent years with regard to the bounded confidence model and its extensions. An ex-
tended opinion dynamics model with heterogeneous confidence levels is proposed 
based on Hegselmann and Krause model in Section 3. Section 4 presents simulation 
results, which studies the impacts of opinion leaders and environmental uncertainties 
on the opinion propagation of the proposed heterogeneous opinion dynamics. Section 
5 concludes the paper. 

2 Bounded Confidence Models 

In most real cases, agents interact only if their opinions are sufficiently close to each 
other, a situation referred to as bounded confidence (BC). Bounded confidence plays 
an important role in many social dynamics models. 

Mathematical models of opinion dynamics under bounded confidence have been 
presented independently by Deffuant and Weisbuch (DW) model [12] and by Heg-
selmann and Krause (HK) model [13] – [14]. The above mentioned two BC models 
assume that each agent is homogeneous, namely, all agents have the identical confi-
dence level and influence on other agents within the threshold of confidence lev-
el.However, due to complex physiological or psychological factors, each social agent 
may have diverse confidence level thresholds. Thus a heterogeneous bounded confi-
dence model is more appropriate for the opinion evolution with agent-dependent  
confidence levels. A heterogeneous HK model was reformulated as an interactive 
Markov chain in [16]. Both heterogeneous DW model and HK model were respec-
tively proposed for opinion dynamics with agent-based version and density-based 
version in [15] and [17]. The multi-level heterogeneous opinion formation model was 
formulated to study the influences of the fractions of heterogeneous agents, the initial 
opinions, and the group size on the collective opinion evolution in [18].The effects of 
heterogeneous confidence bounds were analyzed by a series of computer experiments. 
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The agents were classified into two classes, essential and inessential, or close-minded 
and open-minded, according to the diverse confidence levels.  

3 Dominant-Submissive Opinion Dynamics Model 

In a real social group, agents may have heterogeneous confidence levels and different 
interaction influence [19]. Some have higher confidence levels and lower influence 
while others are just the opposite for a certain issue. Thus, it is reasonable and impor-
tant to investigate how collective opinions evolve when agents have heterogeneous 
confidence thresholds and influence hierarchy. Some interesting problems need to be 
addressed. How do agents update their opinions when they communicate with opinion 
leaders under different noisy environments, especially, in public crisis and emer-
gence? What is the evolution of the final collective opinion? Do opinion leaders play 
important role in the evolution of the collective opinion? 

Motivated by these considerations, a dominant-submissive opinion dynamics mod-
el is proposed. In the model, each agent has a different confidence level, and the 
whole group is divided into two subgroups according to the influences of agents. The 
first subgroup is called opinion leaders who have comparatively complete information 
about a certain object and are hardly impacted by other agents, besides the agents 
belonging to the leader subgroup. The second subgroup is called submissive agents 
who have incomplete information on the same object and can easily adopt others’ 
opinions, especially, the opinions of leaders. For simplicity, we assume that the opi-
nion space is one dimensional, that is, there exists one bounded opinion interval such 
that every agent is initially assigned an opinion, which is denoted by a real number. 
Without loss of generality, the opinion space is the interval [0,1] . Consider a social 

group having N agents. Each agent i  at time t ( 0,1, )=   has a continuously 

varying opinion state ( ) [0,1]ix t ∈ . The initial opinion (0)ix  
obeys the uniform dis-

tribution. Each has its own opinion showing what degree of adopting or rejecting a 
certain object. The state 1 represents “agreement”, 0 represents “refusal” and the 
numbers in (0,1)  represent the fuzzy levels of opinion. The N-dimensional vector 

1( ), , ( )) ( )( N
N

Tx t x xt t R= ∈  denotes an opinion profile, which is a group opi-

nion and aggregates all the private opinions. 
Suppose that the confidence levels of agents obey an uniform distribution in [0,1] . 

The whole group is divided into two subgroups: 1N submissive agents and 

1N N− dominant agents. During the evolution of the collective opinions, at each time 

step, each submissive agent i  firstly searches his neighbors according to his own 
confidence level. If the opinion of agent j  satisfies | ( ) ( ) | i

i jx t x t ε− ≤
 

for , ,1j N=  , agent j  is called a neighbor of agent i . Then, the submissive agent 

i  updates his opinion according to the following model. 
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N a tt
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=    are the total numbers of neighbors of 

agent i in submissive agent subgroup and opinion leader subgroup, respectively. The 
parameter 0 1iα≤ < is the degree of dependence of submissive agent i on opinion 

leader. The random variable ( )i tξ is environmental noise factor at time t, and follows a 

Gauss distribution with mean 0 and standard variance
1σ . 

Furthermore, consider the opinion update of dominant agents, i.e., opinion leaders, 
who is generally influenced by two aspects. The one is other opinion leaders within its 
confidence level and the other is the global goal. The opinion leader i  updates his 
opinion according to the following model. 

 ( )
1

1
1

1
( ) ( ), ,

( )
( 1) 1 ( ) 1, ,

N

i g ij j g iL
j Ni

t t i j N
N

x t w a x t w d N
t

ξ
= +

=+ = − + + +   (2) 

where
1 1

( )( )
N

L
i ij

j N

N a tt
= +

=   is the neighbor number of agent i  at time t. The constant 

parameter 0 1d≤ ≤  represents the goal value expected by opinion leaders. gw is 

denoted an influence weight of opinion leaders on the global goal. ( )i tξ  is an envi-

ronmental noise factor and follows a Gauss distribution with mean 0 and standard 

variance 
2σ , which usually satisfies 

2 10 1σ σ< <<≤ . 

4 Simulation Results 

In this section, simulation studies are given to the proposed dominant-submissive 
opinion formation model (1) - (2). We focus mainly on the roles of environmental 
noise factor and opinion leader in the emergency management. For giving better ex-
planations in the two aspects mentioned above, we investigate the collective opinion 
dynamics according to three cases: no opinion leader, single opinion leader and mul-
tiple opinion leaders.  

The size of the considered social network is selected as 1000N = , including two 
subgroups, opinion leaders and submissive agents. In the subsequent experiments, the 
initial opinion of each agent obeys a uniform distribution between 0 and 1. The confi-
dence levels of submissive agents follow uniform distribution between 0 and 1 while 
those of opinion leaders are suppose to be larger than 0.25. Each experiment runs 100 
times Monte Caro simulations and 1000 time steps. The evolution of the collective 
opinion will be studied in comparisons with no opinion leader, single opinion leader, 
multiple opinion leaders under different environmental noises. 
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4.1 No Opinion Leader 

In this case, there is no opinion leader and all agents are submissive ones, thus each 
one updates his opinion according to the model (1). The initial opinions and the con-
fidence levels of submissive agents follow uniform distribution between 0 and 1. The 
evolution of the collective opinions is investigated under different environmental 
noises, i.e., the variance of the environmental noise changing from 0 to 0.15. To elim-
inate the effect of the initial opinions of agents on the opinion formation, it is assumed 
that agents have the same initial opinions in all experiments. 
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Fig. 1. Opinion distribution of model (1) without opinion leader. The green histogram denotes 
the distribution of the initial profile while the blue histogram denotes the final profile. (a) The 

standard variance 1σ  of environment noise is 0; (b) The standard variance  1σ  of envi-

ronment noise is 0.0001; (c) The standard variance 1σ  of environment noise is 0.05;（d）

The standard variance 1σ  of environment noise is 0.15. 

When there is not environmental noise or the noise is very small, namely, no emer-
gency case happens, the final collective opinion is fragmental due to the difference of 
the initial opinion and the diversity of the confidence levels of agents. As shown in 
Fig. 1(a), the final opinions of most of agents (over 85% of the whole group) con-
verge to the mean value 0.5 of the initial opinions and form the largest final opinion 
cluster. Simultaneously, the rest agents in the other distributions have small size. The 
result is identical to the heterogeneous HK model（see [17]）. In Fig. 1(b), when the 
environmental noise has a slight increase from 0 to 0.0001, the change of the distribu-
tion of the final profile is not obvious. However, the opinions closing to zero  
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approach to the mean values. As the environmental noises increase further, it is noted 
that all opinions approach to the mean value, however, the number of agents having 
opinions around the mean value decreases. Thus, the opinions under small environ-
mental noises are close to the center of the opinion interval; on the other hand, the 
opinions located around the mean value are splitting. As a result, multiple opinion 
clusters emerge around the mean value of the opinion interval, as shown in Fig. 1 (c) 
and Fig. 1 (d). 

The results in Fig. 1 show that the environmental uncertainty brings a high proba-
bility of group behavior, such as panic buying or crowd. Since the environmental 
noises are turning large, an agent will be impacted more easily by the other agents, 
therefore, the collective opinions seem fragmental in small noises and become inten-
sive in large noises. The extreme agents, who have lower confidence levels and ex-
treme opinions, also follow the majority of the group and change their opinions to a 
more neutral state. 
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Fig. 2. The collective opinion evolution of submissive agents and the single opinion leader. 
[0,1]fε ∈ , [0,1]fε ∈ , 0.5iα =  , 0.5gw =  , 1d = , 

1 20, 0.σ σ= = The red line denotes the 

opinion evolution of the opinion leader. The blue lines denote the opinion evolutions of sub-
missive agents. 

4.2 Single Opinion Leader 

Now let us consider the second case, where there is only one opinion leader and the 

others are submissive agents. The dependence degree on the opinion leader, iα , for 

submissive agent i is 0.5. Since the opinion leader is the only one and he will not 
communicate with other agents, so the opinion of the leader is completely decided by 
the global goal during its opinion evolution. Here, it is assumed that the final goal 

value d is 1 and the influence weight gw on the opinion leader equals 0.5. In the 

subsequent simulations, the variance values of environmental noises are respectively 
set as 0, 0.0001, 0.0005, 0.001, 0.005, 0.01, 0.02, 0.03, 0.04, 0.05, 0.06, 0.07, 0.08, 
0.09 and 0.1 for submissive agents.  
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Fig. 3. The collective opinion distributions of submissive agents and the single opinion leader. 
[0,1]fε ∈ , [0,1]fε ∈ , 0.5iα =  , 0.5gw =  , 1d = , 

1 20, 0.σ σ= =  The green histogram 

denotes the initial distribution of the submissive agents. The blue histogram denotes the final 
distribution of the submissive agents. (a) 

1 20, 0σ σ= = ; (b)
1 20.001, 0.0001σ σ= = ; (c) 

1 20.03, 0.003σ σ= = ; (d) 
1 20.1, 0.01σ σ= = . 

Comparing with case without opinion leader, the evolution of the collective opi-
nion has an obvious difference when there is one opinion leader in the social network. 
The phenomenon that the final opinion cluster locates around the mean value of the 
opinion interval in the no leader case disappears. Now three final opinion clusters for 
most agents form. The cluster closing to 1 has the largest size, which is influenced by 
the opinion leader. Another final opinion cluster with a larger size approaches to 0. 
There are some clusters with different size distributed between the two large final 
clusters and most of them are also close to the opinion leader. When there is no envi-
ronmental uncertainty, 482 submissive agents are influenced by the opinion leader 
and 170 submissive ones have opinions ranging from 0.8 to 0.9. Additionally, there 
are nearly 400 submissive agents having opinions closing to 0. As the variance of the 
environmental noise increases from 0 to 0.03, as shown in Fig. 3 (a), (b) and (c), the 
opinion leader has a stronger influence on the submissive agents. On the one hand, 
some agents having opinions between 0.8 and 0.9 under zero noise are attracted to 1 
by the opinion leader as the noises increase. On the other hand, those individuals 
holding opinions around 0 are gradually diverging in the opinion interval and  
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inclining towards 1. However, it is noticed that the influence of the opinion leader 
starts to decline when the variance of the environmental noise increase after 0.03. The 
number of the submissive agents approaching to the opinion leader decreases from 
530 to 286 while the variance of the environmental noise increase from 0.03 to 0.1, as 
shown in Fig. 3 (c) and (d). On the contrary, the number of the submissive agents 
having opinions near 0 decreases firstly and increase lately as the variance of the en-
vironmental noise increases. 

As a result, the role of the single opinion leader has different effects under different 
environment noises. When the environmental noise is large enough so that the sub-
missive agents cannot identify the single opinion leader, they are difficult to make a 
rational judgment, e.g., right and wrong and more opinion clusters emerge.  

4.3 Multiple Opinion Leaders 

In the third case, assume that there are 50 opinion leaders in the social network with 
size 1000N = . The final goal value d equals 1, and its influence weight 

gw on the 

opinion leader equals 0.5. In the subsequent simulations, the variance of the environ-
mental noise is respectively set as 0, 0.0001, 0.0005, 0.001, 0.005，0.01，0.02, 0.03, 
0.04, 0.05, 0.06, 0.07, 0.08, 0.09 and 0.1 for the submissive agents, and the variance 
of the environmental noise is one-tenth of that of the submissive agents for the opi-
nion leaders. 

From Fig. 4, it is interesting to find that, as the number of opinion leader changes 
from 1 to 50, the influence on the submissive agents becomes stronger under a con-
stant noisy environment. For example, under a zero environment noise, the number of 
agents following the opinion leaders increases from 482 to 588. The whole evolution 
of the collective opinions is similar with that of the single opinion leader as the envi-
ronmental noise changes. The influence of the opinion leaders on the submissive 
agents is strong at the initial period and then becomes weak after a noise threshold. 
Similarly, the number of agents having opinions close to 0 decrease firstly and in-
crease later. At the same time, the final collective opinions become more fragmental. 

 

 

 

 

 

Fig. 4. The number distribution of the submissive agents under different noisy environments. 
Each line denotes the evolution of the opinions near the state given on the right-side. 
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5 Conclusion 

In this paper, a dominant-submissive agent-based model was proposed to investigate 
the opinion dynamics under the bounded confidence. Two factors, the environment 
noise and the opinion leaders, were considered in the collective opinion formation. 
Simulation results were provided to analyze the impacts of the two factors on the 
evolution of the collective opinions. On the one hand, as the variance of the environ-
mental noise increases, though the agents become more open-minded, but they are 
changing opinions with a larger randomness. Thus, it is difficult to form a global con-
sensus or polarization. On the other hand, the opinion leaders can make a nontrivial 
contribution to guild the submissive agents below a certain noise threshold, but once 
the environment noise turns large enough, the opinion leaders have weaker influence 
on the submissive agents. Our results show that there are close relations between the 
environment noise and the opinion leaders in the collective opinion dynamics. The 
two factors should be treated prudently in public crisis to avoid the emergence of a 
harmful global behavior. 
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Abstract. Subjectivity analysis investigates attitudes, feelings, and ex-
pressed opinions about products, services, topics, or issues. As the ba-
sic task, it classifies a text as subjective or objective. While subjective
text expresses opinions about an object or issue using sentiment expres-
sions, objective text describes an object or issue considering their facts.
The presence of sentiment terms such as adjectives, nouns and adverbs
in products reviews usually implicates their subjectivity, but for com-
ments about social issues, it is more complicated and sentiment phrases
and patterns are more common and descriptive. This paper proposes a
lexical-syntactical structure for subjective patterns for subjectivity anal-
ysis in social domains. It is employed and evaluated for subjectivity and
sentiment classification at the sentence level. The proposed method out-
performs some similar works. Moreover, its reasonable F-measure im-
plicates its usability in applications like sentiment summarization and
opinion question answering.

Keywords: Sentiment analysis, Subjectivity analysis, Subjectivity clas-
sification, Subjective pattern.

1 Introduction

Nowadays government, organizations, and research centers who are responsible
for providing solutions for social, political, economical, and cultural problems,
are looking for the attitudes and feelings of the public. It helps them to make
right decisions that have less side affects on the social life as well as satisfy more
people.

From sentiment perspective, facts and opinions are two kinds of textual in-
formation. Facts are objective statements about products and services as well
as their features. Opinions are subjective expressions that describe feelings, at-
titudes, appraisals, ideas, judges, and beliefs expressed about products, services,
their features, and also topics and issues. Opinions are expressed in various tex-
tual formats such as articles, blog posts, reviews, comments, forums, and tweets
as well as web pages designed specifically for voting and opinions such as De-
bate.org and ProCon.org.
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Sentiment analysis or opinion mining is an interdisciplinary field that crosses
natural language processing, artificial intelligence, and text mining. It has
emerged as a subfield of text mining because it analyzes opinions and most
opinions are expressed in the text format[2]. Classifying the text as subjective
or objective and the text orientation as positive or negative are two basic tasks
of sentiment analysis. It is used in various applications from the domains of
shopping, marketing, entertainment, education, politics, and social[2,10,6,4].

People express their opinions not only about the products and services, but
also about various topics and issues especially those that have influences on their
social lifes. A social issue is an issue that relates to people’s personal lives and
interactions. Public opinions about social issues are used to make decisions that
satisfy people’s right as well as to bias the public attitudes and opinions. It is
statistically proven that products and social issues are different from sentiment
perspective[7].

Sentiment analysis is highly domain and context dependent because it benefits
from the sentiments of words that depend on not only the domain, but also the
context. Context means the combination of various terms as well as the lexical
and syntactical structure of sentence. For example, while we expect positive
sentiment for “lenient” and negative sentiment for its antonym “strict”, but both
make negative sentiments in “too lenient” and “too strict” about punishment.
Therefore, the roles of domain and context have to be considered in applied
techniques for sentiment analysis. This paper focuses on the lexical-syntactical
patterns for subjectivity analysis at the sentence level.

The rest of paper is organized as follows. Section 2 explains the subjectivity
analysis as well as some previous works. Section 3 introduces a method based on
the lexical-syntactical patterns for subjectivity analysis at the sentence level in
social domains. In Section 4, we present the evaluation results of our proposed
method. In Section 5, we conclude this paper by summarizing the results and
provide some future directions.

2 Subjectivity Analysis

From philosophical perspective, subjectivity refers to the subject’s perspective,
feelings, beliefs, and desires. It usually contrasts with objectivity[14]. In senti-
ment analysis, private state is described as a general covering term for
subjectivity[17].

Subjectivity analysis investigates the presence of opinions in a given text.It
consists three primitive tasks: recognizing the subjective clues, finding their re-
latedness to the opinion target, and classifying the text as subjective or objective.
The third task is specifically called subjectivity classification that is distinct than
sentiment classification[16,11,19].

Subjectivity analysis is performed at the levels of document, sentence, phrase,
and word. Word sentiment extraction can be interpreted as subjectivity classifi-
cation at the word level that determines the sentiment of word[5,18]. Subjectivity
analysis at the sentence level is useful for subjectivity and sentiment classification
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at the sentence and document level[9], opinion question answering[21], document
opinion summarization[11], and information extraction[13].

Most approaches for subjectivity analysis are based on machine learning tech-
niques, which employ lexical features such as adjective, adverbs, nouns, and verbs
that have sentiment[19,12,21,1,10]. The combination of opinion terms with other
lexical or syntactical information makes subjectivity patterns. While they are do-
main dependent, but there are common patterns for each domain that people
employ to express their opinions. We propose a method for subjectivity classifi-
cation at the sentence level using subjective patterns.

A sentence may contain some sentiment words but it necessarily does not
even express any opinion or its opinions are about another issue rather than
the particular opinion target. It means that a sentence may be generally sub-
jective but be objective about a particular opinion target. We are looking for
the opinions regarding the particular opinion target. Therefore, we categorize a
subjective sentence that is not subjective regarding that target as objective(See
Figure 1) From sentiment perspective, a related subjective sentence to social
issue is categorized as for, neutral, or against.

(a) General subjectivity hierarchy (b) Our subjectivity hierarchy

Fig. 1. Sentence subjectivity hierarchies (general and topic-related)

2.1 Previous Works

Sentence similarity and Naive Bayes classifier have been used to separate the
facts from opinions in an opinion question answering application[21]. Pang and
Lee[11] benefit from the minimum cut algorithm to select subjective sentences
from text. Riloff et al.[13] employ a rule-based classifier to extract the sub-
jectivity clues for train the pattern extraction. Then, a Naive Bayes classifier
categorizes the sentence as subjective or objective in the sake of performance
improvement of information extraction.

Wilson et al.[20] have used a supervised machine learning technique for sen-
tence subjectivity classification considering four strength levels: neutral, low,
medium, and high. Barbosa and Feng[1] employ sentiment features as well as
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tweet specific features such as positive polarity, link, strong subjective, upper
case and verbs for subjectivity classification.

Wiebe and Mihalcea[18] have studied the associations between sentence sub-
jectivity and word senses through some empirical evidences. Probabilistic clas-
sifier has been employed for sentence subjectivity classification[17]. Conrad et
al.[3] have focused on detecting and labeling arguing subjectivity at the sentence
level.

3 Lexical-Syntactical Subjective Patterns

People usually express their opinions using common patterns consisting a set of
opinion and non opinion words(See Table 1). For example, “please” is very com-
mon to ask for something politely. A pattern is subjective when it has sentiment
or is used to express opinion.

Table 1. Examples of opinion words

Type Examples

Opinion Term good, excellent, bad, wrong, true,...

Verb

Opinion Verb like, agree, hate, believe, think,...

To-Be am, is, are, was, were, ...

Modal can, must, should, shall, have to, has to, ...

Negation Clue not, none, no, never,...

Subjective patterns usually have common terms. We employ the Part Of
Speech (POS) tags to generalize them. For example, “am nervous”, “is wrong”,
and “are great” are generalized to the lexical-syntactical pattern, “VB{To-Be
verbs} + JJ{opinion adjective}”. Table 2 shows some subjective sentences in
which opinion expressions are underlined. Almost all of them follow some com-
mon subjective patterns.

3.1 Subjective Pattern Structure

Subjective pattern is a sequence of words which either have sentiments or impact
the sentiment of the sentence. We define a structure using POS tags as well as
lexical terms for subjective pattern. Suppose PT = [POS]{term} shows a pattern
term, that means a term with the specified POS tag. In most cases, the term is
selected from a list of words. For example, JJ{legal, illegal, wrong, murder} is a
pattern that represents an adjective from the provided list. Subjective pattern is
defined as a sequence of pattern terms(Eq. 1). For example, VBZ{is} JJ{legal,
illegal, wrong, murder} is a subjective pattern.

SP ( Subjective Pattern ) := {PT1 PT2 PT3 ...} (1)
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Table 2. Samples from three data-sets

# Review/Comment

1 Abortion IS Murder!

2 I hope I dont offend anyone, but anyone who aborts a child (even the doctor
who did it) should be arrested!

3 A woman has the right to decide what to do with her body.

4 Also, I don’t believe life starts at conception.

5 I’m in agreement with you.

6 If you believe abortion is wrong, don’t have one.

7 It is not murder I don’t believe because a fetus IS NOT a baby.

PTi represents a pattern term. Table 3 shows some samples of subjective pat-
terns. The list of subjective patterns is manually extracted from a portion of
comments from the data-set. For example, “I agree”, “I hate”, “I like”, “I be-
lieve”, “I think”, and “I guess” result the pattern “I VB{opinion verbs}”.

Table 3. Some samples of subjective patterns

# Pattern Examples

1 VBZ{is} JJ{legal,illegal,wrong,murder} is wrong, is illegal

2 NN{baby,fetus,woman,child} has right baby has right, woman has right

3 PRP{I,she,we,he,it}
MD{can,could,must,should}

We must, she should

4 PRP{I,we} VB{hate,agree,disagree,love} I hate , we love

Existence of a subjective pattern does not necessarily implicate any opinion
regarding the social issue. We classify a sentence as subjective when at least one
of its subjective patterns is related to the social issue. For example, Sentence #5
from Table 2 is classified as objective regarding “abortion” because there is no
evidence of “abortion”, but it is generally subjective.

We define a list of representative terms for the social issue (as opinion target).
For example, “abortion”, “pro-choice”, “pro-life”, “pro-abortion”, and “abort”
are defined as representative terms for “abortion”. A sentence is related to the
social issue when it refers to at least one of its representative terms.
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3.2 Implementation

We have implemented a system consists of five components: preprocess, pattern
extraction, relatedness analysis, subjectivity classification, and sentiment classi-
fication(Fig. 2). The preprocess component removes useless characters such as
additional spaces and replaces the abbreviations with the corresponding phrases.

Fig. 2. A general architecture for proposed architecture

The pattern extraction component recognizes and extracts subjective pat-
terns. Relatedness analysis searches the relatedness between the sentence and
the social issue. Subjectivity classification component uses the extracted subjec-
tive patterns and the relatedness to classify a sentence as subjective or objective.
Sentiment classification computes the sentiment of related subjective patterns
regarding the social issue and categorizes the sentence as for, neutral, or against.
We define sentiment polarity and strength for each subjective pattern.

Let S = {SP1, SP2, ..., SPn} represents a subjective sentence. SPi represents
a related subjective pattern. The sum of sentiment values of subjective patterns
is assigned to the sentiment of the sentence (SS in Eq. 2).

SS :=
∑
i

SSPi, (2)

SSPi represents the sentiment of ith subjective pattern. If the calculated senti-
ment of a subjective sentence is positive, it is classified as for, if equals to zero,
it is classified as neutral, otherwise it is classified as against. The sentiment of a
document is the cumulative of sentiments of its sentences.

Opinion terms and verbs are the lexical inputs of subjective patterns. For
example, all adjectives in NP is ADJ{wrong, right, legal} have sentiments. There-
fore, opinion adjectives, verbs, adverbs, and nouns are needed. We use two dictio-
naries of 14320 opinion terms and 3231 opinion verbs, which are enriched version
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of our previous opinion dictionaries[8]. The sentiment polarity and strength of
each opinion term are defined in the dictionary. The sentiment strength can be
-2, -1, 1, or 2. {murder, negative, -2} is an example of opinion terms.

The dictionary of opinion verbs consists 3231 verbs gathered from various on-
line dictionaries includes Dictionary.com and TheFreeDictionary.com. The root,
3th person, gerund, past simple, past participle, transitivity, sentiment polarity,
and sentiment strength of opinion verbs are defined in the dictionary. {terrify,
terrifies, terrifying, terrified, terrified, transitive, negative, -2} is a record in dic-
tionary of opinion verbs.

4 Experimental Evaluation

For this study, we have collected 1125 comments about abortion under the
controversial news, questions, and votes from CNN, NY-Times, Debate.org, Pro-
Con.org, SodaHead.com, Yahoo Answers, and Ask.com. We have split the com-
ments into their sentences and then manually labeled each sentence as subjective
or objective considering “abortion” as the social issue(See Table 4 for statistics).
At the next level, we have labeled each subjective sentence as for, neutral, or
against considering its sentiment polarity.

Table 4. Dataset summary statistics

Subjectivity polarity Number of Sentences

Objective 697

Subjective Unrelated 406

Strong subjective ( for , against ) ( 427 , 656 )

Subjective neutral 140

Weak subjective ( for , against ) ( 484 , 585 )

Total 3395

We have considered the explicit subjective sentence as strong and the implicit
subjective sentence as weak. More than 46% of subjective sentences are weak
that follows the argument that the rate of implicit opinions compare to explicit
ones in social domains is higher than the products[7]. We manually extracted
668 subjective expressions from 100 comments and then defined 228 covering
subjective patterns.

We have implemented our pattern-based method as well as the Bag Of Word
(BOW) approach for subjectivity and sentiment classification. In the BOW ap-
proach, the presence of only one opinion term or subjective expression in a
sentence is considered as a clue for subjectivity.

We have measured the performance of our method for subjectivity classifica-
tion on the whole data-set using the standard precision, recall, F-measure, and
accuracy(See Table 5). The F-measure scores of 83.86% and 92.43% indicate a
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good overall performance. The accuracy of our method on strong opinions is
higher than the reported accuracy by [17], while for the weak subjective sen-
tences the results are close.

Table 5. Performance measures of our subjectivity classification and Others

Approach Data Strength Precision Recall F-Measure Accuracy

BOW abortion general 71.36% 93.28% 80.86% 70.19%

Our abortion general 81.56% 86.30% 83.86% 80.15%

Our abortion strong 91.25% 93.64% 92.43% 87.46%

Our abortion weak 77.10% 83.47% 80.16% 71.81%

Wiebe et al.[17] Treebank strong – – – 81.5%

Wiebe et al.[17] Treebank weak – – – 72.17%

Table 6 shows the comparison of our proposed method with the Naive Bayes
classifier employed by Yu et al.[21] as well as high precision classifier employed
by Wiebe et al.[19]. The overall F-measure score of our method is slightly higher
than others while the precision of [19] and recall of [21] are higher than ours.

Table 6. Performance comparison of our method vs others

Method Sentiment Precision Recall F-Measure

Our Method
Subjective 81.56% 86.30% 80.15%

Objective 63.40% 54.26% 58.47%

Wiebe et al.[19]
Subjective 91.7% 30.9% 46.2%

Objective 83% 32.8% 47.1%

Yu et al.[21]
Opinion 69% 91% 78.48%

Fact 43% 15% 22.24%

We have measured the performance of our method on sentiment classification
at the sentence and document levels (See Table 7). Our method’s performance
at the document level is higher than the sentence level because each document
usually contains subjective sentences with similar subjectivity and sentiment
polarity. Our method’s accuracy at the document level is slightly higher than
the accuracy of a supervised technique used by [15].

We have to notice that the accuracy of our method in social domain is even
higher than some previous works on products such as 62.5% on car models[6]
and 66% on movies[16], while it has been statistically proven that the sentiment
analysis of social issues is harder than products[7].
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Table 7. Performance measures of our sentiment polarity classification

Approach Level Precision Recall F-Measure Accuracy

BOW sentence 48.62% 53.74% 51.05% 42.03%

Our approach sentence 74.63% 80.15% 77.29% 68.45%

Our approach strong sentences 76.32% 82.96% 79.50% 73.34%

BOW document 49.85% 56.02% 52.76% 47.65%

Our approach document 74.97% 81.30% 78.01% 69.23%

Somasundaran[15] document - - - 62.5%

5 Conclusion

Subjectivity analysis investigates the presence of opinions in the text. In this
paper, we focused on subjectivity analysis of social issues at the sentence level
based on the idea that in social domains, people use common patterns to express
their opinions. We defined a lexical-syntactical structure for subjective patterns
using the lexical knowledge as well as POS tags.

The experiments shows that our method has a good performance on subjectiv-
ity and sentiment classification at the sentence level considering the fact that a
general subjective sentence may not be subjective regarding the particular social
issue (as opinion target). The overall recall and F-measure of our methods shows
its usability in some applications of sentiment analysis such as opinion question
answering and opinion-oriented text summarization. Some of our performances’
values are slightly higher the similar works.

In the future works, we plan to work on how to define subjective patterns
that cover more opinions. We will also work on the implicit opinions because the
extraction of subjective patterns and their relatedness to the opinion target are
more complicated than the explicit ones. Finally, we will evaluate our method
in a sentiment-based application such as document summarization.
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We Use Constrain the Way We Retrieve
Word Meanings?
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Abstract. We examined the possible implication of two different tech-
nological tools, the touch screen and the keyboard, on cross-modal in-
teraction in writing. To do this, we revisit experiments (e.g. [1]) that
investigated the recovery of spatial iconicity in semantic judgment and
applied them in writing to dictation. In the present experiment partici-
pants had to type or to handwrite on a touchscreen, in the upper part
or in the lower part of the screen, words whose referents are typically
associated with the top or the bottom part of space. In this way con-
gruent (e.g. cloud at the top of the screen) or incongruent (e.g. cloud at
the bottom of the screen) conditions were created. The hypothesis was
that incongruent conditions give rise to a delay in starting to write more
pronounced for touch screen session than for the keyboard one. Results
are discussed in terms of embodied cognition theory.

1 Introduction

Do technologies shape cognition, and/or do the way people use and interact with
technologies affect their performance in cognitive tasks? The response to both
questions are clearly positive if we consider broad levels of analyses (e.g. [2]),
but empirical evidence is still lacking for more focused, fine-grained analyses of
specific tasks. In this paper we report a study aimed at investigating whether
technologically mediated linguistic performance reflects cross-modal interaction
and whether it is modulated by the technology used. To do so we will focus on
some effects that have been motivated by the embodied approach to cognition.

Accounts of embodied cognition propose that perceptual and motor aspects
of a word meaning are intimately related, and this may have implication for
language processing as well as for language representation. Specifically, the view
that language is closely linked to perceptual and motor representations allows
postulating that perceptual and motor aspects of meaning are activated during
language processing and may thus interact with the actual processing of the lin-
guistic message. To illustrate, recognizing a word or a sentence would require the
re-enactment of the perceptual and motor-related processing performed during
actual learning and everyday experiences with the concept the word refers to
(see, among others, [1, 3–5]).

T. Yoshida et al. (Eds.): AMT 2013, LNCS 8210, pp. 251–257, 2013.
c© Springer International Publishing Switzerland 2013
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Several studies have been performed to test the embodied view of language
processing. In particular, several experiments have shown systematic effects due
to (a) perceptual factors such as concepts typical position and the actual position
of the stimulus word on the screen such that congruent trials (e.g. the word cloud
presented on the top of the screen) are responded to faster that incongruent trials
(e.g. the word cloud presented at the bottom of the screen) (see, e.g. [1]); (b)
response direction, such that the direction of the response with respect to a
persons body interacts with the sentence the person is exposed to. This is best
exemplified by the actionsentence compatibility effect (ACE) [6]: when a sentence
implies action in one direction (e.g., Close the window) and participants move
their hand in the same direction (i.e. away from the body) to respond responses
are faster than in the condition in which the sentence meaning and the direction
of the response are incongruent; (c) response position, such that congruency
between the directionality of an action implied by a verb and the location of the
response key with respect to the body speed up response time [7].

While accounts of these results have been offered that did not make reference
to the embodied approach (e.g. [7, 8]) the pattern show a congruency effect
between the meaning of the words and the locations of the stimuli on the screen.
Most of the studies have focused on reading (and comprehension) while only
few have addressed writing (and production). Among the latter, Jasmine and
Casasanto (2012) have reported the QWERTY effect, named after the disposition
of the keys on the keyboard [9]. Some words are spelled with more letters on the
right side of the keyboard and others with more letters on the left side, and the
authors found a relationship between the emotional valence of the words and
key position so that words with more letters on the right were rated as more
positive than words with more letters on the left. Interestingly, the effect was
stronger for more recently coined words.

In this study we report an experiment in which we investigated whether the
interaction between perception and language reported by [1] would emerge in
writing. Furthermore, we investigated whether the technical device used for writ-
ing modulates the participants performance. Specifically, we used both a touch
screen and a keyboard, on the assumption that the use of the pen on the touch
screen would favor the asymmetry between congruent and incongruent location
effect while the keyboard would be less prone to let the effect to emerge.

2 The Study

2.1 Method

Participants. Twenty-four Italian native speakers (mean age = 23), students
and researchers of the University of Trento, Italy, were recruited for free partici-
pations or for course credits. In a brief pre-experimental sessions each participant
completed a short questionnaire about his/her habits of writing with pen, key-
board and touch screen in order to expunge participants unfamiliar with any of
these devices.
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Procedure. A set of 40 Italian words referring to animals and 40 referring
to objects were selected. In each category, half of the concepts had a typical
location at the top (i.e. eagle, sky) and a half at the bottom (i.e. mouse, carpet)
of space. All 80 words were vocally registered with Cool Edit Pro 2.0 reducing
rumor and hiss and controlling the length of the silence at the beginning and
at the end of each word (120 ms). The experimental procedure consisted of
two writing conditions performed in succession by each participant. In the first
condition, participants had to manually write with a pen on a touch screen (LG
FLATRON T1910); in the second condition, participants had to write with the
keyboard with the support of the same screen used as a normal computer screen.

All of the 80 words were automatically dictated by the computer in each
condition. The procedure of stimulus presentation and the collection of data
(reaction time) in both conditions were done using E-Prime 1.1.4.1, with a similar
configuration of the visual cues presented on the screen to make them comparable
as much as possible. Specifically, in each writing condition, at the end of each
word dictated by the software, a visual cue, precisely a line, was presented at a
fixed point at the top or at the bottom of the touch screen where participants
have to directly handwrite the stimulus, or to type the word they heard. The line
where the words have to be written, in both conditions, appeared at the middle
of the audio file of the presented word. (See Fig. 1 for a schematic pattern of the
experiment).

Each word was presented twice so that one time it was written at the top
and one time at the bottom of the screen for each writing condition (pen vs.
keyboard) for a total of 160 stimuli divided into four blocks per condition. In
this way, a congruent (i.e. eagle at the top of the screen) and an incongruent (i.e.
eagle at the bottom of the screen) condition was devised. Words presentation
was random for each block and for each participant with the only constraint that
the same word did not appear in the same block or in consecutive blocks.

The difference between the procedures of the two conditions consisted in the
input system of writing. For the handwriting condition, the experimenter fixed
the screen in a sloping position in order to facilitate writing on the screen and
to prevent fatigue of the arm. During the experiment, the participant had to
position the pen at the center of the screen, on a specified fixed point. When the
software recorded the position of the pen, the audio of the word started. In this
way we are able to control the position of the participant for every trial. Then,
when the participant finished writing, he/she had to return to the central point
to stop the current trial and to begin the next.

During the keyboard session, the screen was positioned vertically and the
keyboard in front of the participant. To build a graphical design similar to the
handwriting condition, in the middle of the screen were put a fixation point
that the participant had to fix before starting to write. Furthermore, to control
the position of the hands and to avoid that they were put on the letters of the
keyboard, the participants were instructed to put the hands on the space bar
and to keep it pressed. This input activated the audio of the word and, once the
line appeared on the screen, the participants had to release the bar and write the
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corresponding word. The end of the trial coincided with the press of the enter
key and then the return to the bar space to hear the next word.

Participants were instructed to be fast an accurate. Reaction time from the
presentation of the to-be-written-on line to the beginning of writing was reg-
istered and collected. At the beginning of each condition, a brief training was
administered that contained, unlike the experiment, some comprehension ques-
tions to verify access to the meaning of the dictated words. The stimuli were
seven words, without any specific reference to the top or to the bottom of the
space. Associated with three of these words we used three simple yes-no ques-
tions (is it an object?, is it an animal?, has it the wings?) that the participant
answered orally, for handwriting condition, and pressing the corresponding keys,
for the keyboard condition. Erroneous responses were very few (. 17), confirming
access to semantics in this condition.

Fig. 1. A schematic pattern of the experimental design

Results. Response times (RTs) shorter than 250 ms and longer than 2000 ms
(3and errors (0,13RTs for correct responses are plotted in Figure 2, separately
for touch screen and keyboard, as a function of the condition (congruent vs.
incongruent) and block (1 to 4). A repeated measure ANOVA with device (touch
screen and keyboard) and location congruency (congruent and incongruent) was
run on the RTs. The effect of the device is significant (F1 (1,79) = 6.91, F2 (1,23)
= 4.86), with responses via keyboard being faster than response via touch screen.
The effect of the location congruency is not significant (Fs ¡ 1): independently
from the writing device, words written in a congruent or in an incongruent
location were equally fast.

A piecewise linear model shows that there is an effect of block, indicating a
learning curve which is modulated by the writing device: for the touch screen
performance is increasing continuously across blocks while for the keyboard, after
an increased from block 1 to block 2 there is no further increase from block 2 to
block 4 (paired ttest: t (23) = 3.44, p¡.002).
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Fig. 2. Plot of the response times means along the four experimental blocks

3 Discussion

Two main findings emerge from the study. First, the expected difference between
the two conditions of writing emerges, confirming the hypothesis of a different
modulation of performances as a function of the device used. Such difference
may be attributed to the fact that the pen and the keyboard allow for idiosyn-
cratic movements and correlated differences in the time writing is initiated and
deployed. This is true in general, and in our experimental setting in particular,
as in the touch screen condition participants had to move the hand from the
central point to the indicated line while, in the keyboard condition, they had to
move the hand(s), and the finger(s), from the bar space to the key corresponding
to the first letter of the stimulus words.

Thus, the difference between the two different writing modalities may be as-
cribed to the different manual skills involved in each. Mangen and Velay (2010)
point out that in handwriting we use only one hand and we are the maker of the
shape of the letters but the keyboard involves both the hands without grapho-
motor movements implicated [10].

Another difference regards visual attention that is focused on one point in
handwriting, whereas writing trough the keyboard split visual attention focused
on the screen - and the haptic input focused on the keys.
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It is plausible to hypothesize that these manual variances have different cog-
nitive consequences. Several studies show that memory for figures, alphabetic
characters, and pseudo-characters are improved thanks to previous handwriting
experiences, given the directed experimentation of the shape of the proposed
stimuli in comparison with both the previous keyboard or the sole visual expe-
riences [11–13].

Furthermore, different cerebral structures mediating performance in the two
writing modalities, and their links with other linguistic process - for example
reading have been identified (e.g. [14, 15]).

These theoretical proposals can be seen in connection with the embodied
cognition approach, as they assume that the perceptual mechanisms involved in
language are bounded with motor actions, here the action of writing.

The second finding from the study regards the issue of spatial iconicity in
writing. Our attempt to replicate in writing the results reported by, e.g. [1],
was not successful. Our prediction that the congruency between the location
of stimuli and the typical position of the corresponding referent would generate
faster response times compared to incongruent condition is not supported by the
data. This was not true even for the touch screen condition, the condition we
thought was more likely to yield the effect because of the fewer constraints on
movements and the greater overlap between meaning and movement. However,
the results of the presented study show no difference between congruent and
incongruent condition in either the devices.

This pattern suggests either that in linguistic production there is not a re-
covery of spatial iconicity of the produced words, irrespective of the writing tool
or that structural constraints of the experiments, such as timing, may have pre-
vented the effect to emerge. Further data are needed to disentangle this result.

An interesting, and unexpected, finding is the dissociation between the learn-
ing curve of the two writing conditions, with a continuous improvement in the
touch screen condition but a flat performance after block 2 in the keyboard
condition. This pattern may reflect a floor constraint for the latter condition,
such that the planning and execution of the writing performance have reached
maximum speed by the end of the first block. An alternative, not necessarily in-
consistent, account would allow for the fine-grade adjustment for the trajectory
movement in reaching the indicated line in the touch screen condition, adjust-
ment that requires time to reach the optimal standard.

To conclude, we did not find a spatial congruity effect in writing in neither of
the two devices used, the touch screen and the keyboard, in spite of significant
time differences in performing the task in the two conditions, which may have
allowed detection of the effect either at an early or a late onset. Interestingly, the
speed to perform the task across the experiment varied markedly as a function
of the devised used, with increased speed up to the last block for the touch-
screen condition but an increase between the first and second block only for the
keyboard condition.
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Abstract. This study aimed to develop a novel treatment method for tinnitus us-
ing phase-shift sound stimulation. We performed physical audio signal 
processing to create simulated sound stimuli resembling subjective tinnitus. The 
preliminary study utilized two tinnitus models representing different origins of 
tinnitus, and in each model the simulated tinnitus sound was presented simulta-
neously with a phase-shifted sound. We then measured audio brainstem  
response wave latencies; wave latency prolongation served as an evaluation in-
dex. The main study involved subjects with tinnitus but no underlying disease. 
To modulate the perception of tinnitus, an oscillator was used to identify tinni-
tus frequency and produce sound output that was then phase shifted. Prelimi-
nary study results indicated that excitation of the nerve impulse by an additional 
sound can modulate coding of preceding tinnitus information in the auditory 
brainstem. The experimental study demonstrated the reproducibility of time de-
lays. Both results suggest the clinical usefulness of this treatment method.  

Keywords: Phase-shifted sound, simulated tinnitus sound, auditory brainstem 
response. 

1 Introduction 

In Japan, approximately 10% to 20% of the population currently has tinnitus, and over 
5% of them, including many with refractory tinnitus, have reported that tinnitus ad-
versely affects their daily lives. Between 80% to 90% of patients treated at a hospital 
for tinnitus are reported to have some form of underlying hearing loss. For people 
whose tinnitus is caused by an underlying disease, the disease should be treated first. 
Many tinnitus cases are refractory because the underlying disease is refractory, of 
unknown origin, or accompanied by a psychological disorder such as stress. However, 
in some patients, tinnitus can persist even after the underlying disease has been suc-
cessfully treated. Today, few effective treatments are available despite numerous 
ongoing studies investigating new or modified treatment methods. Moreover, many 
remedies for tinnitus are supported by little or no medical evidence. 
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2 The Nature of Tinnitus and Its Treatment 

2.1 Clinical Definition 

Tinnitus is defined as the perception of sound in the absence of external sound 
sources. Because acute tinnitus is the only symptom of sudden sensorineural hearing 
loss, if acute tinnitus develops, an early consultation with an otorhinolaryngologist is 
recommended. In Japan, tinnitus is commonly known as miminari, although jimei is 
the official medical term. 

2.2 Acute and Chronic Tinnitus 

Acute tinnitus is the sudden onset of sound in the ears and is often accompanied by 
sensorineural hearing loss. It is mostly transient and caused by acoustic trauma due to 
long exposure to loud noise or it is caused by sudden hearing loss due to various med-
ical conditions. As generally defined, chronic tinnitus is tinnitus lasting more than 
three months after failed treatment of the acute symptom. Underlying diseases include 
inner ear injuries, acoustic trauma, Ménière's disease, cerebrovascular disease, cervic-
al degenerative disc, temporomandibular joint disorder, diabetes, hypertension, and 
abnormal lipid metabolism. 

2.3 Treatment Methods 

Although the primary disease must be treated first, during the acute phase tinnitus can 
be successfully treated by therapy to improve blood circulation using, for example, 
steroid administration, intravenous infusion, or hyperbaric oxygen therapy. If the 
underlying disease is refractory or if tinnitus persists after successful treatment of the 
underlying disease, a determination is made whether drug therapy, cerebrovascular 
circulation treatment, physical and psychological therapy, acupuncture and/or mox-
ibustion treatment is indicated. 

The new method described in this study is similar to tinnitus masker therapy and 
tinnitus retraining therapy (TRT). Tinnitus masker therapy uses audiometry to deter-
mine the frequency band of the tinnitus sound and then a sound resembling the pa-
tient’s tinnitus is used as a stimulus to mask the tinnitus. The actual masking effect 
lasts only as long as the therapy session, but because the cochlear nerve is fatigued, 
tinnitus can improve after the therapy session. 

In TRT, individuals with tinnitus are trained to perceive tinnitus as an environmen-
tal sound that reaches the brain as auditory information, yet stays below the conscious 
level. TRT utilizes an inoffensive slight noise as a stimulus for a predetermined time 
period to help them expand their consciousness [1]. TRT does not mask the tinnitus as 
in tinnitus masker therapy. 

Against this background, in this study, we performed physical audio signal 
processing to investigate whether simple and non-invasive forms of sound energy can 
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be used to objectively assess tinnitus and improve a patient’s perception of it [2]. We 
designed this method to mask tinnitus physiologically rather than conventionally as in 
tinnitus masker therapy. Our method might also reduce or mask tinnitus more effec-
tively than TRT. Individuals with a primary complaint of tinnitus but no known un-
derlying disease served as subjects in this study. 

3 Experimental Methods 

3.1 Development of Two Tinnitus Models 

Reference and Phase-Shifted Sound Combination in the Cochlea of the Inner 
Ear. A bone conduction receiver was placed behind the ear, and the cochlea directly 
stimulated by a reference sound via the ear bone. This intracochlear tinnitus model 
was based on the hypothesis that tinnitus is induced by abnormal excitation of the 
sensory hair cells in the cochlea [3]. The reference sound was then phase shifted, and 
a receiver conducted the sound through air to stimulate the ipsilateral cochlea. This 
Ipsi model was so named because the sound combination was produced inside the 
same (unilateral) cochlea. We then investigated the effect of the sound combination 
on amplitude reduction. 
Sound Combination in the Superior Olivary Complex in the Central Nervous 
System. A bone conduction receiver was placed behind the ear to directly stimulate 
the cochlea by a reference sound via the ear bone based on the same hypothesis de-
scribed above. However, the contralateral cochlea was stimulated by a phase-shifted 
sound via air conduction using a headphone. This Contra model was so named be-
cause sounds from the other side were combined in the superior olivary complex, 
which is central to the cochlea. We then investigated the extent of amplitude reduc-
tion due to the sound combination in the superior olivary complex. 

3.2 Physical Audio Technique to Alleviate Tinnitus 

Effective phase-shift treatment depends upon detailed information on frequency of the 
tinnitus sound, however, characterizing subjective tinnitus accurately is difficult.  To 
modulate the perception of tinnitus, we used an oscillator to identify the frequency of 
the tinnitus and produce sound output that was then phase shifted by time delay 
processing (Fig. 1). Specifically, an oscillator determined tinnitus frequency in the 
main frequency band, sound output was digitally converted, and a time delay of 1 to 
30 ms added.  

3.3 Audio Conversion System and Interface 

LabVIEW was used to characterize and phase shift the frequencies, and the degree of 
conversion was visually checked on a color panel (Fig. 2). 
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Fig. 1. Conceptual diagram of this novel tinnitus treatment method 

 

Fig. 2. Physical audio conversion system interface 

3.4 Auditory Brainstem Response (ABR) Measurement Settings 

The ABR measurement settings were as follows: number of additions, 1000; analysis 
time, 20 ms; low cut filter, 10 Hz; high cut filter, 3 kHz; electroencephalography elec-
trode positions, Cz-A1 and Cz-A2 of the International 10/20 system; sound source, 
click 3 KHz or 10 Hz; tone burst, 500 Hz, 2 kHz, COND, RARE. Rise time, plateau 
time, and fall time were 10 ms, 50 ms, and 10 ms, respectively. 



262 T. Toyama et al. 

3.5 Tinnitus Evaluation Protocol 

After obtaining informed consent, we conducted the main study with individuals with 
tinnitus but no underlying disease according to the protocol shown in Figure 3. 

3.6 Evaluation Criteria 

Tinnitus Handicap Inventory (THI). The THI is a 25-item clinical questionnaire 
that assesses the adverse effects of tinnitus in daily life. Based on responses using a 5-
point scale, a total THI score from Grade I to V indicates tinnitus. 

Visual Analogue Scale (VAS). A VAS for pain was used for subjects to evaluate, 
albeit subjectively, the severity of tinnitus. 

 

Fig. 3. Tinnitus treatment protocol 

4 Results 

4.1 Preliminary Study 

Ipsi Model. Phase-shift sound stimulation prolonged ABR wave V latency only in the 
Ipsi model and not in the Contra model. Also, ABR wave V latency in both models 
was markedly prolonged in the “low tone” condition and shortened in the “high tone” 
condition. 

Low Tone, 71.1% 
(+) 0.28–0.64 ms, (－) 0.08–0.66 ms 
High Tone, 0% 
(+) 0.16–0.56 ms 
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Contra model 
Low Tone, 43.3% 
(+) 0.05–0.36 ms, (－) 0.07–0.86 ms 
High Tone, 43.2% 
(+) 0.04–0.68 ms, (－) 0.06–0.58 ms 

4.2 Experimental Study with Subjects 

Case 1. In a 47-year-old man with tinnitus in the right ear, standard pure-tone audi-
ometry results were normal (Fig. 4) 
 
 
Tinnitus assessment results 

 

THI: 
VAS: 
Post-VAS: 
Pitch match: 
Loudness balance: 
Tinnitus tone: 
Time delay: 

48, Grade 3 
36 
28 
200 Hz 
20 bB 
250 Hz  
6.0 ms 

Fig. 4. Results of pure-tone audiometric testing in Case 1 

Case 2. In a 34-year-old man with tinnitus in the left ear, standard pure-tone audiome-
try results were normal (Fig. 5). 

 
 
Tinnitus assessment results 

 

THI: 
VAS: 
Post-VAS: 
Pitch match: 
Loudness balance: 
Tinnitus tone: 
Time delay: 

24, Grade 3 
26 
24 
8000 Hz 
20 dB 
10200 Hz 
29.0 ms 

Fig. 5. Results of pure-tone audiometric testing in Case 2 

Figure 5 shows the change in VAS score after the subjects with tinnitus were stimu-
lated with phase-shifted sound (Fig. 5). 
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Fig. 6. Change in VAS score following stimulation with phase-shifted sound 

5 Discussion 

ABR wave V latency was markedly prolonged in both the Contra and Ipsi models 
using a low tone, which suggests that the combination of a reference sound mimick-
ing tinnitus and a phase-shifted sound successfully canceled sound pressure in the 
cochlea. One possible explanation is that nerve impulses generated by basilar mem-
brane vibration due to the sound stimulus were influenced by the phase-shifted sound 
in the endolymphatic sac. Also, the mechanically suppressed amplitude may have 
occurred while the phase-shifted sound was moving through the inner ear as sound 
energy. We developed these models in consideration of the above possibilities [4]. 
However, the extent of impulse suppression cannot be known based on these models, 
which are too similar in design. Also, mechanical sound conversion might have al-
tered the sound pressure before it reached the inner ear. Because abnormal excitation 
of the cochlea nerve and outer hair cells is sometimes observed in patients with inner 
ear tinnitus, such patients, albeit limited in number, might benefit from this method. 

ABR wave V latency was shortened, not prolonged, in the Contra and Ipsi models 
using a high tone, which result might be related to our difficulties in controlling the 
high tone range (cf. low tone range ) when shifting the frequency of the reference 
sound. Thus, synchronization by phase shift might not have been completed.  

Further study is needed to reveal the time difference between sound reaching the 
cochlea by bone conduction and sound reaching the outer ear and eardrum by air con-
duction. Moreover, by bone conduction, sound can be reduced up to a few decibels 
due to sound loss on the contralateral side, keeping in mind shadow hearing on this 
side. After revising the experimental protocol, we plan to perform additional experi-
ments to carefully consider synchronization. The results in this study indicate that 
perception of preceding sound information in the brain is modified by nerve impulses 
generated by additional sound information. In the experimental study, we observed 
reproducibility in the amount of mechanical sound conversion that successfully alle-
viated subjective tinnitus. 
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6 Conclusion 

ABR results in the preliminary study suggest the relevance of this method, and the 
experimental study showed that tinnitus was improved by time delay in sound stimu-
lation and was eliminated by phase shift. These findings suggest the effectiveness of 
this novel treatment method. 

7 Future Directions 

Biofeedback (BF) has been used to effectively modify the phase of tinnitus sound. 
Although we used conventional tinnitus testing in this study, we plan to develop a 
method that uses BF to determine tinnitus frequency in real time. Amplitude modula-
tion due to fluctuation at the time of frequency determination needs to be investigated  
and a new protocol should account for synchronization of test sounds and shadow 
hearing due to bone conduction. Because anticipation and anxiety can affect the out-
come of tinnitus indicators (THI and VAS), other physiological indicators need to be 
included. Currently, we are considering the use of salivary chromogranin-A and 
low/high frequency heart rate variability on electrocardiograms as psychological 
stress indicators. 
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Abstract. The virtual forms present dynamically generated visual im-
ages containing information that influences a users behavior and think-
ing. In a typical way, adding a display to show visual expressions or
projecting some information on an artifact offers computational visual
forms on the existing daily artifacts. Using virtual forms is a very promis-
ing way to enhance artifacts surrounding us, and to make our daily life
and business richer and more enjoyable. We believe that incorporating
fictional stories into virtual forms offers a new possibility for enrich-
ing user experiences. In particular, integrating fictional stories into our
daily activities through transmedia storytelling is a promising approach.
Transmedia storytelling enables virtual forms to be employed everywhere
to immersively integrate fictional stories into our daily activities. If we
can design attractive virtual forms in a structured way, it will become
easy to enrich user experiences. Currently, the design framework for vir-
tual forms is not well defined. The framework needs to take into account
the semiotic aspect of a virtual form. One key factor, in particular, is how
strongly we believe in the reality of a fictional story within the virtual
form. In this paper, we show the extracted insights discussed in the work-
shops and present some design implications for designing virtual forms
that integrate fictional stories into our daily activities.

Keywords: Fictionality, Product promotion, Reality, Augmented real-
ity, Transmedia storytelling.

1 Introduction

Our daily life is becoming increasingly virtual as our surrounding daily artifacts
become more intelligent [6,10]. We define a virtual object as something that
does not really exist but that has a real effect on our daily life as if it exists.
Jean Baudrillard explains our consumption behavior as consuming the symbols
associated with things and not the things themselves [1]. Because the symbol-
ization of things will accelerate by embedding computers in our lives, our virtual
consumption will progress rapidly.

T. Yoshida et al. (Eds.): AMT 2013, LNCS 8210, pp. 266–277, 2013.
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Virtual forms offer the potential to integrate virtuality into products and ser-
vices to offer immersive experience to the users [13]. The virtual forms present
dynamically generated visual images containing information that influences a
users behavior and thinking. In a typical way, adding a display to show visual
expressions or projecting some information on an existing daily artifact offers
computational visual forms on the artifacts. In past studies, we have developed
several virtual forms, and assessed their effectiveness [5,12,15,19]. The story al-
ready plays an important role in product advertisements because it increases the
appeal of the target product [9]. Using fictionality to incorporate stories makes
our experiences richer because the stories can more easily translate the meaning
of the product. Fictional stories are particularly useful tools for enhancing our
daily experiences to increase our buying impulse. Fictional stories can represent
stories that do not exist in the real world or stories from the future. The stories
can flexibly offer us a broad range of information using nonexistent artifacts such
as magic. It is easy to embed ideological messages in these stories to make it pos-
sible to teach about various social issues. Additionally, the stories are useful to
encourage a user to change their behavior and attitude because their positivity
can be used to increase our self-efficacy.

Using fictional stories through transmedia storytelling [3] is a promising ap-
proach for enhancing virtual forms. Transmedia storytelling allows a fictional
story to be harmonized into our real world by fragmenting the story into multi-
ple media presented at various locations in our everyday life. In this case, virtual
forms are installed everywhere to embed the fictional stories into the real word.
The virtual form becomes a layer to enhance the real world through transmedia
storytelling. The story embedded in the virtual forms virtualizes our real world
and offers us additional enrichment. This approach offers the potential to en-
hance our experiences in our daily life, and the stories embedded in our world
immersively encourage us to solve various social problems anytime, anywhere.
For the successful integration of fictional stories, users will need to feel that the
fictional stories are realistic. From our past experience, achieving reality is an
important design criterion for successful integration. If a user does not feel the
reality of the fictional stories, he/she will feel that the additional values offered
by the virtual forms do not exist in the real world.

However, the semiotic aspect of designing virtual forms is an essential issue
behind offering the reality to enrich user experiences. We need to investigate how
the reality has been designed in the past media and extract design guidelines
that can offer reality for the fictional stories presented in virtual forms.

In this paper, we analyze several case studies of products and services that are
promoted using fictional stories to understand how reality should be achieved in
fictional stories. We have conducted two workshops to extract useful insights for
designing virtual forms. In respective workshops, about 20 participants attended
and discussed for a couple of hours. The participants are of age 21-24. All of
them are Japanese, and very familiar to recent Japanese animations/games and
product promotions. After watching movies or playing games described in the
following sections, the participants discussed how they feel the reality of the
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movies and games and what are major elements that they feel the reality. The
movies and games used in each workshop were selected by two experts who
are working on the media analysis research according to the main topic of the
workshop. Finally, the experts concluded the discussions presented in the paper.

In the first workshop, we discussed the design patterns that allow a user to
feel the reality of fictional stories when the stories are used for product and
service promotions. It is essential that a user feels that the products exist in the
real world and they are very attractive. In the second workshop, we discussed
how the fictional stories can be seamlessly integrated into our daily activities.
We show case studies that use fictional stories to enhance our daily activities.
Finally, the paper presents how the insights extracted from the two workshops
can be used to design future virtual forms and identifies the technological issues
behind realizing them.

We believe that the discussions in this paper are essential to better design the
integration of fictional stories into our real world; this integration is essential to
make our lifestyle richer and more desirable. This makes us to develop attractive
new services for marketing, community management and social activism.

2 Workshop 1: Product Promotion with Original
Animated Stories

Animated movies are very useful tools because they make it easy to offer fic-
tional worlds and characters. With animation, we can offer empathetic fictional
creatures and marvelous futuristic worlds that are attractive to the user. It is
easy to embed ideological messages that represent human dreams and expecta-
tions into animated stories. In addition, the typical Japanese animated stories
are full of positive thinking, so the stories can be enjoyable while increasing our
self-efficacy and helping us to overcome difficult problems.

Currently, typical product promotions use empathetic characters that appear
in popular animated stories as tools to increase the attractiveness. For exam-
ple, Pokmon1 characters are widely used to promote foods for kids, such as a
retort-packed curry food and bread. This animated movie is very popular with
most Japanese children, so a promotion broadcast within the animated televi-
sion movie is effective way to make these products appealing to these children.
Although the promotion may increase the buying impulse of children, it does
not convince them that the products are attractive. Thus, the products will be
forgotten when they become adults.

2.1 Design Patterns to Promote Products with Fictional Stories

In this section, we present four design patterns for promoting commercial prod-
ucts by using fictional stories. The design patterns were extracted from dis-
cussions in the workshop, while watching several animated movies for product
promotions.

1 http://www.pokemon.com/us/

http://www.pokemon.com/us/
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I. Offering vivid visual impact or surprise attracts us to the products:

Pepsi NEX uses Cyborg 009 for their product promotion2, and Tiger &
Bunny3 uses several Japanese company logos, such as Softbank4 and Bandai5,
to promote their company brands. In the Pepsi NEX promotion, the cyborg
heroes move very quickly, which becomes a metaphor for the Pepsi NEXs
sharp taste. Additionally, a pretty heroine creates an empathetic feeling for
the products. In the animated story of Tiger & Bunny, justice and heroics
are commercialized commodities. Some people choose to become costumed
superheroes, and each is sponsored by an actual major company, which is
featured as an advertisement on the heroes uniforms. These superheroes are
perceived as cool and become metaphors implying that the companies are
also cool. These vivid expressions of an unusual daily life surprise people,
which generates strong and memorable impressions of the target products.

II. Offering a non-fiction story that makes us believe the promotion:

TAISEI Corporation6 promotes its brand image using an animated movie7.
In the movie, a woman is working on the construction of the Bosporus tunnel.
The non-fiction story explains that her work contributes to an amazing con-
struction that will appear in the world map. The movie demonstrates that
the company has achieved this amazing work, so the audience for the movie
can own the positive feelings about the company through the amazingly
realistic scenes of the tunnel. The promotion is very useful because most
of us do not know that the TAISEI Corporation has built these amazing
constructions all over the world.

III. Offering a reality that makes us believe the fictional story in the
promotion:

DOCOMOs8 promotion, Xi AVANT9, shows a vision of the future mobile
phone; this promotional movie uses several realistic landscape scenes of
present-day Barcelona. The reality of the background landscape scene of-
fers a feeling that the vision told in the fictional story will be realized in the
near future real world. The Tokyo Disney Resorts promotion10 reminds each
person of a real memory from when she previously visited the Tokyo Disney
Resort. So the story shows that she will enjoy visiting Tokyo Disney Resort
even when she becomes old. Therefore, we believe that the happy memories
from the Tokyo Disney Resort will be inherited by our children.

IV. Offering empathy that attracts us to the products in the
promotion:

2 http://009.ph9.jp/pepsi-nex/
3 http://tigerbunny.wikia.com/wiki/Tiger_%26_Bunny_Wiki
4 http://mb.softbank.jp/en/
5 http://www.bandai.co.jp/e/
6 http://www.taisei.co.jp/english/
7 https://www.youtube.com/watch?v=OKoCl-3E0Vw
8 DOCOMO is one of the biggest mobile telecom companies in Japan.
9 https://www.youtube.com/watch?v=IP5nAkG5lME

10 https://www.youtube.com/watch?v=clFq7xwxV-Q

http://009.ph9.jp/pepsi-nex/
http://tigerbunny.wikia.com/wiki/Tiger_%26_Bunny_Wiki
http://mb.softbank.jp/en/
http://www.bandai.co.jp/e/
http://www.taisei.co.jp/english/
https://www.youtube.com/watch?v=OKoCl-3E0Vw
https://www.youtube.com/watch?v=IP5nAkG5lME
https://www.youtube.com/watch?v=clFq7xwxV-Q
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It is typical to use animated characters to create empathy in promotion
videos. As described previously, Pokmon characters are used to promote
various commercial products for kids. Additionally, the Japan Racing Asso-
ciation uses characters and giant humanoids in Evangelion, which is a very
popular animated movie that is liked by many young Japanese adults11. The
purpose of the promotion is to promote horse racing to young adults.

2.2 Analyzing Promotions that Use Original Animated Stories

Animated stories are preferred across generations in Japan, but each animation
covers only a specific target generation. Thus, an animation that is of interest
to a specific generation can be used to appeal to a different generation who
may not have a strong interest in the target products. This section analyzes
three promotional movies that use the original animated stories discussed in the
workshop. The movies are both successful and unsuccessful at promoting prod-
ucts and company brands. We consider how the movies fit the design patterns
explained in the previous subsection.

The first movie is Toyotas Peace Eco Smile12, which promotes its brand using
an original animated story. In the movie, a young male person who comes from
outer space tries to learn about products and rules in our world. In particular,
the story uses a love story to explain that the technologies developed by Toyota
are very eco-friendly. However, the characters in the story are not empathetic
enough because the characters are very new to most people and the story is not
long enough to allow viewers to develop empathy for the characters. The story
does not give us enough information to understand that Toyotas technologies are
superior. In addition, the background scenes are not realistic enough, although
there are a few impressive visual representations that provide us with metaphors
showing Toyotas excellence. Thus, the promotion does not fit the proposed design
patterns and has not been successfully accepted by most audiences.

The second is a promotional movie named Mercedes-Benz Next A-Class13,
which promotes Mercedes-Benzs new A-Class cars. In the story, the promoted
car is depicted in a near-future world. The speed of the car is nicely shown in
the movie, fitting with design pattern 1. Additionally, the movie shows that the
car offers very high performance, which fits design pattern 2. In the animated
movie, the presentation of the car is very realistic. Additionally, the story is
about finding a legendary ramen noodle shop14. Finding a nice ramen noodle
shop is a very popular activity for young Japanese adults. Thus, the story is
particularly realistic for the young adults who are the target users for the A-
Class cars, which fits design pattern 3. Finally, the movie adopts a character from
Evangelion, and most young males know and like Evangelion. Evangelion is one
of the most popular animations in Japan, and its characters are well known.

11 https://www.youtube.com/watch?v=toEcz4inet8
12 http://www.toytoyota.com/pes/
13 http://next-a-class.com/
14 Ramen is a Japanese noodle dish, which is of Chinese origin.

https://www.youtube.com/watch?v=toEcz4inet8
http://www.toytoyota.com/pes/
http://next-a-class.com/
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The people who like Evangelions characters also like the characters in Next A-
Class, which fits design pattern 4.

The third promotional movie is for Subaru, which is a Japanese automobile
company. This promotional movie is named Wish Upon the Pleiades15. This
promotion is very interesting because there are very few connections to Subaru
in the movie. The name of the main heroine is Subaru, but the movie does not
show any cars in the story. However, the characters in the story and the story
itself are vividly attractive to many Japanese traditional animation fans. The
story is based on a magic girls story, and many scenes in the movie are very
typical of a magic girls animated movie. Thus, the movie creates empathy with
many animation fans, and the characters in the movie have become very famous
in the avid animation communities.

The movie makes the name Subaru famous, although the company name may
not be popular among young adults. The company has also opened several public
festival events using the characters. Many young adults who are interested in
the characters visit the events and learn more about the company. The original
story follows only design pattern 1 and 4, but design pattern 2 and 3, which
are not satisfied in the story, are compensated by the reality offered in real
world attractions in festival events. This strategy shows a possibility for using
transmedia storytelling for effective promotions in the future.

Original stories need not take into account their consistency with promoted
products. Thus, there is a very broad freedom for the promotion; however, it is
expensive to create a movie from an original story16.

3 Workshop 2: Fictional Stories in the Real World

Alternative Reality Games (ARG) are a promising approach for conveying mes-
sages to users using multiple channels. Fictional stories are embedded into a
game that is played in the real world and that uses multiple channels [18]. The
channels offered in the game are used to exploit the games fictional story. For
example, in Perplex City17, trading cards are used to introduce the characters
and story. Web sites, emails, phone calls, and SMS messages are then cooper-
atively used to solve riddles in the mystery story. Because the media is tightly
integrated with our daily activities, we feel that the fictional story is realistic.
For example, social media such as Twitter and Facebook have become very popu-
lar. Thus, fictional stories that are embedded in social media increase the feeling
that the stories are occurring in the real world.

Theme parks are entertainment attractions, rides, and other events in a lo-
cation for the enjoyment of large numbers of people. A theme park is more
elaborate than a simple city park or playground, usually providing attractions
that are meant to cater specifically to particular age groups, although some are

15 http://sbr-gx.jp/
16 For example, designing a new attractive character needs great efforts, in particular,

for making a short movie.
17 http://perplexcitywiki.com/wiki/Main_Page

http://sbr-gx.jp/
http://perplexcitywiki.com/wiki/Main_Page
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aimed towards all ages. A theme park is a typical way to integrate fictional sto-
ries into our activities in the real world. Disneyland is a typical and the most
famous theme park. Many Disney characters appear in Disneyland. Each attrac-
tion at the park is constructed based on a Disney story. Because the stories are
very popular with most people, we feel that the character exists in the real world
when we are at Disneyland, and we feel that we can meet the Disney characters
and enjoy being with them during our visit [20].

In this workshop, we discussed two case studies that use fictional stories in
the real world. The first case study is a promotion for Meiji fruit gummi candy.
We can communicate with one of characters in the story, and the story changes
according to the real-time communication. Thus, we feel that the story is non
fictional. The second case study is a recent trend for young people called Seichi
Junrei. A user of a fictional story visits the place that the story is based on and
expands the story by himself/herself. This ability increases his/her desire to join
into the story.

The promotion movie for Meiji fruits gummi candy is Megumi and Taiyo
Tweet Love Story18. In the story, a heroine Megumi eats a grape gummi candy
when she needs to think deeply. When using a fictional story, it is not easy to
know how the audiences feel the reality of the story through only its video movie.
Tweet Love Story uses a social media service, Twitter, to make us feel the reality
of the story. The audience can talk with the storys hero Taiyo via Twitter. Taiyo
answers us when we give him advice on how to get closer to Megumi. Megumi
and Taiyo also talk with each other on Twitter so that everyone can see their
conversation. The audiences advice has a strong impact on the conversation
between Megumi and Taiyo; therefore, the story changes its ending according to
our advice to Taiyo, which makes the story feel non-fictional in our real world.

Taiyo works at a vineyard, and there are scenes showing healthy and delicious
grapes. These scenes give information showing the products excellence. Finally,
the story uses a character designer whose characters are currently very popular
in many media. Thus, the audience easily feels empathy for the characters even
though the story and its characters are original.

The case study shows that communication with virtual characters in a fictional
story increases the users belief in the reality of the story. In particular, a recent
trend in social media makes it easy to realize such communication because the
communication can be automatically generated by computers. It is possible to
realize this approach on Facebook. A Facebook page for a virtual character is a
promising tool to allow interaction between us and a virtual character. If we
become friends with the virtual character on Facebook, we can receive his/her
feeds, and we can feel that the communication is realistic. Thus, we believe that
the character exists in the real world.

Seichi Junrei is a typical geek culture activity in Japan, particularly related
to Japanese animation, manga(comic) and games, in which people visit famous
locations from animation, manga and games. ”Seichi” means ”Holy Land”, ”Jun-
rei” means ”Pilgrimage”. Anime fans arrive at a location and take pictures with

18 http://www.meiji.co.jp/sweets/candy_gum/fruits_gummi/part1/

http://www.meiji.co.jp/sweets/candy_gum/fruits_gummi/part1/


Designing Enhanced Daily Digital Artifacts 273

the same screen/angle of the animation and upload them to their blogs. The
most important aspect of Seichi Junrei is that something is brought from the
fictional story to the real world. The fans create new stories using these pictures
and the virtual characters from the fictional stories and co-construct the stories
to share them within their community. This phenomenon is a very interesting
example of harmonizing the real world and the fictional world. We believe that
interactive pervasive games or social information services based on fictional sto-
ries are promising tools for increasing the reality of the fictional world, and the
tools enhance the Seichi Junrei phenomena by realizing a tighter integration
between the fictional and the real world. The experiences described in this pa-
per will offer useful insights to help design tools that will realize new types of
transmedia storytelling.

Recent animated movies use many scenes from the real world to increase the
reality of fictional movies. A user of Seichi Junrei tries to find the scene that
appeared in the movie in the real world and takes a photo of the scene. The user
enjoys finding these scenes and visiting the location of the scenes. Then, he/she
takes a photo, similar to a scavenger hunt. The photos are usually uploaded to
the Web, and many other people enjoy looking at the photos.

In Japan, in particular, animated movies have recently been used to promote
the local districts that are used in stories. Some districts plan to attract people
who like the story by offering extra original new stories to those who visit. This
strategy suggests that there is possibility to promote the districts with fictional
stories. If real products that are famous in a district appear in the stories, then
it will increase the feeling that the stories are realistic especially if the stories
audiences are familiar to the products. If the stories are attractive, they will also
promote the products to people who do not live in the district.

4 Design Implications and Current Status

In this section, we present how the discussions from the previous sections are
related to the design of future virtual forms. We discussed two issues. The first
issue is how to increase the reality of fictional stories. The second issue is how
to seamlessly embed fictional stories in the real world. Designing future vir-
tual forms to integrate fictional stories into the real world through transmedia
storytelling is similar to the design of games embedded in the real world. The
approach has been investigated within pervasive games [8,11], but virtual forms
enable fictional stories to be more seamlessly integrated into the real world by
using information technologies.

A pervasive game is designed with virtual and tangible objects. For example,
Pac-Man and Ghosts consist of human players in the real world experiencing
a computer graphics generated fantasy-reality by using wearable computers [8].
The basic concepts from pervasive games can be useful in realizing our goal.
As shown in [2,4], it is essential to use tangible objects to increase human per-
formance in the real world rather than using virtual objects. Our approach to
enhancing a traditional pervasive game is to use transmedia storytelling. A fic-
tional story is fragmented into multiple media, and they are integrated with
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our daily activities. We consider using the following three technologies for the
integration.

The first technology is a smart artifact [5,6]. The key technical issue for devel-
oping smart artifacts is the ability to immersively sense our daily environment
by using multiple smart artifacts [7]. The smart artifacts are deployed every-
where in our environment and connected by a network. The information sensed
by them can be used to develop context-aware services that offer personalized
and location-aware information to users. It is also important to maintain the
functionality of existing artifacts so that a user feels their reality. In [14], we
suggested that using virtual artifacts significantly reduces the feeling of reality
associated with the existing artifacts such as paper-based trading cards. If a user
is involved in a fictional story that uses tangible physical artifacts, his/her belief
in the reality of the story will increase. In particular, if a typical artifact that is
used in the story appears in the real world, and the user is reminded of the story
by using the artifacts, the artifact is a promising source of media for enjoying
the story. For example, in live action role playing(LARP) [11], a player plays
a specific role from a fictional story. He/she wears clothes to represent the role
and brings physical artifacts that the person in the role typically uses. Smart
artifacts enable us to influence the story when we wear the clothes and use the
artifacts. This influence increases the feeling that we are involved in the fictional
story.

The second technology is a markerless augmented reality that superimposes
some information on the real world. In [19], we use the technology to enhance
existing artifacts to help the users decision making. To realize natural augmented
reality, one important technology would provide the ability to sense the environ-
ment because adding markers to existing artifacts loses the natural integration
between the real and the virtual world. Additionally, the natural integration
of projected information into the real world is an essential technical issue. Our
experience shows that the projected information should be a part of the ex-
isting artifact so that the user does not lose their belief in the reality of the
existing artifacts. In addition, showing virtual characters is also useful because
it reminds the user of the fictional story by projecting the characters into the
users daily life. The reality is significantly increased if the characters movement
is synchronized with the movement of a real person in the real world. However,
as described in [14], the movement should be consistent with the typical features
of the characters so that the reality of the character is not lost.

The third technology is a persuasive ambient mirror [12] that reflects the users
current behavior into digital media. To realize persuasive ambient mirrors, the
important technologies will provide the ability to sense human behavior. Another
critical technical issue is the natural blending of the information that reflects the
users current situation with the digital media. If the users behavior is reflected
into a fictional story that is represented in the real world, the feeling of reality
is significantly increased. In Section 3, we showed that communication with a
virtual character via social media increases the belief in the reality of a fictional
story. The persuasive ambient mirror is an opposite technology that allows the
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user to be involved in the story. However, as described in [12], the user needs
to be aware that his/her behavior has an influence on the virtual world in the
fictional story.

The above discussions show that these technologies are useful for designing
virtual forms that integrate respective media in transmedia storytelling in the
real world. We are currently designing a system called micro-crowdfunding [16].
In the system, a person designated as the mission organizer proposes a new
mission to sustain our real world, and other persons, designated as mission in-
vestigators, offer funding to achieve the mission. If the amount of total funds
exceeds the threshold determined by the mission organizer, the mission can be
achieved by the person designated the mission performer. To encourage partici-
pants, we are extending the original system to incorporate a fictional story. Some
of the missions will achieve sustainability in the real world, as described in [16]. A
virtual character from a fictional story will appear in the real world through the
use of augmented reality technology. Other missions for achieving sustainability
in the virtual world will appear in the fictional story. A participants activity in
the real world can be reflected in the virtual world through the use of a per-
suasive ambient mirror. In addition, the participants will be able to manipulate
the virtual world by using smart artifacts within missions through the use of
tangible interaction technologies. These missions represent typical scenes in the
fictional story and the participant can use the typical artifacts that appear in
the scenes.

This approach enhances three aspects of the original system. The first aspect
is that a virtual character offers guidance on how to achieve a mission. Empathy
for the character encourages the participants to join the mission. The second as-
pect is that a fictional story conveys an ideological message to the participants.
Thus, their desire to achieve the mission is increased. The final aspect is that a
mission to solve a real social problem increases the feeling of challenge. Visualiz-
ing the current situation by using persuasive ambient mirrors will be useful for
encouraging participation.

The design patterns presented in Section 2 provide tools to increase the belief
in the reality of a fictional world. For example, using a landscape from a persons
current location in the real world can increase the belief in the reality of the
fictional story. It makes the boundary of the fact and fiction blurry, in particular,
if a story in which a fictional role is played is based on the same place when the
person actually lives in. Similarly, if the fictional story uses a lot of recently
popular accessories and fashions in the real world, his/her belief in its reality
is also increased. Popular habitual behavior in specific generation is also an
important factor to increase the belief in the reality. As described in Section 2,
attractive vivid expressions can be effective for increase the belief in the reality
of the fictional items and characters.

As described in Section 3, if the story is leaked into the real world, the par-
ticipant feels that the fictional story is more realistic, and the positivity of the
story increases the users self-efficacy and his/her ability to solve the problem in
the real world. The advance of social media like Facebook and Twitter enables us
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to play a fictional role on the social media easily. Also, a festival event held in
the real location used in a fictional story makes the fictional roles more realistic.
If people play their fictional roles in the real event, the belief in the reality is
significantly increased.

The most important insight that we found from our research is that we can feel
the reality of a fictional story from even a small cue in the real world. This paper
shows several examples of cues that were found in the case studies discussed in
the workshops. If the cue is shown in a fictional story, then we feel that the story
is more realistic. We still need to investigate the issue as to how we feel reality
from even a small cue that represents a part of the real world. Our results are
a first step towards building a more rigorous framework to design reality when
a fictional story is integrated in the real world. This topic is very important for
developing a more attractive enhancement of the real world.

5 Conclusion

Fictional stories can enhance the attractiveness of virtual forms, but good de-
sign guidelines do not exist to design richer user experiences. In this paper, we
reported some insights extracted from two workshops conducted to discuss the
integration of fictional stories into the real world to allow for the design of richer
user experiences. The insights from these workshops can be used to design future
virtual forms that embed fictional stories through transmedia storytelling. In the
next step, we will design new case studies of virtual forms from experiences with
the insights described in this paper. The insights are also useful for designing
future media for ubiquitous computing environments.

Mixing multiple existing stories described in [17] is useful to expand our ap-
proach. For example, MacDonald sells Happy Meals, which include character
goods from various stories. Currently, there is no interaction among the charac-
ters in different stories. However, it is impossible to develop a story that everyone
likes. The approach offers a promising way to enhance the consumers experience
by consistently mixing stories with multiple characters.
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Abstract. E-mail-based communication and collaboration are important to or-
ganizational work. In order to help the multi-tasking knowledge worker, a task 
management-based software environment requires a support mechanism of an 
automated user operation in addition to a support function that manages task re-
sources. In this paper, we propose a task context model that manages task-
related e-mail messages and their resources for the purpose of reusing them. In 
addition, we describe a task context model-based user assist functions that al-
lows users to send or reply to e-mail quickly and efficiently and that automati-
cally extracts data from e-mail messages. To validate the task context model, 
we implement the prototype system and describe its experimental results. 

Keywords: User Assist, Task Model, Organizational Work, Ontology. 

1 Introduction 

E-mail based communication and collaboration are important for organizational work. 
Therefore, e-mail communication among group members for a given task is required 
to achieve effective task management for reusing an e-mail message and its related 
resources (schedule, attached file, contact list, etc.). Office workers are able to effi-
ciently search and use e-mail messages and their related resources by organizing them 
according to individual tasks [1], [14]. For this reason, multi-tasking office workers 
often set up automatic filtering into folders and manually move e-mail messages into 
folders. Recently, enhanced existing task management systems and task-centric mail 
clients have been used for this purpose, and several research studies have performed 
that support the discovery of e-mail messages and related resources by adding meta-
data to e-mail messages and their related resources [2-5]. 

In this paper, we propose a task context model that manages task-related e-mail 
messages and their resources for the purpose of reusing them. In addition, we describe 
a task context model based prototype system with functions that allows users to send 
or reply to e-mail quickly and efficiently and that automatically extracts data from e-
mail messages. In order to realize the concept of the task context model, we build an 
ontology-based semantic representation model of associations between task manage-
ment and task-related e-mail processes. Using the ontology-based task context model, 
the prototype system can realize the user assist function for task users by sharing data 
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between task management and task-related e-mail processes. We also describe the 
effectiveness of task context model from experimental results. 

This paper is organized as follows. Section 2 discusses the task context model and 
user assist. In Section 3, we address the system implementation based on the task 
context model. In Section 4, we describe the validation of the system based on the 
task context model. In Section 5, we review related work. In Section 6, we provide 
conclusions and future research directions. 

2 Task Context Model and User Assist Functions 

2.1 Task Context Model for User Assist 

In this study, we create an ontology-based semantic representation model that rep-
resents the associations between the task management and e-mail processes. We call 
this task context model. In this model, e-mail messages for a task in an organization 
are handled as a task unit, and resources related to the e-mail are managed under the 
same task unit. The e-mail messages and their related resources for the task unit are 
called task context data. The created files and schedule data for the task are also han-
dled as task context data. In addition, data extracted from e-mail messages by auto-
matic retrieval function are also handled as task context data. The automatic retrieval 
function is considered later in this paper. These task context data are utilized in the 
user assist function to accomplish a task.  

Semantic representation of task context model is represented by Resource Descrip-
tion Framework (RDF) [6]. RDF is a collection of triples, each of which consists of a 
resource, a property, and a literal. A set of such triples is called an RDF graph (see 
Fig. 1). The left part of Fig. 1 shows the conceptual model that represents associations 
between a task and its related attribution information for task context management; 
task context data are managed under this model.  

The concept of task context management in the task context model represents task 
related data that include frequently used information contained in an e-mail commu-
nication for organizational work. Task context is represented as a property of a 
“Task” resource. We define the conceptual associations of the task context’s attribu-
tion as follows: Task is “Subject,” task context is “Predicate,” and the value of the 
task context denotes “Literal.” 

In the task context model, the type of task context is defined as a file, schedule, 
participant, memo, etc. A file can be any file (e.g., Microsoft Word document) on a 
user’s personal computer or a URL on the Internet. The Subject value of the File 
property is the path of the existing file. In an organization, data in a reply e-mail are 
collected frequently, and thus, we also define the concept of frequently used ex-
changed data in e-mail communication for the purpose of the task work. We call this 
concept an “Action.” There are three types of Action: Event Notification, Question-
naire Request, and File Collection. An Action resource is defined as the hierarchies of 
resources. The conceptual model of the mail process represents the associations of an 
e-mail message, its related data, and mail form for Action. E-mail messages are 
represented as resources. 
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Fig. 1. Example of the task context model 

Attached file and form data contained in the message body are represented as 
properties. The value of property is mapped to the value of property in the task con-
text for linking two conceptual models (task context management and e-mail process). 
On the other hand, mail forms are represented as resources, and attached files and 
mail addresses are represented as properties. The task context model shown in Fig. 1 
is created for the prototype system described in Section 3. 

Task Context Management. The task context model manages the task context’s 
property and its value under each task. The property of the task context represents a 
task-related file, member, contact information, and schedule data, as shown in Fig. 1. 
The value of the task context is automatically retrieved from an e-mail message on the 
basis of the task context model when the e-mail arrives on the mail server imple-
mented in this study (see Fig. 2). Figure 3 shows how task context is assigned to 
property in the task context model. When the task owner registers the task for group 
work in the client, RDF/XML format data based on the task context model are auto-
matically generated and managed by the task context server. The upper part of Fig. 3 
shows the RDF model of the task context model, and the lower part of Fig. 3 shows 
task context data that are generated according to the task context model. Figure 3 
shows how this model can concurrently handle multiple tasks such as “meeting” and 
“lab party.” 
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Fig. 2. Configuration of the prototype system 

 

Fig. 3. Task context model-based information management 

E-mail Process. The aims of the conceptual model of e-mail process are to support 1) 
creation of e-mail forms and 2) collection of the data contained in reply e-mails. The 
support for creating e-mail forms is performed when a task owner creates an e-mail 
form for a task request and a task member creates an e-mail form for replying to a 
task request. On the other hand, the support for collection of data contained in reply  
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e-mail is performed when a task owner receives a reply mail from a task member. In 
this study, the user assist function is intended for three actions: Event Notification, 
Questionnaire Request, and File Collection. We considered that these actions fre-
quently occur in e-mail collaboration in an organization. The user assist function in  
e-mail processes provides service that supports both creation of e-mail forms and 
organization and retrieval of data from reply e-mail for these mail actions. 

1. Event Notification. This action represents the concept of a mail process for the tar-
get of attendance confirmation toward an event being held in an organization. 

2. Questionnaire Request. This action represents the concept of a mail process for the 
target of questionnaire request and collection. 

3. File Collection. This action represents the mail process for the attached file  
collection. 

3 System Implementation 

3.1 System Overview 

In order to validate the task context model, we implemented a prototype system that 
performs the user assist functions. Prototype system is composed of the following 
three systems: task context server, mail server, and mail client (see Fig. 2). The task 
context server manages task context and its value, which is generated according to the 
RDF/XML data format. 

In the task context server, task context (file path, schedule, contact information, 
etc.) is managed under each task. We implement a task context server that can con-
nect to the mail server and the mail client. The task context server can accept a re-
quest command (create, refer, update, and delete) for the task context model from the 
mail server and client via TCP/IP. By accepting a request command, the task context 
server can perform the model according to the RDF/XML format by the Jena applica-
tion programming interface [7]. 

In this study, the mail server in our prototype system is built on Apache James [8]. 
In addition to general mail transport and storage functions, Apache James is a mail 
application platform that enables users to program the code of custom applications for 
e-mail processing. Apache James provides e-mail filtering in a function called Match-
er and provides e-mail processing in a function called Mailet. 

In this paper, we introduce extended e-mail headers for realizing the user assist 
functions (see Table 1). After Matcher refers to the extended e-mail headers, Mailet 
can perform according to the purpose of extended e-mail headers. 

The client can connect with both the mail server and the task context server. In 
addition to general e-mail operations, the client provides the user interface that 
manages task context data. E-mail message submitted by client is automatically 
added to the extended e-mail header. In our prototype system, the client displays the 
structured mail form by referring to the extended e-mail header. This client can also 
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Table 1. Types of extednded mail headers 

 
 

receive other e-mail messages according to the RFC2822 [9]. This client’s user 
interface is composed of six main areas (task member, file, schedule, action, mes-
sage, and form). 

3.2 E-mail Process and Task Context 

The aim of the user assist function is to provide a platform that is useful for managing 
and operating the task-related information in e-mail processes. In this section, we 
describe the role of the task context in the e-mail process. 

E-mail Form Creation Support. When a task owner selects the type of Action on 
the client, an e-mail form for the selected Action is displayed. In the e-mail form 
for the Action, task-related data are provided as a list of suggestions of possible 
input. As a result, the task owner spends less time typing and querying for infor-
mation related to the task. When the task client receives the e-mail from the task 
owner, the replying form is displayed by referring to the extended e-mail header 
X-Action-Model-Type. Displayed input fields on the replying form are the ele-
ments of Action type corresponding to “replying form creation” as shown in  
Table 2. The task member can type the value according to the displayed input field 
on the replying form. 

Table 2. Support functions corresponding to each action type 

 
 

Header name Role
X-Task-Name Indicates the name of task
X-Task-Owner Indicates the task owner
X-Action-Model-Type Indicates the request of generating Action

and the type of Action
X-Action-Update-Type Indicates the request of updating the

status of Action and the type of Action
X-Action-Retrieve-Type Indiscates the request of retrieving task

context data and the type of Action

Function Event Notification Questionnarie Request File Collection

Request mail

form composition

Schedule form

(Start date, End date,

Place, Event name)

Questionnarie form

(Support of form composition)

File name and

stored folder name

Reply mail

form composition
Attendace form(Yes, No)

Questionnarie form

(reply form)

Selection of

attached file

Automated extraction Attendance data Questionnarie response data Attached file
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Fig. 4. Example of the generation process of Action (Event Notification) 

Automated Process for Reply E-mail. When the mail server receives an e-mail ac-
cording to the type of Action, the contents of the reply e-mail are automatically  
retrieved as task context. In the task context server, retrieved task context data are 
managed as RDF/XML format data that are based on the conceptual model for Ac-
tion. When the task context server receives a reply e-mail, the value of task context in 
Action is updated, and the state of Action is displayed on the client’s State panel. In 
this way, the task owner can confirm the state of the task intuitively without checking 
each reply e-mail. Automated processes such as generation or update of Action are 
performed via Mailet according to the value of the extended mail header. In Fig. 4, 
the generation process of Action instance is represented. When mail server received 
the e-mail from task owner, the Matcher refers the extended e-mail header, and re-
quest command for generation of Action to Mailet. Mailet generates task context 
model according to given Action on the task context server. When the mail server 
receives the reply e-mail message from the task member, Matcher program refers the 
extended e-mail header X-Action-Update-Type, and the Mailet updates the state of 
Action (see Fig. 5). Mailet updates the value of state by referring the text element of 
XML format contained in the body part of the e-mail message. The above procedure 
is also followed for reply e-mails from other task members and updates to the value of 
the attendance for Action. The above procedure is also followed for reply e-mails 
from other task members and updates to the value of the attendance for Action.  
Attendance data and questionnaire data can be written to a Comma Separated Value 
(CSV) file on the assumption that task context data might be used by a spreadsheet 
application (e.g., Microsoft Excel). This function provides the task owner with a use-
ful environment that allows him to easily shift the work with collected data on mail 
 

<rdf:Property rdf:about ="#eventName ">
<rdfs:label >イベント名</rdfs:label >
<rdfs:subPropertyOf rdf:resource ="#staticProperty "/>
<rdfs:domain rdf:resource ="#HoldingEvent "/>
<rdfs:range rdf:resource ="#String"/>

</rdf:Property >
<rdf:Property rdf:about ="#startDateTime ">

<rdfs:label >開始日時</rdfs:label >
<rdfs:subPropertyOf rdf:resource ="#staticProperty "/>
<rdfs:domain rdf:resource ="#HoldingEvent "/>
<rdfs:range rdf:resource ="#DateTime "/>

</rdf:Property >
<rdf:Property rdf:about ="#endDateTime ">

<rdfs:label >終了日時</rdfs:label >
<rdfs:subPropertyOf rdf:resource ="#staticProperty "/>
<rdfs:domain rdf:resource ="#HoldingEvent "/>
<rdfs:range rdf:resource ="#DateTime "/>

</rdf:Property >
<rdf:Property rdf:about ="#location">

<rdfs:label >場所</rdfs:label >
<rdfs:subPropertyOf rdf:resource ="#staticProperty "/>
<rdfs:domain rdf:resource ="# HoldingEvent "/>
<rdfs:range rdf:resource ="#Place"/>

</rdf:Property >
<rdf:Property rdf:about ="#dependUser ">

<rdfs:label >出欠未定者</rdfs:label >
<rdfs:subPropertyOf rdf:resource ="#dynamicProperty
<rdfs:domain rdf:resource ="#HoldingEvent "/>
<rdfs:range rdf:resource ="#Person"/>

</rdf:Property >

<rdf:Property rdf:about ="#eventName ">
<rdfs:label >イベント名</rdfs:label >
<rdfs:subPropertyOf rdf:resource ="#staticProperty "/>
<rdfs:domain rdf:resource ="#HoldingEvent "/>
<rdfs:range rdf:resource ="#String"/>

</rdf:Property >
<rdf:Property rdf:about ="#startDateTime ">

<rdfs:label >開始日時</rdfs:label >
<rdfs:subPropertyOf rdf:resource ="#staticProperty "/>
<rdfs:domain rdf:resource ="#HoldingEvent "/>
<rdfs:range rdf:resource ="#DateTime "/>

</rdf:Property >
<rdf:Property rdf:about ="#endDateTime ">

<rdfs:label >終了日時</rdfs:label >
<rdfs:subPropertyOf rdf:resource ="#staticProperty "/>
<rdfs:domain rdf:resource ="#HoldingEvent "/>
<rdfs:range rdf:resource ="#DateTime "/>

</rdf:Property >
<rdf:Property rdf:about ="#location">

<rdfs:label >場所</rdfs:label >
<rdfs:subPropertyOf rdf:resource ="#staticProperty "/>
<rdfs:domain rdf:resource ="# HoldingEvent "/>
<rdfs:range rdf:resource ="#Place"/>

</rdf:Property >
<rdf:Property rdf:about ="#dependUser ">

<rdfs:label >出欠未定者</rdfs:label >
<rdfs:subPropertyOf rdf:resource ="#dynamicProperty "/>
<rdfs:domain rdf:resource ="#HoldingEvent "/>
<rdfs:range rdf:resource ="#Person"/>

</rdf:Property >

<rdfs:Class rdf:ID =“HoldingEvent ">
<rdfs:label >イベント開催</rdfs:label >
<rdfs:subClassOf rdf:resource ="#Action " />

</rdfs:Class >
<rdf:Property rdf:about ="#eventName ">

<rdfs:label >イベント名</rdfs:label >
<rdfs:subPropertyOf rdf:resource ="#staticProperty "/>
<rdfs:domain rdf:resource ="#HoldingEvent "/>
<rdfs:range rdf:resource ="#String"/>

</rdf:Property >
<rdf:Property rdf:about ="#startDateTime ">

<rdfs:label >開始日時</rdfs:label >
<rdfs:subPropertyOf rdf:resource ="#staticProperty "/>
<rdfs:domain rdf:resource ="#HoldingEvent "/>
<rdfs:range rdf:resource ="#DateTime "/>

</rdf:Property >
<rdf:Property rdf:about ="#endDateTime ">

<rdfs:label >終了日時</rdfs:label >
<rdfs:subPropertyOf rdf:resource ="#staticProperty "/>
<rdfs:domain rdf:resource ="#HoldingEvent "/>
<rdfs:range rdf:resource ="#DateTime "/>

</rdf:Property >
<rdf:Property rdf:about ="#location">

<rdfs:label >場所</rdfs:label >
<rdfs:subPropertyOf rdf:resource ="#staticProperty "/>
<rdfs:domain rdf:resource ="#HoldingEvent "/>
<rdfs:range rdf:resource ="#Place"/>

</rdf:Property >
<rdf:Property rdf:about ="#dependUser ">

<rdfs:label >出欠未定者</rdfs:label >
<rdfs:subPropertyOf rdf:resource ="#dynamicProperty "/>
<rdfs:domain rdf:resource ="#HoldingEvent "/>
<rdfs:range rdf:resource ="#Person"/>

</rdf:Property >
・・・・・・

Mail form for Event Notification

懇親会

2008/12/10_18:00:00
2008/12/10_21:00:00
研究室

RDF/XML data in task context model

Mail form displayed on task owner’s client

Task owner

<information>
<eventName >懇親会</eventName > 
<startDateTime >2008/12/10_18:00:00</ startDateTime >
<endDateTime > 2008/12/10_21:00:00</ endDateTime >
<location> 研究室</location>

</information>

To: matsuzaki@klab.net , ohkura@klab.ne ｔ
X -Task -Name: 懇親会開催
X -Task -Owner: 研究室
X -Action -Model-Type: イベント開催

Header Part

Body Part

Mail server James

Matcher program refer to the
extended mail headers.

Mailet program refer to the 
Extended mail header
「X-Action-Model-Type」,
and  perform the initiation of
Action.

・Event Name
・Start Date/Time
・End  Date/Time
・Place

・Task Name
・Task Owner 
・Action Model Type

Extended mail headers

E-mail Message
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Fig. 5. Process of updating an Action instance 

server from task-based mail operation environment. In the case of File Collection, 
files are automatically renamed according to a predefined file name from the attached 
file in the task member’s reply e-mail. 

4 Experiment 

4.1 Experiment Objective and Conditions 

We report qualitative data compiled from 26 university students (male, 21 – 22 years 
old) who used the prototype system for two months. The prototype system was set up 
in our laboratory. The work for experiment was held by two ways: using an existing 
e-mail client and using our pro-posed e-mail client. In this experiment, we made the 
following several assumptions: 

1. The case of an existing e-mail system 
(a) Task owner’s usage condition and work 

(i) The e-mail addresses of the task owner and task member are registered in 
the e-mail client. 

(ii) The date of the group meeting is provided to the task member. 
(iii) Indication of attendance confirmation, questionnaire request, and deadline 

of the research report are handled by e-mail, and the task owner checks the 
reply e-mail. 

 

<rdf:Description rdf:about=“イベント開催”>
<rdf:type rdf:resource =“HodlingEvent ”/>
<gk:eventName >懇親会</gk:eventName > 
<gk:startDateTime >2008/12/10_18:00:00</ gk:startDateTime >
<gk:endDateTime > 2008/12/10_21:00:00</ gk:endDateTime >
<gk:location >研究室</gk:location >
<gk:absenceUser rdf:resource =“松崎俊也”/>
<gk:dependUser rdf:resource =“大倉弘”/>

</rdf:Description >

Reply Mail Form

For Event Notification

<information>
<absenceUser >松崎俊也</absenceUser >

</information>

From: matsuzaki@klab.net
To: nagai@klab.net
X -Task -Name: 懇親会開催
X -Task -Owner: 研究室
X -Action-Update-Type: イベント開催

Body Part

Header Part

Task Members

Mail form  displayed in Task Member’s Client

Select the radio button 
for  Attendance 

E-Mail Message E-Mail server James

Matcher program refers to the
extended mail header.

Mailet program refers to the 
extended mail header 
「X-Action-Update-Type」,
and requests the update command.

Task context Server

The status of Action is
Updated.

・Task Name
・Task Owner 
・Action Model Type

Extended mail headers

Attendance or Absence
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(b) Task member’s usage condition and work 
(i) The replying e-mail is created according to the task owner’s request e-mail. 

2. The case of the proposed system 
(a) Task owner’s usage condition and work 

(i) The group member’s e-mail address is registered in the proposed system. 
(ii) The schedule date of the group meeting is registered in the scheduler of the 

client system. 
(iii) Indication of attendance confirmation, questionnaire request, and deadline 

of the report are handled by e-mail. Collecting the content for the reply e-
mail is performed by the user assist function in the proposed system. 

(b) Task member’s usage condition and work 
(i) The replying e-mail is created according to the task owner’s request e-mail.  

4.2 Experimentation Overview 

Here, we describe the role of the task owner and the task member in our experiment. One 
of the 26 people is elected as a task owner, and the others are task members. We per-
formed the experiment according to the following procedure. First, using an existing  
e-mail client, the task owner notifies the task members about a group meeting for a re-
search report. When task members receive an e-mail for a group meeting, they reply to 
the e-mail for attendance of meeting to task owner. After the group meeting, the task 
owner requests from the task members the completed questionnaire and the meeting 
report for a research presentation. The task owner checks and confirms the reply e-mails 
from the task members and collects the content data of the reply e-mails. Next, in this 
work process, a similar experiment was performed in an environment using our proposed 
system. In the similar way, the experimentation was conducted changing the person as-
signed to the role of task owner. In our experiment, this work procedure (using the exist-
ing e-mail system and using our proposed system) was performed four times two months. 

4.3 Experimental Result and Discussions 

We investigated the results of the questionnaire about the prototype system’s supe-
riority compared with the existing e-mail client. Table 3 shows the results of the ques-
tionnaire for the following user assist functions: Event Notification, Questionnaire 
Request, File Collection and Task context management. 

Table 3. The results of the questionnaire on usage of the prototype system (Excellent = 5,  
Good = 4, Fair = 3, Poor = 2, Very Poor = 1) 

 

Task Member

Request mail form

composition

Collection of

Reply mail

Reply mail

composition

Event Notification 4.0 5.0 4.7

Questionnarie Request 3.7 5.0 4.0

File Collection 3.7 3.5 4.0

Task context management 3.74.5

User Assit Functions

Task Owner
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Consideration of user assist function toward the Actions can be described as  
follows: 

1. Event Notification. The task owner rates 4.0 and 5.0 on average for request mail 
form composition and confirmation of attendance for the reply e-mail, respective-
ly. We believe that this assessment of the user assist function for the task owner 
was given a high valuation because of the automated function for the task owner. 
In confirmation of attendance, the following opinion was obtained: “It is good be-
cause of possibility to check the state of the task on the client”. On the other hand, 
task member rates 4.7 on average for the reply e-mail composition. We think that 
the assessment of the work necessary for the reply e-mail attained a high  
valuation. 

2. Questionnaire Request. The work of the task owner and task members in this 
Action is as follows: The task owner creates a questionnaire form. After submit-
ting the questionnaire e-mail to the task members, the task owner collects the re-
ply e-mails for the questionnaire. The task owner rates 3.7 and 5.0 on average for 
questionnaire mail form composition and collection of the reply e-mail for the 
questionnaire, respectively. A comment on how to improve the system from the 
task owner’s perspective is as follows: “Cannot change the assessment value for 
the questionnaire item.” On the other hand, the task member rates 4.0 on average 
for reply mail form composition. We found that a customized form provided by 
performing assist function was highly evaluated. 

3. File Collection. The work of the task owner in the experiment is to request the 
submission of a report for the presentation and to collect the file attachments from 
the task members. The task owner rates 3.7 and 3.5 on average for request mail 
composition for file collection and collecting the file attachments of reply e-mails, 
respectively. We think that this low rating is not expected to result due to not 
enough participants in experimentation. On the other hand, the task member rates 
4.0 for reply mail composition. Although superiority for the proposed system was 
highly evaluated, the following opinion was put forth: “It is difficult to judge su-
periority for the pro-posed system toward adding the file to the task without drag 
and drop on the client.” We think that attaching the file using the proposed system 
is comparable to performing that operation with the existing e-mail client. In fact, 
we created the function with consideration for the work necessary to continuously 
accomplish the task, because file management is too burdensome for searching for 
and saving file attachments. 

4. Task Context Management. Handling of task context data for task owner and 
task member was verified. Task owner’s rating was higher than task member’s 
rating. We found that user interface’s view for task owner was effective for orga-
nizing task related information. Moreover, we also found that burden operation 
for organizing task related information decreased by performing user assist func-
tion. Therefore, task member rating was not highly evaluated compared with ex-
isting e-mail client. 
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5 Related Works 

In using e-mail for organizational work, a vast amount of task-related information has 
to be handled. Therefore, research on supporting resource management of each task 
has been studied.  

TaskMaster [2] enhances an e-mail client to function as a task management system 
and manages the resources as e-mail messages and file attachments for each task. In 
addition, a useful user interface with both browsing and operating resources is also 
provided. This system makes it easy to search through the resources of a task. TV-
ACTA [3] provides prestructured containers that are created inside the e-mail folder 
hierarchy to support personal information management. Specialized subfolders called 
“Components” within each ACTA Activity automatically organize and present infor-
mation appropriately for aspects of the activity at hand. ACTA is designed to create a 
more efficient personal information management environment with the ultimate goal 
of providing context metadata for machine learning and automation techniques. 

KASIMIR [10] and OntoPIM [11] are ontology-based personal task-management 
systems. These systems provide semi-automated functions for retrieving and registering 
the task-related information within e-mail messages according to an ontology-based 
model. Activity Explorer [4] support knowledge workers with context switching and 
resource rediscovery by organizing and integrating resources, tools, and people around 
the computational concept of a work activity. Support functions in their research did not 
apply to reusing the managed data for the task. In this study, we focused on the associa-
tions between the related resources and the e-mail form and aimed toward realizing the 
support of reusing the managed data for accomplishing the task. In [12], [13], e-mail-
related attribution information (group, project, member, etc.) is modeled by ontology, 
and a system that provides a user interface with visualized and grouped formal concept 
analysis is reported. By this user interface, searching approach is reported. 

6 Conclusion 

In this paper, we verified the proposed task context model by implementing a proto-type 
system based on it. We examined whether the assist function can help a task user by 
having study participants use the system and then fill out a questionnaire about their 
experience. The results confirm a high valuation for assist functions such as processing 
e-mail and managing task resources in e-mail communications for a given task. In addi-
tion, we obtained some beneficial comments in order to improve the proposed system 
for practical use from the point of view of the user. Finally, we need to investigate the 
influence of organizational work as well as the system’s functional aspects. 
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Selection of Core Technologies from Scientific Document 
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Abstract. Extraction and management of technical terminologies become an 
important process in the business intelligence. To do this, historic methods have 
a focus on calculating weight values and selecting top n terminologies accord-
ing to the values for the cores that represent given scientific documents. These 
terminologies selected through those methods can be used as important clues 
for business intelligence services such as technology trend analysis, potential 
market discover, and so on however the terminologies extracted from the doc-
uments do not mean the technologies of the organizations publishing the docu-
ments. Therefore, our research is based on a fundamental that there are only a 
few technologies an organization participates in directly even though a scientif-
ic document of the organization contains various technical terminologies. In this 
paper, to enhance the quality of business intelligence services, we propose a 
method to select core technologies of an organization and utilize semantic net-
works of technical terminologies of a given scientific document and we suggest 
its possibility through simple experimental evaluation.  

Keywords: core technology, technology ontology, elementary technology, 
scientific document. 

1 Introduction 

Nowadays, business intelligence (BI) is getting important [1] and text mining from 
scientific documents becomes a key process to extract valuable information and to 
suggest insightful words. The scientific documents contain papers, patents, and web 
articles mainly and each one deals with many technical terminologies in the docu-
ment. Each terminology is meaningful itself and its value is determined by interrela-
tions with other terminologies in the same context. To calculate the value, the existing 
works are mainly depending on TF-IDF which is a representative method based on 
statistics or shallow semantics [2] based on simple ontologies. These research works 
have a theoretical background that all terminologies are basically important while 
                                                           
* Corresponding author. 
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have different values in a given document. This background is useful for the general 
search aspect which returns not exact documents but related documents by calculating 
values of queries inputted by users as well as the calculated value is applied to BI 
aspect to figure out technology trend [3]. 

Organizations create various types of scientific document for some objectives 
such as property protections, technology/product promotions, user feedbacks and so 
on. This means that the technical terminologies described in the documents are con-
nected to the organizations, however, when we consider BI aspect deeply, the all 
terminologies are not directly participated in (or similar activities such as manufac-
tured, patented, sold, and so on) by the organizations even though the documents 
contain many technical terminologies. For example, let us assume that one organi-
zation is specialized for a technology “LED Display” and they have an intellectual 
property right such as a patent type. And the patent document is containing “LED 
Display applicable to smart phone, navigation system, and any other portable devic-
es.” In this case, the historic method may extract all terminologies (four technolo-
gies in this example, LED display, smart phone, navigation system, and portable 
device) and give different weight values. However, we cannot say the organization 
makes smart phone, navigation system, and portable device except led device. In 
the example, if we use the terminologies simply extracted from scientific docu-
ments to compare relative levels of organizations for competence analysis and tech-
nology transfer analysis, this may return a list including many organizations  
unrelated to the technology “LED Display.” 

Therefore this research work suggests a method to select which technologies are 
actually related to the organizations which own the right of publications. To do this, 
we employ KISTI (Korea Institute of Science and Technology Information) ontology, 
which was automatically constructed by text mining and Semantic Web techniques, to 
analyze various relation patterns discovered among technical terminologies. And the 
method contained in this paper is a tentative version to check the possibility of the 
main idea and we describe examples and results of using only elementary relation of 
technologies. 

This paper is organized as follows: Section 2 describes the technology ontology 
utilized for analyzing semantic network of technologies. In section 3, we propose our 
method for core technologies and evaluate the method. Finally, we summarize our 
research with a few suggestions in the fourth section. 

2 Technology Ontology of KISTI 

We will select core technologies by using semantic network that can be constructed 
among technologies extracted from scientific documents. In constructing the semantic 
network, we use technology ontology [4, 5] and Figure 1 shows its relation schemes 
of objects. 
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Fig. 1. Relation architecture of technology ontology (excerpted and redrawn from [4] and [5]) 

To fill the ontology as shown in the figure 1 with instances, they analyzed various 
scientific documents with high reliability such as papers, patents, Web articles, Wiki-
pedia, and so on collected from 2001 to 2012 and have constructed the ontology with 
about 498millions triples. Table 1 shows defined objects and its statistics. 

Table 1. Statistics of Technology Ontology 

Object categories Statistics 

Technologies 43,201,941 
Products 62,327,156 
Persons 25,110,360 
Organizations 40,993,708 
Locations 50,350,884 
  

Among the objects and the relation types in the table 1 and figure 1 respectively, 
this work uses the technology category and the relation “elementTech” which means 
elementary technology.  

3 Selection of Core Technologies and Evaluation 

3.1 Selection of Core Technologies 

As shown in figure 1, there are total 7 relation types among technologies and we use 
only elementaryTech relation (E). If a sentence “Smart phone includes touch device” 
is found in a document, the triple analyzer makes “smart phone E touch device” 
triple from the sentence. Our work starts from an assumption that core technologies 
can be selected through analyzing a few patterns which consist of various relations 
and we estimate its possibility in this paper. To select core technologies, this work 
defines next two characteristics. 
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selection of core technologies automatically selected by our system. In here we ana-
lyzed original patent documents manually of the evaluation sets. If the system se-
lected one or more technologies as the core candidates and the candidates contained 
right answer, we decided that the result was right. For example, a case of one patent 
has {thermal storage, motor vehicle, air conditioning, ventilation system, …} as  
technologies which expresses its contents and our evaluation system selects “air con-
ditioning” and “thermal storage” as the candidates. In this document, real core tech-
nologies is “air conditioning” and we evaluate this case is right. The following table 2 
summarizes our evaluation result.  

Table 2. Evaluation Result 

Total count Right cases Wrong cases 
100 57 43 

   

When evaluating this work by using the number in the table 2, we may simply de-
cide that the work is inefficient. However, we think this research can be extended 
with positive possibility because we used only one relation. And the evaluation set 
contained 10 sets that do not have core technology of the original document. This was 
caused from text mining that is out of range of this work. The wrong cases include 
these sets. Based on the experimental result, we confirmed semantic network could be 
efficient for selection of core technologies. In the future, we will continuously keep 
this work with various pattern analyses of semantic network and extra clues. 

4 Conclusion 

To provide more adequate business intelligence service, this paper proposed a method 
for detecting the core technologies from scientific documents based on semantic net-
work. We selected the core technologies based on the semantic network features such 
as concentration and relation direction, and figured out its positive possibility through 
the simple experiment. However this work should be extended with analyses under 
more various views. The technology ontology has 7 relation types between technolo-
gies. This means that the diversity causes many patterns and we need to define its 
meanings in the future work. 
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Abstract. Numerous linguistic resources are readily available in area of exper-
tise due to the development of wireless devices such as smart-phones and the 
internet. To select useful information from the massive amount of the data, 
many systems using semantic web technologies have been developed. In order 
to build those systems, data collection and natural language processing are es-
sential. However, most of those systems do not consider software integration 
and the data required by the processes used. In this paper, we propose a system, 
entitled uLAMP which integrates software and data related to natural language 
processing. In terms of economics, the cost is reduced by preventing duplicated 
implementation and data collection. On the other hand, data and software usa-
bility are increasing in terms of management requirements. In addition, for the 
evaluation of the uLAMP usability and effectiveness of uLAMP, a user survey 
was conducted. Through this evaluation, the advantages of the currentness of 
data and the ease of use were found.   

Keywords: Linguistic Asset Management, Natural Language Processing,  
Contents Management System. 

1 Introduction 

Currently, various types of software are developed using web technology to confirm 
the usefulness of information published on the internet [1-2]. These types of software 
offer the function of natural language processing. To build the required system, it is 
necessary to recognize the entities, their relationships, and to ensure mapping to an 
ontology scheme. However, there are few systems which combine all components of 
natural language processing.  

Currently, Yahoo pipe1 and U-compare2 offer a combination of software and lin-
guistic data sets. Yahoo pipe offers an environment in which a user can create a new 
application by combining legacy web applications and web resources. U-compare also 
offers an environment of specified bio-data management. It creates work-flow 

                                                           
1 http://pipes.yahoo.com/pipes/ 
2 http://nactem.ac.uk/ucompare/ 



 I

 

through the combined extra
with all linguistic data sets 

Therefore, if a system 
knowledge extraction (natu
to support QoS, will be bui
mation. This system can sh
velopment of software or th
reusability of software and 

Thus, we proposed over
sitic Asset Management P
related to language process
ture for the management o
structure of the collected d
search functions. Finally, w

2 Proposed uLAM

There are two characteristi
storage structure and functio
In the storage structure, full
text entries are from web ar
system offers complete sets
software, allowing considera

The system has two adva
provides full texts, extract
Second, the system can sha
for users’ data and software
collection costs are reduced
tent related to knowledge ac

The proposed system ha
dictionaries, corpuses, and 
related to the recognition o
ture of the proposed unified

 

Integration System for Linguistic Software and Data Set 

action of bio-document systems. However, neither can d
and the related software. 
combining the essential software and data resources 

ural language processing) processes to be built, the syst
ilt considering the management of a vast amount of inf
how increased efficiently by preventing the duplicated 
he duplicated collection of data. Moreover, it can utilize 
data resources for improved management [3]. 
all architecture of a system called uLAMP (unified Lin
latform) in [4]. It combines software and data resour
ing. To do this, in this paper, we design a meta-data str

of user software and data sets, and we formulate the d
data. We also design the registration, storage, usage 

we discuss this system in terms of user evaluations. 

MP System Architecture 

cs of the proposed system. First, the system consists o
ons enabling the use of other users’ registered applicatio
l-text entries, entities, and triples are stored, where the f
rticles and paper and patent sources, for instance. Next, 
 of software and data resources; a user can register and 
able amount of knowledge from users to be handled.  
antages. First, it can be used for data verification becaus
ted entities and triple resources for language processi
are software and data through its registration environm
e. Finally, the cost of developing the software and the d
d through the scheme for managing software and data c
cquisition. 
ndles language resources such as extracted entities, trip
ontology-related items. The system also handles softw

of knowledge. Figure 1 shows the overall system archit
d Linguistic Asset Management Platform (uLAMP). 

 
Fig. 1. Overall system architecture 

297 

deal 

for 
tem, 
for-
de-
the 

ngu-
rces 
ruc-
data 
and 

of a 
ons. 
full-
the 
use 

se it 
ing. 

ment 
data 
con-

ples, 
ware 
tec-



298 J.-H. Um et al. 

 

2.1 Collection of Linguistic Asset 

There are two means of collecting the data. First, web articles, papers and patents are 
collected to build semantic resources. Next, corpuses, dictionaries, and linguistic 
software are provided from a linguistic experts group. Tables 1 and 2 present the 
number of entities and triples of collected web articles, Wiki pages, papers, and pa-
tents. The classifications of the entities are as follows: technology, product, person, 
organization, and location. 

Table 1. The number of entities 

 Technology Product Person Organization Location 

Web 
Article 

293,742 544,167 265,845 1,255,730 4,333830 

Wiki 1,183,919 910,228 2,031,990 11,936,827 6,368,304 

Paper 2,018,990 3,943,222 1,031,365 5,725,623 1,919,186 

Patent 1,922,472 2,536,421 134,195 2,619,301 1,089,637 

Total 5,419,123 7,934,038 3,463,395 21,537,481 13,710,957 

Table 2. The number of triples 

Web Article Wiki Paper Patent Total 

1,396,681 12,841,106 7,366,030 4,155,124 25,758,941 

2.2 Design of Resource Storage Scheme 

The uLAMP system stores semantic resources (entities and triples), linguistic soft-
ware and data sets, as well as meta-data for the software and data sets. First, semantic 
resources can be classified with a full-text storage scheme and with entity and triple 
storage schemes extracting from the full-text items, as shown in Figure 2. In this case, 
uLAMP uses unique identifiers (called a resource ID) for the full-text, entities and 
triples to connect between the full-text items and extracted objects such as entities and 
triples. The resource ID consists of the number of resource categories, the code name 
of the database and the record number. The full-text storage scheme is designed to 
include a classification of resource categories as web articles, papers and patents, for 
instance. Figure 2(a) presents the full-text storage scheme. 

The web article table is designed to preserve the full-text contents. Thus, the web 
article table includes body, author, and publication data fields. In addition, to classify 
the news cases, the web article table has category and section fields. The paper table 
is designed to recognize the information of papers. It includes fields for the publisher, 
journal name, ISSN or ISBN, author, keywords, subject, and other such information. 
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The patent table consists of meta-data and the body of the patent to present patent 
information such as the application number (AN), inventor(s) (PAE), patent name, 
claims and applied country fields, as well as other pertinent information. On the other 
hand, entities and triples extracted from full-text storage and their frequency tables are 
designed as shown below in Figure 2(b). To store the data and the type of semantic 
resources, the entity table consists of the entity name and its type fields, while the 
triple table has subject name, subject type, relationship name, object name and object 
type fields. Additionally, joins between entity/triple tables and frequency tables can 
be measured to determine the weight and the history of the data.  

The meta-data of the software and linguistic data set includes the name, type, ma-
nual, number, location, and other pertinent information. The meta-data guides the user 
to know the details about the software and linguistic data sets. Also, users can use 
upload and download functions through the uLAMP system. 

 

 

Fig. 2. uLAMP storage scheme 

3 User Evaluation 

To evaluate the proposed system, we surveyed 11 experts in the area of natural lan-
guage processing. The evaluation measured the usability and effectiveness of the 
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proposed system. The questions for the user evaluation are referenced from the survey 
of DCMS at KISTI [4]. Regarding the database, the questions are related to correct-
ness, completeness, currentness and concurrency. There are also questions related to 
searching, easiness of use, customer support and the cost of the system. There are 
eighteen questions in total, and answers are given on a Likert-type five-point mul-
tiple-choice scale. Because there are eighteen questions, the scores for each question 
on this scale range from 1.5 to 5.5. To measure the satisfaction of the users, Table 3 
was used. 

Table 3. User Satisfaction Rate (USR) 

Level Point Interval description 
Level S USR > = 90  Both effectiveness and usability are excellent 
Level A 70<=USR<90 Both effectiveness and usability are good 
Level B 50<=USR<70 Both effectiveness and usability are not good 
Level C 30<=USR<50 Both effectiveness and usability are poor 
Level D USR<30 System can’t be maintained 

 
The average score was 84 points, indicating that both effectiveness and usability 

were rated highly. High scores were also noted for the concurrency and currentness of 
the database and for easiness of use. Low scores were given for completeness of the 
database and visibility of the system. 

4 Conclusion 

In this paper, uLAMP managing software and data resources related to all compo-
nents of language processing are proposed. It was found though a user evaluation that 
uLAMP has advantages in terms of easiness of use and the currentness of the data-
base. As future work, we will study how to represent full-text information related to 
extracted entities or triples. In addition, we will continue to collect user software and 
language data resources so that we can contribute to the research on natural language 
processing and related areas.  
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Abstract. Existing visualizing methods for big ontology data have many prob-
lems. To solve the problems and visualize big ontology data efficiently, we 
used Hadoop framework, which is for distributed processing across clusters for 
handling large dataset. The system that we devised is made up of three parts-a 
data server, a visualization server, and user devices. First of all, The data server 
preprocesses big data, and the visualization server processes the outputs for vi-
sualizing them and transform the outputs to match web standard. The data serv-
er and the visualization server use Hadoop framework. User devices have web 
browsers. Through web browsers, users can be provided with the visualization 
results by the visualization server We processed DBpedia ontology and visua-
lized the data. In this paper, we will introduce a method for processing and vi-
sualizing DBPedia ontology. And we will show the performance of the method 
by measuring execution time and the experimental results of the visualizing 
process. 

Keywords: Ontology visualization, RDF visualization, Big data visualization, 
Hadoop, DBpedia Ontology. 

1 Introduction 

Big ontology data processing is one of burning issues recently. Engineers in various 
fields do a lot of researches and suggested solutions to process big ontology data. The 
big ontology data processing is important. And it’s also important to show big ontolo-
gy data. Handling big ontology data visualization using existing visualization method 
has many problems like slow processing speed, too many processing steps. To solve 
the problems, we processed big ontology data using Hadoop framework. 

Hadoop framework is the one that allows us to perform distributed processing easi-
ly by using a simple programming model that it provides [1]. Hadoop is widely used 
for big data processing because more data can be handled by distributed processing at 
the same time. These advantages help us to visualize big ontology data efficiently. 

Our visualization system consists of a server part and a client part. The server part 
is divided into a data server and a visualization server. The data server and the  
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visualization server use Hadoop. The data server processes big data and generates 
processing the result. The visualization server process output data of the data server to 
extract information which is used in the client part. And then, the visualization server 
provides information to web services. We used web services to provide cross platform 
to users. The client part receives information that user want to get from the visualiza-
tion server through a web browser. 

The outline of this paper is organized as follows: Section 2 explains DBpedia and 
DBpedia ontology datasets. Section 3 explains detail of our propose system and sec-
tion 4 explains method of DBPedia ontology visualization. In Section 5, we are show-
ing experiments. Finally, Section 6 will give conclusions and future works. 

2 DBpedia Ontology 

DBpedia is a crowd-sourced community effort to extract structured information from 
Wikipedia and make this information available on the Web.  DBpedia allows 
you to send sophisticated queries against Wikipedia, and to link the different data sets 
on the Web to Wikipedia data. 

The DBpedia Ontology is a shallow, cross-domain ontology, which has been ma-
nually created based on the most commonly used infoboxes within Wikipedia. The 
ontology currently covers 359 classes which form a subsumption hierarchy and are 
described by 1,775 different properties.  And it currently contains about 2,350,000 
instances [2], [3]. DBpedia provide DBpedia ontology and DBpedia datasets on web 
site. The dataset is composed of some files that are variety combination of class, in-
stance, property and others. 

3 Propose System 

Figure 1 shows overview of the proposed system. The system consists of the data 
server, the visualization server and user devices. The data server and the visualization 
server are divided logically, which means that they could be in one physical machine.  

 

Fig. 1. System overview and steps of big data visualization 
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A single machine has a scalability problem about to visualize big data. The single 
machine is slowed depending on growing of data size. The problem is overcome by 
using the Hadoop. 

Data Server 
The data server preprocess big ontology data in order that the system visualizes big 
ontology data or processing result. The data is stored in HDFS (Hadoop Distributed 
File System) in order that the visualization server uses the data at any time. 

Visualization Server 
The visualization server consists of a processing part and a web service part. This 
structure is similar to some other systems [4]. The two parts work together. The 
processing part processes outputs of the data server to use Hadoop. The processing 
part generates visualization results for web format using the HTML5 and Javascript. 
The result is serviced by a web server in the web service part. To provide cross plat-
form to user, we used web format in visualization result. 

User Devices 
User devices should have a web browser supporting HTML5. Users request the de-
sired information through the Web and confirm the result. Users are provided with 
information from the visualization server regardless of device. 

4 DBpedia Ontology Visualization Method 

Our goal is to extract data that users want to get and to visualize the data. For achiev-
ing that goal, we had to know what data in files in DBPedia ontology, how they are 
defined, and what relationships are among them. Each file in DBpedia dataset is made 
up of triples that have the same meaning. For example, the file “instance_types.nt” is 
a set of triples like <Instance, Type> and defines types for each instance. We defined 
meanings that each file represents and schema [5].  

Defined data and actual DBpedia dataset are processed by Hadoop framework. The 
system receives data format in which users want to receive information [6]. If there is 
the data format in the defined triple schema, the system runs a MapReduce program. 
If the data format doesn’t exist in the schema, the system make a set of triple schema 
to generate the data format in which users want to receive information, and runs the 
MapReduce program. And all the information generated by the system is suited to 
JSON format.  

5 Experiment 

Our goal is to generate useful information from DBPedia ontology and to show the 
information on web browsers. Our system’s structure is shown below(Table 1).  
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Table 1. System Environment 

Hadoop Environment 

Hadoop Version Hadoop 1.0.4 

Node 
NameNode 2ndNameNode DataNode 

1 1 30 

Node Environment 

CPU 3.10 GHz quad-core 

Memory 16 GB 

Operating Sys-
tem 

Ubuntu Server 12.04 LTS (64-bit) 

Web Server Environment 

Web Server Tomcat 6.0 

Table 2. Experiments Result 

First Experiment 

Use the files 
dbpedia_3.8.owl (800KB) 

instance_types_en.nt (1.9GB) 

Output 175 MB 

Hadoop Map / Reduce Map 29 : / Reduce : 30 

Execute Time 42 sec 

Second Experiment 

Use the files 
First Experiment Result (175MB) 
infobox_properties_en.nt (8.8GB) 

Output  

Hadoop Map / Reduce Map : 121 / Reduce : 30 

Execute Time 54 sec 

 
We conducted two kinds of experiments. The first experiment is to show relation-

ships between classes and instances as a list. In the list, classes which are in DBPe-
dia’s namespace match all the instances. Each class has a list that shows its own  
instances, and the lists are visualized through being suited to web format. The second 
experiment is to show major properties for each class. For figuring out major proper-
ties, the numbers of properties of all the instances in each class are counted and 
ranked. The ranking result is shown as a list. Table 2 shows files used for each expe-
riment, the results, and performance. We used DBPedia 3.8 as a dataset for the  
experiments. 
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Big Ontology Data processed by the experiments are 2GB and 9GB respectively. 
The two executing time do not show a big difference, which means that our system is 
scalable enough to process big data. 

We visualized the output results through a web browser. Figure 2 is the first expe-
riment’s result, which shows a list of instances of the class “Airport”.  Figure 3 is the 
second experiment’s result, which shows a list of 20 properties that appear most fre-
quently in the class “Infrastructure”.  
 

 

Fig. 2. First Visualization 

 

Fig. 3. Second Visualization 

6 Conclusion 

In this paper, we proposed a big ontology data visualization system. Our visualization 
system consists of a data server, a visualization server and user devices. The data 
server and the visualization server used Hadoop. In the visualization server, the distri-
buted processing of the Hadoop is used by the system for visualization because Ha-
doop is effective enough to process big data. And the visualization server provided 
cross platform service through web. 

As a future work, we will continue to carry out the research to improve our system. 
And we will devise a tool to show many different kinds of information for users. 
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Abstract. Social Learning as a new concept of learning model emphasizes an 
individual’s activity and formation of relationships with other people. On the 
contrary, traditional recommendation system provides a target user with the ap-
propriate recommendation information after analyzing a user’s preference based 
on the user’s profiles and rating histories. These kinds of systems need to modi-
fy recommendation algorithm; these traditional recommendation systems are 
limited to only two attributes - user profiles and rating histories – that includes 
the problem of recommendation reliability and accuracy. In this paper, we 
present a user-context based collaborative filtering (UCCF) using user-context 
and social relationships. The UCCF analyzes user-context and social relation-
ships, and generates a similar user group which uses the user’s recommendation 
score from similar user groups. The UCCF reflects strong ties of users who 
have similar tendency and improves reliability and accuracy of the content and 
expert recommendation system. 

Keywords: Item-Based Collaborative Filtering, Social Network Analysis,  
Semantic Ontology, Compound Knowledge, Case-Based Reasoning. 

1 Introduction 

The concept of social learning has been spread by the social media as a new concept 
of sharing information and knowledge generated in a social network service [1]. In 
accordance with the formation of the concept, intelligent recommendation technology 
development that can provide every learner with the best learning environment is 
required [6, 7, 8]. The main purpose of the learning environment analyzes contents 
effectively created in a social network and diverse correlation among participants so it 
can recommend customized learning contents and experts to learners. The relationship 
of users who share information and exchange opinion in SNS can point out that the 
relationship merely has no similar tendencies and reflects a stronger weight of close-
ness and credibility [4, 5, 9]. This paper is about content and expert recommendation 
system for social learning. To share educational knowledge and information through 
various SNS, we have developed social platform. On the platform, we have analyzed 
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numerous information and knowledge such as experts, contents and learners. We also 
have developed content and expert recommendation system using an improved colla-
borative filtering that reflects user-context and social relationships. These elements 
are stored as types of compound knowledge in ontology [10, 11, 12]. 

2 Related Study 

Previous recommendation system is using collaborative filtering and user preference 
for the system is classed as implicit and explicit. 
 
-. Explicit rating for Collaborative Filtering [2, 3, 5] 
Explicit ratings are when the user herself explicitly rates the item. One example of 
this is the thumbs up / thumbs down rating on sites such as Pandora and YouTube. 
Amazon has been adopting 5-Star rule as the explicit rating.  
 
-. Implicit rating for Collaborative Filtering [4, 6] 
For implicit ratings, we don't ask users to give any ratings—we just observe their 
behavior. An example of this is keeping track of what a user clicks on in the online 
New York Times. Amazon is also using the implicit rating. Consider what informa-
tion Amazon can gain from recording what products a user clicks on in Amazon. This 
information is used to display the items in the section “Customers who viewed this 
also viewed.” Another implicit rating is what the customer actually buys. Amazon 
also keeps track of this information and uses it for their recommendations “Frequently 
Bought Together” and “Customers Who Viewed This Item Also Bought”. 

3 Construction of Compound Knowledge for Recommendation 
System 

 

Fig. 1. Construction of Compound Knowledge 
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3.1 Data Collection of User-context and Social Relationship 

This system builds knowledge based on ontology. Ontology which consists of scientific 
principles and materials, and focuses on Mathematics and Science are defined by Gold-
berg contest. In addition, LMS (Learning Management System) based on SNS aims at 
people who have interest in this contest and contextualizes content information with 
user-context, social relationship weight and ratings of content. In conclusion, compound 
knowledge consists of form of RDF triple. (Subject, Predicate, Object). 
 
-. User Context 

Gender, Age, Area, Education, etc … 
-. Ratings of content 

User’s preference data is user’s ratings on 1 or more item and the range is 1~5. 
-. Content information 

Writer of content, level (K1~K12), domain (Science: Physics, Chemistry Mathe-
matics: arithmetic operation, statistics) 
-. Social Relationship Weight 

Grasp of structure ‘Like’, ‘Comment’ on content and assign social relation weight 
among users. 

3.2 Case Based Reasoning and User Similarity Computation 

Based on the analysis of the data collected from 3.1, the analyzed data is stored as a 
form of Semantic Ontology Triple to find set of learners who have a similar history or 
feature. For the sake of creating learner group that has similar preference and strong 
ties, user similarity is computed with the degree of consistency of user-context and 
social relationship weight that are stored in triple repository by case-based reasoning. 

3.2.1 Consistency Degree of User-context 
Gender equal: 1 No equal: 0 

Level of  
Education (LOE) 

1- |LOE of himself – LOE of target| / N  
(N: 12, K1~K12) 

Area equal: 1 No equal: 0 
Social Relationship 
Weight (SRW) 

Inverse of Depth N(1~6)  
SRW: 1/Depth (1, 1/2, …, 1/N) 

Materials (M) (M of himself ∩ M of target) / (M of himself � �M of target) 

Scientific  
Principle (SP) 

(SP of himself ∩SP of target) / (SP of himself � �SP of target) 

3.2.2 Social Relationship Weight 
Social Relationship Weight is SNS depth, meaning, SNS depth presents connection 
depth which links a user’s post with the other users’ comments. If user B leaves a 
comment on user A’s post, SNS depth of users A and B will have 1. If user D gives a 
comment on user C’s post, who has N depth with user A, SNS depth of users D and A 



310 K. Kim, K. Lee, and J. Park 

will be N+1. In conclusion, social relationship weight traces a maximum of 6 depths 
and uses inverse number of SNS depth. In other words, if SNS depth is 1, social rela-
tionship weight is 1 and if the SNS depth is 2, social relationship weight is 1/2. 

3.2.3 User Similarity 
Similarity (U1, U2) = (Whether Gender equal or not + Age gap + Education gap + 
whether area equal or not + Consistency degree of service context + social relation-
ship weight) / 6 
 

Similarities User1 User2 User3 ….. 

User1 1 Sim(U1, U2) Sim(U1, U3)  
User2 Sim(U2, U1) 1 Sim(U2, U3)  
User3 Sim(U3, U1) Sim(U3, U2) 1  
……    1 
     

 
As can be seen above, user context and social relationship weight is included in 

computing the similarities of users that would make it more accurate.  

4 Social Relationship Weight and UserContext-Based 
Collaborative Filtering for Content Recommendation 

For content recommendation, the first step is to organize user-content matrix. The 
second step is to apply item-based collaborative filtering algorithm of Weighed Slope-
One to user-content matrix and predict the score of an unknown rating. The last step 
is to recommend learning content based on the standards that have been illustrated 
above. As shown, since UCCF algorithm includes ratings of users who have higher 
similarity, the target learner is able to get a recommendation about the learning con-
tent which improves accuracy and reliability. 

 

Fig. 2. UCCF (User-Context based Collaborative Filtering) relationship model 
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PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#> 
PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#> 
PREFIX sole: <http://www.diquest.com/sole#> 
 
select ?con ?team ?conid ?video where { 
sole: potential energy sole:relatedContents ?con . 
?con sole:relatedTeam ?team . 
?con sole:contentsID ?conid . 
?con sole:contentsVideo ?video . 
} 
 

Ex) Recommendation Sqarql for learning video content related to potential energy 

5 Expert Recommendation 

For expert recommendation, content information is contextualized with user-context, 
social relationship weight and ratings of content and stored as a form of RDF triple. 
Users are able to record ‘Like’ or ‘Comment’ in LMS based on SNS and these 
attributes are considered as important factors for inferring user’s degree of recom-
mendation and interest. The writer who has a higher degree of recommendation could 
be referred to as an expert in the field. 

 

Fig. 3. UCCF relationship model for expert recommendation 

5.1 Expert extraction Using Ratings on Content 

Expert extraction goes through 4 steps as below. 
 
[Step1. User-Content matrix] 

Ratings Content1 Content2 Content3 ….. 

User1 5 0 3 0 
User2 2 5 0 0 

User3 0 2 5 0 
…… 0 1 0 5 
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[Step2. Content-Writer matrix] 
Posting  
Owner 

Content1 Content2 Content3 ….. 

Writer User1 User10 User35  
 
[Step3. Content-Writer Ranking matrix] 

Ranking Content1 Content2 Content3 ….. 

User1 5 3 3 2 
User2 2 5 1 2 
User3 4 2 5 3 
…… 3 1 3 5 

 
[Step4. Sum of ranking and recommend expert] 

Expert Content10 Content27 Content35 ….. 

Expert User10 User23 User54  

6 Social Learning Platform and Recommendation System 

We have been performing experiments for UCCF algorithm, as introduced in this 
paper, which are aimed at participants of Goldberg contest with the use of social 
learning platform and recommendation system. 

 

7 Conclusion 

In this paper, we present social network analysis that applied semantic technology 
such as OWL ontology, RDFS inference, and Sparql. In addition, we have developed 
content and expert recommendation system using collaborative filtering with  
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user-context and social relationship. The degree of satisfaction evaluation are based 
on the result of the recommendations given by FGI(Focus Group Interview) targeting 
Goldberg contest. Moreover, we are going to distribute data which have been col-
lected from Goldberg contest for social learning recommendation system. Though 
recommendation system suggested in this paper is for education, our improved colla-
borative filtering algorithm can be applied to diverse domain like movies, shopping 
and so on. 

Acknowledgments. This paper is supported by Korean Industrial Technology Devel-
opment Program –“Develop Social Learning Platform with intelligent recommenda-
tion and social matching technology for self-paced learning: Project No. 10042794” 
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Abstract. This paper proposes an automatic animation composition
system based on six databases, which are defined through analyzing a
Japanese folktale animation movie. The system can automatically trans-
late a text-based event representation (simple case frame) into an ani-
mation script (TVML). We show that our proposed system can compose
several TVML scripts, which can represent animations of events as parts
of a story.

1 Introduction

The concept of narrative includes several aspects such as story, discourse and
representation. This study focuses on story and its visual representation [1–6],
especially animation movie. Our final goal is to develop a system that can auto-
matically generate an animation from a text-based story representation such as
case frame [7]. In order to convert a text-based story into a visual image such as
an animation, it is necessary to build many and various databases or knowledge
bases for bridging between a text-based story representation and a visual repre-
sentation including image resources, cinematic techniques, actions of characters,
screen layouts and so on. However no such knowledge base or database exists.
Actually some contributions, which try to generate animation movies automati-
cally, face the same drawback that inhibits a realization of automatic animation
generation [1–4, 6].

Generally we can illustrate the content of text-based story as visual image
through complementing visual scene, character appearance and time background
even if the sufficient visual information about a story is not given. This implies
that we make up for the lack of visual information through knowledge of many
stories that we have already read. From this viewpoint, conventional animation
movies include informative animation resources, such as screen layouts, cine-
matic techniques, actions etc. If such resources can be used as knowledge for
generating a new animation, we can automatically generate various animations
by a computer program and knowledge bases (databases).

Therefore, in this study we define six databases through analyzing a Japanese
folktale animation and developed an automatic animation composition system

T. Yoshida et al. (Eds.): AMT 2013, LNCS 8210, pp. 314–323, 2013.
c© Springer International Publishing Switzerland 2013
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for event representations. Our developed system can convert a text-based event
representation into an animation script, TVML1.

2 Analysis of a Japanese Folktale Animation and
Database Definition

In order to make up for the lack of information for bridging a text-based and a
visual-based story representation, we analyze a Japanese folktale animation and
define some databases for composing animation.

We extract many image resources from the original Japanese folktale ani-
mation and make a TVML script, which realizes as same animation with the
original animation as possible. The TVML script can be regarded as a tem-
plate of animation composition. These elements are classified and stored in each
database to be used as knowledge bridging a text-based and a visual-based story
representation.

2.1 Animation Material and Analysis Steps

Animationmaterial is a DVD animation, “Fleas aremedicine (NomiWaKusuri)”,
in a series of Japanese Folktales For Reading to Children [9]. The reason why we
choose this title is that it is composed by minimal animation techniques; the num-
ber of characters is two, all of actions are expressed by simple 2D operations such
as switching, rotation, transition and scaling of images.

Analysis steps are shown as follows;

1. To make a list of composition elements for all of scenes of the folktale ani-
mation.

2. To capture image resources such as characters and backgrounds from the
animation.

3. To make a TVML script using captured image resources.

Step 1: Making a List of Composition Elements. We made an analysis
list with respect to 14 elements, which are shown as Figure 1. We extracted 49
cuts from whole of a movie (time is 5m45s).

Step 2: Capturing Image Resources. We captured some scene images from
all of cuts and clipped many character images and background images. The
number of character images is 96, the number of background images is 37. The
former are used as templates of character and action representation, the latter
are used as templates of location and layout representation. In actual operational
phase, all of image resources are replaced by other resources which are free from
copyrights, although they are used for making a TVML script in the next step.

1 TVML stands for TV program Making Language and it is a text-based language
developed by NHK Science and Technical Research Laboratories [8]. TVML can be
interpreted as a 2D/3D CG animation (OpenGL) in real time by TVML Player.
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Table 1. An Example of the Analysis List (Translated in English)

Cut # 1 2 5

Time
(start-end)

0:00 - 0:15 0:15 - 0:20 0:29 - 0:34

Narrations, Scripts

Camera Movements Move(Top --> Bottom) Fix Move(Bottom --> Top)

Characters Man Man Man

# of Characters 1 1 1

Postures of Characters

[Man]
left side view, whole body, Kimono,
lean tree, get lying down, cross arms
claspe hands behind head, cross legs
(right leg over left leg)

[Man]
left side view, whole body, Kimono,
lean tree, get lying down, cross arms
claspe hands behind head, cross legs
(right leg over left leg)

[Man]
back view, whole body, kimono, put a
woven hat on, carry something to right
shoulder

Activities/Transitions
of Characters

[Man]
Activity(Nod, Shake right leg)

[Man]
Transition(Bottom --> Top)

Objects
[Man]
chew a grass

[Man]
chew a grass, loop a rope around left
foot

Object Movements
[a grass]
rotate reef

Semantics of Scenes Show the title peaceful noon?
[Man]
man goes to village

Backgrounds Sky, Cloud, Sun, Tree, Mountain, Hill? Sky, Cloud, Tree, Road(Hill)
Tree, Cloud, Mountain,, Sky, Road,
Homes

Screen Layouts

[Sun]TopCenter
[Cloud]TopLeft, MiddleLeft
[Hill]BottomCenter,BottomRight.Midd
leRight
[Tree]TopRight, MiddleRight
[Mountain]BottomCenter
[Man]MiddleRight

[Cloud]TopLeft
[Tree]TopRight,MiddleRight
[Road(Hill)]Bottom
[Sky]TopCenter,MiddleLeft,MiddleCen
ter

[Road]MiddleCenter, BottomCenter
[Homes]:MiddleCenter, BottomCenter
[Mountain]MiddleLeft, MiddleCenter,
MiddleRight
[Cloud]TopRight, TopLeft
[Tree]BottomCenter
[Man]BottomCenter --> MiddleCenter

BGM/Effects BGM: Music Nothing Effect: Cicadas are shrilling

Step 3: Making a TVML Script. Using the clipped image resources, we made
a TVML script, which realizes as same animation with the original animation as
possible. That is, this is a reconstruction of the original animation by TVML. We
employ prop commands in TVML for image composition as the following list;

prop: position() it can be used for positioning,
prop: visible() it can be used for image switching,
prop: transform() it can be used for rotation, transition and scaling.

The total number of line of the TVML script we made is 1841 excepting com-
ments and blank lines. This reconstruction does not include narrations, speech
conversations and sounds but include actions (character’s performances), screen
layouts and cinematic techniques.

Here is an example of a TVML script, whose content is a cut that two charac-
ters talk. Figure 1 shows six image resources are assigned by prop: assign()
because each character is configured by the three image resources. Figure 2 shows
each character is properly configured by prop: position(). Figure 3 shows a
‘talk’ action can be expressed by prop: transform() and prop: visible().
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Fig. 1. Assigning Character Image Resources

Fig. 2. Positioning Two Characters

As the result, some animations (i.e., fade-in/fade-out, concurrent actions, syn-
chronization between a camera and a character) could not be realized due to the
limitations of TVML and TVML Player although we could reconstruct most of
the original animation.

2.2 Database Definition

After the above analysis steps, we classified the TVML script, the extracted im-
age resources and the analysis list. As the result, they are stored in six databases;
character image, location image, layout, action, transition and activity. In this
subsection, we describe about main columns in each database.

Character Image DB. This database consists of 16 columns. RPosX, RPosY,
RPosZ are relative coordinate values for composing a character by some image
resources. RotX, RotY, RotZ are rotation degrees with respect to each axis.
Posture, Direction1&2, Embodiment are properties of character image.
ActivityID includes several IDs of activity database and it denotes that a
relevant character image is used for expressing some activities tied with ID.
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Fig. 3. Action Script

Location Image DB. This database consists of 11 columns. initCamTVML
is a TVML script to capture properly a background image by a camera.
setLocTVML is a TVML script to position a location image. Posture,
Direction1&2, Embodiment are constraint properties for positioning char-
acter image. LayoutID includes several IDs of layout database and it denotes
desirable positioning for character image. TransitionID includes several IDs
of transition database and it denotes that a relevant location image allows to
express some transitions tied with ID.

Layout DB. This database consists of 4 columns and it stores positioning
information of character image.

Action DB. This database consists of 5 columns. The most important column
is TransitionID, which is time sequence of activities and actions. Figure 4
shows an example of composition column in an action, ‘come’. This figure shows
‘come’ action is composed of 2 transitions (MOVE1 and MOVE2) and 3 activ-
ities (ACT2CACT3CACT4). The meanings of another descriptor are shown as
Table 2.

Transition DB. This database consists of 3 columns. The most important
column is setTransTVML, which is TVML templates for transition of character
image.

Activity DB. This database consists of 7 columns. CharaID is a character
image ID for composing the activity. Thus an activity should be composed of
four character images at a maximum. setActTVML is TVML templates for
activity of character images.
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Fig. 4. An Example of Composition
Column in ‘come’

Table 2. Descriptors in Composition Column

Symbols Interpretation

X[Y] Character Identifier
(X and Y in case # of Actor is 2.)

ACT(Number) ID in Activity Database

MOVE(Number) ID in Transition Database

(Number) after # Transition Times

@C# Segmentation Symbols

3 Automatic Animation Composition System

3.1 Processing Steps

Based on the previous results, we developed an automatic animation compo-
sition system, which can generate a TVML script based on text-based event
representation. In this study we define an event as a part of a story. That is, a
story is composed by a time sequence of many event representations.

Our proposed system is composed of 3 processes; input process, decision pro-
cess and generation process.

Input process is to set a text-based event representation through GUI op-
eration. The event representation is composed of four elements; Agent(AGT),
Counter-Agent(C-AGT), Location(LOC) and Action(ACT). Namely our proposed
system postulates that a text-based event representation is not natural language
but a formal data like simple case frame.

Decision process is to assess whether animation composition can be realized
by the databases or not. The system examines the following six conditions.

1. Whether the location DB has location images corresponding to a text-based
input.

2. Whether the character DB has character images corresponding to a text-
based input.

3. Whether the action DB has action representations corresponding to a text-
based input.

4. Whether the action representation refers to the transition DB, the activity
DB or the both.

5. Whether the location image DB has location images to allow some transition
representations because an action representation depends on location images
when it includes the transition representations.

6. Whether the character image DB has character images to allow some activ-
ity representations because an action representation depends on character
images when it includes the activity representations.

When it is decided that an animation composition can be realized, this system
can automatically generate a TVML script.
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Generation process is to determine all of image resources that the system needs
and to calculate each positions of resources, on-off control of image display, image
operations such as transition, rotation and scaling. Figure 5 shows the workflow
in generation process.

Fig. 5. Workflow in Generation Process

Mainly the system executes the following processing.

1. To get candidates of character images and location images based on a text-
based input.

2. To get candidates of transition TVML and activity TVML for composing
action representations.

3. To determine transition TVML and activity TVML from their candidates.
4. To determine location images from its candidates and get a location TVML.
5. To determine character images from its candidates.
6. To get a layout TVML for locating character images.
7. To integrate all of TVML and image resources.

Finally a composed TVML script is interpreted as a CG animation by the TVML
Player.

3.2 Implementation

We developed the system by C# language under Microsoft Visual Studio 2010.
Figure 6 shows a screen shot of the developed system. The menu items in the left
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side are used for input of an event. Setting an event and pressing a generation
button, a TVML script is automatically written in the text area. The output
button is used for output of a TVML script, which can automatically interpreted
as an animation by TVML player.

Fig. 6. Screen Shot of Developed System

To design six databases, we employ a database management system, MySQL.
The number of data samples is 70 rows in the Character DB, 30 rows in the
Location DB, 59 rows in the Layout DB, 9 rows in the Action DB, 4 rows in the
Transition DB and 16 rows in the Activity DB.

4 Feasibility of Automatic Animation Movie Generation
by Proposed System and Databases

In order to discuss a feasibility of automatic animation generation, we auto-
matically composed some TVML scripts by our proposed system and databases.
Then we evaluated animations based on the automatic composed TVML scripts.

In this paper, we show results of 3 animations based on 3 events as follows;

1. <AGT>man</AGT> <C-AGT>old woman</C-AGT> <LOC>room</LOC>
<ACT>talk</ACT>

2. <AGT>man</AGT> <LOC>house(front)</LOC> <ACT>pass</ACT>
3. <AGT>man</AGT> <LOC>house(front)</LOC> <ACT>come</ACT>

The first event is equivalent to an event in the original animation movie but
the image resources are changed as simple cartoon pictures. The second event
and the third event do not exist in the original animation movie. The ‘pass’
action (from right side to left side by a walk) and the ‘come’ action (from left
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side by a walk) are newly defined based on ‘come’ action (from right side by a
walk) in the original movie. The former corresponds to a distance change and the
latter corresponds to a direction change. Image resources are changed as simple
cartoon pictures or clip-art pictures[10, 11].

Figure 7, 8 and 9 show some screen shots of the animations based on the
generated TVML scripts. Although it is hard to judge each animation by static
screen shots, we could confirm that each animation has a sufficient quality of an
event representation.

Fig. 7. Generated Animation by Simple Cartoon Pictures (‘talk’)

Fig. 8. Generated Animation by Simple Cartoon Pictures (‘pass’)

Fig. 9. Generated Animation by Clip-art Pictures (‘come’)

5 Conclusion

In this paper we analyzed a Japanese folktale animation and defined six databases
for composing animation in order to make up for the lack of information for
bridging a text-based and a visual-based story representation. Based on the six
databases, we developed an automatic animation composition system, which can
automatically translate text-based event representation (simple case frame) into
animation script (TVML). Finally we found that our proposed system can com-
pose several TVML scripts, which can represent an event animation as parts of
a story.
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As future works, we would like to deal with the following items;

1. Making a uniform approach to prepare image resources.
2. Making a camera database for controlling cinematic techniques.
3. Refining each database, especially a design of a hierarchical action database.
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Abstract. This research discusses the generation method of the narrative text 
linked with geographic space data. First, analysis methods for the existing folk 
tale text are described. It is clarified that there is geographic bias in the narrative 
text. Next, the technique for using geographic space data for the sightseeing 
tour is described. The sightseeing tour is an action for the tourist to touch the 
narrative text in the local area while moving. We maintained the place that re-
lated to the text as geographic space data. The text including place information 
code can be plotted on the digital map. We propose a new expression technique 
of the story text by integrating these methods.  

Keywords: Japanese Folktale, Tale Type, Motif Index, ITS for Sightseeing, 
Smart Phone Navigation, LRT, GPS, NFC.  

1 Classical Part 

In this part, we describe analysis methods for the existing Japanese famous folk tale 
text. 

1.1 Introduction 

The purpose of this part is to examine whether a new story can be created by analyz-
ing the legend. The tool of folklore like the tale type and the motif indexes ([1], [2], 
[3], [4], [5], [6]) are used for the analysis. The result of analysis is structurized by the 
technique of the natural language processing like the story grammar and the discourse 
analysis. And, the computation model of the story [7] is assumed to be a hypothesis 
and the possibility of the text generation is examined. We clarified the following two 
points by this research. 1) Various social factors transformed the story. 2) If an  
existing motif is calculated, it becomes possible to generate a new story. 

1.2 Method and Matrial 

The feature of this part is to consider not only the text of the legend but also the rela-
tion between the text and the society. The title of material for this research is  
"Momotaro" (Peach Boy).  

"Momotaro" (Peach Boy) is the most famous folk literature in Japan. However, all 
"Momotaro" is not necessarily the same. More than 680 kinds of varieties circulate 
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this story in Japan. Among these varieties, 63 samples are compared according to our 
original scale. 

This story was a rejuvenation type until Edo period. We examine the factor con-
verted from the rejuvenation type to the abnormal birth type from the outside of the 
text (social factor). The factor is the following four points. 1) Prosperity of popular 
literature. 2) Enactment of elementary school textbook by nation and leveling of  
story. 3) Diversion of folklore to nationalism. [8] 4) Fight uplift animation in World 
War II made from Momotaro 

We reflect our original scale and show the structure of the story from the following 
points. { Feature }, { hero's name }, { attendant }, { motivation }, { act }, and  
{ return } (see Table 1). And, we brought the structure of this story together from the 
viewpoint "Subtraction of the story" and "Addition of the story". "Subtraction of the 
story" is to be subtracted some motifs from the story. "Addition of the story" is to be 
added another motif to the story. It is two kinds of motifs that subtracted from "Mo-
motaro" in Edo period. "Motif at rejuvenation" of birth from aged woman. And,  
"Motif of the bride removing" of having brought the bride from demon's island.  
"Motif at rejuvenation" and "Motif of the bride removing" are in the co-occurrence 
relation. On the other hand, the motivation "Why do you go demon extermination?" 
being talked in "Momotaro" is rare. Most cases are based on tacit consent "Because it 
is a bad demon, the demon is punished". The Japanese animation in World War II 
avoided clarifying the motivation and the reason for the invasion. Here, "Momotaro 
punishes the demon without the motivation" becomes the same motif. 

Table 1. Structure analysis on “Momotaro” 

 abnormal birth type rejuvenation type 
Circumstances of birth born from the peach old woman gave birth. 
Who Momotaro Momotaro 
With whom dog, monkey, pheasant crab, mortar, cows pie, 

rope, others 
Purpose N/A N/A 
What was done Demon extermination Demon extermination 
Episode of the closing took the treasure home brought the bride 

Table 2. Structural comparisons of Japanese 5 great folktales 

Title Momotaro Fights  
between 
Monkey and 
Crab 

Tongue-Cut 
Sparrow 

Magic  
Ashes make 
a Cherry 
Blossom 

Kachi-
Kachi 
Mountain 

Tale 
Type 

AT[1] 
513A(S) 
 

AT 9C(S),  
AT 210(Ts) 

AT 480(S), 
AT 
1143A(Ts) 

AT 
1655A(S) 

AT 
1087(Ts) 
 

Ikeda [2]302 Ikeda 210 Ikeda 480D Ikeda 503F Ikeda 176 
 Tsuukan [3] 

127 
Tsuukan 
522A 

Tsuukan 85 Tsuukan 
364A 

Tsuukan 
531 
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Table 2. (continued) 

 Shuusei 
[4]187 

Shuusei 59 Shuusei 
271A 

Shuusei 
268 

Shuusei 78 

Taisei [5]143 Taisei 24 Taisei 191 Taisei 190 Taisei 32 
Cha-
racters 

old man,  
old woman,  
Momotaro,  
dog, 
monkey, 
pheasant,  
demon 

monkey, 
persimmon, 
crab, 
chestnut, 
bee, cow 
pie, mortar 

old woman, 
old man,  
sparrow, 
cattleman,  
horse rear-
ing 

old woman, 
dog,  
old man,  
the next old 
man,  
mortar,  
ash, lord 

old man,  
asian  
raccoon,  
old  
woman, 
rabbit 

Com-
mon 
epi-
sode 

Old woman 
obtained the 
object at the 
riverside. 

N/A Old woman 
obtained the 
object at the 
riverside. 

Old woman 
obtained the 
object at the 
riverside. 

N/A 

Motif 
[6] 

B391 B296 B222 B153 B437.4 
B421 B481.3 B222 B182.1 B511 
B441.1 B762 B350 B211.1.7 B512 
B469.10 D1273 B451.7 B335 B857 
D981.2 D2157.2 C321.2 B421 G61 
F601.7 F1025 F127 D1174 G85 
F611.3.2 F601.7 F127 D1263 J1706 
G500 F811.19 F379.1 D1561.1 J1706 
H1221 H1228.2 F379.1 D1561.1 J1706 
N538.2 K1161 F379.2.2 D1571.1 J2171.1.3 
T543.3 K170 F379.2.2 D422.2.1 K1014 
T550.2 K171.9 H1049 D866 K1941 
T596 W111 H1049 D931.1.2 K2310 
T615  J2411 D950 K2310 
Z293  J2415 E631 K2345 
  L210 F811.19 K581.1 
  N820 J2401 K735.2 
  N820 J2411 K800 
  Q272 J2411 K800 
  Q285.1.1 J2411 K800 
  Q285.1.1 J2415 K800 
  Q3 J2415 K910 
  Q3 J2415 K926 
  S167 N511 R210 
  Z293 N550  
   Q272  
   Q272  
   Q272  
   T615  
   T615  



 Narrative on the Road 327 

 

1.3 Some Versions of Folktale 

As a result, it becomes possible for the speaker and the receiver to supplement the 
motivation and the reason even if it misses in the main body of the story. Generally, 
attendants with whom Momotaro connects the relation of master and servant on the 
way arrive at demon's island are set as the dog, the monkey, and the pheasant. How-
ever, there is a case where the attendant doesn't appear in the talk at all. Moreover, 
there is a case where the bee, the mortar, and the cow pie, etc. become attendants. It is 
inosculated as other stories.  

1.4 Narrative Data Processing 

We clarified how the story "Momotaro" was influenced from the society. Next, we 
examine whether it becomes possible to generate the text by processing "Momotaro". 
We compared Japanese 5 great antiquity including "Momotaro" stories by the tale 
type and the motif (see Table 2). We are able to derive the operation possibilities of 
the following legends from this comparative study result as two hypotheses.  

─ Calculation possibility of Narrative text  

("Momotaro" + "Fights Between Monkey and Crab")  "Kachi-Kachi Mountain" =  

 "Tongue-Cut Sparrow" --> "Magic Ashes make a Cherry-Tree Blossom" 

─ Narrative text linked with geographical data 

There was a regional variation in the distribution of a different text. Especially, there 
was a regional trait in the attendant's composition. This feature can be related to the 
geographic data. 

2 GIS Part 

In this part, we describe the technique for using geographic space data for the 
sightseeing tour. The sightseeing tour is an action for the tourist to touch the narrative 
text in the local area while moving. 

2.1 Tourist Support System in Sightseeing Town Nagasaki 

Nagasaki LRT Navigation Promotion Council provides the Service named DOKONE. 
It is a system that distributes the position information of the low-floor vehicle operat-
ed by Nagasaki Electric Tramway to the mobile terminal. This system detects tram 
and user's positions by using GPS, and transmits data via mobile network (3G or 
LTE). Users can determine the position of the tram by the map displayed on the 
screen of the mobile phone. In addition, they can reserve getting on from a specific 
stop. This service started in October, 2011, and reached 40,000 by the number of 
accesses in one year. Our Promotion Council is composed by the university, private 
companies, and local governments (City and Prefecture). We developed a new  
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navigation system for sightseeing that used Ucode and the NFC tag based on 
DOKONE in 2012. This article reports on the process of the evolution of the  
navigator. 

2.2 Nagasaki City and Tram 

Nagasaki is a beautiful tourist town on the edge of the west of Japan. This city has 
prospered as a window of Western culture in Japan until the 18th century. And, World 
War II ended by the atomic bombing to Nagasaki. It has been used as familiar trans-
portation by the citizens and the tourist today though the tram received big damage in 
the war. Nagasaki Electric Tramway operates the tram of 11.5km in the total exten-
sion in the Nagasaki City. The number of stops is 39 places, and the number of  
vehicles is 79. Among these there are 5 low-floor vehicles. Because the driving spac-
ing is very short, Nagasaki Electric Tramway doesn't maintain the timetable. The user 
doesn't understand when the low-floor car arrives at the stop from such circumstances. 
As a consignment business of the Ministry of Land, Infrastructure and Transport we 
started the location system of the low-floor car for the wheelchair and the stroller user 
at October 7, 2011 named DOKONE.(see Figure 1) This word is a meaning "Where 
are you?" in the Nagasaki dialect. We have formed the council the three months ago. 
Nagasaki LRT Navigation Promotion Council is composed by University of Nagasa-
ki, Nagasaki Electric Tramway, Ougiseiko Co. Ltd. (System Integrator), and local 
governments (Nagasaki City and Nagasaki Prefecture). 

2.3 System Overview 

 

Fig. 1. Service image of DOKONE 
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1. The tablet terminal mounted to the low-floor vehicle collects the location data by 
GPS and it transmits to the server. 

2. The server is converted from the location data into information that can be in-
spected and notice assignment works to user's mobile phone and personal  
computer. 

3. User confirms the operation situation of the low-floor car with a terminal such as 
mobile phones. In addition, the getting on intention can be registered on the 
same system. 

4. The getting on intention of the user who needs supporting is transmitted to the 
in-vehicle tablet terminal on the driver side. The driver requests consideration to 
the necessity of support to the passenger.  

5. Barrier information and sightseeing information, etc. in the vicinity of the stop 
are offered to the portable terminal and the support service that can act smoothly 
when getting on and off tending the most much to be confused is provided. 
1) Pedestrian's position: It is specific according to reading ucodeQR that  

buries GPS or place information code with built-in portable terminal. 
2) The method of using place information code: Acquisition ucodeQR label is 

set up, and place information code in which the stop is shown is used to fix 
the stop where the pedestrian is located. 

2.4 Navigation by Position Information System 

We developed a new navigation system for sightseeing (DOKONE II) that used 
Ucode and the NFC tag based on DOKONE in 2012. The blue line of Figure 2 is a  
railway track of the tram, and a red line is a stroll road for sightseeing. The index 
board of Figure 3 laid 45 places on a red line underground is place information en-
coded and the sensor is installed. And, we constructed a new navigation system that 
used three kinds of sensors described to Table1 and enabled the transit of the stroll 
road and the tram. Figure 4 shows the operation image of the developed application 
program. It is scheduled to connect with the integrated tourism information platform 
in Nagasaki Prefecture. [9] 

 

Fig. 2. Map of Service Area (left) and Web page (right) 
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Fig. 3. Nagasaki-index(above) & those 
road  

 

 

 
 
 
 
 
 
 
 

Fig. 4. Bluetooth Sensor(left) and NFC tag(right) 

Table 4. Various characteristics of field communication technology 

Sensor GPS 
（long range: 

20m-km more） 

Bluetooth 
（middle range: 

1-20m) 

NFC 
（short range: 

less than 0.1m） 
Usage Verifies by the applica-

tion program connected 
with the integrated 
tourism information 
platform. [9] 

Verifies the notice 
assignment possibility 
of information in the 
surrounding, and the 
Navigation to facilities. 

Verifies the possibili-
ty of the information 
service corresponding 
to the user. 
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Fig. 5. Service image of DOKONE II 

3 Geographical Text 

We propose two kinds of evolutionary types in place of the conclusion at the end. 
Figure 6 is a record of the collection ground of the folk tale in the Ureshino region 

on the map. The footprint where the folk tale moved on the line of the root 34(the 
national road) is recorded. Signs of distribution and the movement of the folk tale can 
be recorded in the map. 

 

 

Fig. 6. Ureshino Folktale Map 

The application fixes user's 
position by using GPS.
The data  of the sightseeing 
information platform is 
acquired, 
and uses it for navigation. 

Sightseeing
information 
platform

Geographic space
information server

User’s position 
fixed by GPS

GPS

Bluetooth
transmitter

When it approaches the Bluetooth 
transmitter, information in the 
surrounding is displayed in the 
terminal. It induces it in facilities.

Welcome
message

audio direction

Video
direction

Display the
old photo of 

sightseeing spot

Guide terminal

NFC
sensor

User holds up a  
smart phone or the 
key ring with NFC 
function in the 
guide terminal, a  
special screen 
corresponding to 
his attribute 
displayed. 
•Action history
•Recommendation
•Barrier-free 
information
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Fig. 7. Expandability of geographic information database 

Figure 7 is drawing of the expandability of the geographic information database. 
The possibility of linking with various texts that exist in the society is shown.  

These two kinds of extension methods will be integrated. The mode of expression 
of contents that assume the node of the real world and the text to be geographic space 
information is scheduled to be developed. 
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Abstract. This paper discusses some methods for generalizing our Propp-based 
story generation mechanism. The mechanism has the following aspects: as the 
development of a system based on the literary theory by Propp and as the use in 
a more comprehensive architecture of narrative generation called the integrated 
narrative generation system. Considering the latter aspect especially, the gene-
ralization beyond the restriction of Propp’s theory will become an important  
issue for the future development. The first half of this paper will introduce over-
views of the Propp-based mechanism and the integrated narrative generation sys-
tem. Then in the latter half, we will present four methods for the generalization. 

Keywords: Integrated narrative generation system, Propp’s theory, Propp-
based story generation mechanism. 

1 Introduction 

Our integrated narrative generation system aims to organically combine a variety of 
mechanisms or modules dependent on our previous partial and fragmentary research 
results into one organic mechanism. Ogata and Kanai [1] described its ultimate phi-
losophy and overall design, and Akimoto and Ogata [2] introduced the current status 
of its actual implementation. This system consists of the following phases of story 
generation, discourse, and surface expression. The first phase generates a story’s con-
ceptual structure including a temporal sequence of events from a set of fragmentary 
input information. The discourse phase can transform a story structure generated by 
the above phase into a variety of discourse structures to be expressed by the next 
phase. The last phase transforms a discourse structure into various types of surface 
expressions including language, image, and music. This integrated system is a kind of 
knowledge-based architecture in which several types of conceptual dictionaries and 
various knowledge bases are used. We have developed conceptual dictionaries [3] for 
noun, verb, adjective, and adjective verb concepts. The latter includes a content 
knowledge base for the story generation, a language notation dictionary, etc. 

On the other hand, we have applied such literary theories as Genette, Jauss, and in-
ter-textuality to the integrated system as one of the important characteristics of our 
research. Propp’s theory [4] in this paper is also one of the basic literary theories rele-
vant to some significant functions. We have had two types of approaches for the lite-
rary theory by Propp: the first is developing a story generation mechanism using 
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Propp (“Propp-based story generation mechanism”) as comprehensively as possible 
and the second is introducing it as one of the modules into the integrated system [5]. 

The topic to be discussed in this paper is the “generalization” of Propp’s theory. 
Propp was a Russian folklorist and his theory was, in spite of the generality, based on 
the analysis of the restricted number of Russian fairy tales. Although its faithful imita-
tion is also an interesting topic, this paper aims to generalize toward the two direc-
tions. In particular, we use the mechanism as one of the modules or a group of  
functions in the integrated system and introduce more general and expanded know-
ledge into the mechanism. Table 1 presents generalization methods from these view 
points and the corresponding sections. This paper will describe a current comprehen-
sive framework toward the generalization of the Propp-based story generation  
mechanism. 

Table 1. Methods for generalizeing the Propp-based story generation mechaism 

  

2 The Current Propp-Based Story Generation Mechanism 

We summarize the previous version of the Propp-based mechanism based on [5]. The 
focal system is a kind of story grammar as a systematic organization of Propp’s 
theory. Although we have called it “Propp-based story grammar”, we change the term 
“story grammar” into “story content grammar” since “story grammar” may cause 
misunderstanding for the following reason. Traditional story grammar provides a 
formal definition of a story’s structure and the description contains generative rules 
for a part of a story. The point is that the rules are described for defining consistently 
formal developments in a story. The content knowledge for a “problem”, for example, 
must be described outside the story grammar. By contrast, each element in the Propp-
based story content grammar is equal to a definition for specifying the content infor-
mation and the rules includes such elements for indicating a concrete event in a story 
as “villainy”, which is one unit in 31 “functions” to be described in the next part. 

Propp proposed the concept of “function”, which means an action seen from the re-
sult and the principle of the sequential arrangement of 31 “functions” 1 as the most 
important theoretical idea. The “function” of “villainy”, for example, means that a 
 

                                                           
1 1.Absentation, 2.Interdiction, 3.Violation, 4.Reconnaissance, 5.Delivery, 6.Trickery, 

7.Complicity, 8.Villainy or lack, 9.Mediation, 10.Beginning counter-action, 11.Departure, 
12.First function of donor, 13.Hero’s reaction, 14.Provision or receipt of a magical agent, 
15.Guidance, 16.Struggle, 17.Branding, 18.Victory, 19.Liquidation, 20.Return, 21.Pursuit, 
22.Rescue, 23.Unrecognized arrival, 24.Unfounded claims, 25.Difficult task, 26.Solution, 
27.Recognition, 28.Exposure, 29.Transfiguration, 30.Punishment, 31.Wedding. 
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character causes the damage of a different character. There is a variety of specific 
actions to actualize it, since the “function” means an abstract definition. We call more 
specified actions for actualizing each of the “functions” “sub-functions”. Propp de-
scribed a variety of examples corresponding to the sub-functions. The Propp-based 
story content grammar is based on the framework of Propp’s theory with “functions” 
and sub-functions as one of the chief concepts. The detailed description will be pre-
sented in the next section. As the difference of “functions” and sub-functions appar-
ently shows, it is a kind of blending of theoretical description and case description. 

On the other hand, the Propp-based mechanism is designed to be combined with 
the integrated narrative generation system. Its primary medium was conceptual dic-
tionaries including several hierarchical structures for the concepts of verb, noun, etc. 
These dictionaries have been developing to be used commonly in the integrated narra-
tive generation system. Fig. 1 shows the overall formation of the Propp-based me-
chanism. A story as the output information is equivalent to a sequence of events 
bound hierarchically using “story relations” including “causal relation”, “continuation 
relation”, etc. The form of an event as a basic component in a story is a frame repre-
sentation, which is formed by a verb concept and the corresponding case elements for 
such noun concepts as agent, object, and location. The verb concepts and noun con-
cepts are associated with each corresponding element in the conceptual dictionaries. 
In Fig. 1, the structure generation mechanism and the event concept generation  
mechanism are respectively corresponding to generative mechanisms and the Propp-
based story content grammar and the conceptual dictionaries are the parts of know-
ledge to be referred by the generative mechanism. As these generative parts and the 
parts to be referred are mutually independent, the redundancy of processing lessens. 

2.1 The Propp-Based Story Content Grammar 

The Propp-based story content grammar is divided into five hierarchical levels. The 
level 1 is the highest level to determine the macro or overall structure of a story. The 
level 2 is the layer for grouping 31 kinds of “functions” into the several higher parts 
and these “functions” are generated in the next level 3. The level 4 generates 198 
kinds of sub-functions from the “functions”. The story content grammar also imple-
ments “pairs of sub-functions” which mean co-occurring sub-functions. For this me-
chanism, we have defined 85 kinds of pairs among sub-functions. In the last level 5, 
each generated sub-function is derived to a tangible action or a sequence of actions 
(238 kinds), in which each action is described in a case structure that has a verb con-
cept and the necessary noun concepts. Sub-functions and case structures at the level 4 
and 5 have been described in hand according to the description of examples in [4]. In 
addition, an agent in a case structure under each sub-function is corresponded to one 
of the seven types of roles including hero, villain, victim, helper, dispatcher, donor, 
and false hero in narrative characters defined by Propp. In these levels, the level 3 is 
on the basis of the theoretical definition of “functions” and the level 4 is based on the 
case description of sub-functions. The level 1 and 2 are convenient categorizations 
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Fig. 1. An overview of the Propp-based story generation mechanism 

according to the description by Propp. And the level 5 deals with a more general me-
thod for the operation of events to be basic units in a generated story. 

Fig. 2 shows the part. We call each of the components with a right term and a left 
term a “generative rule” because a left term is transformed to a right term or a right 
term is generated from a left term. For example, the generative rule from the line sev-
en in Fig. 2 means that the “function” of “interdiction” can be expanded to the two 
sub-functions of “interdiction” and “order or a suggestion”. For the “order or a sug-
gestion”, though we described based on the Propp’s description constantly, the actual 
program independently processes the “order” or “suggestion”. Each of the right terms 
at the level 5 is equal to a case structure which is the framework of an event or event 
concept to be generated by an “event concept generation mechanism”.  

(setq *Propp-level1-list* ‘((Russian_folk_tale (P-Problem  P-Trial  P-Solution)))) 
 (setq *Propp-level2-list* ‘((P-Problem (Reserve_portion  Beginning)) 
                                                     (P-Trial (OR (Reserve_trial  Battle_and_victory)  (Reserve_trial  Task_and_solution)))   
(setq *Propp-level3-list* ‘((Reserve_portion (OR (01_Absentation 02_Interdiction 03_Violation) 

(04_Reconnaissance 05_Delivery 06_Trickery)  
 (setq *Propp-level4-list* ‘((01_Absentation (OR bet-1_Going_out1  bet-2_Death  bet-3_Going_out2)) 
                                            (02_Interdiction (OR gam-1_Interdiction  gam-2_Order_or_suggestion)  
 (setq *Propp-level5-list* ‘((bet-1_Going_out1 ((Go_out (1) (agent Parents) (object Business)))) 
                                             (bet-2_Death ((Dead (1) (agent Parents))))  
 (setq *Propp-function-pair-list* ‘((gam-1_Interdiction  del-1_Violation) 

(gam-2_Order_or_suggestion  del-2_Order_execution)   

Generative rule 

Case structure 

 

Fig. 2. A part of the Propp-based story content grammar 

2.2 The Event Concept Generation Mechanism 

The integrated narrative generation system uses conceptual dictionaries [3] including 
four types of hierarchies. We shall detaile the dictionaries for especially noun and 
verb concepts in section 3.1. Each event concept in a story structure is represented by 
a case structure containing a verb concept and several necessary noun concepts. When 
events are generated at the level 5 in the story content grammar, the Propp-based story 
generation mechanism and the integrated narrative generation system are organically 
combined through its process. To be precise, the Propp-based mechanism, at that 
time, operates as a part of the integrated system. First, it searches for a verb concept 
described in the level 5 to get the case structure, for example, “order 1” for 
“interdiction”. Next, it inserts the case information described in the level 5 into this 
case structure. At this time, if there is a description like “!hero” in the seven types of 
characters’ roles, it assigns the real name like “Ivan” to the variable. On the other 
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hand, if there is a description like “human” enclosed by double quotes, it refers to the 
noun conceptual dictionary to get the lower level’s concept like “boy”. Since the 
description of an event like “event 1” contained in a case structure means a nested 
event concept, it inserts a new event concept into the case structure. 

2.3 Structure Generation Mechanisms in the Propp-Based Mechanism 

The Propp-based story content grammar is opened to different types of operations 
including top-down, bottom-up, and hybrid. As mentioned above, in the all opera-
tions, the event concept generation mechanism commonly generates concretized 
events using the conceptual dictionaries. The top-down process is the standard me-
thod to simply expand the story content grammar from the highest level to the lowest 
level according to the user’s input information including each name of the characters 
and the noun concept corresponding to the seven types of roles. This noun concept 
means such attribute of a character as a “brave” for a “hero” and a “snake” for a “vil-
lain”. When the processing reaches to a case structure at the level 5, the event concept 
generation mechanism generates the event concept. In the bottom-up processing, the 
user inputs a case structure which is corresponding to an element of the lowest level 
in the story content grammar and other several types of information. The mechanism 
makes a story structure based on the inputs by using the hierarchy and pairs of sub-
functions. The inputs have the following three types of possibilities: (1) The types, 
names, and noun concepts as attributes of one or more characters in the seven types of 
roles, (2) event concepts from 1 to 5, or (3) the combination of the above (1) and (2). 
This processing goes up the hierarchy from all case structures in which a type of the 
input information is contained. This mechanism puts together generated partial story 
structures into a whole. The last hybrid method is a mixed processing of the above 
two types of mechanisms and carries out a bottom-up processing to the hierarchy 
which the user designates as one of the inputs. Then, in contrast, it executes a top-
down processing to generate a sequence of events at the lowest hierarchy. 

3 Generalization (1): Combing with the Integrated System 

Of the new version of the Propp-based mechanism, the combination with the inte-
grated system is majorly conducted dependent on its application as a group of story 
techniques and its connection with a “state management mechanism”. Before these 
explanations, we sketch an overview of the integrated narrative generation system. 

3.1 An Overview of the Integrated Narrative Generation System 

As mentioned in section 1, the integrated narrative generation system consists of three 
types of generation phases: story, discourse, and expression. On the other hand, from 
the type of processing, the system architecture has the following parts. The first “narr-
ative techniques” are divided into “story techniques” and “discourse techniques” to 
respectively generate conceptual structures of stories and discourses. The next part 
has several mechanisms relating to knowledge to be referred by the part for generat-
ing narratives. Four types of conceptual dictionaries are mainly used in the event  
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generation and the story techniques also use the content knowledge including scripts, 
causal relations, etc. stored in a story knowledge base. The other mechanisms include 
techniques to generate several types of surface representation and mechanisms to 
control or adjust the use and the timing of narrative techniques. The parts except for 
the conceptual dictionaries and the content knowledge bases are currently defined 
with about 550 original functions by Common Lisp. 

For the conceptual dictionaries [3], we have been developing systems for concepts 
of verbs, nouns, adjectives, and adjective verbs with the respective hierarchical struc-
tures according to “is-a” relation. We differentiate a word’s meaning or concept from 
the word itself as the fundamental policy of the development. In particular, one or 
more meanings relating to a noun are described in the noun conceptual dictionaries as 
one or more noun concepts, and the word to be used normally and notations for these 
concepts are described in another linguistic dictionary. The noun conceptual dictio-
nary contains 115765 terminal concepts and 5808 intermediate concepts. The verb 
conceptual dictionary has 12174 terminal concepts and 36 intermediate concepts. A 
terminal verb concept in the hierarchy has the following information: a basic sentence 
pattern for natural language generation, one or more case structures, and constraints 
for each of the cases. A case structure defines several cases for nouns required in the 
verb. The structures of the adjective and adjective verb conceptual dictionaries are 
same as the verb conceptual dictionary, and 739 adjective concepts and 1372 adjec-
tive verb concepts are contained under 36 intermediate concepts in common with the 
verb conceptual hierarchy. In addition, knowledge for managing relations among 
events and mutual relationships between events & states are composed on the basis of 
the conceptual dictionaries for verb and noun concepts. 

Although the Propp-based story generation mechanism can be used as an indepen-
dent story generation system, its integration into the phase of story generation in the 
integrated narrative generation system increases the diversity and flexibility in story 
generation. A story is described, in the story generation phase, as the form of concep-
tual representation including a temporal sequence of events at the bottom level in a 
hierarchical tree structure with several types of relations as the intermediate nodes. 
Each of the events is described as a specific case structure which has a verb concept 
and the necessary instantiated noun concepts linked to the conceptual dictionaries.  
Fig. 3 shows a story structure and a case structure of an event within the story struc-
ture. The story generation mechanism generates story structures having a sequence of 
events based on structural operation techniques using the dictionaries and the other 
narrative knowledge. We call a procedure for expanding the tree structure of a story  
 

Conceptual representation of an event
“age%Man#1 steals obj%Apple#1 from
age%Boy#1 at loc%Forest#1.” Conceptual structure of a story

 

Fig. 3. The structures of a story and an event 
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using the story knowledge base, which stores concrete narrative fragments or struc-
tures for such various types of narrative relations as scripts and causal relations, a 
narrative technique for story generation or directly a story technique. The input to a 
story technique is an event, the whole of a story structure, or a sub-structure in a story 
structure and the output is chiefly the expanded story structure that is one of the poss-
ible various structures. They can treat from micro story structures to macro ones. 

3.2 The Propp-Based Mechanism as a Group of Story Techniques 

As stated above, a story is represented as a tree structure in which some events are 
bound under a relation, and is gradually expanded according to story techniques in-
cluding various types of structural transformation functions. Each of the story tech-
niques uses specific content information in the story knowledge base to be operated 
by the technique. The Propp-based mechanism can also be a kind of story technique. 
A group of story techniques are used to operate such micro structures as causal rela-
tions for forming partial structures in a story. In contrast, the Propp-based mechanism 
can construct a macro story structure in which names of the higher levels are corres-
ponded to names of the relations for binding events in the lowest level. Considering 
the relation between story techniques and the story content knowledge, a set of the 
Propp-based grammar give an element in the story knowledge base, while the three 
types of developing methods are equivalent to a group of story techniques to return 
each tree structure. Since a set of the grammar means a sort of static data to be re-
ferred by the story techniques, it is classified into a type of story content knowledge. 

3.3 The Integration through a State Management Mechanism 

We stated that the Propp-based story generation mechanism can be combined with the 
integrated narrative generation system through the conceptual dictionaries and as a 
group of story techniques connecting with the story knowledge base in the previous 
sections. Additionally, the “state management mechanism” in the integrated system 
can also be a medium for the integration. Overall, a chief function of this state man-
agement mechanism is managing and complementing semantic consistency at the 
most micro level in each generated story structure. Semantic consistency in a story is 
obviously a significant issue in the Propp-based mechanism too. Since both of the 
Propp-based mechanism and the integrated system use a same form of story represen-
tation, the state management mechanism can commonly be applied to the part of 
processing based on the Propp-based mechanism. 

A state in the integrated system is equivalent to the description of the attribute in-
formation of instances for characters, objects, and places at each time point between 
an event and the next event in a story structure. A state at a time point in which “the 
location of Ivan (the name of an instance of a young man) is a house” can, for exam-
ple, be changed to the different state of “the location of Ivan is a wood” through the 
medium of the event of “Ivan goes to the wood from the house”. The mechanism 
manages the consistency of a sequence of events, and at the same time the states in a 
story are equal to a set of knowledge to store the background information of events. 
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For the form, a state management mechanism uses a “state-event transformation 
knowledge base” to generate states from a sequence of events [6]. It contains many 
rules called “(state-event) transformation rules” and each of them consists of “chang-
ing content(s)” and “precedent condition(s)”. Each of the changing contents defines 
the change of states caused by an event and each of the precedent conditions describes 
the requirements which an event is necessary to have for the realization. It repeats the 
following same three procedures from the first event to the last one: (1) Based on the 
verb concept and the case structure in the current event, the mechanism acquires a 
transformation rule from the state-event transformation knowledge base. (2) It checks 
whether the previous state of the targeted event satisfies the precedent condition(s) in 
the transformation rules acquired in the (1). If it does not satisfy all of the precedent 
condition(s), it generates a state in which the attribute slot violating the precedent 
condition is rewritten to the value described in the precedent condition to add (com-
plement) the state to the next position of the previous state of the targeted event. (3) 
According to the changing content(s) described in the transformation rule acquired in 
the (1), it rewrites values of the attribute slots in the previous state of the targeted 
event or the state generated in the (2) to generate the state in the next position of the 
targeted event. In this way, a conceptual structure for a story or a partial story is gen-
erated according to the application of the Propp-based story techniques, and a set of 
states are made by the state management mechanism to expand the story structure. 

4 Generalization (2): The Extraction of Generative Rules 

The generation ability of the Propp-based story generation mechanism is limited in 
story generation in the style of a Russian fairy tale because it is intended to organize 
Propp’s theory as constantly as possible. It means not only formal limitation, but also 
the limitation of content. The reason is that we used the knowledge of the content of 
Russian fairy tales based on the organization of sub-functions and more specified 
events according to actual examples by Propp himself. Our objective in this section is 
making the Propp-based story content grammar generate a variety of stories beyond 
the range of Russian tales by Propp’s theory. This direction provides another method 
which is different from the combining with the integrated narrative generation system 
to generalize the Propp-based story generation mechanism. In particular, we present a 
method using the above state-event transformation knowledge base to extract new 
rules for some hierarchical levels under “functions” in the story content grammar. 

In the current Propp-based grammar, one or more sub-functions are defined under 
each “function”. The “interdiction”, for example, has two sub-functions of “interdic-
tion” and “order or a suggestion” based on examples by Propp consistently. However, 
if we consider the general property of a “function” which allows all the realization 
forms, we will be able to increase the species and number. In fact, Tosu [7] defined 
the structure of a Japanese folk tale, “The Grateful Crane”2, dependent on the same 
“functions” and the partially different sub-functions. In this proposal, an episode or 
scene, “when she prepared to make fine cloth in her room, she said to her parents. 

                                                           
2 http://www.geocities.co.jp/HeartLand-Gaien/7211/ 
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“From now I’ll make fine cloth. While I am working, promise me never to look into 
my room, Never. Never.””, is equivalent to the sub-function of “interdiction” which is 
a particular method of the “function” of “interdiction”. This example uses the same 
sub-function as Propp defined. However, although a scene, “he found a crane in a 
trap. The more it moved, the harder the trap caught it. The old man felt very sorry for 
it. “Stop, don't move. I'll help you.” He helped it from the trap. It flew away toward 
the mountain.”, is corresponded to the “functions” of “difficult task” and “solution”, 
“the request of rescue” and “rescue” described in this scene do not appear in Propp’s 
sub-functions. Our purpose is to automatically acquire new sub-functions which do 
not appear in the description by Propp to insert new rules corresponding to the sub-
functions into the story content grammar. The automatic acquisition of case structures 
for the specified events also has a similar effect. Extracting rules automatically will be 
the first step toward the general constitution of the Propp-based grammar. 

Sub-functions and case structures are extracted based on a comparatively simple 
method using the state-event transformation knowledge base. Fig. 4 shows the general 
framework. If the A and B are respectively a “function”, the transformation process is 
handled by a sub-function. In such case, since a “function” means defining the change 
from the initial state A to the goal state B, if the definition can adequately be de-
scribed, we will be able to call many specific sub-functions from the A to the B which 
meets the condition. The acquisition of a set of methods which causes the adequate 
change from the A to the B is equal to increase the diversity of rules at the level of 
sub-function. In the same fashion, this method also enables to extract case structures 
at the level under the sub-function. Generally speaking, if we can define the semantic 
conditions and effects of such corresponding objects as “functions” and sub-functions, 
we will be able to extract a variety of concrete methods to transform an initial state A 
to a goal state B. It is corresponded to expand the state-event transformation mechan-
ism to the levels of “function” and sub-function, but may not necessarily be a suffi-
cient automatic acquisition function since much pre-defined description is necessary. 
However, this attempt will contribute to make a framework of the advanced narrative 
knowledge automatic acquisition in the future. In addition, a semantic classification of 
verb concepts may be caused by the abstract definition of the transformation of states. 

Currently, we are experimentally making an automatic extraction mechanism of 
case structures according to the description of initial states and goal states for several 
sub-functions. Based on the state-event transformation knowledge base, for example, 
the sub-function of “killing” in the “function” of “villainy” is defined as below: the 
first state is “hero-health: fine” and the goal state is “hero-health: death”. On the basis 
of the definition, the mechanism searches for such verb concepts as “kill”, “hold an 
execution”, “blip off”, and “bang” through which the attribute of “health” is changed 
to “death” from “fine” form the knowledge base. These extracted elements can be 
used as rules to generate case structures inserted into the right side at the level 5. Fig. 5 
shows sentences from sub-functions extracted by this mechanism. 

A BC
 

Fig. 4. The framework of the extraction of rules from an initial state and a goal state 
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In this experimental attempt, we respectively extracted 63, 415 and 15 case struc-
tures dependent on the state changes of “health”, “possession”, and “perception” in 
the three types of sub-functions of “killing”, “acquisition”, and “transformation”. 
However, quite a lot of results were not usable because of the inadequate relationships 
among the verb concept and the noun concepts. The reason is that we do not use con-
straints in the verb concepts which we have defined in the current version. In the fu-
ture, some sort of “functions” and sub-functions in the current definition used in the 
integrated system are necessary to define very abstract description for initial states 
and goal states. For the initial and goal states of the “function” of “villainy”, for ex-
ample, such abstract definition as the lowering of the victim’s physical or mental state 
may be necessary. Finally, this attempt does not include the automatic extraction of 
31 kinds of “functions” since we regard them as the substantial elements for deciding 
the general structure of stories. Treating the level of “functions” in the context of 
automatic knowledge acquisition is a topic to be discussed in the future. But alterna-
tively we are considering a way for changing the arrangement sequence (section 6). 

 

Fig. 5. Sentences using extracted case structures of “killing” 

5 Generalization (3): The Automatic Acquisition of Scripts 

Since events generated at the level 5 in the Propp-based grammar are according to the 
sub-functions, the scope is restricted to the style of a Russian fairy tale. As mentioned 
above, one of the generalization methods was acquiring and using new events con-
cepts. On the other hand, the use of “scripts” is also the way. In the current integrated 
system, we have prepared about seventy scripts by hand with the story technique of 
script to transform a more abstract event into a more concrete or detailed sequence of 
events. It has various roles. First, the script technique complements the semantic con-
sistency between two events and gives the embodied image to the skeleton of a story. 
Second, the use of the script technique in the Propp-based mechanism contributes to 
emancipate the world of stories from Propp-like world. As the above automatic ex-
traction, currently we are making a start on the automatic acquisition of scripts. 

As the first attempt, we are implementing a mechanism using N-gram for natural 
language processing by [8] which proposed an analysis of sentence patterns based on 
N-gram. A sequence of verbs composing of N verbs is defined N-gram. For example, 
the sequence of verbs of “have-eat” is 2-gram (bi-gram). The automatic script acquisi-
tion process is composed of the next three phases. The targeted texts are novels in 
Aozora Bunko (the version of modern notation of kana letter)3: (1) Acquiring the 

                                                           
3 http://www.aozora.gr.jp 
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frequency table of N-gram from the texts: The mechanism extracts all verbs according 
to the appearance order by a paragraph using the tool “MeCab”4 to acquire all  
possible N-grams from the extracted verbs. For example, from a sequence of verbs, 
“have-eat-satisfy”, we can acquire “have-eat” and “eat-satisfy” (2-gram) and “have-
eat-satisfy” (3-gram). These are stored in frequency tables of N-gram. (2) Acquiring 
script candidates from the frequency tables: From the frequency table of N-gram, the 
mechanism can select the N-grams with the highest appearance frequency in the  
N-grams in which a verb is the starting point. For instance, if there are “eat-satisfy” 
(appearance frequency: 5) and “eat-drink-sleep” (appearance frequency: 7) in the N-
grams of “eat”, the latter is selected. (3) Giving a case structure to each of the selected 
verbs: It makes verbs in each of the selected N-grams into the case structures based on 
the description in the verb conceptual dictionary. The final form of a script is a  
sequence of case structures corresponding to the N-gram as shown in Fig. 6. 

  
Fig. 6. An example of scripts acquired 

6 Generalization (4): Changing the Order of “Functions” 

Several researchers have been trying to apply Propp’s theory, especially the “func-
tions”, to the other genres of stories. Tosu [7] presented an example of the analysis of 
Japanese folk tales. This research has also showed that “The Grateful Crane” can be 
described according to the sequence of “functions” of “lack-difficult task-solution-
liquidation-interdiction-violation-lack”. Although this research uses the same “func-
tions” as Propp theory, the order of the application is different from the original  
sequence by Propp. This sort of example indicates a general characteristic by Propp. 

Using the changed order of “functions” is a method to generalize Propp’s theory. 
We have experimentally substituted the next description in the level 1 and 2 for the 
description in Fig. 2: “(The_grateful_crane (00_preliminary_part Story))” and “(Story 
(08a_lack 25_difficult_task 26_solution 19_liquidation 02_interdiction 03_violation 
08a_lack))”. The result showed that stories with global story lines and different reali-
zation in events were generated. The method in section 4 extracts partial rules inserted 
into the particular levels in the grammar, while the method here means the substitu-
tion of patterns based on the “functions” and sub-functions to be treated as the expan-
sion of the grammar. 

The technique enabled the generation of stories which have the global structure of 
“The Grateful Crane” but differ in the details. The scene of “a young man met an 
injured crane” (“difficult task” in the analysis by Tosu [7]) was, for example, devel-
oped as the event of “a middle-aged man posed an unsolvable riddle for a young 
man.”. The original scene of “the crane interdicted opening the door to the young 

                                                           
4 https://code.google.com/p/mecab/ 
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man.” according to the “function” of “interdiction” was developed as the event of “A 
grandfather gave an order to the young man sending breakfast into his brother.”. On 
the contrary, in the future, to generate stories with details similar to the original story, 
we need inserting narrative knowledge or rules dependent on “The Grateful Crane” 
into the lower levels in the Propp-based story content grammar. 

7 Conclusions 

We have discussed methods to generalize the Propp-based story generation mechan-
ism from the next view points: as the development of a system based on Propp’s 
theory and as the use in a more comprehensive architecture of the integrated narrative 
generation system. Regarding the latter especially, the generalization beyond the re-
striction of Propp’s theory will be an important issue in the future. The first half of 
this paper has introduced the Propp-based mechanism and the integrated system. The 
latter half has presented the following methods: its integration with the integrated 
system based on the conceptual dictionaries and the state management mechanism, 
the automatic extraction of rules using the state management mechanism, the auto-
matic acquisition of scripts from outside texts, and the changed orders of “functions”. 
Finally, Propp’s theory and narratology essentially have a general characteristic. Al-
though the theory of “function” has extensibility and flexibility, the other various 
types of methods described in [4] also cover many parts of story generation. Narrato-
logical approaches to narrative generation still possess great potentials. 
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Abstract. In this paper, we formulate an optimal weight design (OWD)
problem of a 23 stories frame structure for a constrained relative story
displacement as a statically indeterminate structure problem and solve
it directly by keeping the constraints based on an improved genetic al-
gorithm (GA). We discuss the efficiency between the proposed method
and the discredited optimum criteria methods.

Keywords: Frame structure, Genetic Algorithm.

1 Introduction

Generally, the optimal design of a framed structure is executed by combining
structure analysis with an optimization method and then the iterative retrieval
method is used as the search technique.

This method, though, has a large number of design variables which increases
the amount of calculation and hence increases the analysis time. One of the
methods proposed to solve the above problem is the sub optimization method
for frame structure analysis of multimember.

Homma, et al. [1] introduced the scaling I1/4(I:second moment of inertia)
into the cross-sectional property of the H shaped steel beam, in an attempt to
improve calculation efficiency.

Uchimura, et al., [2] on the other hand, proposed a steel structure improved
method focusing on lateral drift using the unit load method. Here the concept of
displacement participation factor, which should be distingished from sensitivity
analysis, is obtained from the unit load method.

The application of genetic algorithms (GA) (which uses the stochastic method)
effectively solves the combinatorial problem making it a remarkable new tool for
solving these kind of problems[3].

In this paper, we formulate an optimal weight design OWD problem of 23
stories frame structure for a constrained relative story displacement of frame
member as a statically indeterminate structure problem, and are able to get a
global solution and solve it directly by keeping the constraints by using improved
GA [4]-[5]. As a result, the number of decision (design) variables does not increase
and easily gets the best compromised solution.
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2 An Optimal Weight Design Problem of 23 Stories
Frame

Let us consider an OWD problem of 23 stories frame with a minimum weight
which is a full stress design without the deflection as shown in Fig. 1[2].

We formulate the optimal design problem with a satisfied allowable relative
story displacement with a minimized 23 stories frame weight W (A). It is the
following linear programming (LP) problem:

Fig. 1. An OWD problem of 23 stories frame

min W (A) = ρ
253∑
i=1

liAi (1)

s. t. G1i = σi ≤ b1i, (i = 1, 2, .., 253) (2)

G2i = θi ≤ b2i, (i = 1, 2, .., 253) (3)

σL
i ≤ σi ≤ σU

i , (i = 1, 2, .., 253),
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θLi ≤ θi ≤ θUi , (i = 1, 2, .., 253),

where
σi = Mmax(i)/Zi, (i = 1, 2, .., 253) (4)

Where W (A) is the weight function, ρ is density of frames’ members, σi/θi
(i = 1, . . . 253) are stress/angle of relative story displacement of frame’s mem-
bers, b1i/b2i are allowable stress/ angle of relative story displacement of frames’
members, σL

i /σ
U
i and θLi /θ

U
i are lower/upper limits of allowable stress and

angle of relative story displacement. Mmax(i)/Zi are maximum bending mou-
ment/section modulus of frame’s members.

3 Representation and Evaluation Function

Yokota et al. [5] reported an IGA to cope with such a problem. That is, for the
constraint condition, the following measure is introduced:

di =

{
0;
Gi ≤ bi, i = 1, 2, · · · , 253; otherwise

(5)

The measure di adopted here indicates how much the left-hand side of the
expression corresponding to the constraint condition exceeds the right-hand side,
and the evaluation function is defined as follows:

eval(Vk) = W (A1, A2, · · · , A253)

(
1− 1

253

253∑
i=1

di

)
(6)

This IGA includes information about unfeasible chromosomes as near as pos-
sible to the feasible region in the evaluation function.

We can select the best chromosome with the following equation:

V ∗ = arg min
Vk

{eval(Vk)} (7)

mineval = min{eval(Vk)} (8)

Where the ”arg” of argmin is an abbreviation for argument and argmin means
that we adopt the chromosome whose evaluation returns the lowest value.

4 Algorithm

The procedure for solving the OWD problem of 23 stories frame by genetic
algorithms is proposed in this section.

Step 1: Set population size pop size, crossover
probability Pc, mutation probability Pm, maximum generation maxgen,
initial generation gen=0, initial fitness value maxeval=0.

Step 2: Generate initial population Vk(k = 1, . . . , popsize) randomly
Step 3: Caluculate each chromosome’s fitness value eval(Vk) and set gene =

gen+ 1.
Step 4: If gen < maxgen, goto Step 5. If gen = maxgen, output maxeval and

terminate.
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Step 5: Reproduce new chromosomes during arithmetic crossover and mutation
process and perform the Elitest Selection.

step 6: Select any one chromosome in the chromosome population, Calculate
the fitness of the chromosome.

Step 7: From equation (7) determine the best chromosome, calculate the fit-
ness, register them, and return to Step 3.

Table 1. Coefficient value of frame members

No. column c1−4 beam b1−4

1 �450× 450× 28 H 700 × 350 × 16× 28

2 �450× 450× 25 H 700 × 350 × 16× 25

3 �450× 450× 22 H 700 × 350 × 16× 22

4 �450× 450× 19 H 700 × 350 × 16× 19

S1 l1,24,47,70,93,116 = 450 l139−253 = 800
S2 l2,25,48,71,94,117 = 400 fx1−23: lateral loads
S3 l3−23,26−46 = 360 θ ≤ 0.05,
� l49−69,72−92 = 360 θ ≤ 0.06

S23 l95−115,118−138 = 360

5 Numerical Example

We solve the OWD problem by using our proposed algorithm with coefficient
values as shown in Fig. 1 and Table 1.

We set up the following initial parameters for the numerical example:

pop size = 20, Pc = 0.4, Pm = 0.1, maxgen = 100

The following results are obtained:

V ∗
1−253=[4 8 4 8 4 8 4 8 4 8 4 4 8 4 8 4 8 4 8 4

8 4 4 8 4 8 4 8 4 8 4 8 4 4 8 4 8 4 8 4
8 4 8 4 4 8 4 8 4 8 4 8 4 8 4 4 8 4 8 4
8 4 8 4 8 4 4 8 4 8 4 8 4 8 4 8 4 4 8 4
8 4 8 4 8 4 8 4 4 8 4 8 4 8 4 8 4 7 4 4
8 4 8 4 8 4 8 4 8 4 4 8 4 8 4 8 4 8 4 8
4 4 8 4 8 4 8 4 8 4 7 3 3 6 4 8 4 8 4 8
3 6 3 3 6 3 8 4 8 4 8 3 6 3 3 6 3 8 4 8
4 8 3 6 3 3 6 3 8 4 8 4 8 3 6 3 3 6 3 7
4 8 4 8 3 6 3 3 6 3 7 4 8 4 8 3 6 3 1 5
3 7 4 8 4 7 3 5 1 1 5 3 7 4 8 3 7 3 5 1
1 5 3 7 4 8 3 7 3 5 1 1 5 3 7 4 8 3 7 3
5 1 C H C H C H C H C H C ]

where C : 1×3 H : 900×350×16×19

The above values obtained are the best compromised solutions. The corre-
sponding evaluation function value, that is, the minimized weight of the 23 sto-
ries frame structure, was W (A1, A2, · · · , A253)= 321.704 [ton] (θ ≤ 0.005)
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6 Evaluation

In order to keep within the allowable constraints we have the enlarged the section
modulus at the base of the structure(1st floor using 3 columns / Beam(H 900 ×
350 × 16 × 19) in Fig.2 and Fig.3.

Fig. 2. Allocation of the member subject

Fig. 3. Column and beam of 1st story
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Fig. 4. Angle of relative stories displacement

In Fig.3, the constraints of the angle of relative stories displacement were
satisfied by using three columns in the 1st story and increasing the beam from
a height of 700[mm] to 900[mm].

After this treatment as shown in Fig.4, we can see the results of the each
column’s angle of relative story displacement. We can see that the results of
the columns and beams show that they keep well within the constraints(θ ≤
0.005, θ ≤ 0.006). In Fig.2(a), we can see the initial state before optimization.
Fig.2(b) θ ≤ 0.005 is the result after using our proposed method. In Fig.2(c), we
have used an angle of relative story displacement of θ ≤ 0.006 and were able to
use the lightest material in every floor and obtained a minimized W=306.886[ton]
and connect with comment it has been composed composed of the member
subject in which all member subjects are the lightest[4,8] except for the 1st
story shown in Fig.2.

This allows the use of lighter material(small section modulus) particularly on
upper floors.

In column 1 and 6 the lower floors keep within /or the limits of the constraints
while quite a leeway can be observed in the upper floors.
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7 Conclusion

In this paper, we formulate an OWD problem of a 23 stories frame structure for
a constrained allowable stress of the dimension of each member as a statically
indeterminate structure problem and solve it directly by keeping the constraints
by using IGA. We discuss the efficiency of the proposed method. As a result, the
number of decision (design) variables did not increase, and easily got the best
compromised solution.

When a chromosome is not contained in the feasible region, it will include
information about the unfeasible region’s chromosome in the evaluation function
in order to improve its search efficiency such as a cross-section of Square tube
and H shaped steel beam.

In order to keep within the allowable constraints we have the an larged
the section modulus at the based of the structure(1st floor using 3 columns
/ Beam(H 900 × 350 × 16 × 19).

After this treatment we applied our proposed method which allows us an
increased leeway in the use of lighter materials toward the upper floors.

When the angle of relative story displacement was θ ≤ 0.006 and by using
the same 3 columns / Beam(H 900 × 350 × 16 × 19) only on the first floor we
obtained a minimized weight of W=306.886[ton].
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Abstract. Transportation problem is a typical combinatorial problem.
We aim at the search capacity of the solution by using a genetic algo-
rithm with a the Bicriteria fixed Charge Transportation problem, which
is an extension of the traditional transportation problem. In this paper,
we improve the technique of Teramatu. In particular we propose new
crossover operation for the genetic algorithm. Comparison with other
methods is performed and the validity of the proposed method is shown.

Keywords: Bicriteria Fixed Charge Transportation Problem, Genetic
Algorithm, Priority Level.

1 Introduction

In recent years, there has been a need for the development of algorithms which
solve various combinatorial optimisation problems at high speed. Optimal so-
lutions to large-scale combinatorial optimisation problems cannot be obtained
within reasonable time because the number of possible combinations increases
exponentially with problem size.

Near-optimal solutions can be obtained within reasonable time using meth-
ods such as genetic algorithms. Genetic algorithms (GA) mimic the heredity of
living things and evolution and apply these principals to engineering problems.
Many individual search points are considered in GA and the process of evolution
drives improvement of this population so that near-optimal solutions can be ob-
tained. The transportation problem is a typical combinatorial problem. It is a
distribution system and is a fundamental network problem that has been studied
by many researchers. Bicriteria fixed charge transportation problems extend the
traditional problem and represent a more realistic case.

In this paper we propose a GA for bicriteria fixed charge transportation prob-
lems and compare its performance with other methods.

2 Fixed Charge Transportation Problem

There are m distribution centers and n destinations for certain goods. Trans-
portation costs between distribution centers and destinations are known, the

T. Yoshida et al. (Eds.): AMT 2013, LNCS 8210, pp. 352–358, 2013.
c© Springer International Publishing Switzerland 2013
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demand at each destination is known and the supply capacity of each distribu-
tion center is known.

The fixed charge problem includes the additional consideration of a fixed
charge applied when goods are conveyed from a distribution center to a destina-
tion. The problem is to determine the traffic, xij , that minimises total cost. It
is formulated as follows.[2]

min z1(x) =

m∑
i=1

n∑
j=1

(cijxij + dijgij) (1)

min z2(x) =

m∑
i=1

n∑
j=1

tijxij (2)

s.t.

m∑
j=1

xij = ai (i = 1, 2, · · · ,m) (3)

n∑
i=1

xij = bj (j = 1, 2, · · · , n) (4)

xij ≥ 0, ∀i, j (5)

with gij =

{
1, if xij > 0
0, otherwise

(6)

cij is the cost of carrying one unit of goods from distribution center i to desti-
nation j. dij is the fixed charge applied if xij > 0. ai is the supply capacity of
distribution center i and bj is the demand of destination j. It is required that
supply and demand are balanced, that is,

∑m
j=1 ai =

∑n
i=1 bj .

3 Bicriteria Fixed Charge Transportation Problem

Bicriteria transportation problem that takes into account the transportation
time and transportation cost is formulated as follows.

min z1(x) =

m∑
i=1

n∑
j=1

(cijxij + dijgij) (7)

min z2(x) =
m∑
i=1

n∑
j=1

tijxij (8)

s.t.

m∑
j=1

xij = ai (i = 1, 2, · · · ,m) (9)
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n∑
i=1

xij = bj (j = 1, 2, · · · , n) (10)

xij ≥ 0, ∀i, j (11)

with gij =

{
1, if xij > 0
0, otherwise

(12)

cij is the cost of carrying one unit of goods from distribution center i to desti-
nation j. dij is the fixed charge applied if xij > 0. tij is the time of carrying one
unit of goods from distribution center i to destination j. ai is the supply capacity
of distribution center i and bj is the demand of destination j. It is required that
supply and demand are balanced, that is,

∑m
j=1 ai =

∑n
i=1 bj .

4 The Method to Propose

Without using a crossover approach of Teramatu is an existing technique, it
was treating the transport problem only mutation.[2] Therefore, We propose a
crossover that could correspond to this transportation problem.

4.1 Conventional Method

We used the method Teramatu using no crossover. We are shown in the following
steps to send to preferentially luggage route high priority.

4.2 Preferential Ranking

The route with this cheap transportation cost and constant cost is an advanta-
geous route by sending a load in many routes. Therefore, the method of deter-
mining the ranking of the priority, which shows the superiority, or inferiority of
all routes is shown below.

1. The priority by the maximum amount
Step 1: To determine the maximum amount that can be transported at the
root of each of the following equation.
Xij = max {ai, bj}
(i = 1, 2, · · · ,m)(j = 1, 2, · · · , n)
Step 2: The following formula is calculated and it asks for the total cost of
a transportation cost.

z(x) =
m∑
i=1

n∑
j=1

(Xijxij + dij)

Step 3: The ranking of this priority is attached to the route in the cheap
order of the total cost.
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2. The priority based on the average amount
Step 1: To determine the average amount that can be transported at the
root of each of the following equation.

Y =
1

(m× n)

m∑
i=1

ai

Step 2: The following formula is calculated and it asks for the total cost.

z(x) =

m∑
i=1

n∑
j=1

(Y xij + dij)

Step 3: The ranking of this priority is attached to the route in the cheap
order of the total cost.

3. The priority based on the average of the average and peak amount
Step 1: Determining the average of the maximum amount and average
amount that can be transported at the root of each of the following equation.

Zij =
(Xij+Y )

2
(i = 1, 2, · · · ,m)(j = 1, 2, · · · , n)
Step 2: The following formula is calculated and it asks for the total cost.

z(x) =

m∑
i=1

n∑
j=1

Zijxij + dij

Step 3: The ranking of this priority is attached to the route in the cheap
order of the total cost.

4. Priority of only transportation costs
The ranking of this priority is attached to the route in the cheap order of
the transportation cost.

5. Priority of only fixed charge
The ranking of this priority is attached to the route in the cheap order of
the fixed charge.

6. Priority of only transportation time
The ranking of this priority is attached to the route in the cheap order of
the transportation time.

7. Priority random
We generate a random priority.

4.3 Mutation

The method of sending a load to the high route of preferential ranking prefer-
entially is shown below.
Step 1: {i1, i2, · · · , ix}, {j1, j2, · · · , jy} is chosen at random and the partial ma-
trix W is made.
Here, {i1, i2, · · · , ix} is the subset of {1, 2, · · · ,m}, {j1, j2, · · · , jy} is the subset
of {1, 2, · · · , n}, and they are 2 ≤ x ≤ m, 2 ≤ y ≤ n.
Step 2: (3) and (4) are repeated from k = 1 to x× y.
Step 3: The number of the line of the route of preferential ranking high to the
kth is stored in i. And the number of a sequence is stored in j.
Step 4: The following formula is calculated.
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W ′
ij = min{awi , bwj}

awi = awi −W ′
ij

bwj = bwj −W ′
ij

Step 5: The partial matrix W ′ is returned to the portion of the gene of the
original chromosome matrix.

4.4 The Proposed Corrsover

We propose a crossover method using the priority.

Step 1: Decision matrix that cross
To determine the two parent individuals to meet the crossover probability of
the number of population within. We decide to random the number of rows
and columns intersect. Then, until it meets a number of rows and columns
determined, to determine the respective row and column intersecting at
random.

Step 2: Generation of child chromosome
We generate a matrix child 1 and child 2 of two. Keep initialized to 0 all.
We stored in the corresponding matrix child 2 of the transport volume of
each row and each column was determined by the parent 1. And stores in
a matrix corresponding to the transport amount of each row and column of
the parent 2 determined in step1 to the child 1.

Step 3: Generation of child chromosome
Child 1 to transport preferentially in the matrix that exists in the trans-
portation volume of parent 1. In this case, We select randomly from the
priority order that is generated. We want to transport as many as protect
the constraint matrix to its high priority. Child 2 to transport preferentially
in the matrix that exists in the transportation volume of parent 2. Then,
to determine the transport amount of each matrix according to the priority
order selected. Then, adjustment is performed to meet you also meet the
constraints.

5 Numerical Experiment

In order to check the validity of the proposed method, the benchmark problem
was taken up and the comparison experiment with the proposed method (pro-
posed p-GA) and the conventional method was conducted. As the conventional
methods made applicable to comparison, DCGA by Teramatu were taken up,
and the object took up ran12x12, ran14x18 and ran17x17 of benchmark prob-
lems. The number of population 100. The experiment was tried 30 times on each
problem. In addition, the end conditions of one trial are made into 30,000 genera-
tions. Conventional method is the mutation probability 1.0 crossover probability
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Table 1. Experimental Results

ran12×12
Best Worst Ave
c t c t c t Coverage Number of Pareto solutions TOPSIS Time[s]

DCGA 2291 1590 3844 5123 2376 1590 0.74 132 0.6212 50.0
p-GA 2291 1590 3844 5123 2311.6 1590 0.77 134 0.6088 56.3

ran14×18
Best Worst Ave
c t c t c t Coverage Number of Pareto solutions TOPSIS Time[s]

DCGA 3714 1752 6875 6177 3803.7 1774.7 0.70 131 0.5666 88.9
p-GA 3714 1752 6875 6177 3767.4 1768.2 0.72 135 0.5506 91.1

ran17×17
Best Worst Ave
c t c t c t Coverage Number of Pareto solutions TOPSIS Time[s]

DCGA 1373 1757 3515 7616 1421.6 1760.2 0.85 185 0.5702 96.3
p-GA 1373 1757 3515 7616 1414.4 1759.2 0.89 195 0.5618 102.0
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Fig. 1. conventional method:ran17x17
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Fig. 2. Proposed method:ran17x17



358 T. Shizuka and K. Ida

0. The proposed method is 0.5 probability crossover and mutation probability.
Table 1 shows the experimental results of each method. Moreover, the best so-
lution, the worst solution, the average value, the coverage, the number of pareto
solutions, the topsis, and execution time of each method for three problems
are shown in Table 1. Crossover method proposed was not able to update the
best solution benchmarks all problems. However, coverage and average value,
number of Pareto solution, TOPSIS is superior to conventional methods in the
benchmark problem of all.

6 Conclusion

In this paper, we took up the fixed charge transportation problem that extends
to more realistic bicriteria fixed charge transportation problem. The proposed
method was not able to update the best solution than the conventional method
of numerical experiments. However, the average value is excellent benchmark
problem of all. Therefore, exceeding the conventional method in the best ac-
curacy solution when attempting 30 times. And, value coverage, the number
of Pareto solution, the top law system is above than the conventional method.
Therefore, The validity of the proposed method could be checked by numerical
experiment. In the future, we plan to do to improve the technique so that you
will be prompted to pareto solution excels in all benchmark problem.
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Abstract. In data analysis, we must be conscious of the probability density 
function of population distribution. Then it is a problem why the probability 
density function is expressed. 

The estimation of a probability density function based on a sample of inde-
pendent identically distributed observations is essential in a wide range of  
applications.  The estimation method of probability density function -- (1)a pa-
rametric method  (2)a nonparametric method and (3)a semi-parametric method 
etc. -- it is.  In this paper, GMM problem is taken up as a semi-parametric me-
thod and We use a wavelet method as a powerful new technique. Compactly 
supported wavelets are particularly interesting because of their natural ability to 
represent data with intrinsically local properties. 

Keywords: GMM, wavelet, probability density function, Compactly supported, 
kernel.  

1 Introduction 

In data analysis, we must be conscious of the probability density function of popula-
tion distribution. 

However, the population who can express to distribution of a beautiful form which 
appears in the statistical textbook can hardly be found out. 

Then, it is a problem why the probability density function is expressed. 
The estimation of a probability density function based on a sample of independent 

identically distributed observations is essential in a wide range of applications.  
The estimation method of probability density function – 
1. a parametric method   
2. a nonparametric method  
3. a semi-parametric method   etc.  
-- it is.  
In this paper, GMM problem is taken up as a semi-parametric method and We use 

a wavelet method as a powerful new technique. 
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Compactly supported wavelets are particularly interesting because of their natural 
ability to represent data with intrinsically local properties.  

For this reason, the application to GMM of a wavelet is natural. 
The problem of estimating density functions using data from different distribu-

tions, and a mixture of them, is considered. Maximum likelihood and Bayesian para-
metric techniques are summarized and various approaches using distribution-free 
kernel methods are expounded. 

Although estimation of the probability density function is made by various  
methods, it comes in subsequent theoretical deployment to a deadlock in many cases. 

How is the expressing method by the contaminated normal distribution expressed 
as one of the modes of expression of a probability density function in the form of the 
linear combination of the normal distribution used as the basis of the present-day 
statistical theory? 

The importance is recognized in the field with various problems which decompose 
one population into some partial populations. 

2 Kernel Probability Density Estimation 

The method by a kernel function is one of the methods of presuming a probability 
density function using a normal distribution like the problem of GMM. 

Both methods expressed in the form of the linear combination of a normal distribu-
tion. But the method GMM is more convenience in use. 

Here, presumption of the probability density function by kernel function expres-
sion is used to make the signal for the analysis of GMM using Wavelet. 

The probability density function using Gaussian kernel is expressed as follows 

considering ( )K   as a standard normal distribution function. 

( )
1

1 1ˆ
n

i
K

i

x X
f x K

n h n=

− =  
 

            (1) 

1{ } n
i iX =

: sample    n:sample size     h:Bandwidth  

Bandwidth h s called a smoothing parameter or window width. When Bandwidth h 
is a small value, the local characteristic of a density function is expressed finely, and a 
smoother expression is shown when Bandwidth h is a large value. 

It is the same as that of the scale parameter of Wavelet. The choice of kernel 
Bandwidth controls the smoothness of the probability density curve. 

The following graph shows the density estimate for the same data using different 
Bandwidths.  
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Fig. 1. Kernel function density estimation using a gauss kernel function with different  
bandwidth h 

In Fig.1 Kernel function density estimation using a gauss kernel function with dif-
ferent bandwidth h for data which sample size is equal to 117930 is shown.  A black 
line is the estimated density function. 

A red line is the gauss kernel function (1/100 of 117930) which increased the size 
200 times.  From now on, it will be observed in the large place of variation that the 
kernel function is complicated. Later, GMM analysis using which made kernel  
function density estimation the signal is conducted two different Bandwidth(s).  

Although it is in how to decide a bandwidth with Sturges's rule, Scott's rule, and 
Friedman-Daiconis's rule6).I think that deciding automatically has a problem even if it 
uses which rule. According to the purpose of analysis, you should decide by making 
Bandthwidth fixed under these rules into a standard. 

3 Formulization of a Gauss System Wavelet and GMM (Gauss 
Mixed Model) 

3.1 Formulization of GMM (Gauss Mixed Model) 

GMM (Gaussian Mixture Model) is a statistics model expressed by alignment combi-
nation of the Gauss basis function, and is a technique often used by speech recogni-
tion etc. GMM consists of n normal distributions and mixed dignity iω  of each  

distribution, mean iμ , and distributed iσ can express it.   

A density function with the scale parameter which expresses a measure as position 
is called location scale density function. It is a location scale density function which 
makes a normal distribution and an average a location parameter and has standard 
deviation as a scale parameter. 
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3.2 Wavelets Analysis 

Wavelets analysis is investigating a relation with an observation signal  

use

( ) ( )
: M o t h e r  w a v e l e t

: S c a l e  p a r a m e t e r    (  e x p a n d s  t o  a  t i m e  b a s e  d i r e c t i o n )   

: T r a n s f o r m e r    ( p a r a l l e l  t r a n s l a t i o n  t o  a  t i m e  b a s e  d i r e c t i o n )   

x b
x

a

a

b

ψ ψ
 − 
 
 

　

 

Scale parameter: Elasticity Expansion dilation    
Transformer rate: Parallel translation, move basis function Mother wavelet on a 

shift time-axis (it is with the Mother wavelet of a gauss system this time.)  

( )f x    Signal function,
( )x b

a
ψ

 − 
 
 

Wavelet transform is as follows when it is 

considered as a wavelet.   [2]  

 

( ) ( ),
1 x b

CWT a b f x dx
aa

ψ
∞

−∞

−
=  

 
 

                      (3) 

 
At (3), ( )f x is (1) type is substituted. Moreover, let the wavelet function to be 

used be the following gauss of  the first order(3), or a gauss  wavelet function of the 
second order (Mexican hat) (5).  

2
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1
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x b

a x b
e

x b a
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π
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 − − 

 −   = − 
 

                          (4) 
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x b
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x bx b

e
a aa

ψ π
−

−−  −−   = −      

                        (5) 

 
These become the first order differential coefficient of a gauss wavelet function, 

and the second order differential coefficient. 

4 Analysis by Continuation Wavelet Transform 

4.1 Analysis of a Normal Distribution 

A normal distribution function is considered as a generality. 
It is expanded and contracted by the parameter a d parallel translation of the  

wavelet function is carried out by the parameter b. In the frequency function of a 
normal distribution, since there is mean value in that the maximum is given, the dif-
ferential coefficient of the first floor in there is set to 0. 

( )
2

2
( )

2

2

e ( )
0

2

x

x
f ax t x

μ
σ μ μ

π σ

−−
−− =′ ==          (6) 
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Moreover, the position of standard deviation x μ σ= ± . The differential coefficient 

of the second floor of the f  is a position of the point of inflection used as 0.  
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The character to be a location scale density function which makes a normal distri-

bution and an mean a location parameter and has standard deviation as a scale pa-
rameter, The analysis of GMM is tried using the wavelet analysis which makes the 
scale parameter a (elastic expansion) transformer rate b (parallel translation) corre-
spond to a basis function (Mother wavelet), and conducts signal analysis. 

First, it becomes like wavelet transform, then the following type about the normal 
distribution of types using the primary gauss type wavelet function. 
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             (8) 

Set a and bσ μ= =   at (8).  (8) types will be set to 0 if it becomes. 

Moreover, it becomes like wavelet transform, then the following type about the 
normal distribution of types using the secondary gauss type wavelet function.  
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   (9) 

In (9), it is a [small enough]. b μ σ= ± It is alike, it sets and (9) types are set to 0.  
 

 

Fig. 2. Fig. 1 Wavelet transform of frequency function  

a) Normal distribution curve       b)Primary gauss wavelet transform 
c) Secondary gauss (Mexican hat) wavelet transform 
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In Fig.2, a showed the wavelet transform by the primary gauss function of a) nor-
mal distribution curve ,by b) which showed the normal distribution curve, c) The 
wavelet transform by a Mexican hat function was shown. 

The result of Fig.2.b) -- wavelet transform is showing zero value in the point of 
giving mean value. And as a result, the value of a wavelet is in respect of mean value, 
and figure 1 c takes the local maximum. ,μ σ μ σ− +  It is shown that come out and 
the value of a wavelet has become 0, respectively.  

4.2 Analysis of GMM 

A problem is a density function of observational data distribution. ( )f x The following 

forms: 

( )
( ) ( )2 2

1 2
2 2

1 22 2
1 2

1 2

1 1

2 2

x x

f x e e

μ μ
σ σω ω

π σ π σ

− −
− −

= +            (10) 

It comes out and expresses -- it is presuming the following parameter. 
The average of each element distributioniμ：   
The mixing rate of each element distributioniω：   
Standard deviation of each element distributioniσ： .  It carries out. Next, mixed distribu-

tion of two normal distributions is analyzed with Fig. 3.  Suppose from the left that 
they are the axial value (horizontal axis) which gives the contour line of 0 by a= 0 in 
the lowest stage of Fig.2 x1, x2, x3, and x4.  

1 1 1 3 2 2

2 1 1 4 2 2

x x

x x

μ σ μ σ
μ σ μ σ

= − = −
 = + = +

              (11) 

It becomes.  4)  
Give easy calculation for these. 2121 ,,, σσμμ . 1 2,μ μ It is equal to the position of the 

x-axis of the contour line 0 of the middle of Fig. 2. Moreover 1 2,ω ω  -- it can ask by 

easy simultaneous equations. 

( ) ( ) ( ) ( )1 1 2 1 2 1 2 3 4 2 4 3

1 1 1 1
, ,

2 2 2 2
x x x x x x x xμ σ μ σ= + = − = + = −           (12) 

-- it can ask by easy simultaneous equations. 
It is easy to calculate dignityω1 and ω2 by simultaneous equations. 

Specific point alpha Value of the observational data which can be set. It carries fα  

out. 
The following simultaneous equations are realized. 

( ) ( )2 2
1 2
2 2
1 2

1 2

2 2
1 2

1 2
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1 1
.

2 2
e e f

α μ α μ
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ω ω
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− −
− −
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+ =


    (13) 

Or to make simultaneous equations so that it may become equal to the value of two 
points. 

A mean is determined from Fig.2b(middle). Distribution can be easily read in Fig. 
3c (lower berth). 
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Fig. 3. Mixed part distribution of two normal distributions 

5 Determination of the Scale Value for Specifying Standard 
Deviation 

The place where the contour line of a Mexican hat wavelet becomes 0 must be written 
with the position which gives distribution, and must determine the value of the scale 
parameter a for the purpose. Therefore, a wavelet power spectrum is used as a meas-
ure of determination. The spectrum which a signal gives chooses the scale parameter 
which becomes the maximum, and the contour line in the position makes the trans-
former rate value to which the value of 0 is given the point which shows standard 
deviation. Signal ( )x t  the total-calories size boiled and contained -- the -- it defines 

finding the integral the square. 

( ) ( )2 2
E x t d t x t

∞

− ∞
= =                    (14) 

The relative value of the signal energy in a certain scale a and position (transformer 
rate) b is given from a two-dimensional wavelet energy density function.   1) and 3)  

( ) ( ) 2
, ,E a b CWT a b=

                 (15) 

  

Fig. 4. Determination of standard deviation Fig. 5. Mixed distribution of two normal 
distributions by wavelet power spectrum 
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6 The Numerical Example over Pollen Dispersion Data 

The health hazard caused by cedar pollen becomes a major issue an early spring in 
Japan. We use the pollen dispersion data in the observation point in Kasama-City of 
2004 which is downloaded from Homepage of the Ministry of the Environment. 1)  
The Ministry of the Environment is announcing the pollen dispersion situation every 
hour of from February 1st to May 31st on the homepage. 

Cedar pollen problem, Hay fever is the illness which starts allergies, such as a 
sneeze and a runny nose, by the pollen of plants, such as a Japan cedar and a cypress, 
becoming a cause. It is also called seasonality allergic rhinitis. 

If think about to the Kanto area is taken for an example, scattering of cedar pollen 
will start around in February, and scattering will decrease late in April. 

And scattering of the department pollen of a cypress starts and it continues till 
around the end of May. 

Condition, such as a sneeze, a runny nose, nasal congestion, itchiness, a feeling of 
a foreign substance of eyes, is in a tendency worsening in proportion to the amount of 
scattering of pollen. Then, We will try to divide into distribution of a Japan cedar and 
a cypress now.  

 

Fig. 6. Wavelet Analysis for Bandwidth=7 Kernel Estimation 

The upper row of Fig. 6 shows the density function of kernel estimation, and the 
middle shows the analysis by a 1st order gauss wavelet, and the lower berth shows the 
analysis according to a Mexican hat wavelet.  

The following parameter was obtained like the formula(12). 
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    (18) 

Using this result, the result of the Kolmogorov-Smirnov test is shown below. 
 

 

Fig. 7. GMM Estimation & Kernel Estimation Fig. 8. Kolmogorov-Smirnov Test 

 

Fig. 9. Wavelet Analysis for Bandwidth=4 Kernel Estimation 

The alternative hypothesis is that Kernel Density and GMM Estimation are from 
different continuous distributions.  The result h is 1 if the test rejects the null  
hypothesis at the 5% significance level and 0 otherwise. Now h= 0, Asymptotic  
p-value of the test is 0.0691 and Test statistic 0.18.  
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From now on, the distribution situation of a Japan cedar and a cypress is separable. 
The following figure is the analysis to Kernel Density of Bandwidth=4. 
If the correspondence to a detailed change is required, it is necessary to make 

Bandwidth small, and precise analysis is required to make a scale small. 

7 Conclusion 

In this research, the new solution which solves a GMM problem using continuation 
Wavelets transform was proposed, and the validity was verified. The feature of the 
solution of this research is as follows. Continuation Wavelets transform is used. It is 
easily analyzable using a contour line figure. After reading zero point from a graph or 
an output file, a solution can be calculated by easy alignment calculation. It is reset-
ting the main part of experiment analysis to theoretical analysis as a future subject. 

Although we set the parameter using the scale value which becomes the maximum 
wavelet power spectrum, for more suitable analysis, interactive analysis becomes 
more effective considering these methods as one standard. Also about the determina-
tion of bandwidth in Kernel density estimation, each rule has the feature, and it is hard 
to say that one method may not be recommended to used. 
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Abstract. This paper describes a job-shop scheduling problem (JSP) of
processing product subject to no delay time job. It is one objective model
of the minimum delivery delay time.In this paper, the effectiveness we
the numerical experiments using a benchmark problem to improve the
solution accuracy and decrease execution time by adding a method to
generate gene and new approach, we introduce a search method for the
algorithm shorter delivery times and further there to verify.

Keywords: Job Shop Scheduling Problems, genetic algorithm, priority
level.

1 Introduction

Job-shop scheduling problem (JSP) is one of the most difficult problems in com-
binatorial optimization problems that have been studied with many of the past
researchers. JSP is designed to minimize the total work time to complete all
work normally (make-span) and in reality, additional constraints and goals com-
plicate the problem. For example, JSP and concept to delivery, late delivery
(delay time) and work in process inventory generate problems.

These problems prevent issues from being considered. Delivery time is the
study of Singer and Pinedo (1998), Pinedo and Singer (1999) and Asano and
Ohta (2002). On the other hand,approximation method of genetic algorithm
(GA) has become popular for JSP recently (Gen and Cheng, 2000).

Recently the use of a solution to the problem of job shop scheduling has been re-
cently proposed approach to scheduling with delivery time of Abe (2009) does not
consider the delivery time from Ida and Osawa (2005), execution time is very long.
In this study, the effectiveness we the numerical experiments using a benchmark
problem to improve the solution accuracy and decrease execution time by adding
a method to generate gene and new approach, we introduce a search method for
the algorithm shorter delivery times and further there to verify.

2 Delivery Time and JSP

We think a number of the machine when machining work pieces M N. In this
case, it is assumed that the order of processing each job Machine, processing
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time on each machine and each job order is given that is technical. Processing
order of each job on each machine to minimize the total work time until you
have processed all the work, JSP is a problem that is to determine the schedule.

However, only one job is processed in one machine at the same time, you want
to process only one job at a time, one machine is restricted, such as interruption
of the work is not.

Here, we have assumed that to minimize the delivery time over each of the work
at the time of each job is completed, the job end time is set in advance. We put the
processing start time of oij and xij work pij , seek the processing time of the j-th
operation oij job here. Also, it is possible to start at time 0 and all jobs.

Di preset delivery of job i, and wi and the penalty per unit time for the
tardiness of job i, can be formulated as follows.

min

N∑
i=1

wiρi (1)

subject to xiLi + piLi − ρi = di, (2)

i = 1, 2, . . . , N (3)

xij − xi,j−1 ≥ pi,j−1, (4)

j = 1, 2, . . . , Li, i = 1, 2, . . . (5)

xij − xst ≥ pst ∨ xst − xij ≥ pij , (6)

oij , ost ∈ Ek, k = 1, 2, . . . ,MST (7)

xij ≥ 0, (8)

j = 1, 2, . . . , Li, i = 1, 2, . . . , Nnonnegative (9)

Here, Ek is a set of jobs to be processed by the machine k. Equation 1 is ac-
complished function, Equation 2 is a target constraint, i is an auxiliary variable
representing the time of job i respectively tardiness. Equation 3 for each job
order technical, Equation 4 is non-duplicating condition of jobs in each machine,
Equation 5 represents the non-negative condition of production start time.

Many scheduling problem as is the case, these problems can analytically solv-
ing that involves considerable difficulty. Therefore, as a method for analysis of
these meta-heuristic search due to such as GA is widely used.

3 GA for JSP

In general, if you want to apply the GA to JSP, gene expression is converted
to a schedule called chromosomes. In addition, the evaluation of the JSP is
done in total work time in general, but trying to express a schedule from the
chromosomal gene is expressed, the Gantt chart is used.

When applied to a JSP the GA in order to reduce the time of total work, in
addition to those cross-generation and initial population in genetic manipulation
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of normal, such as mutation, such as shift left on the Gantt chart chromosome
newly generated algorithm is applied to reduce idle time such. Figure 1 shows
the basic flow of GA to solve the JSP.

In this paper, we propose a method for generating Gantt charts using the stan-
dard algorithm and delivery to target a reduction in product delivery delays. In
the proposed method, to generate the initial population by using the chromosome
representation of Hirano. Crossover to use the weight mapping crossover(WMX)
method and priority delivery. Mutation is to use of Abe. Apply the Gantt chart
created by the proposed method, the algorithm for the delivery delay reduction
for each chromosome.

3.1 Generation of Initial Population

If the initial population randomly generated, it is possible that early delivery job
is placed at the rear of the chromosome. When considering the delivery time, it
is desirable that you were lined up in order of chromosomal gene delivery time if
you can to some extent. Which was to be produced by selecting a type of roulette
initial population was set to select the delivery probability of each job, in this
case, it is applied to generate an initial population of Figure 1. The following is
an algorithm to generate an initial population considering delivery.

Generation algorithm of initial population

1. Step1: Arranged sequentially from the beginning of the gene was extracted by
the extraction of non-overlapping roulette selection, to generate a
chromosome.

2. Step2: Population size times the Step1, and the initial population.

3.2 Crossover

WMX can be seen as an extension of one-point crossover. Infeasible solution will
be generated if the priority-based gene expression, and using the usual one-point
crossover. By using WMX was fast delivery priorities and what, where, we aim
to shorten the delivery delay without causing a lethal gene.

3.3 Mutation

Selected at random, cp2 cp1 two loci in the relationship of cp1 ¡ cp2 from the
chromosome of interest, this mutation should be replaced when the delivery of
genes cp2 g2 is less than delivery of genes g1 cp1.

This operation is applied in a mutation of Figure 1, will be processed as
quickly as those early deadlines.

Mutation Algorithm

1. Step1:Randomly removed cp1, cp2 cp1 two points in the relationship of ¡cp2
from the chromosome.

2. Step2:Determine the relationship between the magnitude of the delivery of
genes g1 and g2 have cp2 and cp1 chromosome.

3. Step3:Delivery of genes as early as swaps g2 from g1.
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Fig. 1. GA for JSP

Further, in order to prevent entry into a local solution in addition to this, the
chromosomes that are generated in the same way as the generation method of
the initial population, method of generating initial group compared with the ref-
erence delivery date, a generation method that is based on penalty and delivery
introduced and treated as three kinds of mutations.

These mutations are applied only to the parent population filled with mutation
probability.

3.4 Selection

This section is used to select non-overlapping roulette extraction.

4 Proposed Method

4.1 Decoding Method Based on Delivery Time

Here are a placement method for the Gantt chart, which is based on the delivery
date. From the beginning of the chromosome, in law arrangement from Abe and
Ida have been used, but will be placed in the machine according to the order of
tasks, arranged according to the delivery method of arrangement to be proposed
(Figure 2).

This ensures that each job is started according to the delivery time, you will be
able to prevent the overcrowding of the machine. Is prevented by the occurrence
of lethal genes if all jobs if protect the delivery date is shifted left, as shown in
Figure 2 does not protect the right shift.

4.2 Shorting Algorithm for Delivery Time

We propose the algorithm that aims to shorten delivery time. The algorithm
shortened from Abe uses algorithms reduce aimed to shorten working hours total
for JSP has been applied, in reality few problems for the purpose of shortening
the only working time.
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Fig. 2. Example of decording

Therefore, we propose an algorithm that aims to reduce PDTShort(Proposed
Delay Time Short)Alogrithm faster delivery time.

Chart of PDTShort

1. step0:Machine reads a list relationship - Gantt chart and work that is gen-
erated from the chromosome.

2. step1:Apply a shift to the left in order or random delivery job early.
3. step2:Apply the right shift to shorten idle time.
4. step3:Algorithm is applied for shorter delivery times.
5. step4:Seek tardiness outputs a Gantt chart, compared with the best solu-

tion.Here, using the same method of generating initial population generation
method to generate all the chromosomes to generate a Gantt chart, if you
can not see the updates of your generation 300 returns to step 0.

6. step5:To generate a Gantt chart from chromosome to shorten the delivery
time.

Right Shift for the Idle Time Reduction
Input data:Relationship list - Mechanical work, Number of jobs N , Number of
machine M , Seek work oij , Work start time xij , Processing time pij .

Output data:xij , oij , pij .

1. step0:Read the Gantt chart list to apply machine relationship work, the
reduction algorithm.

2. step1:Set i = 1,Repeat step2 to N .
3. step2:Set j = 1, Repeated until M from the step4 step3.to i + 1.
4. step3:After reading the oij , reads the work machine number(Named ”X” to

work at this time).
5. step4:If X was the first work of the first task as a job as a machine and does

not apply the right shift.I go back to step3 to j ← j + 1.
6. step5:If possible, the right shift to satisfy either of the conditions of step3,

there is idle time.Save the xij the start time of the work at that time, update
the work order after a right shift oij and pij processing time work number.
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7. step6:i ← i+ 1.
8. step7:Output xij ,oij ,pij .

Shorting Algorithm for Delivery Time
In this paper, we first shift to the right job with no tardiness, to perform a left
shift to jobs with late deliveries.

However, to apply taking into account the penalty on the priority of the
algorithm applied.

Input data:Relationship list - Mechanical work, Number of jobs N , Number
of machine M , Seek work oij , Work start time xij , Processing time pij ,Delay in
delivery time ρ.

Parameters: Set S of job without delay in delivery, the number s,Set D of
jobs with tardiness, the number d.

Output data:xij , oij , pij .

1. step0:Read the Gantt chart list to apply machine relationship work, the
reduction algorithm.S ← φ,D ← φ.

2. step1:Set i = 1,Repeat step2 to N .
3. step2Read the late delivery time of each work.Time to delivery is stored in

the set S from a long job with no job tardiness.It stores the set D from the
job time to delivery time is short jobs that late delivery..

4. step3:Set i = 1,Repeat step4 to s.i ← i+ 1.
5. step4:Take the job from the set S, and thereby shift right without exceeding

the delivery time if possible right shift from the job close to delivery.
6. step5:Set j = 1,Repeat step6 to d.j ← j + 1..
7. step6:Take the job from the set D, it if left-shiftable from the job Nearby

work start time 0, is performed left-shift, in the range within that satisfies
the constraint.

8. step7Output xij , oij , pij .

Chromosome Generation Method from the Gantt Chart
Input data:Relationship list - Mechanical work, Seek work oij , Work start time
xij .

Output data:chromosome v

1. step0:Read to Relationship list - Mechanical work, S ← φ.
2. step1:Set i = 1,Repeat step2 to N .
3. step2:Set j = 1,Reads the Gantt chart chromosome of i-th, and repeated

until the M step4 from step3.
4. step3:To read the work start time and work xij oij , to save to chromosome

v a work number to order early start time.
5. step4:i ← i+ 1 if it is j = M ,otherwise j ← j + 1.
6. step5:Output v.

5 Experiments

5.1 Condition

We were shown in the following setting conditions as well as the experimental
environment in this paper.
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Table 1. Delivery time calculation example (la21)

job Σp F = 1.5 F = 1.6

0 444 666 710

1 576 864 921

2 567 850 907

3 659 988 1054

4 603 904 964

5 451 676 721

6 471 706 753

7 423 634 676

8 440 660 704

9 717 1075 1147

Table 2. Delivery time penalty

Job number 0 1 2 3 4 5 6 7 8 9

Factor 4 4 2 2 2 2 2 2 1 1

The instance to be used for the experiment, and abz5, abz6, la16, la17, la18,
la19, la20, la21, la22, la23, la24, mt10 [14] of 10 job problem 10 machine which
is well known as a JSP benchmark problem.The problem setting addressed in
this paper, you need a late delivery penalty and set deadlines for each job, but
these settings are used the same as the experiment of Singer and Asano. Is set
by the following equation: the delivery time of each job is, F is a delivery factor
here. In the two reported above, and F = 1.5and1.6 a delivery factor for each
problem, and evaluated the value obtained.

di = F ×
Li∑
j=1

pij , i = 1, 2, . . . , N (10)

We were shown in Table 1 Delivery which was used in this experiment. Here,
Σp is one obtained a total processing time for each job. Columns of F = 1.6
and F = 1.5 is what was calculated delivery time of each job, and is intended
to multiply the value of the coefficient F to the value of Σp, truncating the
fractional part. In Table 2, I show the penalty factor of late delivery is the first
goal. The delivery delay time is obtained by multiplying this value for the delay
time of each job.

In this comparison, the following parameter specifications have been used:
Population size, popSize=200; Crossover probability, pC =0.50; Mutation proba-
bility,pM=0.30; Maximum generation,maxGen=10000.Termination condition to
1× 106 individual.

5.2 Comparison with Existing Methods

In this case, it is compared with the results of Abe and Singer and Asano existing
methods in order to confirm the effectiveness of the proposed method are dealing
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Table 3. Experimental result 1 (F=1.5)

Opti. ASA S&P Abe pGA

Instance DT DT DT DT DT ave

abz5 69 736 109 69 70 103.6

abz6 0 0 0 0 0 0

la16 166 166 178 166 166 220.4

la17 260 573 260 260 260 266.2

la18 34 255 83 34 34 106.6

la19 21 494 76 25 29 96.2

la20 0 246 0 0 0 54.8

la21 0 77 16 0 0 11.2

la22 196 537 196 196 196 321.8

la23 2 466 2 2 2 9.2

la24 82 465 82 84 88 108.8

mt10 394 1024 394 394 438 520.8

with the same instance.However, these reports are only numbers for the late
delivery.

5.3 Experimental Result

Shown in Table 3 and Table 4, the experimental results.
Here, DT is a delay in delivery time.
Singer was shown optimal solution known.
Figure 3 shows an example the value of the delivery delay time is gradually

converged.
We wer carried out to explore the solution with the goal of shortening the

delivery time, but, the following has been shown.

– Of the two types of delivery, the delivery time is set tight, time delivery
solution was obtained in Problem 3 Problem 12 in. (Table3).

– Setting delivery time is gradual, time delivery solution was obtained in 10
issue 12 (Table4).

– Equivalent to the value of the best known, was obtained in five issues re-
maining 9 problems during delivery time in setting strict (Table3).

– In setting delivery is gradual, equivalent numerical and best known value
was obtained in 11 issue 12 (Table4).

– If you look at the convergence status of the solution, can be seen the con-
vergence of the solution at an early stage (Figure3).

Bold indicates what good result is obtained in this experiment, but it is the
result may be a 18 issue 24 issue of The combined optimum value and known
time delivery solution. In the numerical experiments of Abe, whereas it took
an enormous amount of time of 2 hours 30 minutes to given problem, and the
approximate solution of the equivalence almost optimal solution and optimal
solution is about 3 to 5 minutes more seconds I was able to get.
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Table 4. Experimental result 2 (F=1.6)

Opti. ASA S&P Abe pGA

Instance DT DT DT DT DT ave

abz5 0 0 0 0 0 0

abz6 0 0 0 0 0 0

la16 0 20 14 0 0 0

la17 65 129 81 65 65 67

la18 0 35 0 0 0 0

la19 0 0 0 0 0 0

la20 0 89 0 0 0 0

la21 0 0 0 0 0 0

la22 0 260 0 0 0 0

la23 0 96 0 0 0 0

la24 0 124 0 0 0 0

mt10 141 538 184 148 176 192.4

Fig. 3. Convergence process (abz6 F=1.5)

Since the search of the solution is made of capital almost 5 minutes early
thing in the method of Pinedo and Asano but, it takes minutes to 1 hour 10
Depending on the problem, proposed in the problem with the goal to minimize
the delivery time it was possible to confirm the effectiveness of the approach.
Figure 4 shows an example of a solution that is finally obtained.

However, for that you get the best one solution is important in scheduling
problems, we would like to seek a better method, taking into account the im-
provement of accuracy, such as Abe.

Fig. 4. Example Gant Chart (abz6 F=1.5)
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6 Conclusions

In this study, the proposed algorithm of shorter lead times for delivery with job
shop scheduling problem, and it was with the goal of improving the solution from
the traditional model, and reduction of computation time. In this experiment,
took up 12 problem by setting the 10 machine 10 job.We have set two delivery
coefficients, respectively.

In a setting that is a gentle delivery, equivalent to those of the best known so-
lution was obtained in 11 issue 12 issue of. In the second configuration, 8 issue 12
issue of was equivalent to the optimal solution known. It is considered because it
is one of very important issues, since it is possible to find a solution with high ac-
curacy in a short time, the proposed method this is effective to shorten the time in
the information society in recent years. As a multi-objective scheduling problems,
we would like to aim the proposed solution search algorithm of the problem more
realistic as Abe future.
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Abstract. Recently, genetic algorithms (GA) have received considerable atten-
tion regarding their potential as a combinatorial optimization for complex prob-
lems and have been successfully applied in the area of various engineering. We 
will survey recent advances in hybrid genetic algorithms (HGA) with local 
search and tuning parameters and multiobjective HGA (MO-HGA) with fitness 
assignments. Applications of HGA and MO-HGA will introduced for flexible 
job-shop scheduling problem (FJSP), reentrant flow-shop scheduling (RFS) 
model, and reverse logistics design model in the manufacturing and logistics 
systems. 

Keywords: Hybrid genetic algorithms (HGA), Multiobjective HGA (MO-
HGA), Reentrant flow-shop scheduling (RFS), Flexible job-shop scheduling 
problem (FJSP), Multiobjective reverse logistics model.  

1 Introduction 

Many real world applications in engineering design problems and information sys-
tems impose on more complex issues, such as complex structure, complex constraints, 
and multiple objectives to be handled simultaneously and make the problem intracta-
ble to the traditional approaches. Network models provide a useful way for modeling 
various operation management problems and are extensively used in many different 
types of systems: manufacturing and logistics areas. Network models and optimiza-
tion for various scheduling and/or routing problems in manufacturing and logistics 
systems also provide a useful way as one of case studies in real world problems and 
are extensively used in practice [1]. 

Genetic algorithm (GA) has recently received a considerable attention because of 
its potential of being a very effective design optimization technique for solving vari-
ous NP hard combinatorial optimization problems and complex information 
processing, manufacturing and logistics systems. Evolutionary Algorithms (EA) are 
stochastic optimization techniques that utilize principles of natural evolution in find-
ing new search directions. Although, each of the evolutionary techniques, e.g. Genetic 
Algorithms (GA), Genetic Programming (GP) etc., have their own strengths and 
weaknesses for the combinatorial optimization problems. The most common  
algorithms studied in the literature variants of EAs [2-5]. 
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Nowadays, manufacturing companies are faced with market demands for a variety 
of high quality products. Therefore, these companies must make their manufacturing 
systems more flexible, reduce costs related to production, and respond rapidly to de-
mand fluctuations. Hence, companies need to have advanced techniques for solving 
the manufacturing scheduling problems, especially the developing manufacturing 
scheduling which is a remarkably important task in industry. However, it is very diffi-
cult to get the best schedule in manufacturing planning due to the growing complexity 
of the production process [6-10].  

The rest of this paper is organized as follows: in Section 2, we survey a hybrid ge-
netic algorithms (HGA) and multiobjective HGA (MO-HGA) with a recent fitness 
assignment mechanism. In Section 3, we introduce multiobjective flexible Job-shop 
Scheduling problem (MO-FJSP) with a multistage operation based GA (moGA) ap-
proach for solving FJSP. In Section 4, we introduce a reentrant flow-shop scheduling 
(RFS) in the hard-disk device manufacturing systems and in Section 5 a recent mul-
tiobjective reverse logistics network (mo-RLN) model by MO-HGA will be  
introduced and compared it with pri-awGA and LINGO. 

2 Multiobjective Hybrid Genetic Algorithms 

2.1 Hybrid Genetic Algorithms with Local Search and Fuzzy Logic 

Genetic algorithms have proved to be a versatile and effective approach for solving 
combinatorial optimization problems. Nevertheless, there are many situations in 
which the basic GA does not perform particularly well, and various methods of have 
been proposed. With the hybrid approach, local optimization such as a hill-climbing 
or neighborhood search is applied to each newly generated offspring to move it to a 
local optimum before injecting it into the population. Genetic algorithms are used to 
perform global exploration among the population while heuristic methods are used to 
perform local exploitation around chromosomes. Because of the complementary 
properties of genetic algorithms and conventional heuristics, the hybrid approach 
often outperforms either method operating alone. The main idea is to use a fuzzy logic 
controller to compute new strategy parameter values that will be used by the  
genetic algorithms. A fuzzy logic controller (FLC) is comprised of four principal  
components:  

1) a knowledge base, 2) a fuzzification interface, 3) an inference system, 4) a  
defuzzification interface. 

The inference system is the kernel of the controller, which provides an approx-
imate reasoning based on the knowledge base. A Hybrid Genetic Algorithms (HGA) 
combined with FLC routines proposed by Yun & Gen [11] and Lin & Gen [12], and 
the general structure of HGA in the pseudo code is described in Gen et al [1]. 
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2.2 Multiobjective Hybrid Genetic Algorithms 

Multiple objective problems arise in the design, modeling, and planning of many real 
complex systems in the areas of industrial production, urban transportation, capital 
budgeting, forest management, reservoir management, layout and landscaping of new 
cities, energy distribution, etc. Since the 1990s, EAs have been received considerable 
attention as a novel approach to multiobjective optimization problems, resulting in a 
fresh body of research and applications known as evolutionary multiobjective optimi-
zation (EMO) [13,27].  

Without loss of generality, a multiple objective optimization problem (MOP) with 
q objective functions conflicting each other and m constraints can be formally 
represented as follows: 

         (1) 

We sometimes graph the MOP problem in both decision space and criterion space. 
S is used to denote the feasible region in the decision space and Z is used to denote 
the feasible region in the criterion space respectively as follows: 

    
         (2) 

                 
(3)

 

here x∈Rn is a vector of values of q objective functions. In the other words, Z is the 
set of images of all points in S. Although S is confined to the nonnegative region of 
Rn and Z is not necessarily confined to the nonnegative region of Rq. 

There usually exists a set of solutions for the multiple objective cases which cannot 
be simply compared with each other. Such kind of solutions are called nondominated 
solutions or Pareto optimal solutions, for which no improvement in any objective 
function is possible without sacrificing on at least one of other objectives. 

Definition 1: For a given point z0∊Z, it is nondominated if and only if there does not 
exist another point z∊Z such that for the maximization case,  

 

where z0 is a dominated point in the criterion space Z with q objective functions. 

2.3 Fitness Assignment Mechanisms 

When applying the GAs to solve a given problem, it is necessary to refine upon each 
of the major components of GAs, such as encoding methods, recombination opera-
tors, fitness assignment, selection operators, and constraints handling, and so on, in 
order to obtain a best solution to the given problem. One of special issues in the mul-
tiobjective optimization problems is fitness assignment mechanism. 
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Adaptive Weight Genetic Algorithm (AWGA): Gen and Cheng proposed AWGA in 
which it utilizes some useful information from the current population to readjust 
weights to obtain a search pressure toward a positive ideal point [8]. For the examined 
solutions at each generation, we define two extreme points for the kth objective  
(maximum: z+, minimum: z-) as follows: 

max max{ ( ) | }, 1, 2, ,k kz f P k q= ∈ =x x                  (4) 

min min{ ( ) | }, 1, 2, ,k kz f P k q= ∈ =x x                (5) 

The weighted-sum objective function for a given chromosome x is given by the 
following equation: 

                                                (6) 

 
where wk is adaptive weight for the kth objective function as shown in the following 
equation: 

                                   
(7)

 
The equation (6) driven above is a hyperplane defined by the following extreme 
points (4-5) in current solutions. 

Interactive Adaptive-Weight Genetic Algorithm (i-AWGA): Lin and Gen proposed 
an interactive adaptive-weight genetic algorithm, which is an improved adaptive-
weight fitness assignment approach with the consideration of the disadvantages of 
weighted-sum approach and Pareto ranking-based approach [1]. They combined a 
penalty term to the fitness value for all of dominated solutions. Firstly, we calculate 
the adaptive weight wi = 1/ (zi

max – zi
min) for each objective i=1, 2,…,q by using 

AWGA. Afterwards, we calculate the penalty term p(vk)=0, if vk is nondominated 
solution in the nondominated set P. Otherwise p(vk’)=1 for dominated solution vk’. 
Lastly, we calculate the fitness value of each chromosome by combining the i-AWGA 
method as follows: 

min

1

( ) ( ) ( ),
q

k
k i i i k

i

eval v w z z p v k popSize
=

= − + ∀ ∈            (8) 

Hybrid Sampling Strategy-Based EA (HSS-EA): Zhang et al. proposed a hybrid sam-
pling strategy-based evolutionary algorithm (HSS-EA) [14]. A Pareto dominating and 
dominated relationship-based fitness function (PDDR-FF) is proposed to evaluate the 
individuals. The PDDR-FF of an individual Si is calculated by the following function: 

            (9) 

where p() is the number of individuals which can be dominated by the individual S. 
q() is the number of individuals which can dominate the individual S. The PDDR-FF 
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can set the obvious difference values between the nondominated and dominated  
individuals. The general structure in the pseudo code of multiobjective hybrid genetic 
algorithms (MO-HGA) is described in [1]: 

3 Multiobjective Flexible Job-Shop Scheduling Models 

3.1 Background of FJSP Model 

Flexible job-shop scheduling model is a generalization of the job-shop scheduling 
problem (JSP) [15-16] and the parallel machine environment, which provides a closer 
approximation to a wide range of real manufacturing systems. In particular, there are 
a set of parallel machines with possibly different efficiency. The flexible job-shop 
scheduling problem (FJSP) allows an operation to be performed by any machine in a 
work center. The FJSP model is NP-hard since it is an extension of the JSP [17].  

The problem is to assign each operation to an available machine and sequence the 
operations assigned on each machine in order to minimize the makespan, that is, the 
time required to complete all jobs. The FJSP model will be formulated as a 0-1 mixed 
integer programming as follows: 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

3.2 Multistage Operation-Based GA Approach 

During the past few years, the following representations for job-shop scheduling 
problem have been proposed [10, 13]: Parallel Machine Representation (PM-R),  
Parallel Job Representation (PJ-R), Kacem’ approach, Priority rule-based Representa-
tion (PDR). Yang proposed a new GA-based discrete dynamic programming  
(GA-DDP) approach for generating static schedules in a flexible manufacturing sys-
tem environment [18]. Zhang and Gen reported an effective multistage operation-
based GA (moGA) approach to represent the chromosome and also proved to get 
better performance in solutions [19]. Originally, the encoding ideas of FJSP are  
followed Cheng, et al’ work on a tutorial survey of GA for JSP [19, 23]. 
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3.3 Numerical Experiments 

Tables 1 and 2 illustrate the results comparing with other researcher’s approaches 
with proposed approach in Gao, et al by using published for the benchmark problems 
[19, 20], where “a” denotes the approach “AL+CGA” proposed by Kacem et al [21], 
while “b” denotes the approach “PSO+SA” proposed by Xia and Wu (2005) [22]. The 
moGA with one-cut point crossover and local-search mutation solved two same data 
set in Kacem et al to compare the computational results with popSize: 100; pM =0.3; 
pC =0.6 [19]. 

Table 1. Result comparisons (8 jobs - 8machines) Table 2. Result Comparisons (10 jobs -10
machines) 

4 Reentrant Flow-Shop Scheduling Models 

4.1 Background of RFS Model in HDD Manufacturing 

A hard-disk devices (HDD) manufacturing system is one of the most complicated 
systems depending on several constraints such as various product families with differ-
ent processing time and processing flow, high flexibility machines, and one more time 
operation on a workstation as reentry flow of a job. Moreover, controlling processing 
time constraint is an important issue on the industry where requires high quality pro-
duction especially in a hard-disk manufacturing system and it will be formulated as a 
reentrant flow-shop scheduling (RFS) model [24]. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. The hybrid flow shop in a case of HDD manufacturing system 
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As show in Fig. 1, the hybrid flow shop in a real hard-disk manufacturing system, 
there are 9 processes with 17 workstations. Each of them has different number of 
machines which they also have different efficiency. Some machines might be limited 
by production constraints such as machine eligibility restriction and sequence depen-
dent setup time (SDST). Moreover, the system still consists of several sub-systems for 
example, reentrant shop, common machines shop, and permutation shop. Unfortunate-
ly, these were located in the single system; it was very difficult to solve all by the 
optimization techniques [25]. 

4.2 Genetic Representations and Operations for RFS Problem 

The operation-based encoding method is able to be applied since the problem con-
cerns the processing step as same as the operation of a job [1]. The operation-based 
encoding method is able to be applied since the problem concerns the processing step 
as same as the operation of a job [25]. For decoding chromosomes, the feasible sche-
dules of solving the RFS scheduling problem can be generated a schedule based on 
the job sequence. The two cut-point crossover and insert mutation are used for creat-
ing offspring. Refer for check and repair routine for the precedence the paper [25]. 

4.3 HGA with Time Window and Local Search 

To develop the procedure of satisfying the time window constraint should be reasona-
ble. The heuristic steps for checking and repairing routine for the time window con-
straint introduced in [25]. To improve the decoded schedule for drawing the Gantt chart, 
a heuristic of local search namely left-shift algorithm [24] could be combined for solv-
ing RFS problem. The left-shift procedure in the pseudo code is introduced in [25]. 

4.4 Numerical Experiments 

Table 3. The computational results by GA, HGA and AHGA 
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Recently Chamnanlor, et al proposed adaptive HGA (AHGA) for solving RFS 
problem with time windows in hard-disk manufacturing [24]. In the parameters of the 
HGA mentioned above, all the parameters except for the pC and pM were fixed during 
its search process. The computational results are shown in Table 3 in which the aver-
age values and the best solution obtained from the different computations, so it gives 
average of best solutions by the 10 runs of each simulation correspondingly. 

5 Multiobjective Reverse Logistics Model 

5.1 Background of Multiobjective Reverse Logistics Model 

Reverse logistics (RL) is now the focus of attention in logistics field to realize 
resources recycling and low carbon society for keeping a green logistics environment. 
The target of the reverse logistics is the flow from recovered end-of-life products to 
their reusable products. Increasing the environment regulation, the reverse logistics 
has been emphasized by the following reasons: the economic effect resulted from the 
cost reduction of raw materials in manufacturing process, the propensity to consume 
changed to environment-friendly products, and the business strategy tried to improve 
a corporate image. As shown in Fig. 2, there are customer zones, several returning 
centers, several processing centers, and one manufacturer in this network where the 
reverse logistics recover products to the customers. 

 

Fig. 2. Network model of revese logistics 

5.2 Mathematical Model of Multiobjective Reverse Logistics 

For example, in some cases, the companies may need to open more facility locations 
in order to decrease the total delivery tardiness and fulfill higher customer 
satisfaction, which may lead to a greater fixed opening cost. The multiobjective 
reverse logistics network model formulated as a MIP as follows:  
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Equations (17) and (18) give the objectives. Constraint (19) represents the recov-

ered amount of end-of-life product. Constraints (20) and (21) represent the capacity of 
processing center and manufacturer respectively. Constraint (22) represents the inven-
tory amount of processing center. Constraint (23) imposes the non-negativity of deci-
sion variables xij(t), xjM(t) and yj

H(t). Constraint (8) assures the binary integrality of 
decision variables zj. We can solve MO-RLN model by the computational software 
LINGO to compare. 

5.3 Multiobjective Hybrid GA Approach and Numerical Experiments 

To evaluate the performance of the mo-hGA [26] of revised version of MO-HGA for 
solving multiobjective reverse logistics network (mo-RLN) problem, mo-hGA is 
compared with the pri-awGA (priority-based encoding method with adaptive weight 
approach). Also, we compared by percentage gap of LINGO (LINDO Systems Inc.) 
with mo-hGA and pri-awGA. The reason for selecting pri-awGA as a basis of 
comparison is its similarity to mo-hGA in using a priority-based encoding method and 
adaptive weight approach. Six numerical examples and one case study of mo-RLN 
problem solved by mo-hGA and pri-awGA methods as shown in Table 4 and the 
improvement rate gap (%) = 100(GA-LINGO)/LINGO according to each time period 
is shown in the last column. 
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Table 4. The comparison of LINGO, pri-awGA and mo-hGA with Optimality Gaps 

 

6 Conclusions 

Recently, manufacturing companies are faced with global market demands for a variety 
of low cost products with a high quality. For responding rapidly to demand fluctuations 
and reducing costs related to manufacturing scheduling and logistics networks, hybrid 
genetic algorithms (HGA) and multiobjective HGA (MO-HGA) have received consi-
derable attention regarding their potential for complex manufacturing and logistics 
problems as one of combinatorial optimization techniques. We surveyed recent ad-
vances in HGA with local search and tuning parameters by fuzzy logic and MO-HGA 
with a few fitness assignment mechanisms, respectively. Applications of HGA and MO-
HGA introduced multiobjective flexible job-shop scheduling problem (FJSP) model, 
reentrant flow-shop scheduling (RFS) model, and multiobjective reverse logistics net-
work (MO-RLN) model for the intelligent manufacturing and logistics systems. 
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Abstract. The large-scale unordered sentences are springing up on the web 
since the massive novel web social Medias have emerged. Although those un-
ordered sentences have rich information, they only provide users with incohe-
rent information service because they have loose semantic relations. Users 
usually expect to obtain semantic coherent information service when they are 
facing massive unordered sentences. Unfortunately, general web search engines 
are not applicable to such issue, because they only return a flat list of unordered 
web pages based on keywords. In this paper, we propose a novel semantic cohe-
rence based intelligent search system. The search system can provide semantic 
coherence based search service, which includes choosing semantic coherent 
sentences and ranking the sentences by a semantic coherent way. When a user 
enters some semantic incoherent sentences as queries, our system can return a 
semantic coherent paragraph as search results. The process is demonstrated by a 
prototypical system and experiments are conducted to validate its correctness. 
The results of experiments have shown that the system can distinguish semantic 
coherent sentences from others and rank the sentences by a semantic coherent 
way with higher accuracy.  

Keywords: semantic coherence, intelligent search, sentence, short text.  

1 Introduction 

Semantic coherence is related with associated semantics and sound structure. Cohe-
rence is defined as a “continuity of senses” and “the mutual access and relevance 
within a configuration of concepts and relations” [1]. In the human discourse process, 
semantic coherence is a key problem which assumes that readers or writers routinely 
attempt to construct coherent meanings and connections among text constituents [2]. 
Similarly, human beings usually expect to obtain semantic coherent information ser-
vice when they are facing massive unordered information on the web. As various 
novel web social Medias appear, a large volume of short messages are transmitted by 
sentences such as Twitter, Facebook, micro-blogs, etc. In the volume of short mes-
sages, two associated sentences belonging to one topic may be far away from each 
other because they are submerged in a large scale of unordered sentence set. The mas-
sive sentences are rich in semantic information, but hard to express semantic coherent 
information. To meet user’s expectation of pursuing semantic coherence service, it is 
significant to enrich these semantic incoherent sentences into a semantic coherent 
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paragraph. Although general web search engines (such as Google and Bing) provide 
convenient service for users, most of them are unable to provide semantic coherence 
based intelligent search service.  

In this paper, we propose a novel semantic coherence based intelligent search sys-
tem. It receives semantic incoherent sentences as user queries and returns a semantic 
coherent paragraph as search results. Our search system can provide semantic cohe-
rence based search service which includes 1) choosing semantic coherent sentences 
and 2) ranking the unordered sentences in a semantic coherent way. The rest of the 
paper will be organized as follows: Section 2 introduces related work; Section 3 pro-
poses an architecture of semantic coherence based intelligent search; Section 4 gives 
the data collection process; Section 5 proposes search service which enfolds how to 
choose semantic coherent sentences and rank them in a semantic coherent way; Sec-
tion 6 gives a demonstration of a prototypical system and conducts experiments on it; 
Section 7 makes conclusions. 

2 Related Work 

Depending on different information collection and services, the search engines can be 
divided into four categories 1) keyword based search engines, 2) directory based 
search engines, 3) Meta search engines and 4) intelligent semantic search engines.  

Keyword based search engines mainly return web pages via keyword matching 
such as Google and Bing. However, they depend more on the form of keywords rather 
than the meaning. Directory based search engines often semi-automatically assign 
web pages into different theme directories such as Yahoo and Open Direcotory. Ma-
nual operation and slow updating are their deficiencies [3]. Meta search engines are 
established on the basis of other search engines such as Dogpile, MetaCrawler [4]. 
They mainly pass the user query to other search engines and return their results. But it 
is time consuming for a user to choose needed information from the large search  
results.  

Compared with the three categories of search engines above, intelligent semantic 
search engines seek to improve search accuracy by understanding user intent and web 
source semantics such as NAGA, Hakia, Powerset etc. [5-14]. Technologies in intelli-
gent semantic search engines usually include contextual analysis to disambiguate 
queries [5], knowledge reasoning [9-11], natural language understanding [7], ontolo-
gy representation [6, 8]. Some search engines highlight search engine behavior and 
user behavior [12-14]. However, to our best knowledge, few search systems are  
proposed to search sentences or short texts with the point view of semantic coherence. 

3 Semantic Coherence Based Search System Architecture 

In this paper, the semantic coherence based intelligent search system aims at provid-
ing semantic coherence for unordered sentences from micro-blogs. Fig 1 outlines the 
system’s architecture. It consists of two parts, 1) data collector and 2) searching serv-
er. Data collector mainly collects data from micro-blogs and builds indexes for them.  
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Fig. 1. Architecture of semantic coherence based intelligent search system 

Searching server mainly provides semantic coherence based search service. Data col-
lector provides data support and index structure for searching server. 

1. Data collector consists of crawler, short text files and index repository. 
• Web Crawler downloads micro-blog data and stores them in short text files as A1.  
• Short text files store the short texts and provide data to indexer as A2.  
• Index repository mainly provides an inverted index and a semantic associated  

index as A3. 
2. Searching server consists of user interface, bridging inference based search query 

processor and semantic coherence based ranker.  
• User interface receives some incoherent sentences as user queries and returns a 

semantic coherent paragraph as the search results. When a user enters a query, user 
interface passes the query into the bridging inference based search query processor 
as B1.  

• Bridging inference based search query processor mainly chooses semantic coherent 
sentences according to user queries. It mainly uses a bridging inference based 
model to analyze which sentences can be activated as B3. The activated sentences 
can be returned to the semantic coherence based ranker as B4.  

• Semantic coherence based ranker can rank the obtained unordered sentences from 
B2 and B4 by a semantic coherent way. It can order the unordered sentences into a 
semantic coherent paragraph. The paragraph is returned to user interface as B5. Its 
main functions include semantic coherent computing and semantic coherent  
ranking. 

4 Data Collector 

Data collector downloads short texts and builds index repository for them. The se-
mantic coherence based intelligent search system has an obvious difference from 
other search systems in building index repository. Herein, we disclose how to build 
index repository as follows. 
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4.1 Index Repository 

Index repository mainly includes two parts, 1) an inverted index and 2) a semantic 
associated index.  

1. Building an inverted index 

Inverted index can map keywords into sentences which are the main forms of short 
texts. Our system only extracts nouns to build the inverted index.  

2. Building a semantic associated index  

The spreading activation model assumes that semantic processing is a spreading acti-
vation among associated concepts [15]. The words or concepts are more semantic 
coherent if they co-occur in adjacent sentences. Our system builds a semantic asso-
ciated index by building association link network ALN [10] since semantic coherent 
sentences can be activated by the indexed semantic associated keywords. The ALN is 
obtained by mining semantic associate relations from sentences in short text files.  

5 Searching Server 

Our search server has two core services 1) choosing semantic coherent sentences and 
2) ranking the unordered sentences in a semantic coherent way. So we introduce 
bridging inference based search query processor and semantic coherence based  
ranker. 

5.1 Bridging Inference Based Search Query Processor 

Bridging inference is particularly central to the semantic coherence which links  
objects or events in sentences to narrow semantic coherency gaps [16]. Guided by 
bridging inference theory, bridging inference based search query processor mainly 
chooses semantic coherent sentences from short text files. It includes 1) sentence set 
representation model and 2) semantic coherent sentence activation model.  

1. Sentence set representation model 

Sentence set semantic associated link net (SALN) is used to represent the sentence set 
of user query. It is denoted by 

 SALN=<SN, SL> (1) 

where SN={kw1,kw2,kw3,⋯,kwn} denotes the keywords in a sentence set; n denotes 
the number of the identify keywords; SL is a set of semantic associated relations  
belonging to SN×SN and is denoted as  
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where wij (i≠j) denotes the weight of the existing association rule kwi→kwj in the 
sentences set of user query. 

2. Semantic coherent sentence activation model 

Given sentence set semantic associated link net (SALN), the bridging inference query 
processor will find out each unlinked keywords pairs in SALN. It searches the index 
repository to discover associated rules that directly link the unlinked keywords and 
activates some semantic coherent sentences that include these rules.  

5.2 Semantic Coherence Based Ranker 

Spreading activation model assumes that specific keywords are distributed in seman-
tic associated net [15]. The graph-based features of semantic associate net exhibit 
measurable for semantic coherence. Such features are used in 1) semantic coherent 
computing and 2) semantic coherent ranking.  

1.  Semantic coherent computing method 

Heuristic 1. A semantic coherent sentence set usually has high semantic compactness. 
Semantic compactness suggests that the associated keywords in coherent sentence 

set have compact semantic relations. When the semantic relations of sentence set are 
compact, readers can quick obtain the main semantic relations of the sentence set. 

Definition 1. Coherent compactness, CCN 
CCN represents the extent of cross referencing of keywords in SALN. The  

measure is defined as 

  (3) 

where Max=N×(N×(N-1)); Min=N×(N-1); d(u, v) is the shortest path length of the 
keyword u and v; N is the number of keywords in SALN. 

When CCN is high, keywords have straightforward explanations by associating 
others keywords with fewer steps. Low CCN makes accessing two associated  
keywords difficult since the keywords are far from each other. 

Heuristic 2. A semantic coherent sentence set is highly semantics substantive. 
Substantive semantics means that the keywords in sentence set are clustered to 

represent semantics.  Massive single keywords often do not give substantive meaning 
of the sentence set, which often causes empty of matter of the sentence set.   
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Definition 2. Semantic coherence clustering, SCC 
SCC reflects the degree to which the keywords involve the clustered semantics. 

The measure is defined as 

 
1

1 N

iSCC AC
N

=    (4) 

where ACi denotes the clustering coefficient of keyword i; N is the number of key-
word of SALN. 

When SCC is high, the linked keywords highly involve the clustered semantics. 
The clustered keywords can express the main points of sentence set (e.g. topic key-
words). Low SCC shows the keywords weakly involve the clustered semantics.  

Heuristic 3. A semantic coherent sentence set usually has relative stable semantic 
variance.  

Semantic variance often means that the overall clustered semantic change in a sen-
tence set. A semantic coherent sentence set usually has more stable change than  
incoherent one.  

Definition 3. Semantic coherence variance, SCV 
SCV has positive correlation with standard deviation of coefficient distribution on 

different degree of keywords, which represents how much variation of semantic  
distribution around average clustering coefficient. It can be defined by 
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where iAC means average clustering coefficient of keyword degree i; AC means the 

average clustering coefficient of all keywords . n is the number of different degree of 
keywords in SALN . 

High SCV suggests that clustering coefficient is imbalanced distribution on  
different degree of keywords. Low SCV gives relatively stable semantic change. 

2. Semantic coherent ranking method 

In previous sections, semantic coherent features have been computed. For sentence set 
Si with sentence order j, its coherent state is represented by coherent features CFs(Sij). 

 CFs(Sij)={CCNij, SCCij, SCVij} (6) 

By analyzing these coherent features, it is found that different features have dif-
ferent effects on semantic coherence.  

Theorem 1. Given a pairs permutations (Sij, Sik) of sentence set Si, if Sij performs 

higher semantic coherence than Sik, then there is a weight vector w


 satisfying  

 ( ) ( )ij ikw CFs S w CFs S>
 
   (7) 
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where w


 is the weight vector; CFs(Sij) denotes the coherent features of sentence set 
Si with sentence order j; CFs(Sik) denotes the coherent features of sentence set Si with 
sentence order k. 

So, the goal of semantic coherent computing is learning the weight vectors, which 
minimizes the number of violations of formula 7. We use the SVMlight Package to 
learn the weight vector [17]. 

6 Demonstration of a Prototypical System and Verification 
Experiments 

In this part, we give a system demonstration to show our work and conduct some 
experiments to validate the correctness of semantic coherence based ranking.  

6.1 Demonstration of a Prototypical System of Semantic Coherence Based 
Intelligent Search 

Figure 2 shows the interface of the semantic coherence based intelligent search sys-
tem. The interface includes four parts 1) user query box, 2) sentence set search box, 3) 
semantic coherent sentence list and 4) semantic coherent paragraph list. 

 

Fig. 2. User interface and system demonstration 

1.  User query box mainly receives the sentence that a user enters.  
2. Sentence set search box displays a sentence set. The sentence set consists of all the 

sentences that the user enters.  
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3. Semantic coherent sentence list can show all the semantic coherent sentences re-
ceived from bridging inference based search query processor.  

4. Semantic coherent paragraph list gives a semantic coherent paragraph returned by 
semantic coherence based ranker. 

Here, we give a simple case study to demonstrate the function of search system. Our 
current prototypical system includes 1627 sentences downloaded from twitter about 
flu virus. When the users read two sentences that “H7N9 bird flu virus may be capa-
ble of spreading from person to person” and “Study warns drug resistance develops 
easily with new H7N9 bird flu” in twitter, they may do not obtain the semantic cohe-
rence about the H7N9 bird flu. In this case, they can use the semantic coherence based 
intelligent search system to get a semantic coherence paragraph by the three steps as 
follows. 1) They can input these incoherent sentences into user query box and add the 
sentences into sentence set search box as ① and ② in fig2. 2) After they have 
searched, many semantic coherent sentences are returned to semantic coherent  
sentence list as ③. 3) The unordered sentences are organized into a semantic coherent 
paragraph to user as ④.  

6.2 Validating the Correctness of Semantic Coherence Based Search Service 

Data Set 
To validate the correctness of semantic coherence based search service in our system, 
we downloaded 10000 news about health on reuters website (http://www.reuters.com) 
from March 2009 to August 2009 as benchmark data set. Table 1 gives a description 
of the data set. It contains 10000 texts and each text has average 15.67 sentences. We 
shuffle sentences of the texts and use these unordered sentence set as experiments 
data in the following experiments. 

Table 1. Description of data set 

Data base Health news in routers 
# News(benchmark data) 10000 

Avg.# Sents 15.67 

1.  Choosing semantic coherent sentence  

To verify the semantic coherence based search system can disguise the semantic co-
herent sentence from others, we make the system choose the most coherent sentence 
from different number of sentences. For a text, its writer always chooses semantic 
coherent sentences as best choices. Similarly, a better intelligent search system always 
can choose a coherent sentence from others as writers do.  

We randomly select 1000 texts from data set in table 1. For each text, one sentence 
is removed. The remaining sentences can be regard as a question with one blank. The 
removed sentence is the only one right answer to the question. The right answer is 
mixed with other N-1 sentences which are randomly selected from other texts to form 
N options. Our system chooses the right answer from N options for the 1000  
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questions. The above process is conducted 10 times and then we calculate accuracy 
by formula 8.  

 
#questions correctly choosing answer

Accuracy
Total # questions

=   (8) 

Table 2 shows the average accuracy of choosing a semantic coherent sentence.  
For 2 options, the accuracy is 89.5%. For 5 options, the accuracy is 88.7%. When 
sentences increase to 100, our system can choose the semantic coherent sentence with 
78.7% accuracy. It confirms that our system can choose semantic coherent sentences 
with high accuracy. When sentence options do not only include the right answer but 
also other semantic related sentences, the accuracy will decrease. The above case will 
occur with the higher possibility as the sentence options increase. So the average  
accuracy decreases with the sentence options increases in table 2.   

Table 2. Average accuracy in choosing semantic coherent sentence 

#Sentence options Accuracy (%) 
2 89.5 
5 88.7 
10 88.1 
20 85.6 
50 83.5 
100 78.7 

2.  Ranking semantic coherent sentence sets  

To validate the semantic coherence based search system can give correct coherent 
rank of the coherent sentence set. We make the system ranking the sentence set by a 
semantic coherent way. For a text, the original sentence set is always more semantic 
coherent than its permutations. A better intelligent search system will rank the  
original sentence order higher than its permutations.  

We randomly select 500 texts as questions from data set in table 1. For each text, 
its sentences are permuted up to N-1 times. The N-1 permutations are mixed with 
original sentences set to form N sentence set options. Our system ranks the N sen-
tence set options by the semantic coherence based rank method and records the rank 
of original sentence order for the 500 questions. The experiments are conducted 10 
times, and then we calculate the proportion of the original sentence set in different 
rank range as accuracy by formula 9. 

 
#questions ranking orginal sentence order in rank range

Accuracy
Total # questions

=  (9) 

Table 3 shows the rank of the original sentence set and its proportion in all the 
questions. For 2 options, the proportion of the original sentence set in rank 1 are 
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80.3%. For 5 options, the original sentence set is rank 1 with 73.1% and rank 1-2 with 
81.9%. For 50 options, the original sentence set is rank 1 with 59.2%, rank 1-2 with 
70.4% and rank 1-5 with 79.1%. As the number of the options increases, the rank of 
the original sentence set keeps 1-5 with high proportion. It confirms that our system 
can rank semantic coherent sentence set with higher accuracy.  

Table 3. Average proportion of sematnic coherent sentence set in different rank range 

#Sentence set options Rank range Accuracy (%) 
2 1 80.3 
5 1 73.1 

1-2 81.9 

10 1 63.6 
1-2 72.2 

20 1 62.7 
1-2 70.1 
1-5 81.6 

50 1 59.2 
1-2 70.4 
1-5 79.1 

7 Conclusion 

With increasing boom of micro-blogs, sentences become the main message passing 
forms and massive unordered sentences are emerging on the web. Although the sen-
tences contain useful information, loose associations and unordered distribution make 
users hard to obtain semantic coherence from them. To help users to obtain semantic 
coherence based search service, we propose a novel semantic coherence based intelli-
gent search system. Our system can receive some semantic incoherent sentences as 
user queries and get a semantic coherent paragraph as search results. The system can 
choose semantic coherent sentences and rank the sentences in a semantic coherent 
way. Our contributions are as follows. 

1. To meet user needs of pursuing semantic coherence of unordered short texts, we 
develop a novel semantic coherence based intelligent search system. Our system 
can work on large scale unordered sentences by providing semantic coherence 
based search service. 

2. To provide semantic coherence based search service, we integer some cognitive 
theories into the intelligent search system. We propose bridging inference based 
search query processor to choose coherent sentences and semantic coherence based 
ranker to rank unordered sentences into a semantic coherent paragraph.  

Although the experimental data in our current search system is small, the results 
have exhibited great potential in providing semantic coherence based search service. 
We expect such system can extend into on-going works on short text automatic  
organization, online question-answering system and automatic text generation etc. 
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Abstract. Data replication can improve the performance and availability for 
applications, and when it is employed by big data applications, it has to solve the 
challenges posed by big data applications, i.e., offering scalability and varying 
consistency levels. In this paper, we design and implement a data replication 
framework Pyxis+, whereby replication-aware applications can be developed in 
a rapid and convenient way. Pyxis+ allows the applications to register different 
consistency levels and automatically switches the consistency levels according to 
the change of requirements and performance. Meanwhile, on the basis of the 
consistency guarantees, Pyxis+ takes advantage of the consistent hashing tech-
nology to improve the scalability of data access. Simulation experimental results 
show that Pyxis+ can obtain relatively stable throughputs and response time by 
adding or removing replica managers while facing the increase of user requests. 

Keywords: Replication Framework, Consistency Level, Scalability.  

1 Introduction 

Big data applications built on the cloud infrastructure often apply the replication 
technology for massive data storage. The intention lies in improving the performance of 
data access and enhancing the availability to tolerate component, network and hard-
ware failures. However, the usage of replication may lead to the inconsistency of data. 
Meanwhile, as the CAP conjecture [1] [2] indicates, it is impossible to support con-
sistency, availability and partition tolerance for a certain distributed service at the same 
time, but guaranteeing any two of the three is feasible. Therefore, these applications 
employing replication technology (hereinafter referred to as replication-aware appli-
cations) have to make a compromise among the consistency, availability and partition 
tolerance. In fact, most applications do not necessarily need strong consistency, and 
they prefer to ensure availability and partition tolerance by giving up strong consis-
tency and maintaining weak consistency.  

So far, there has existed different weak consistency, including eventual consistency, 
FIFO consistency, causal consistency and etc. Some applications only need to keep 
eventual consistency, which means that all the replicated data will be consistent 
eventually after a specific time period. But there are also many Internet-scale applica-
tions requiring stronger consistency than eventual consistency. For example, in 
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e-commerce scenarios, causal consistency is necessary to ensure that a user buys the 
products he has ordered. Furthermore, in some scenarios, the consistency requirements 
of applications may change with the variations of loads or time. Taking microblogging 
service as an example, there is causal consistency between publishing a microblog and 
commenting/transmitting the microblog. When the required response time of user 
requests can be satisfied, causal consistency provides better user experience. But it has 
to switch to eventual consistency if the required response time cannot be satisfied.  

On the other hand, replication-aware big data applications expect to achieve high 
performance even in the face of massive data and a large number of update requests 
from users, and they pay much attention to dynamic failure-prone environments, owing 
to the fact that low performance and various failures can pose extensive negative  
effects on the user experience or even results in inestimable financial losses. 

Unfortunately, the existing work cannot satisfy the above requirements simulta-
neously. In this paper, we provide a replication framework Pyxis+, where replica 
managers (RMs for short) manage the replicated data which can be stored in various 
storage systems. On the basis of Pyxis+, replication-aware applications can be devel-
oped in a rapid and convenient way. In particular, by virtual of the APIs Pyxis+ pro-
vides, replication-aware applications can customize different consistency levels for 
different data according to their requirements. Pyxis+ is responsible for maintaining 
and automatically switching consistency levels at runtime without stopping providing 
service. Moreover, Pyxis+ adopts a consistent hashing technique [3] to improve the 
scalability, and it can handle different failures besides the replica manager joining and 
leaving.  

The rest of this paper is organized as follows. Section 2 overviews the scalable so-
lutions of massive storage and the existing work about adaptive consistency levels. 
Section 3 gives the overview of Pyxis+. Section 4 presents the update/query processing 
in Pyxis+. Section 5 describes the adaptive and scalability mechanism. Section 6 shows 
the evaluation. The last section makes a conclusion of this paper. 

2 Related Work 

Distributed massive storage systems often employ the replication technology. Cur-
rently, one of the research focuses is to improve the scalability of such replicated 
storage systems. Dynamo [4] is Amazon’s eventual consistent key-value store, and it 
adopts a variant of consistent hashing to achieve incremental scalability. In this me-
thod, it introduces the concept of “virtual nodes”, that is, each physical node is assigned 
to multiple virtual nodes in the consistent hashing ring based on its capacity. This 
method takes into account heterogeneity in the physical infrastructure, and has ad-
vantages in load balancing and allowing node joining and leaving dynamically. PNUTS 
[5] is Yahoo!’s massively parallel and geographically distributed database system on 
the basis of record-level, asynchronous geographic replication. PNUTS provides novel 
per-record consistency guarantees, and it is proven to be highly available and scalable. 
[6] presents COPS, a scalable distributed key-value storage system. COPS provides 
causal+ consistency by tracking and explicitly checking whether causal dependencies 
are satisfied before exposing writes in each cluster.  
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Compared with the above storage systems, Pyxis+ targets applications that may 
access different storage systems, including key-value storage systems, distributed file 
systems and databases. In addition, each storage system mentioned above maintains 
only one consistency level, such as eventual consistency, per-record consistency or 
causal+ consistency. However, Pyxis+ allows applications to specify and switch  
between different consistency levels. 

In terms of adaptive consistency, Cassandra [7] provides tunable consistency levels 
from the eventual consistency to the sequential consistency by configuring different 
numbers of replicas for read/write operations. Harmony [8] can adaptively tune the 
consistency level at run-time according to the application requirements. It presents an 
intelligent estimation model of stale reads, and then automatically adjusts the number 
of replicas involved in read operations to maintain a low tolerable fraction of stale reads 
and provide an adequate consistency level. [9] allows applications to define the con-
sistency guarantees on the data and can automatically switch consistency guarantees at 
runtime. It classifies the data into three categories (A, B, and C), and treats each cat-
egory differently depending on the required consistency level. The C category en-
compasses data under session consistency. As long as a session lasts, the system 
guarantees read-your-own-writes monotonicity. The A category provides serializabil-
ity. Data in the B category switches between session consistency and serializability at 
runtime. [9] also presents different policies to adapt the consistency guarantees pro-
vided for individual data items in category B. [10] develops a conit-based continuous 
consistency model to capture the consistency spectrum using three applica-
tion-independent metrics, numerical error, order error, and staleness. Moreover, it 
implements TACT, a middleware layer that enforces arbitrary consistency bounds 
among replicas using the metrics.  

In contrast to the aforementioned researches, Pyxis+ provides two different consis-
tency levels, that is, causal consistency and eventual consistency, and allows applications 
to customize and adaptively switch consistency levels according to their requirements. 

3 System Overview  

Pyxis+ adopts three-tier Client/Server architecture, as shown in Fig. 1. In Pyxis+, 
clients send messages including users’ update/query requests to Front End (hereinafter, 
FE for short) and transmit 
reply messages containing 
request results from FE to 
users. FE, connected to all 
the RMs, is responsible for 
transmitting user requests 
from clients, and sending 
back request results from 
RMs. FE is also in charge 
of coordinating consistency 
switching at runtime.  

 
Fig. 1. Pyxis+ Architecture 
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In addition, several backup FEs can be deployed to improve the availability of Pyxis+. 
RMs are responsible for handling client requests and managing replicated data ac-
cording to the consistency requirements customized by applications. In detail, all the 
RMs are organized into a consistent hashing ring, and thus each RM manages only a 
part of the data. In particular, the data managed by RMs can be stored in different kinds 
of storage systems, such as file systems, key/value storage systems or relational data-
bases according to application requirements. 

We assume that in Pyxis+, there is a loosly synchronized clock among all the RMs, 
and RMs or FEs may stop due to failures but they do not produce Byzantine beha-
viors. Moreover, RMs may join or leave the consistent hashing ring at any time. But 
two adjacent RMs in the consistent hashing ring should never fail at the same time, 
which means that when a failure happens to an RM, the predecessor RM and direct 
successor RM of the failed one will not fail during the failure handling process. 

Currently, Pyxis+ supports two consistency levels, which are causal consistency and 
eventual consistency, and provides two kinds of consistency switching strategies: one 
is a customized strategy to switch consistency levels over time and the other is an 
adaptive switching strategy according to the service performance (here, we use the 
response time of client requests to measure the performance). 

Pyxis+ provides 
several APIs (shown 
in Fig. 2) for its 
clients, of which two 
registers are used to 
specify the required 
consistency switching 
strategies for the data 
in different modules 
(indicated by argument 

path) from the view of time and performance. 
In implementation, Pyxis+ employs the TSAE (short for Time-Stamped Anti- En-

tropy) protocol [12] to propagate updates in a pull way, and satisfies the specifications 
of causal and eventual consistency by using the multi-dimensional timestamp tech-
nology, which is more available and scalable in comparison with the quorum-based 
replication technologies. Pyxis+ adopts a two-phase commitment protocol to realize 
the switches between two consistency levels, and adopts a timeout mechanism to 
ensure the correct execution in case of failures. 

On the other hand, in order to support the high scalability required by cloud appli-
cations, we adopt the consistent hashing technology to manage data in different RMs. 
In specific, by using a consistent hashing function, a unique identifier is generated for 
each RM and object (latter refers to the replicated data to be updated/queried in the 
storage system) and is referred to as CHR identifier in the following. The CHR iden-
tifier of an RM is the hash value of its IP address modulo by 2n. Thus, RMs are arranged 
according to their CHR identifiers in a consistent hashing ring. The CHR identifier of 
an object is the hash value of its obj_id (which is decided by the storage system) 
modulo by 2n. Further, an object with CHR identifier k, indicated as Objk, is mapped to 

// Changing consistency strategies over time 
void register (path, from_level, to_level, switch_time, lease_duration) 
// Changing consistency strategies based on the response time of requests 
void register (path, level, upper_bound, lower_bound, tolerant_duration) 
// Updating the object specified by obj_id to value 
boolean update(obj_id, value) 
// Querying the value of the object specified by obj_id 

String query(obj_id) 

Fig. 2. Client APIs of Pyxis+ 
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the RM r whose CHR identifier is the smallest one of the RM CHR identifiers which 
are large than or equal to k. RM r is treated as the primary RM of Objk. Meanwhile, Objk 
is also replicated on the (M-1) RMs whose positions are clockwise behind r in the 
consistent hashing ring. These (M-1) RMs are treated as the slave RMs of Objk, and 
also called successor RMs of r. Among the successor RMs of r, the RM r’ whose 
position is clockwise adjacent to r is called as the direct successor RM of r, and r is 
called the predecessor RM of r’. Each RM maintains a finger table which keeps a part 
of the global routing information. Moreover, Pyxis+ allows RMs to join or leave the 
consistent hashing ring to adapt to varied loads on the premise of keeping the response 
time acceptable for users. 

4 Update and Query Processing 

In Pyxis+, multi-dimensional timestamp t is an array consisted of 256 non-negative 
integers, formally represented as t = (t1, t2, t3…t256), where ti  0 (1  i  256).  
For each RM, the last part of its IP address is used as its index in t. 

In RM r, several main variables are maintained as shown in Fig. 3. 

 

consistency_level: Recording the current consistency level provided by the consistent hashing ring 
which r belongs to, and its possible values are 1 and 2, representing causal and eventual consistency 
rm_id : The unique identifier of r  
pred_id: The identifier of the predecessor RM of r 
succ_id_list: A list of the identifiers of r’s successor RMs 
obj_id_record: Including obj_id, prev and uid, where prev and uid are the timestamps generated by the 
primary RM of the object identified by obj_id after the latest update operation 
obj_id_map: A map of obj_id_records indexed by obj_id 
rep_ts: A timestamp, indicating the numbers of the received update operations/ACK messages  
succ_rep_ts: A timestamp, recording the latest rep_ts of r’s direct successor RM 
val_ts: A timestamp, indicating the numbers of the executed update operations 
cid_set: A set of cids, where a cid denotes the unique identifier of an executed update operation 
wait_query_list: A list of query requests received by r without satisfying the execution conditions 
update_record: Generated by a primary RM p after executing an update request from client c, includ-
ing client_id, obj_id, value, prev, uid, cid, rm_id, and counter, where client_id is the unique identifier of 
client c, obj_id and value represent the identifier and value of the updated object, prev and uid are two 
timestamps generated by client c and RM p, cid is the unique identifier of the update operation, rm_id is 
the identifier of RM p, and counter is used to count the replication number of the object 
ack_record: Generated by a primary RM p after receiving an ACK message from some client c for a 
certain update request, containing uid, cid, and rm_id, where uid is the timestamp generated by RM p, 
cid is the unique identifier of the corresponding update operation, and rm_id is the identifier of RM p  
switch_record: Used in consistency switching process(see Section 5), consisted of cid, rm_id, and 
counter, where cid is the unique identifier of the switching operation, rm_id is the identifier of the RM 
generating the record, and counter is used to count the number of the record to be copied 
op_record: An operation record, which can be update_record, ack_record or switch_record 
op_map: A map of op_records indexed by cid. As for the op_map whose index rm_id is i, its 

op_records are sorted according to the i-th component of their uids 
op_mgt_map: A map of op_maps indexed by rm_id 

Fig. 3. Main Variables in RM 
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In the FE, two main variables are stored for each client, see Fig. 4. 

 
RMs are responsible for processing two kinds of client requests transmitted by FE: 

update and query requests. In the following, we describe the update and query 
processing in detail.  

When RMi (indicating the RM whose rm_id is i) receives a client update request u, it 
looks up its finger table; if the primary RM of u is another RM r, it transmits u to r, 
otherwise, it indicates that RMi is the primary RM of u, and RMi handles u in Fig. 5. 

 

In order that the update operations which have been executed by the primary RMs 
can be carried out by the corresponding slave RMs, the operations should be trans-
mitted to the slave RMs as follows: each RM sends a TIMESTAMP message including 
its latest rep_ts to its predecessor RM periodically. When RMi receives a 
TIMESTAMP message, it updates its succ_rep_ts as rep_ts, and compares it with the 
uids of the update and ack_records in op_mapi to find out the op_records that have not 
been received by its direct successor RM r. Then RMi replies a REPLICATION  
message containing these unreceived op_records to r.  

1) RMi determines whether the update operation has been executed, and it is deemed that u has been 
executed if one of the two conditions is satisfied: a) u.cid is contained in cid_set; b) u.cid exists in 
op_mapi, which means that there is an update_record/ack_record whose cid is equal to u.cid. If it is 
an update_record, it indicates that RMi at least has received the same update operation; if it is an 
ack_record, the update operation is considered to have been executed. If the update operation has 
been carried out, RMi sends a message to FE indicating that u is a repeated request, otherwise, u is 
treated as a new request, and step 2) to 6) are executed; 

2) RMi generates uid for u : u.uid = u.prev; u.uid(i) = rep_ts(i) + 1; 
3) If the consistency level is set to be eventual consistency or it is causal consistency and the condition 

u.prev(i)  val_ts(i) is satisfied, next step is to be executed, otherwise, a message indicating the 
failure of the execution is sent back to FE; 

4) RMi sends the operation u to the corresponding storage system, and waits for the execution result. If 
the storage system executes u successfully, RMi executes step 5), otherwise, a message indicating the 
failure of the execution is sent back to FE;  

5) A new update_record is generated by calling the method make_op_record (u, u.uid, i, M), where M is 
the replication number specified by applications, and then inserted into the corresponding op_mapi; 

6) The i-th component of rep_ts is increased by 1;  
7) The i-th component of val_ts is updated as that of rep_ts; 
8) RMi inserts u.cid into cid_set, and updates the corresponding obj_id_record indexed by u.obj_id; 
9) If the consistency level is causal consistency, a message containing the update_record is sent to its 

direct successor RM, i.e., RMsucc_id_list(1). If it is eventual consistency, a message indicating that the 
execution is successful is sent back to FE. 

Fig. 5. Update Processing 

prev: A timestamp, used to identify the executed update operation set s, indicating that the follow-up 
update/query request from the same client depends on set s 
rm_id: The identifier of the RM in charge of handling the requests from client c 

Fig. 4. Main Variables in FE 
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When RMi receives a query request q, it looks up its finger table to figure out 
whether the primary RM of q is another RM r, if so, it transmits q to r, otherwise, RMi 

is supposed to be the primary RM and it executes query processing as shown in Fig. 6. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

5 Adaptive and Scalability Mechanism 

5.1 Consistency Switching Strategy 

When the consistency level in a consistent hashing ring needs to be switched, each RM 
is supposed to achieve a consistent state in the current consistency with FE. In Pyxis+, a 
two-phase commitment protocol is adopted to guarantee the correctness of runtime 
consistency switching. In specific, the switching process is shown in Fig. 7.  

It is noted that there are some problems with the above consistency switching 
process. Since both FE and RMs are blocked to wait for messages at some steps, if an 
RM or FE crashes, FE or RMs will infinitely wait for the message from the crashed RM 
or FE. Therefore, a timeout mechanism is introduced to solve this kind of problem. On 
one hand, after sending SWITCH_REQUEST messages, FE may be blocked until it 
receives the replies from RMs. If it has not received all the replies in a particular time 
interval, FE decides to cancel consistency switching and sends GLOBAL_ABORT 
messages to all the RMs. On the other hand, RMs may wait for the global decision 
messages from FE after replying SWITCH_COMMIT messages. If a certain RM has 
not received the global decision message in a specific period, it should not cancel the 
consistency switching directly, but make sure what kind of message FE has already 
sent. In Pyxis+, each RM is blocked before FE failover. Since several backup FEs can 
be deployed, it is supposed that FEs can recover from failures in a specified duration  
 

1) If the consistency level is causal consistency, the query request q is sent to its direct successor RM, 
i.e., RMsucc_id_list(1). If the consistency level is eventual consistency, q is executed locally (i.e., step 4)) 
or sent to one of its successor RMs; 

2) When an RM r receives the query request q, if the consistency level is causal consistency, r deter-
mines whether its pred_id is equal to q.rm_id, if so, it means that the primary RM is r’s predecessor 
RM, and step 3) is executed, otherwise, r does not carry out further processing and throws an ex-
ception; if it is eventual consistency, step 4) is executed; 

3) If the condition q.prev(r.pred_id)  r.val_ts(r.pred_id) is satisfied, step 4) is executed, otherwise, it 
goes to step 5); 

4) The request q is sent to the corresponding storage system for execution. If q is executed successfully, 
a message with the query result is supposed to be received from the storage system, and local RM 
finds out the timestamps prev and uid with the index of obj_id contained by q in its obj_id_map. Then 
a message including the query result, prev and uid is sent to FE. However, if the execution of q is 
failed, a message indicating the failure of the execution is sent to FE; 

5) The request q is inserted into wait_query_list to be executed when its condition is satisfied. Each RM 
receives a REPLICATION message periodically from its predecessor RM. After handling the mes-
sage, it goes through wait_query_list to check out whether some of the query requests can be ex-
ecuted, if so, these requests are executed and removed from wait_query_list. 

Fig. 6. Query Processing 



408 Y. Yang, B. Jin, and S. Li 

 

and provide a reliable service. Moreover, we take the failover of crashed RMs into 
consideration. At first, the state information needs to be saved on disks. If an RM 
crashes without leaving any unprocessed SWITCH_REQUEST message or after 
sending a SWITCH_COMMIT/SWITCH_ABORT message, it can send a reply mes-
sage to FE, and further decide whether to switch the consistency or not after recover-
ing. If an RM fails after it sends a SWITCH_COMMIT message, it communicates with 
FE to make sure whether to carry out consistency switching after its failover.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
In Pyxis+, the concurrent control of two or more consistency switching processes is 

not taken into account. FE is responsible for guaranteeing that there are not any other 
consistency switching processes when one process is in execution. 

5.2 RM Joining and Leaving 

In Pyxis+, since failures may happen to some RMs, or loads vary with time, the 
membership of RMs in a consistent hashing ring may change: some of them may join or 
leave the ring. In the following, we describe the processes of handling RM leaving, and 
joining. As for RM joining, there are two types of situations: one is that failover RMs 
rejoin the ring, and the other is that new RMs join the ring. 

Aiming at ensuring that failed RMs can recover correctly, their state information 
must be maintained in a persistent storage. When RMs handle different op_records, 
they not only insert them into the corresponding op_maps in memory, but also append 
them into LOG files on disks. Moreover, each RM carries out a snapshot operation 
once in a specified period. The snapshot operation guarantees that some failed RM can 
recover to the latest state before the failure happens.  

Furthermore, the membership of RMs should be maintained when some RM leaves 
or joins the consistent hashing ring. When some RM leaves the ring, its direct  

1) FE sends SWITCH_REQUEST messages (including the consistency level to be switched to) to all 
the RMs in the consistent hashing ring; 

2) When RMi receives the SWITCH_REQUEST message, it stops handling client requests at first, then 
generates a switch_record and inserts the record into op_mapi. After RMi receives all the 
switch_records from (M-1) RMs whose positions are clockwise ahead of RMi in the consistent 
hashing ring, it sends a SWITCH_ COMMIT message to FE, indicating that it is prepared to switch 
the consistency. However, if it has not received all the switch_records in a specific time interval, it 
replies a SWITCH_ABORT message to FE, and cancels the consistency switching locally; 

3) FE sends global decision messages to all the RMs based on their reply messages: if all the reply 
messages are SWITCH_COMMIT messages, FE sends GLOBAL_COMMIT messages to all the 
RMs; if FE receives one or more SWITCH_ABORT messages, it decides to cancel the current con-
sistency switching process, and sends GLOBAL_ABORT messages to all the RMs; 

4) The RMs which send SWITCH_COMMIT messages wait for the global decision messages from FE. 
If RMs receive GLOBAL_COMMIT messages, they start the consistency switching process locally; 
if GLOBAL_ABORT messages are received, the consistency switching process is canceled. 

Fig. 7. Consistency Switching Process 
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successor RM is supposed to perceive its leaving. In Pyxis+, each RM sends PING 
messages to its predecessor RM periodically. If the PING messages sent from an RM r 
are timeout three times, r has to figure out whether it is itself or its predecessor RM r’ 
that has left the ring. Therefore, r sends PING messages to FE, if the PING messages 
are timeout three times, it indicates that r is out of service for some reason, otherwise, r’ 
is deemed to have left the ring, and the leaving process is shown in Fig. 8. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

1) r looks up for its new predecessor RM rpred, and updates its pred_id; 
2) In order to obtain the update operations whose primary RM is rpred, r sends a TIMESTAMP message 

to r, and rpred replies a REPLICATION message to r; 
3) When r receives the REPLICATION message, it executes the update operations contained in the 

message; 
4) r stops handling the client update/query requests, and merges the op_mapr’ and op_mapr as follows: 

a) The op_records in both op_mapr’ and op_mapr are resorted and saved into op_mapr; 
b) The op_records in op_mapr are written into a new LOG file, and the original LOG files which  

correspond to op_mapr’ and op_mapr are removed; 
5) r synchronizes the merged op_mapr with its direct successor RM rsucc. In detail, r checks out the 

op_records in op_mapr, inserts the op_records satisfying specified conditions into a REPLICATION 
message, and sends the message to rsucc. As for a specific op_record named op, r compares the uid of 
op with succ_rep_ts, if op.uid(r’)  succ_rep_ts(r’) or op.uid(r)  succ_rep_ts(r), then op is inserted 
into the REPLICATION message; 

6) r restarts to handle client requests, and informs FE that its original predecessor r’ has left the ring. 
When FE receives the message from r, it marks r’ as left, and stops sending client requests to r’. 

Fig. 8. RM Leaving Process 

1) At first r sends a REJIOIN message to ro, and the message contains the hash value q and a timestamp sync_ts 

which is equal to r.rep_ts; 

2) When ro receives the REJION message from r, it looks up for r’s direct successor RM rsucc according to q, 

and transmits the REJION message to rsucc; 

3) When rsucc receives the REJION message from ro, it begins the data synchronization process with r. At first, 

rsucc starts the synchronization thread, and determines the op_maps which need to be synchronized to r. Then 

it reads the op_records from the LOG files which correspond to the op_maps, and inserts some of them 

which satisfy particular conditions into a SYNC message. In specific, as for a certain op_record called op in 

a LOG file whose primary RM is rpri, if op.uid(pri)  sync_ts(pri), op is inserted into the message. rsucc goes 

through at most a given number of op_records each time and then sends the SYNC message to r; 
4) After r receives the SYNC message, it appends the op_records to the corresponding op_maps, updates 

sync_ts, and sends a reply message containing sync_ts to rsucc; 
5) Receiving the reply message, rsucc compares its rep_ts with sync_ts contained in the message. If the 

difference of them (indicating the number of op_records that have not been received by r) is less than 
or equal to a specified value DIFF, rsucc stops handling client update/query requests, and waits until the 
last part of the op_records has been synchronized with r. Then it stops the synchronization thread, 
begins to handle client requests, and sends a SYNC_OVER message to r to inform the accomplish-
ment of the synchronization process. However, if the difference of rep_ts and sync_ts is more than 
DIFF, step 3) to 5) are repeatedly executed until the synchronization is finished; 

6) After r receives the SYNC_OVER message, it connects with FE, joins the ring and starts receiving 
and handling client requests. 

Fig. 9. RM Joining Process 
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On the other hand, in order to guarantee the correctness of a replication service in 
the case of failover or new RMs joining, data synchronization needs to be carried out. 
For the convenience of expression, it is supposed that the RM to join the ring is r, the 
hash value of its IP address is q, and the RM which r communicates with in the  
beginning is ro. The joining process is described in Fig. 9. 

6 Evaluation 

In order to evaluate the scalability of Pyxis+, we develop a micro-blogging prototype 
on the basis of Pyxis+ where each micro-blog is replicated three copies, and then we 
carry out several groups of experiments on the prototype. 

Two servers (i.e., Dell PowerEdge T610) connected by a gigabit Ethernet switch are 
used as the experimental environment. The servers, each with a 12GB memory and two 
4-core CPUs (Intel Xeon E5506, 2.13GHz) run XenServer (version 5.5), and in each 
XenServer, multiple virtual machines (CentOS Linux 5.4, Open JDK 6.0), each with 
1GB memory and 1-core CPU, are installed. In the experiments, the number of RMs 
ranges from 4 to 14, and one RM and one micro-blogging service instance are deployed 
on one virtual machine; in addition, three FEs and several groups of clients are dep-
loyed on separate virtual machines, respectively. Experiments are designed to simulate 
the behaviors of micro-blogging users. Firstly, the number of users and the consistency 
levels required by users are set. Then, each user begins to send query/update requests, 
and the following request can only be sent until the execution result of the preceding 
request has been received for one second. Meanwhile, the average throughput and 
response time of query/update requests are calculated and recorded. 

Fig. 10 shows the average throughput and response time of query requests in causal 
consistency under different numbers of users and RMs. From the results, we can see 
that given a specific number of RMs, the average throughput is increasing linearly with 
the increase of the number of users, and the average response time remains nearly the 
same. Moreover, given a specific number of users, the response time is decreasing with 
the increase of the number of RMs, which is more obvious when the number of users is 
2000. Fig. 11 shows the performance of query requests in eventual consistency. From 
the results, similar conclusions to those of Fig. 10 are achieved. It is also seen that as for 
a consistency hashing ring consisting of 4 RMs, the performance arrives to the limita-
tion when there are1600 users, and the response time leaps beyond 700ms when the 
number of users increases to 2000. 

Fig. 12 and Fig. 13 show the performance of update requests. Compared with the 
experiments of query requests, similar conclusions in terms of response time can be 
made. But the increase of users brings about the decrease of performance in some 
situations. It is observed that when the number of users is 1200 and the number of RMs 
is 4, or there are 1600 users and 6 RMs, the increase of users brings about the decrease 
of throughput. This is because when the performance arrives at the limitation, the 
requests from users are inserted into a queue in each RM waiting for execution, and 
according to the experimental procedure, each user cannot send another request until 
the execution result of the last request has be received for one second. 
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Fig. 10. Throughput and Response Time of Query Requests in Causal Consistency 

 

Fig. 11. Throughput and Response Time of Query Requests in Eventual Consistency 

 

Fig. 12. Throughput and Response Time of Update Requests in Causal Consistency 

 
Fig. 13. Throughput and Response Time of Update Requests in Eventual Consistency 
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The above experimental results indicate that Pyxis+ is scalable under variant loads. 
On one hand, when some RMs are overloaded, inserting more RMs can increase the 
throughput and decrease the response time; on the other hand, when there are some 
underloaded RMs, removing a certain number of RMs has benefits for reducing costs 
without affecting the throughput and response time. 

7 Conclusion 

This paper presents Pyxis+, a data replication framework that provides the management 
of replicated data for various applications. Pyxis+ is independent of any storage sys-
tems but can put the replicated data into existing storage systems. In fact, Pyxis+ is a 
middleware layer that bridges the applications and the data storage systems. By now, 
Pyxis+ has provided multiple consistency guarantees and switching strategies, and also 
shown the stable performance of data access even facing the changing of user requests. 
Therefore, many applications can be envisioned in the future to adopt Pyxis+.  
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Abstract. The paper investigates the use of support vector machines (SVM) in 
classifying Matrix-Assisted Laser Desorption Ionisation (MALDI) Time Of 
Flight (TOF) mass spectra. MALDI-TOF screening is a simple and useful tech-
nique for rapidly identifying microorganisms and classifying them into specific 
subtypes. MALDI-TOF data presents data analysis challenges due to its com-
plexity and inherent data uncertainties. In addition, there are usually large mass 
ranges within which to identify the spectra and this may pose problems in clas-
sification. To deal with this problem, we use Wavelets to select relevant and lo-
calized features. We then search for best optimal parameters to choose an SVM 
kernel and apply the SVM classifier. We compare classification accuracy and 
dimensionality reduction between the SVM classifier and the SVM classifier 
with wavelet-based feature extraction. Results show that wavelet-based feature 
extraction improved classification accuracy by at least 10%, feature reduction 
by 76% and runtime by over 80%. 

Keywords: SVM, wavelets, MALDI-TOF, parameter search, feature reduction.  

1 Introduction 

Signal data is a sequence of measurements from instruments that is either continuous 
or discrete and captured in intervals of time, frequency, distance, wave numbers etc. 
A signal of particular interest is one that is absorbed or reflected and usually meas-
ured in wavelength intervals. In recent years, there have been a number of studies on 
bacterial diseases and the problem of identifying species of bacteria that cause par-
ticular diseases. In particular, when signals are projected on bacterial samples, result-
ing ions from the compound are allowed to drift (time of flight) towards a detector. 
The time of flight is measured and is proportional to their mass. This data is called 
Matrix Assisted Laser Desorption Ionisation (MALDI) Time Of Flight (TOF) [1].  
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The number (or count) of these ions is then plotted against their mass and a spectral 
graph is produced. This graph shows peaks and troughs of the properties the bacterial 
species exhibits and is useful for identifying isolates - species, genres, types etc 
[2][4][6]. The signal data has lots of features, is large and has missing values. These 
problems motivate the approach used in this paper. Firstly, support vector machines 
(SVM) [22] have powerful generalisation ability for high dimensional data with miss-
ing values. Secondly, feature reduction has been known to improve classification 
accuracy and wavelets are a favourable choice in signal processing [5]. Wavelets are 
mathematical tool for decomposing data and complex functions into time and fre-
quency components [26]. Unlike Fourier transform, wavelet transform are better 
suited for non-stationary signals such as MALDI-TOF mass spectra as they can dis-
tinguish different frequency signals at different times (non-stationery).    

Signal classification [5] typically has two steps: feature extraction and signal clas-
sification on the reduced feature set. Our experiments are based on classification with 
full features using SVM, compared to classification with reduced features sets (SVM 
and wavelets) whilst choosing a suitable kernel classifier [25]. Some earlier work 
regarding initial experimentation and data mining methodology used are given in [28] 

The paper is organised as follows: section 2 presents wavelets; section 3 presents 
mining signal data; section 4 presents experimentation and section 5 a conclusion. 

2 Wavelets 

Wavelets are a set of mathematical functions used to approximate data and more 
complex functions by dividing a signal into different frequency and time intervals 
called wavelets [8]. These intervals are better represented to their scales. Wavelets 
express a given function in terms of summation of basis functions. The wavelet basis 
is formed by translation and dilation of the mother wavelet. An example a mother 
wavelet is a Haar wavelet (fig. 1). 

 

Fig. 1. Haar wavelet 

The wavelet transform is performed on a continuous function, )(tf , and defined as  

 
+∞

∞−

= dtthtf )()()( ωψω  (1) 
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where )(ωh is a weighting function and )(tωψ is an othonorrnal basis function such 

that Zkjktj ∈− ,),2(ψ . By dilation and translation of the mother wavelet, we 

get wavelets compactly supported in their regions [9][10]. Wavelets exhibit other 
useful properties in addition to dilation and localization, such as smoothness, distin-
guishing most essential information, feature selection etc and their efficiency makes 
them candidates for data mining. Wavelets are designed to give excellent time resolu-
tion at high frequencies (i.e. for short durations of time at these high frequencies) and 
poor frequency resolution, and good frequency resolution at low frequencies and poor 
time resolution. Mass spectra contain noise because of contaminants and matrix ma-
terial, causing varying baselines [17]. That is, to start preprocessing the data, a base-
line correction is needed to remove low-frequency noise. MALDI-TOF MS spectra is 
recorded in signal form as (mass-to-charge ratio, millivolt signal, see figure 2), the 
second value shows the strength of the signal. The signal exhibits elongated (or out-
standing) features above the baseline noise level and usually unevenly distributed. 
Feature selection (or removing noise level data) mostly focuses on selecting peaks 
[16] that are higher than a predetermined signal noise threshold to facilitate biomarker 
identification [11][12][18]. Biomarkers are measures that indicate normal biological 
processes, pathogenic (or organism) processes or other pharmacological responses to 
some therapy. Wavelets are well adapted to removing irrelevant noise level data fea-
tures (Denoising [14]), sometimes termed smoothing.  

 

 

Fig. 2. MALDI-TOF Spectral data 
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Generally, most MALDI-TOF approaches aim to extract and quantify graph peak 
features accurately as these are considered to be the most interesting [7]. Other ap-
proaches use ant colony optimization to help efficiently select a set of interacting 
variables (features) by use of heuristic functions [16]. In addition, there are automated 
techniques for rapidly differentiating similarity between strains of bacteria, and in 
particular their taxonomic characterisation [2].  Feature selection is mainly concerned 
with obtaining useful features without loss of information, transforming an m-
dimensional domain to a k-dimensional mk << .  

Two approaches are common:  
 
(1) Keep the largest k-coefficients, approximate rest to zero 
(2) Keep the first k-coefficients, approximate rest to zero 
 
Despite these two approaches, there is no guarantee the most important features 

will be obtained because there might be issues with information granulation (keep 
some, ignore the rest). In [5] fuzzy wavelet packets are introduced to deal with granu-
lation of signal data into fuzzy relations (or clusters and not fuzzy sets) and reduce 
feature dimensionality by a fuzzy c-means approach. Information granulation by 
fuzzy means was presented in [15] and other fuzzy wavelet packet based feature  
extractions are reported in [19].   

3 Mining Signal Data 

Mining signal data is not new and various works exist [3]. Recently, machine learning 
approaches have been applied to learning MALDI-TOF data, for example use of  
Support Vector Machines (SVMs) and other techniques [4]. SVMs are popular clas-
sifiers that learn by examples and assign labels to objects [23][24]. They can be used 
for classification and regression as well as other learning tasks. SVM classifies linear-
ly separate data by separating two clusters of data with the optimal hyperplane. The 
first problem, however, is that real world data is often non-linearly separable. Kernel 
functions provide a solution by projecting data into a higher dimensional feature 
space to separate by hyperplane. SVMs have been successfully applied to an increa-
singly wide variety of biomedical applications, for example microarray gene expres-
sion [24]. 

Secondly, another major problem in classifying features from signal data is han-
dling the dimensionality problem: mapping the reduced data into a space and then 
classifying the result. In [5] wavelet packets are used to extract features (data/feature 
issues), classify and rank them (pattern evaluation) using a linear discriminant  
function (LDF) and others [13]. The approach is then, for a c-class problem  

with N labeled signal classes },..,2,1),,{( NkxX kk == ω , n
kx ℜ∈

 
and }.,2,1{, cCCk =∈ω , a feature extraction function i.e. a mapping 

': XXf → where nm <<  and mX ℜ⊆' is the reduced feature space.  



 Classifying Mass Spectral Data Using SVM and Wavelet-Based Feature Extraction 417 

 

To classify the feature space, we find a classifier to map the feature space into the 

known class labels CXg →': . To retain features that are a more accurate represen-

tation of the space for classification, the use of fuzzy clusters becomes necessary be-
cause of uncertainties in data granulation of the signal data.  

To measure pattern extraction, classification metrics such as classification accuracy 
(rate) is applied to a number of features (or principal components) under varying  
discriminatory thresholds, r , for example in the fuzzy case where 10 << r [5][19]. 

4 Experiments 

Preliminary experiments have been done using high dimensional MALDI-TOF spec-
tral bacteria data provided by the Medical Microbiology Department, Manchester 
Metropolitan University. The data consisted of 14461 features with 2 columns: the 
first column being mass/charge ratio and the second column being a millivolt signal 
also known as strength of signal. There were 14 classes of different strains of  
S. aureus bacteria with two (2) testing samples each i.e. total of 28 testing data.  
We used the LIBSVM library [21] for classification.  

4.1 Data Pre-processing 

The procedure for the experiment was as follows: 

(1) Split data into training and testing sets 
(2) Perform numerical scaling – prevent dominance in ranges 
(3) Perform a Grid Search for best kernel parameters, radial (r) and degree(d) 
      Parameters with best cross-validation accuracy are chosen for classifier training 
(4) Predict the test data with the trained classifier 
 

The basic procedure above is further extended with the case where we perform feature 
extraction with discrete wavelet transform (DWT) – denoising and decomposition 
with a thresholding method that only discards the portion of the data that exceeds a 
certain limit. Further, the signal data is then decomposed into two subsequences – the 
approximation coefficient and the detail coefficient. The approximation coefficients 
contain most of the important information (peaks of the data) and are capable of  
describing the underlying data characteristics [27]. The experiments only used ap-
proximation coefficients as they contain most of the peak information of the original 
signal. The wavelet approximations of a signal at a certain level describe generalised 
peak lists of the de-noised spectrum [28]. Selecting features this way reduces the  
dimensionality of the original data while retaining the important features [26]. 

Figure 3 shows the whole classification process. After data conversion and scaling, 
a kernel selection is performed based on particular parameter search that best produc-
es the best cross-validation result. We used the following kernels: Linear, Radial  
Basis Function (RBF), Sigmoid and Polynomial. These are shown in table 1 with 
parameters for best model selection.    
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Fig. 3. SVM classification with feature selection– search for best cross validation result 

Table 1. Kernelselection model parameters (Y=yes, N=no) 

                                 Parameters 
c  Cost) γ Gamma γ (Radial) d (degree) 

K
er

ne
ls

 Linear Y N N N 
RBF Y Y N N 
Sigmoid Y Y Y N 
Polynomial Y Y Y Y 

 
The experiments make use of grid search method provided in LIBSVM package. 

However the grid search method are time consuming and only optimize the pairs (C, 
γ) , therefore the experiment used, for a start, coarse grid values for the pair and later 
optimising the remaining parameters with finer grids. 

All experiments used 5-fold cross validation. We note that Occam razor’s theory 
mentioned in [29] suggests that smaller parameter values (in Table 1) are preferable to 
larger ones if they both have the same level of accuracy since building the SVM 
model with larger parameters takes longer. Thus our parameter search is simply based 
on (1) best level accuracy, (2) smallest parameter values.  
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4.2 Results for Experiment 1 

For model selection using parameter settings in Table 1 and comparing both coarse 
and fine grid search, we obtained results shown in tables 2 and 3. Experiment 1 results 
are for signal data that does not use wavelet feature selection but only use model 
search for the best kernel and then performing a classification. 

Table 2. Coarse Grid search cross-validation (CV%) (LIBSVM) 

Kernel c  Cost) γ Gamma CV% 

Linear 0.3125 2 76.2 
RBF 1024 0.0000305 76.2 
Sigmoid 1024 0.0000305 76.2 
Polynomial 0.0000305 1 52.4 

Table 3. Finer Grid Search cross-validation (CV%)(after MATLAB optimisation codes) 

Kernel c  Cost) γ Gamma γ (Radial) d (degree) CV% 

Linear 0.0078125 2 N/A N/A 76.2 
RBF 362.039 0.0000108 N/A N/A 76.2 
Sigmoid 256 0.0000305 0.0001 N/A 76.2 
Polynomial 0.00195313 4 0.1 1 76.2 

 
We found the same cross-validation accuracy of 76.2 (tables 2 and 3) across the ker-
nels in both coarse and finer grid searches except for the polynomial kernel coarse 
grid which was 52.4%. Using the SVM classification on the trained data set, and 
computing accuracy (Equation 2), we obtained results as shown in table 4 with an 
equal number of support vectors (nSV).   

 
datasignalofTotal

datasignalclassifiedCorrectly
Accuracy

#

#=  (2) 

Table 4. Prediction accuracy –experiment 1 

Kernel Prediction accuracy nSV CV% Elapsed time (s) 
Linear 64.3 42 76.2 0.1412 
RBF 64.3 41 76.2 0.1452 
Sigmoid 64.3 42 76.2 0.1800 
Polynomial 64.3 42 76.2 0.1851 

 
Clearly as shown in table 4, linear kernel executes faster on average, given the 

same classification accuracy of 64.3% for all kernels. This meant that out of 28 
classes (14x2), 64.3% of 28~18 classes correctly classified. It is also clear that as 
kernel complexity increases (e.g. linear kernel has one parameter compared to poly-
nomial kernel with four), elapsed time also increases. Of note is the fact that  
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cross-validation and prediction accuracy are the same. For experiment 2, we were 
compelled to use the linear and the RBF kernels for the reasons given above. 

4.3 Results for Experiment 2 

Table 4 shows experiment 1 results for cross validation, prediction accuracy, nSV and 
elapsed time for linear and RBK kernels using a pre-processing stage shown in  
figure 3.  

To compare with a wavelet-based approach (experiment 2), several filters and lev-
els were tested for the wavelet de-nosing part with two threshold levels, 50 and 70. 
Wavelet filters included the “bior1.1”, “bior2.6”, “bior3.7”, “sym15” and “dmey”. 
Results obtained are shown in table 5. The wavelet filter “bior2.6” achieved overall 
best performance with 75% prediction accuracy and a short elapsed time of 
0.023389s. Comparing experiments 1 and 2, this represents an improvement in 
elapsed time of (0.14124-0.023389)/0.14124*100~83% if we compared with the  
best kernel “Linear kernel” from experiment 1. Prediction accuracy improved by  
(75-64.2857)/75*100~14.3%.  

Similarly, the RBF kernel improved elapsed time by (0.1452-0.025458)/ 
0.1452*100~82%, and accuracy by (71.4286-64.2857)/71.4286*100~10%. 

Table 5. Comparison of results between experiments 1 and 2 

Linear Kernel CV% Elapsed Time Prediction Accuracy 
Experiment 1  76.2  0.14124 64.3 
Experiment 2.  76.2  0.023389  75.0 

RBF kernel       
Experiment 1  76.2  0.1452 64.3 
Experiment 2 76.2 0.025458 71.4 

Results for experiment 2 and in table 5 confirm that classification of signal data 
with wavelet-based feature [26] extraction improves classification accuracy by at least 
80% and runtime by at least 10%.  

Table 6. File size comparison 

Data Files Exp. 1 (KB) Exp. 2 (KB) % Reduction  
Training data  4329 987 77.2 
Testing data 2917 685 76.5 

 
Comparing data file sizes in kilobytes (KB) after data decomposition by the wave-

let filter “bior2.6”, table 6 shows that experiment 2 (with wavelet feature selection) 
had more than 77% and 76% feature reduction in the training and the testing data 
respectively. Both the literature in [26] and experiments shown here confirm that 
using SVMs with wavelet-based feature reduction improves the prediction accuracy, 
runtime and reduces features to be classified for MALDI-TOF signal data. These 
improvements would be significantly high with larger data. 



 Classifying Mass Spectral Data Using SVM and Wavelet-Based Feature Extraction 421 

 

5 Conclusion 

The paper has presented SVM classification of MALDI-TOF signal data from bacte-
ria colony using feature extraction by discrete wavelet transforms. Experiments tested 
the data with four kernels using various parameters so that a more suitable kernel was 
used for classification. Results showed that classification accuracy with feature selec-
tion improved accuracy by at least10%, and feature reduction by 76% and runtime by 
over 80%.    

Further work is planned to explore other peak feature selection methods and identi-
fication of bacteria types in those peaks. Particular known denoising wavelet methods 
will also be used to check the cross-validation results and overall classification accu-
racy. Further, wavelet lifting schemes [20] may be tested with our approach. Wavelet 
lifting schemes are more efficient implementations of first generation wavelets and 
are not necessarily translates and dilates of one function, and thus do not rely on  
polynomial factorizations, as do Fourier transforms.  
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Abstract. Content-based image retrieval (CBIR) has been widely studied in re-
cent years. CBIR usually employs feature descriptors to describe the concerned 
characters of images, such as geometric descriptor and texture descriptor. Many 
texture descriptors in texture analysis and image retrieval are based on the so-
called Local Binary Pattern (LBP) technique. However, LBP lacks of the spatial 
distribution information of texture features. In this paper, we aim at improving 
the traditional LBP and present a novel texture feature descriptor for CBIR 
called Multi-Scale Local Spatial Binary Patterns (MLSBP). MLSBP integrates 
LBP with spatial distribution information of gray-level variation direction and 
gray-level variation between the referenced pixel and its neighbors. In addition, 
MLSBP extracts the texture features from images on different scale levels. We 
conduct experiments to compare the performance of MLSBP with five competi-
tors including LBP, Uniform LBP (ULBP), Completed LBP (CLBP), Local 
Ternary Patterns (LTP), and Local Tetra Patterns (LTrP). Also three benchmark 
image databases are used in the measurement, which are the Bradotz Texture 
Database (DB1), the MIT VisTex Database (DB2), and the Corel 1000 Data-
base (DB3). The experimental results show that MLSBP is superior to the com-
petitive algorithms in terms of precision and recall.  

Keywords: Content-based image retrieval, Local binary pattern, Texture  
feature, Spatial distribution.  

1 Introduction 

Image retrieval is one of the important applications of image processing [1]. Due to 
the explosive growth of digital images, there exists an urgent need for efficient image 
retrieval algorithms which can search the desired images from databases. Generally, 
there are three main categories of image retrieval: text-based image retrieval (TBIR), 
content-based image retrieval (CBIR) and semantic-based image retrieval (SBIR) [2]. 
Images in TBIR systems need to be manually annotated and require much human 
labor, and the annotation accuracy is subject to human perception [3]. For SBIR, re-
searchers focus on the representation of high-level semantic of images, while low-
level features (color, texture, shape, etc.) often fail to describe the high-level semantic 
concepts of images [4]. Content-based image retrieval based on the visual contents of 
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an image, such as color, texture, shape, distribution layout, etc., to represent the im-
ages. Due to the advantages of simple calculation and high efficiency, CBIR is be-
coming more widely used in image retrieval. The difficulty in CBIR is to find a best 
representation of an image for all perceptual subjectivity, due to the different view 
angles and illumination changes.  

In this paper, we aim at improving the traditional LBP and present a novel texture 
feature descriptor for CBIR, which is called Multi-Scale Local Spatial Binary Patterns 
(MLSBP). MLSBP integrates LBP with spatial distribution information of gray-level 
variation direction and gray-level variation between the referenced pixel and its 
neighbors. In addition, MLSBP extracts the texture features from images on different 
scale levels. Finally, we conduct three experiments to demonstrate the performance of 
MLSBP and other compared methods. 

The remainder of the paper is structured as follows. Section 2 introduces the re-
lated work. Section 3 gives the calculation of MLSBP. Section 4 presents the frame-
work of proposed image retrieval algorithm and the similarity measurement. Section 5 
shows our experiment results. Section 6 concludes our work and gives the directions 
for future studies.  

2 Related Work 

Due to the efficiency to image processing, texture features have been widely used in 
CBIR. LBP [5] has emerged as an efficient feature in texture analysis and CBIR. With 
the advantages of simple calculation and multi-scale characteristic, LBP performs 
excellent in texture image classification. Recent years, LBP has been promoted to 
different versions: uniform LBP (ULBP) [6], completed LBP (LBP) [7] and local 
ternary patterns (LTP) [8]. LBP extracted the gray-level variation pattern between 
center pixel and its surrounding neighbors. ULBP based on the fact that most frequent 
‘uniform’ binary patterns correspond to primitive micro-features, such as edges, cor-
ners, and spots. Thus, ULBP reduces LBP patterns into fewer uniform patterns. At the 
same time, by choosing the minimum of pattern values after circular right shifting, 
ULBP obtained the characteristic of rotational invariance. CLBP completed LBP with 
magnitude information (CLBP_M) and the gray level represented by center pixels 
(CLBP_C). By combing CLBP_M, CLBP_C with the traditional LBP, CLBP can 
extract texture feature more comprehensively. LTP extended LBP with coding varia-
tion pattern by ternary result and respectively calculated the upper and lower value as 
the features. The local tetra patterns (LTrP) [9] based on the first-order derivatives in 
vertical and horizontal directions and encoded the variation with tetra codes. And 
through calculating high-order patterns, LTrP can extract more detail texture informa-
tion. All these patterns only calculated the gray variation of pixels, but ignored the 
spatial distribution information of variation and direction. Thus, it is evident that the 
performance of these methods can be improved by extracting spatial distribution  
information. 
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3 Multi-Scale Local Spatial Binary Patterns (MLSBP) 

3.1 Local Patterns 

LBP was introduced in [5] for texture classification. Given a referenced center pixel, 
LBP is computed by comparing its gray value with its neighbors, based on Formula 3.1. 
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where cg is the gray-level value of the referenced pixel, pg is the gray-level value of 

its neighbors, P is the number of neighbors, and R is the radius of the neighbors. 
LTP was introduced in [8] for face recognition. LTP extended LBP to a three-valued 

code, and calculated the upper and lower value. LTP is computed by Formula 3.2. 
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  (3.2) 

where t is the threshold. More details about LTP can be found in [8]. 

3.2 Local Spatial Binary Patterns (LSBP) 

LSBP we proposed extracts the spatial distribution information of gray-level varia-
tion, which is an effective supplement to LBP. LSBP is defined as Formula 3.3. 

 ( , ) ( , )P QLSBP i j GVP i GVP jα α α= = =  (3.3) 

where P and Q are two pixels which are the distance d apart in original im-

age, PGVPα and QGVPα  are the gray-level variation patterns (GVP) of pixel P and Q 

on direction α .  
The GVP can be obtained by integrating the relationship results together on each 

direction. The relationship ( , )relationf P Q (binary coding) between two gray values P 

and Q can be calculated by Formula 3.4. 



426 Y. Xia et al. 

 

 

00, ( ) &

01, ( ) &
( , )

10, ( ) &

11, ( ) &

relation

if P Q T P Q

if P Q T P Q
f P Q

if Q P T P Q

if Q P T P Q

− ≥ ≥
 − < ≥=  − ≥ <
 − ≥ <

 (3.4) 

where T is chosen as a threshold to distinguish two pixels’ gray-level values. Suppos-
ing T is small, gray-level variations are coded more precisely, which means variations 
with small difference can be coded as different results. This will lead to the inaccura-
cy of similarity measurement. On the contrary, supposing T is large, variations are 
coded more roughly, which means variations with big difference can be coded as the 
same results. This will lead to the loss of texture detail information.  

 

Fig. 1. Calculation of gray-level variation pattern 

Fig. 1 shows an example of 9 pixels in 3 3×  window, considering the center refe-
renced pixel is P and its surrounding 8 neighbors are Q, with T is selected as 5. Based 
on the code results of each pixel, we can get a four binary code by integrating the two 
neighbors’ results together on each direction to get gray-level variation pattern (GVP). 

The neighbors of P on o45  are 3P and 7P , thus, GVP on o45  in the example can be 

coded as “1111”, while o0 is “1001”, o90 is “0101”, o135 is “0010”. We can get one 
pattern image on each direction with every pixel value in pattern image ranging from 
“0000” to “1111”. Finally, LSBP value can be obtained based on the GVP results. 
Each entry (i, j) in LSBP corresponds to the number of occurrences of the pair of i 
and j in GVP image. To simplify the computation, LSBP (i, j) can be calculated by 
integrating the GVP of i and j together. For example, supposing GVP of i is “1101”, j 
is “0110”, then LSBP (i, j) can be coded as “11010110”, which can be converted to 
decimal number “214”. Through recording the occurrences of different LSBP codes 
(from “00000000” (0) to “11111111” (255)), LSBP histograms can be constructed to 
represent the spatial distribution information of texture in images. In this paper, we 
choose d as (1, 0), (0, 1), (1, 1), (-1, 1), which means the LSBP is respectively calcu-
lated with four pairs. When d is set as (1, 0), e.g., the pair of pixels is P and 4P . Based 

on the four GVP pattern images, we can obtain sixteen LSBP histograms, every four 
LSBP histograms on each direction. 

Furthermore, we calculate the mean and standard deviation of the variations be-
tween pixels and its surrounding neighbors to reflect the gray-level variation  
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magnitude information. Assuming the center pixel is P  and the whole three pixels’ 

values on directionα are ( , , )x yP P P . The variation PVarα is calculated by Formula 3.5. 

 P x yVar P P P Pα = − + −  (3.5) 

For the pixels whose pattern values on direction α are m , the mean ( mV
α

) and 

standard deviation ( m
ασ ) are calculated by Formula 3.6. 
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where MPΦ is the pixels’ set whose GVP value is m on direction α , K is the number 

of MPΦ . Through this step, we can calculate the mean and standard deviation of the 

16 different patterns on 0o , 45o , o90 , and135o directions, and a 4 16 2 128× × =  di-
mensional variation magnitude vector (VM) was obtained to represent the gray-level 
variation magnitude information. 

3.3 Calculation of Multi-Scale LSBP 

In order to extract more detail information and contour information, multi-scale anal-
ysis is always been used in texture analysis. Due to the different combinations of P 
and R in Formula.(1), the LBP has the superiority of multi-scale characteristics. As 
Fig. 2 shows, firstly, we down-sampling the original image with 3 3× and 5 5×  
window. Secondly, the LSBP vectors of the sampling images were extracted. The 
final step is normalization of LSBP vectors to construct the MLSBP feature vector.   

 

Fig. 2. Feature extraction of Multi-scale LSBP 

Given an image G, it can be sampled by Formula 3.7. 
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where *w w is the size of sampling window and G(x, y) is one of the pixels in G. In 
this paper, we respectively choose w as 3 and 5. After down-sampling, the height and 
width of G′ is reduced to 1/ w of the height and width of G . Suppose the texture 
feature vectors of original image, 3 3× sampling image and 5 5× sampling image 

are 1
LSBPf , 3

LSBPf and 5
LSBPf . The MLSBP vectors can be defined by Formula 3.8. 

 1 3 5( , , )MLSBP LSBP LSBP LSBPf f f f=  (3.8) 

After the MLSBP extraction, we can use MLSBPf  as the feature vectors to measure 

the similarity between query image and images from database.  

4 The Image Retrieval Algorithm Using MLSBP 

4.1 Proposed Image Retrieval Framework 

 

Fig. 3. The framework of proposed image retrieval algorithm 

The framework of the proposed image retrieval algorithm is shown in Fig. 3. Firstly, 
the query image and the images in database are converted into gray images. Then we 
filter the original image with 3 3× and 5 5× windows. Secondly, LSBP feature vec-
tors of 0°, 45°, 90° and 135°, variation magnitude vectors and LBP feature vectors are 
extracted from the original and filtered images. After the step of calculating the 
MLSBP vectors, we can obtain the MLSBP extraction results. Finally, we use feature 
similarity to measure the similarity between the query image and the database images, 
and return retrieval result based on similarity calculation results. 

4.2 Feature Similarity Measurement 

Supposing the feature vector of the query image (Q) and images in database (DB) are 
represented as 

1 2
( , ,..., )

LQ Q Q Qf f f f  and 
1 2

( , ,..., )
LDB DB DB DBf f f f . L is the dimension 

of feature vector. This involves the selection of n top-matched images by measuring 
the distance between the query image and the images in database. The similarity  
distance to match the images is computed using Formula 4.1. 
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where 
iQf and 

iDBf  is the ith feature value of the feature vector. As we can know, 

the smaller d is, the more similar two pictures are. 

5 Experiment Results 

5.1 Experiment Setup 

In order to prove the effectiveness of MLSBP, experiments are implemented on three 
benchmark databases: Bradotz Texture Database, MIT VisTex Database and CoreI-
mage 1000 Database. The Bradotz texture database and MIT VisTex database consist 
of texture images, while the CoreImage 1000 database consists of natural scene im-
ages. The image retrieval algorithm we proposed is implemented by C++ and 
OPENCV. The performance of the proposed image retrieval algorithm is measured in 
terms of precision, recall, average precision (AP), and average recall (AR). For the 
query image Q, the indicators are defined as Formula 5.1 to 5.4. 
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where n indicates the number of retrieved images, and | |DB   is the size of the image 

database. ( )xφ  is the category of image x , ( , )i qRank I I  return the rank of image iI  

(for the query image qI ) among all images of | |DB , GN is the size of each image 

category in database.Given in Table.1 are the abbreviations of different methods used in 
the experimental discussions. In our experiments, the T used in LTP is set as 10.  

Table 1. The abbreviations of different methods 

Abbreviations Methods 
MLSBP Multi-scale local spatial binary patterns 
LSBP Local spatial binary patterns 
LBP Local binary patterns 
ULBP Uniform binary patterns 
CLBP Completed local binary patterns 
LTP Local ternary patterns 
LTrP Local tetra patterns 
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5.2 Experiment on DB1 

Database DB1 is consists of 111 different textures and used in experiment 1. These 
111 textures are from Brodatz texture photographic album [10]. The size of each  
texture is 512 512× . Each 512 512× image is divided into sixteen non-overlapping 
sub-images, thus creating a database of 1776 (16 111× ) images. Each image in the 
database is considered as the query image. Examples of DB1 are shown in Fig. 4. Fig. 
5 illustrates the retrieval performance of the proposed method and other existing me-
thods. T is the threshold chosen in Formula. (4). In this experiment, we set T as 10. As 
Fig. 5 shows, MLSBP outperforms the other existing methods. 

 

Fig. 4. Examples of texture images in DB1 

 

   (a) AP results of existing methods on DB1    (b) AR results of existing methods on DB1 

Fig. 5. Comparison of the MLSBP with other existing methods on DB1 

 

(a) AP results of existing methods on DB2        (b) AR results of existing methods on DB2 

Fig. 6. Comparison of the MLSBP with other existing methods on DB2 
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5.3 Experiment on DB2 

In this experiment, database DB2 is consists of 40 different textures collected from 
the MIT VisTex database [12]. The size of each texture image is 512 512× , each 
image is divided into sixteen 128 128×  non-overlapping sub-images, creating a data-
base of 640 (16 40× ) images. In this experiment, we set T as 10. The retrieval result 
of DB2 is shown in Fig. 6. 

5.4 Experiment on DB3 

In experiment 3, images from the Corel database [11] have been used. This database 
consists of a large number of images of various contents ranging from animal images to 
outdoor sports and natural images. These images have been pre-classified into different 
categories. Each category has 100 images. For our experiment, we have chosen 1000 
images to form DB3. These images are collected from ten different domains: Africans, 
Beach, Buildings, Buses, Dinosaurs, Elephants, Flowers, Horses, Mountains, Food. In 
this experiment, we set T as 20. As Fig. 7 shows, MLSBP performs better on average 
precision rate and average recall rate than other existing methods on DB3.  

 

(a) AP results of existing methods on DB3        (b) AR results of existing methods on DB3 

Fig. 7. Comparison of the MLSBP with other existing methods on DB3 

The accurate results of AP and AR are shown in Table 2. It is evident that MLSBP 
outperforms other existing methods, respectively in texture images and natural scene 
images. 

Table 2. The AP and AR results of all databases (The value in brackets is n in Formula.(12)) 
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6 Conclusion 

In this paper, we present a new texture feature descriptor referred to as MLSBP for 
CBIR. MLSBP not only extract the spatial distribution information of gray-level vari-
ation, but also extract the multi-scale texture feature from different scales of original 
image. However, MLSBP only depends on the gray image, but lose the color informa-
tion of natural scene image. So the retrieval results of natural images are not every 
good. At the same time, the dimension of MLSBP is very large, which will influence 
the retrieval efficiency. In the future, we will focus our research on how to reduce the 
dimension of MLSBP vectors and combine MLSBP with color features to improve 
the retrieval accuracy. 
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