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Abstract. Derive from practical needs, especially in tourism industry; landmark
recognition is an interesting and challenging problem on mobile devices. To ob-
tain the robustness, landmarks are described by local features with many levels of
invariance among which rotation invariance is commonly considered an important
property. We propose to eliminate orientation normalization for local visual descrip-
tors to enhance the accuracy in landmark recognition problem. Our experiments
show that with three different widely used descriptors, including SIFT, SURF, and
BRISK, our idea can improve the recognition accuracy from 2.3 to 12.6% while
reduce the feature extraction time from 2.5 to 11.1%. This suggests a simple yet ef-
ficient method to boost the accuracy with different local descriptors with orientation
normalization in landmark recognition applications.

1 Introduction

In context-aware environment, applications or services are expected to wisely rec-
ognize and understand current user contexts to generate adaptive behaviors. Context
information can be classified into external and internal contexts. External contexts
include information can be about location, time, or environmental factors such as
light condition, temperature, sound, or air pressure. Internal contexts are related to
information that mostly specified by users, e.g. events, plans, or even emotional
states. Various methods and systems are proposed to capture and process the wide
variety of context information, such as location-based services using network [1]
or GPS [2] data, sensor-based [3], audio-based applications [4], or visual based

Dai-Duong Truong · Chau-Sang Nguyen Ngoc · Vinh-Tiep Nguyen · Minh-Triet Tran
Faculty of Information Technology, University of Science, VNU-HCM, Vietnam
e-mail: {nvtiep,tmtriet}@fit.hcmus.edu.vn
Anh-Duc Duong
University of Information Technology, VNU-HCM, Vietnam
e-mail: ducda@uit.edu.vn

V.-N. Huynh et al. (eds.), Knowledge and Systems Engineering, Volume 1, 401
Advances in Intelligent Systems and Computing 244,
DOI: 10.1007/978-3-319-02741-8_34, © Springer International Publishing Switzerland 2014



402 D.-D. Truong et al.

systems, e.g. visual search [5], gesture recognition [6], natural scenes categoriza-
tion [7], template matching [8], etc. With the continuous expansion of capability
of personal devices and achievements in research, more and more approaches are
proposed to explore contexts to provide better ways to interact with users.

The portability of mobile devices helps people access information immediately
as needed. This property makes mobile devices become an essential and promis-
ing part of context-aware systems. Derive from social practical demands, especially
in tourism industry; landmark recognition is one of the problems with increasing
needs. This problem is a particular case of natural scene classification but limits
only for places of interest. Landmark recognition applications on mobile devices
usually use a general architecture in which the first step is extracting features from
captured images. The two most popular approaches for this step are dense sampling
[9] and local features extraction. Dense sampling can yield a high accuracy but re-
quire a high computational cost which may not be appropriate for mobile devices.
Our research focuses on providing a simple method to boost the accuracy of land-
mark recognition using the local feature approach.

Most of local feature based landmark recognition systems [10, 11, 12] take the
traditional approach using local descriptors with orientation normalization. How-
ever we show that it is not a good choice for landmark recognition problem. Our
idea is inspired by the result of Zhang [13] which shows that descriptors equipped
with different levels of invariance may not always outperform the original ones.
We take a further step to conduct experiments to prove that in landmark recogni-
tion problem, rotation invariance not only is unnecessary but also may decrease the
accuracy. This can be explained by the loss of discriminative information of a de-
scriptor during the computation process to make it rotation invariant. It should be
noticed that users tend to align their cameras so that images are usually captured in
landscape or portrait orientation. This makes rotation invariance become not much
efficient in this case.

In this paper, we present our proposed idea then experiments to show that the
elimination of the orientation normalization step can enhance the accuracy of com-
mon local features. We test three different descriptors, including SIFT, SURF, and
BRISK, that require identifying dominant orientation(s) and orientation normaliza-
tion. We use Bag of Visual Words (BoVWs) [14] which is the basic framework
of many state-of-the-art methods in the problem of landmark recognition. Experi-
ments are conducted on two standard datasets: Oxford Buildings [15] and Paris[16]
datasets. The remainder of our paper is organized as follows. In section 2, we briefly
introduce landmark recognition problem and some state-of-the-art approaches us-
ing BoVWs model. In section 3, we describe our proposal. Experimental results are
presented and discussed in section 4 while the conclusion and future work are in
section 5.

2 Background

One of the major goals of intelligent systems is to provide users natural and simple
ways to interact with while still get necessary inputs to generate the response. In
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order to achieve that, these systems need to be equipped with the capability to rec-
ognize external environment and context to generate appropriate behaviors. Visual
data is one of the most informative data source for intelligent systems. A popular
problem in vision based systems is static planar object recognition with a wide range
of applications, especially in augmented reality [17, 18]. The basic solution for this
problem is directly matching a query image with existing templates [8]. Different
measures can be used to obtain different levels of robustness and distinctiveness.
One limitation of template matching is that the relative positions of pixels to be
matched should be preserved. A small change in viewpoint may lead to a wrong
match. To overcome this disadvantage, proposed methods are mostly focus on effi-
cient ways to detect key points [19, 20], interest points that are stable to brightness,
illumination, and transformation variations, and describe them [21]. However, in
problems related to scene or object classification with a wide intra-class variation,
these methods are not good enough to provide an adequate accuracy. State-of-the-
art systems usually use highlevel presentations to eliminate this intra-class variation
[9, 14, 22].

To deal with the wide intra-class variation, state-of-the-art approaches in land-
mark recognition systems obtain a high-level presentation of features in images.
The method is called Bag of Features (BoFs) or Bag of Visual Words (BoVWs) [14].
This idea is borrowed from text retrieval problem where each document is described
by a vector of occurrence counts of words. In specific, a codebook containing a list
of possible visual words corresponding to common patches in scenes is built. Each
image will then be described by the histogram of distribution of these visual words.
Using a histogram, BoVWs loses the information about spatial distribution of these
visual words. Spatial Pyramid Matching (SPM) [22] solves this drawback by intro-
ducing a pyramid of histograms in which each histogram captures the distribution
of visual words in a specific region at a particular resolution. Locality-constrained
Linear Coding (LLC) [9] takes a further step to loosen the constraint that each fea-
ture can only belong to a single visual word. In LLC, each feature can belong to
several different visual words in its vicinity.

In existing methods of image classification and landmark recognition, uniform
dense sampling or local detectors are used to extract key points from images. De-
spite the advantage of high accuracy, dense sampling requires a high computational
cost which is impractical to mobile devices. Therefore, local detector is of prefer-
ence. The traditional way of using local detectors is taking features with as much
invariance as possible. Among the invariant properties of a local feature, rotation
invariance is considers an essential property. That is the reason why the orientation
normalization step is used in calculating descriptors of popular local features such
as SIFT, SURF, and BRISK.

In landmark recognition applications, each landmark appears in users images
with minor changes in orientation. Besides, a gyroscope, which is equipped on al-
most every smart phone, allows estimating the orientation of the image easily. These
factors make the rotation invariance of local feature become redundant. Inspired by
the result of Zhang [13] which shows that descriptors equipped with different lev-
els of invariance may not always outperform the original ones, combine with two
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observed properties of landmark recognition problem mentioned above, we propose
the idea of eliminating orientation information in extracting local features. In liter-
ature, the idea of eliminating orientation information used to be applied in SURF
[23]. However, the motivation of the authors is to optimize speed which is different
from our motivation. Georges Baatz [24] also conducts an experiment to compare
upright-SIFT, SIFT with zero-orientation, with traditional SIFT and concludes that
upright-SIFT give the better performance than SIFT. Nevertheless, this experiment
is conducted on a dataset containing landmarks whose orientations are normalized
to exactly zero. Clearly, this dataset is far different from reality and also cause no
rotation difficulty to upright- SIFT. In our experiments, we use standard datasets
whose images are collected from real life to prove that in general, eliminating ori-
entation information gives an enhancement in accuracy with variety of local features
(SIFT, SURF, and BRISK).

3 Proposed Method

In order to present and illustrate our proposed idea, we need to put the idea in the
context of a specific system so that the efficiency of the proposed idea can be eval-
uated. Through approaches mentioned in section 2, BoVWs is widely used as the
core framework for many state-of-the-art systems. Therefore, we also use BoVWs in
our proposal of using local features without orientation normalization to recognize
landmarks.

In section 3.1, we briefly describe the BoVWs method. We make a small modi-
fication in phase 1 local descriptors extraction to integrate the idea. In section 3.2,
we describe the orientation normalization processes of common local features and
explain why they cause different level of discriminative information loss. In section
3.3, we describe our system in details.

3.1 Bag of Visual Words (BoVWs)

Basically, BoVWs can be divided into six small phases which are described in spe-
cific below.

Phase 1: local descriptors extraction. Local features from all images in the train-
ing set are extracted. Depending on the problem requirements, various local features
can be used to obtain the local descriptors of each image.

Phase 2: codebook building. Every descriptor extracted from the training set is
clustered into k clusters. Then, descriptors in one cluster will be represented by the
cluster centroid. A centroid, which can be seen as a visual word, describes the most
common features of descriptors inside the cluster that are frequently repeated in
the images. The set of these visual words forms a codebook. In most systems, k-
means is used in the clustering phase. The higher the value of parameter k is, the
more discriminative properties of descriptors are preserved. Phase 1 and phase 2 of
BoVWs method are illustrated in Fig. 1.
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Fig. 1 Features extraction phase and codebook building phase of BoVWs

Phase 3: bag of visual words building. Each local descriptor is characterized by
its most similar visual word (nearest in distance). Then, instead of describing an
image by all of its local descriptors, the image is presented by a set of visual words.
The new representation of an image is conventionally called bag of visual words.
This phase is illustrated in Fig. 2.

Phase 4: pooling. We do not stop at representing an image by a list of visual
words but keep building a higher-level presentation. A histogram, which has the
equal size with the codebook, is taken by counting the number of times each visual
word appears in an image. The normalized histogram vectors are then used as the
input for the building model phase.

Fig. 2 Bag of Visual Words Building phase of BoVWs

Phase 5: model training. Many classification methods, such as Nave Bayes, Hi-
erarchical Bayesian models like Probabilistic latent semantic analysis (pLSA) and
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latent Dirichlet allocation (LDA), or support vector machine (SVM) with different
kernel, can be used in this phase to build the model.

Phase 6: prediction. To classify a landmark in an image, that image needs to go
through phase 1, 3, and 4. The output, which is a histogram vector, will be predicted
the label using the model obtained from phase 5. Fig. 3 illustrates this phase in
details.

Fig. 3 Predicting a new landmark using BoVWs model

3.2 Orientation Normalization Process

Let us take a further look into the orientation identifying schemes of common local
features to understand why it causes the loss of discriminative information. With
SIFT, at each pixel in the neighbor region of each key point, the gradient magni-
tude and orientation are computed using pixel differences. The orientation space
is divided into equal bins. Each neighbor pixel votes an amount determined by its
gradient magnitude weighted with a Gaussian centered at the key point for the bin
to which its gradient orientation belongs. The highest peaks in the histogram along
with peaks that are above 80% the height of the highest is chosen to be the orien-
tations of that key point. From Fig. 4, we can see that this orientation identifying
scheme is quite sensitive to the change of camera pose and light condition. A small
variance of these properties can lead to a significant change of dominant orientations
and result in a wrong classification.

SURF makes some modifications in the scheme of determining dominant orien-
tation of SIFT. At each pixel, SURF uses a Haar-wavelet to compute the gradient
vector. And instead of choosing multiple orientations for each key point, SURF
chooses only one. In comparison to SIFT, SURF provides a less sensitive method
to compute local gradient at each pixel. A small change in intensity value of a pixel
can be immediately reflected in SIFT local gradient. Whereas, it needs to be a trend
of a local region to be reflected in SURF local gradient. Moreover, SURF does not
yield different orientation descriptors for a key point which clearly makes it more
discriminative than SIFT. Therefore, SURF loses less discriminative information
than SIFT. Experiments in section 4 show that there is not much difference in per-
formance between SURF without orientation normalization and the original.

BRISK uses a more complex scheme. In a circle around the key point, which
contains n pixels, a local gradient will be obtained at each pair of pixels (from
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Fig. 4 Dominant orientations detected by SIFT of the same landmark spots at different view-
points and light conditions

n(n+ 1)/2 pairs) instead of each pixel like SIFT or SURF. The authors smooth
the intensity values of two points in a pair by a Gaussian with σ proportional to the
distance between the points. The local gradient is computed using smooth intensity
differences. Instead of using bins partition and voting scheme, BRISK directly com-
putes the orientation of the key point by taking the average local gradients of the pair
of pixels whose distance over a threshold. Therefore, BRISK prefers long-distance
pairs than short-distance pairs. It makes BRISK gradient become less local. This
leads to a huge loss of discriminative information which can be seen in section 4.

In conclusion, the rotation invariance is not necessary in the problem of landmark
recognition. Moreover, rotation invariant descriptor might reduce the classification
performance. Besides, different orientation identification schemes cause different
levels of loss of discriminative information. In order to confirm our hypothesis, in
the experiments section, we test through SIFT, SURF, and BRISK on the Oxford
Buildings and the Paris dataset.

3.3 Our Specific System

As mention above, we use the BoVWs model to evaluate the performance of our pro-
posal. In phase 1, we respectively detect key points using detectors of SIFT, SURF,
and BRISK. With the set of key points detected by SIFT detector, we describe them
by two ways. The first way is using the original SIFT descriptor. The second way is
using SIFT descriptor but ignoring the step of rotating the patch to its dominant ori-
entation. We also eliminate key points differed only by their dominant orientation.
After this phase, with the set of SIFT key points, we obtain two sets of descriptors:
original SIFT descriptors and SIFT without orientation normalization descriptor. In
a similar way, with each set of SURF and BRISK key points, we have two sets
of descriptors. In phases 2, we use k-means clustering with k-means++ algorithm
for choosing initial centroids. We test through different sizes of codebook which
range from 512 to 4096 with step 512. We use SVM in phase 5 to train the model.
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Multiple binary one-against-one SVM models were obtained to form a multi-class
SVM model.

4 Experiments Result

In this session, we report the results of our idea when applied to BoVWs. Experi-
ments are conduct on two standard datasets for landmark recognition problem: Ox-
ford Buildings and Paris. We test through three different local descriptors, which are
SIFT, SURF, and BRISK, with varieties of codebook sizes to confirm the efficiency
of eliminating orientation information.

4.1 Oxford Buildings

The Oxford Buildings dataset [15] consists of 5062 images from 11 different land-
marks. These images range between indoor and outdoor scenes with a great variation
in light conditions and viewpoints. Landmarks in some images are difficult to iden-
tify because of cluttered backgrounds and occlusions. The similarity of buildings
in the dataset even make the classification becomes harder. Some images from the
dataset are presented in Fig. 5.

Fig. 5 Some images from the filtered Oxford Buildings dataset

Because images in the Oxford Buildings dataset appear both indoor and outdoor,
we filter out the dataset to keep only outside scenes which are suitable for the prob-
lem of landmark recognition. All the images in the filtered dataset are resized to
be no larger than 640× 480 pixels for faster computation. We randomly divide the
filtered dataset into 2 subsets: 80% for training purpose and 20% for testing. The
codebook and the classification model are built on the training set while samples
from test set are used to compute the testing accuracy. We repeatedly run this pro-
cess 5 times. The average testing accuracy is taking for the final result.

We denote SIFT*, SURF*, BRISK* respectively are SIFT, SURF, BRISK de-
scriptor without orientation information.
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Table 1 Accuracy (%) of descriptors with and without orientation information on the Oxford
Buildings dataset

Codebook Size
Descriptor 512 1024 1536 2048 2560 3072 3584 4096

SIFT 71.80 74.36 75.21 76.92 81.20 76.92 78.63 76.92
SIFT* 79.83 79.83 81.54 81.37 82.05 81.37 81.37 81.20

SURF 80.34 80.34 81.20 82.91 82.05 82.91 85.47 83.76
SURF* 81.20 82.90 83.76 85.47 88.03 87.18 88.03 87.18

BRISK 51.45 54.87 55.56 59.83 57.61 57.44 57.44 55.21
BRISK* 67.01 70.43 70.43 70.09 67.69 69.74 67.18 67.86

Fig. 6 The experiment result on the Oxford Buildings dataset

The experiment result shows that with or without orientation information, SURF
yields the highest precision. On the other hand, BRISK gives the lowest recogni-
tion accuracy. Even though landmarks from the dataset do not always appear in the
same orientation (Fig. 5), the experiment shows that descriptors without orientation
normalization still yield a better performance in comparison to orientation-invariant
ones. Table 1 and Fig. 6 show that this elimination gives a remarkable enhance-
ment: on average, it helps boost the accuracy about 4.6% on SIFT, 3.1% on SURF,
and 12.6% on BRISK. From the amount of classification performance enhancement
of each descriptor, we can conclude that SURF orientation identifying scheme is the
one causing least loss of discriminative information. In contrast, BRISK causes a
huge loss which means the proposal can give a significant improvement to BRISK.
In the best case, it can even raise the accuracy about 15.6%. Another conclusion can
be derived from the experiment is that larger codebook size does not always increase
the performance while it costs more time for building codebook and training model.
In this case, the best codebook size lies between 2048 and 2056.
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4.2 Paris

In a similar way to the Oxford buildings dataset, the Paris dataset [16] is collected
from Flickr by searching for particular Paris landmarks. The dataset consists of 6412
images from 10 classes. In comparison to the Oxford Buildings dataset, the Paris
dataset presents an easier challenge. Landmarks are less obscured. Also, the dissim-
ilarity between classes is quite clear. Some images from the dataset are presented in
Fig. 7.

Fig. 7 Some images from the filtered Paris dataset

We conduct a similar experiment to experiment 1. The dataset is filtered and
resized and randomly divided into 2 subsets: training set and test set. The classifi-
cation performances of 3 pairs of descriptors are respectively examined on a variety
of codebook sizes.

Table 2 Accuracy (%) of descriptors with and without orientation information on the Paris
dataset

Codebook Size
Descriptor 512 1024 1536 2048 2560 3072 3584 4096

SIFT 82.19 85.29 85.48 86.84 85.81 85.74 86.32 86.32
SIFT* 86.45 87.36 87.81 89.23 89.03 89.03 88.90 89.68

SURF 83.87 87.74 88.07 87.74 89.68 89.03 90.32 89.68
SURF* 83.55 88.07 89.03 88.71 90.00 90.00 89.36 89.03

BRISK 58.97 61.42 61.03 62.77 61.29 61.68 61.55 60.39
BRISK* 71.03 72.71 72.65 74.58 75.10 74.97 75.42 74.84

Through Table 2 and Fig. 8 we can see that the proposal continue to bring a re-
markable enhancement: about 2.9% on SIFT, 0.3% on SURF, and 12.8% on BRISK.
It is not surprising that all three descriptors yield better results on the Paris dataset
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Fig. 8 The experiment result on the Paris dataset

than on the Oxford Buildings dataset. This confirms the hypothesis that the Paris
dataset introduces an easier challenge than the Oxford Buildings dataset. Besides,
it can be seen form Fig.8 that eliminating orientation information does not always
enhance the performance of SURF. However, in most of the cases, it helps boost the
accuracy. Moreover, time to extract feature can be save up to 2.5 to 11.1% depend
on specific feature.

5 Conclusion

In this paper, we propose the idea of eliminating orientation normalization in cal-
culating visual local descriptors to be applied in landmark recognition problem.
The proposal can improve the overall recognition performance of different com-
monly used local descriptors, such as SIFT, SURF, and BRISK, with a remarkable
improvement (12.6% in the best case) while cut down the duration for extracting
features. This provides a simple way to boost the efficiency of landmark recognition
systems in general.

The results in this paper encourage us to further study and develop landmark
recognition systems with more advanced and complex methods, such as LLC or
SPM. Besides, we also study to apply results in the field of neuroscience, such as
autoencoder, to enhance the accuracy of landmark recognition systems.
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Program in Computer Science, University of Science.
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