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Abstract. In text categorization, term weighting is the task to assign weights to
terms during the document presentation phase. Thus, it affects the classification
performance. In this paper, we propose a new term weighting scheme logt f .r fmax.
It is an improvement to tf.rf − one of the most effective term weighting schemes to
date. We conducted experiments to compare the new term weighting scheme to tf.rf
and others on common text categorization benchmark data sets. The experimental
results show that logt f .r fmax consistently outperforms tf.rf as well as other schemes.
Furthermore, our new scheme is simpler than tf.rf.

1 Introduction

The task of text categorization is to classify documents into predefined categories.
Text categorization has been studied extensively in recent years [12]. In the vector
model, each document is presented as a vector of terms. Each vector component
contains a value presenting how much the term contributes to the discriminative
semantics of the document. The goal of a term weighting method is to assign appro-
priate weights to terms in order to achieve high classification performance.

Term weighting methods can be divided into two categories, namely, supervised
term weighting method and unsupervised term weighting method [8]. The tradi-
tional term weighting methods such as binary, tf, tf.idf [11], belong to the unsu-
pervised term weighting methods. The other term weighting methods (for example,
tf.χ2 [3]), that make use of the prior information about the membership of train-
ing documents in predefined categories, belong to the supervised term weighting
methods.
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The supervised term weighting method tf.rf [8] showed consistently better per-
formance than many other term weighting methods in experiments using SVM and
kNN, two of the most commonly-used algorithms for text categorization [14]. The
OneVsAll approach used in [8] transforms the multi-label classification problem of
N categories into N binary classification problems, each of which associates with
a different category. For each term, tf.rf requires N rf values, each for a binary
classification problem.

In this paper we present a new term weighting scheme logt f .r fmax, an improve-
ment to tf.rf. Our scheme requires a single rf value for each term for a multi-label
classification problem. Moreover, it uses logtf = log2(1.0 + tf) instead of tf. Our ex-
perimental results show that our scheme is consistently better than tf.rf and others.

The rest of paper is organized as follows. Section 2 reviews related works. Our
new improved term weighting method is described in Section 3. Section 4 and Sec-
tion 5 report our experimental settings and results, as well as our disscusion. Finally,
we draw conclusions in Section 6.

2 Related Works

In this section, we give a brief overview of the existing term weighting methods. We
also describe the feature selection method CHImax which relates to an improvement
in our new term weighting scheme.

2.1 Traditional Term Weighting Methods

Generally, the traditional term weighting methods are rooted from the information
retrieval field and they belong to the unsupervised term weighting methods. The
simplest binary term weighting method assigns 1 to all terms in a document in the
vector representation phase. The most widely-used term weighting approaches in
this group is tf.idf. tf is the frequency of a term in a document and idf is the inverse
document frequency of a term. tf has various variants which use the logarithm op-
eration such as log(tf), log(1 + tf), 1 + log(tf) [9]. The goal of logarithm operation
is to scale down the effect of noisy terms.

2.2 Supervised Term Weighting Methods

The supervised term weighting methods are the ones that make use of the prior
information about the membership of training documents in predefined categories
to assign weights to terms. One way to use this known information is to combine tf
and a feature selection metric such as χ2, Information Gain, Gain Ratio [3], [2].

tf.rf is the supervised term weighting method that combines tf and rf (rele-
vance frequency) factor which proposed by Lan et al. [8]. As said in Introduction,
OneVsAll transforms a multi-label classification problem into N binary classifica-
tion problems, each relates to a category which is tagged as the positive category



A New Improved Term Weighting Scheme for Text Categorization 263

and all other categories in the training set are grouped into the negative category.
Each term t requires one rf value in each category Ci, and this value is computed as
follows:

r f (Ci) = log2(2+
a
c
). (1)

where, a is the number of documents in category Ci which contains t and c is the
number of documents not in category Ci which contains t. The purpose of rf is to
give more weight to terms which help classify documents into the positive category.

2.3 Feature Selection Method CHImax

CHI is a feature selection method using the χ2 statistic, which is used to compute
score of a term t in a category Ci as bellow:

χ2(t,Ci) = N ∗ (a ∗ d− b ∗ c)2

(a+ c)∗ (b+ d)∗ (a+b)∗ (c+d)
. (2)

a is the number of documents in category Ci which contain t, b is the number of
documents in category Ci which do not contain t, c is the number of documents not
in category Ci which contains t, d is the number of documents not in category Ci

which do not contain t, N is the total number of documents in the training set.
For the multi-label classification problem which is transformed by the OneVsAll

method, each feature is assigned a score in each category as described in 2. Then
all these scores are combined into a single final score base on a function such as
max or average. Finally, all features are sorted by final scores in descending order
and top p highest score features are selected. The levels of p are optional. CHImax

and CHIavg are two CHI feature selections that use max and average to combine all
scores, respectively. Following [10], CHImax performs better than CHIavg.

3 Our New Improved Term Weighting Method

As said before, for each term in a multi-label classification problem, tf.rf uses N
rf values, each of them for a different binary classifier. Meanwhile, our scheme,
which also uses OneVsAll method, assigns a single r fmax(maximum of all rf ) for
each term for all binary classiffiers. By this way, the weight of a term is now corre-
sponded to the category that this term repesents the most. This approach is similar
to the one used in the CHImax feature selection method described in Section 2. Our
experimental results (see Section 5) show that this improvement helps to increase
classification performance.

One consequence of making use of the highest value is that our scheme is simpler
than tf.rf. For a N-class problems, the tf.rf requires N vector representations for each
document, one for each binary classificatier. Meanwhile, our scheme need only one
presentation for all N binary classifiers.
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Our other observation is that tf.rf has the lower result than rf in some cases as
described in [8]. We believe that the reason of the problem is the impact of noisy
terms that repeated many times in a document. Table 1 illustrates this point.

Table 1 Examples of two terms which have different tf and log2(1 + tf)

term tf log2(1+tf)

song 2 1.58
the 10 3.45

Clearly, benefit (a common word occuring in many categories) is a noisy term.
According to tf scheme, the ratio of weight of the and song is 5:1. Meanwhile,
this ratio becomes 3.45:1.58 by log2(1+tf) scheme. In other words, the effect of the
is scaled down by log2(1+tf) scheme. We tried to combine rf or r fmax with logtf
instead of tf as to improve the classification results. In our experiments, schemes
using logtf show better performance than others using tf on two data sets.

To sum up, our new improved term weighting method computed weight for a
term t as follows:

logt f .r fmax = log2(1.0+ t f )∗ N
max
i=1

{r f (Ci)} (3)

where tf is the frequency of t, N is the total number of categories, rf(Ci) is defined
in equation 1 Section 2.

4 Experiments

This section describes the experimental settings, including data corpora, inductive
learning algorithm and performance measures.

4.1 Data Corpora

We used the Reuters News corpus and the 20 Newsgroups corpus - the two com-
monly used benchmark data sets. We choose these data sets so as to our results can
be compared with others, especially those reported in [8].

4.1.1 Reuters News Corpus

1. The Reuters-21578 corpus contains the 10794 news stories, including 7775 docu-
ments in the training set and 3019 documents in the test set. There are 115 categories
that has at least 1 training documents. We have conducted experiments on Reuter

1 Reuters-21578 corpus can be downloaded from
http://www.daviddlewis.com/resources/testcollections/
reuters21578/

http://www.daviddlewis.com/resources/testcollections/reuters21578/
http://www.daviddlewis.com/resources/testcollections/reuters21578/
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top ten (10 largest categories in this corpus) and each document may be categorized
in more than one category. In text preprocessing phase, 513 stop words, numbers,
words containing single char and words occurring less than 3 times in the training
were removed. The resulting vocabulary has 9744 unique words (features). By us-
ing CHImax for feature selection, the top p ∈ {500, 2000, 4000, 6000, 8000, 10000,
12000} features are tried. Besides, we also used all words in the vocabulary.

The categories in the Reuters News corpus have the skewed distribution. in the
training set, the most common category (earn) accounts for 29% of the total number
of samples, but 98% of the other categories have less than 5% samples.

4.1.2 20 Newsgroups Corpus

2. The 20 Newsgroups corpus (20NG) is a collection of roughly 20,000 newsgroup
documents, divided into 20 newsgroups. Each newsgroup corresponds to a different
topic. After removing duplicates and headers, the remaining documents are sorted
by date. The training set contains 11314 documents (60%) and 7532 documents
(40%) belong to the test set. In text preprocessing phase, 513 stop words, words
occurring less than 3 times in the training or words containing single char were
removed. There are 37172 unique words in vocabulary. We used CHImax for feature
selection, the top p ∈ {500, 2000, 4000, 6000, 8000, 10000, 12000, 14000, 16000}
were selected.

The 20 categories in the 20 Newsgroups corpus have the rough uniform distribu-
tion. This distribution is different from the category distribution in the Reuters News
corpus.

4.2 Inductive Learning Algorithm

We used linear SVM algorithm since it has shown better performance than other
algorithms in the prior studies [4], [7]. In addition, for SVM methods, linear kernel
is simpler but as good as other kernels like RBF [6]. The linear SVM library we
used is LIBLINEAR 1.93 [5].

4.3 Performance Evaluation

Measures for a category are generally precision (p), recall (r) and F1 [16]. F1 is a
combination of precision and recall and it is defined as bellow:

F1 =
2.p.r
p+ r

. (4)

F1 is used to balance out precision and recall since we can normally not have
both high precision and recall at the same time. To evaluate the performance of all

2 The 20 Newsgroups corpus can be downloaded from
http://people.csail.mit.edu/jrennie/20Newsgroups/

http://people.csail.mit.edu/jrennie/20Newsgroups/
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categories in a multi-label classification problem, we have two averaging methods
for F1, namely micro−F1 and macro−F1. Micro−F1 is dependent on the large cat-
egories while macro−F1 is influenced by the small categories as described in [12].
By using these measures, our results are comparable with other results, including
those in [8].

5 Results and Discussion

We will describe the experimental results and discussion in this section. In addition
to binary, tf, tf.rf, rf, logtf.rf, we used tf.rf max, rf max, logtf.rf max that schemes use
r fmax instead of rf. The experimental results of these eight term weighting methods
with respect to micro−F1 and macro−F1 measure on the Reuter News corpus and
the 20NG corpus reported from Figure 1 to Figure 4. Each line in the figures shows
the performance of each term weighting method at different of features selection
levels.

5.1 Results on the 20NG Corpus

Figure 1 shows the results in term of micro− F1 on the 20NG corpus. Gener-
ally, the micro− F1 values of all methods increase when the number of selected
features increases. logt f .r fmax and r fmax are consistently better than others at all
feature selection levels. Almost all term weighting methods achieve their peak at a
feature size around 16000 and the best three micro−F1 values 81.27%, 81.23% and
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Fig. 1 micro−F1 measure of eight term weighting schemes on 20NG with different numbers
of features
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Fig. 2 macro−F1 measure of eight term weighting schemes on 20NG with different numbers
of features

80.27% are reached by using logt f .r fmax, r fmax and logtf.rf, respectively. tf.rf and
rf reach their peak of 79.46% and 79.94%.

Figure 2 depicts the results in term of macro− F1 on the 20NG corpus. The
trends of the lines are similar to those in Figure 1. logt f .r fmax and r fmax are better
than other schemes at all different numbers of selected features.

5.2 Results on the Reuter News Corpus

Figure 3 shows the results with respect to micro−F1 on the Reuters News corpus.
From 6000 features onwards, the micro−F1 values generally increase. logt f .r fmax

and t f .r fmax are consistently better than others as the level of feature selection is
bigger than 8000. Almost all term weighting methods achieve their peak at the full
vocabulary. The best three micro−F1 values 94.23%, 94.20% and 94.03% achieved
by using t f .r fmax, logt f .r fmax and tf.rf. Scheme r fmax and rf account for 93.50%
and 93.10% at the full vocabulary.

Figure 4 depicts the results in term of macro−F1 on the Reuters News corpus.
The performances of eight schemes fluctuate as the number of selected features is
smaller than 8000. From this point onwards, logt f .r fmax and logtf.rf are schemes
that are consistently better than others.

Our experimental results confirm the classification results of tf.rf and rf (the
peaks and trends) as reported in [8]. Firstly, tf.rf shows consistently better than rf, tf
and binay on the Reuter News corpus (Figure 3). Moreover, the performance of rf
is better than tf.rf, tf and binary on the 20NG corpus.
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Fig. 3 micro−F1 measure of eight term weighting schemes on Reuter with different numbers
of features
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Fig. 4 macro−F1 measure of eight term weighting schemes on Reuter with different num-
bers of features

5.3 Observations

There are some our observations of schemes with our proposed improvements:
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• The schemes used r fmax factors are better than other schemes with rf factor.
Specifically, t f .r fmax, logt f .r fmax and r fmax are better than tf.rf, logtf.rf and rf,
respectively in all Figures.

• The schemes used logtf factor yield better performance than others used tf fac-
tor on the 20NG corpus (Figure 1 and Figure 2). On the Reuter News corpus,
the schemes used logtf have a comparably good performance as the schemes
used tf (Figure 3 and Figure 4).

• logt f .r fmax, a combination of two improvements, has a comparably good per-
formance as t f .r fmax and r fmax, two best schemes on the Reuter News corpus
and the 20NG corpus, respectively.

• logt f .r fmax shows significantly better than tf.rf on the 20NG corpus and consis-
tently better than tf.rf on the Reuter News corpus as the level of feature selection
exceed 6000.

In brief, logt f .r fmax steadily has higher performance than other shemes in our
experiments.

6 Conclusions

In this study, we have introduced a newly term weighting scheme logt f .r fmax that
apply two improvements to tf.rf - one of the best term weighting schemes to date.
Firstly, our scheme requires a single rf value for each term while tf.rf requires many
rf values in a the multi-label classification problem. Second, our scheme used logtf
instead of tf. The experimental results show that our newly term weighting scheme
is consistently better than tf.rf and others on two data sets with the different category
distribution.

For future works, we will use other classification methods (for example kNN) as
well as text corpuses to further validate logt f .r fmax.
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