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Preface

Educational Data Mining (EDM) is a new discipline based on the Data Mining
(DM) grounds (i.e., the baseline is composed of models, tasks, methods, and
algorithms) to explore data from educational settings to find out descriptive pat-
terns and predictions that characterize learners behaviors and achievements,
domain knowledge content, assessments, educational functionalities, and
applications.

This book introduces concepts, models, frameworks, tasks, methods, and
algorithms, as well as tools and case studies of the EDM field. The chapters make
up a sample of the work currently achieved in countries from the five continents,
which illustrates the world labor of the EDM arena. According to the nature of the
contributions accepted for this volume, four kinds of topics are identified as
follows:

• Profile shapes a conceptual view of the EDM. It provides an introduction of the
nature, purpose, components, processes, and applications. Through this section,
readers are encouraged to: make an incursion in the EDM field, facilitate the
extraction of source data to be mined, and acquire consciousness of the use-
fulness of this sort of approaches to support education policies.

• Student Modeling is an essential functionality of Computer-Based Educational
Systems (CBES) to adapt their performance according to users needs. Most of
the EDM approaches are oriented to characterize diverse student traits, such as:
behavior, acquired domain knowledge, personality, and academic achievements
by means of machine learning methods.

• Assessment evaluates learners’ domain knowledge acquisition, skills develop-
ment, and achieved outcomes, as well as reflection, inquiring, and sentiments
are essential subjects to be taken into account by CBES. The purpose is to
differentiate student proficiency at the finer grained level through static and
dynamic testing, as well as online and offline assessment.

• Trends focus on some of the new demands for applying EDM, such as text
mining and social networks analysis. Both targets represent challenges to cope
with huge, dynamical, and heterogeneous information that new generations of
students produce in their every day life. These paradigms represent new edu-
cational settings such as: ubiquitous-learning and educational networking.
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This volume is the result of one year of effort, where more than 30 chapters
were rigorous peer reviewed by a team of 60 reviewers. After several cycles of
chapter submission, revision, and tuning based on the Springer quality principles,
16 works were approved, edited as chapters, and organized according to the prior
four topics. So the Part I corresponds to Profile that includes Chaps. 1–3; the Part
II represents Student Modeling, which embraces Chaps. 4–8; the Part III concerns
Assessment and has Chaps. 9–12; the Part IV is related to Trends through
Chaps. 13–16. A profile of the chapters is given next:

1. Chapter 1 provides a bibliographic review of studies made in the field of
Educational Data Mining (EDM) to identify diverse aspects related to tech-
niques and contributions in the field of computer-based learning. Authors
pursue to facilitate the use and understanding of Data Mining (DM) techniques
to help the educational specialists to develop EDM approaches.

2. Chapter 2 overcomes the lack of data preprocessing literature through the
detailed exposition of the tasks involved to extract, clean, transform, and
provide suitable data worthy to be mined. The work depicts educational
environments and data they offer; as well as gives examples of Moodle data
and tools.

3. Chapter 3 illustrates how EDM is able to support government policies devoted
to enhance education. The work shapes the context of basic education and how
the government aims at reforming the current practices of evaluation to aca-
demics and students. Several findings extracted from surveys are shown to
highlight the opinion of the community and provide an initial diagnostic.

4. Chapter 4 presents the Student Knowledge Discovery Software, a tool to
explore the factors having an impact on the student success based on student
profiling. Authors deeply outline how to implement the software to help
educational organizations to better understand knowledge discovery
processes.

5. Chapter 5 explains how to automate the detection of student’s personality and
behavior in an educational game called Land Science. The work includes a
model to learn vector space representations for various extracted features.
Learner personality is detected by combining the features spaces from psy-
cholinguistics and computational linguistics.

6. Chapter 6 attempts to predict student performance to better adjust educational
materials and strategies throughout the learning process. Thus, authors design
a multichannel decision fusion approach to estimate the overall student per-
formance. Such an approach is based on the performance achieved in
assignment categories.

7. Chapter 7 explores predictive modeling methods for identifying students who
will most benefit from tutor interventions. Authors assert how the predictive
capacity of diverse sources of data changes as the course progresses, as well as
how a student’s pattern of behavior changes during the course.

8. Chapter 8 predicts learner achievements by recording learner eye movements
and mouse click counts. The findings claim: the most important eye metrics
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that predict answers in reasoning questions include total fixation duration,
number of mouse clicks, fixation count, and visit duration.

9. Chapter 9 focuses on coherence expressed in research protocols and thesis.
Authors develop a coherence analyzer that employs Latent Semantic Analysis
to mine domain knowledge. The analysis outcomes are used to grade students
and provide online support with the aim at improving their writings.

10. Chapter 10 tailors an approach to automatically generate tests. It recognizes
competence areas and matches the overall competence level of target students.
The approach makes use of a concept map of programming competencies and
a method for estimating the test item difficulty. The contribution is evaluated
in a setting where its results are compared against a solution that randomly
searches within the item space to find an adequate test.

11. Chapter 11 outlines methods oriented to support teachers’ understanding of
students’ activities on Exploratory Learning Environments (ELE). The work
includes an algorithm that intelligently recognizes student activities and
visualization facilities for presenting these activities to teachers. The approach
is evaluated using real data obtained from students using an ELE to solve six
representative problems from introductory chemistry courses.

12. Chapter 12 adopts the concept of entropy from information theory to find the
most dependent test items in student responses. The work defines a distance
metric to estimate the amount of mutual independency between two items that
is used to quantify how independent two items are in a test. The trials show:
the approach for finding the best dependency tree is fast and scalable.

13. Chapter 13 proposes ReaderBench, an environment for assessing learner
productions and supporting teachers. It applies text mining to perform:
assessment of the reading materials, assignment of texts to learners, detection
of reading strategies, and comprehension evaluation to fostering learner’s self-
regulation process. All of these tasks were subject of empirical validations.

14. Chapter 14 analyzes a data set consisting of student narrative comments that
were collected using an online process. The approach uses category vectors to
depict instructor traits and a domain-specific lexicon. Sentiment analysis is
also used to detect and gauge attitudes embedded in comments about each
category. The approach is useful to instructors and administrators, and is a
vehicle to analyze student perceptions of teaching to feedback the educational
process.

15. Chapter 15 introduces E-learning Web Miner, a tool that assists academics to
discover student behavior profiles, models of how they collaborate, and their
performance with the purpose of enhancing the teaching-learning process. The
tool applies Social Network Analysis (SNA) and classification techniques.

16. Chapter 16 depicts an approach to assess the students’ participation by the
analysis of their interactions in social networks. It includes metrics for ranking
and determining roles to analyze the student communications, the forming of
groups, the role changes, and the interpretation of exchanged messages.
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Chapter 1
Which Contribution Does EDM Provide
to Computer-Based Learning
Environments?

Nabila Bousbia and Idriss Belamri

Abstract Educational Data Mining is a new growing research area that can be
defined as the application of data mining techniques on raw data from educational
systems in order to respond to the educational questions and problems, and also to
discover the information hidden after this data. Over the last few years, the pop-
ularity of this field enhanced a large number of research studies that is difficult to
surround and to identify the contribution of data mining techniques in educational
systems. In fact, exploit and understand the raw data collected from educational
systems can be ‘‘a gold mine’’ to help the designers and the users of these systems
improving their performance and extracting useful information on the behaviors of
students in the learning process. The use of data mining techniques in e-learning
systems could be very interesting to resolve learning problems. Researchers’
ambition is to respond to questions like: What can predict learners’ success?
Which scenario sequence is more efficient for a specific student? What are the
student actions that indicate the learning progress? What are the characteristics of
a learning environment allowing a better learning? etc. The current feedback
allows detecting the usefulness of applying EDM on visualizing and describing the
learning raw data. The predictions take also an interest, particularly the prediction
of performance and learners’ behaviors. The aim of this chapter is to establish a
bibliographic review of the various studies made in the field of educational data
mining (EDM) to identify the different aspects studied: the analyzed data, the
objectives of these studies, the used techniques and the contribution of the
application of these techniques in the field of computer based learning. The goal is
not only to list the existing work but also to facilitate the use and the understanding
of data mining techniques to help the educational field specialists to give their
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feedback and to identify promoter research areas in this field to be exploited in the
future.

Keywords EDM � Learner’s behavior � Prediction of student’s performance �
Computer based learning environments (CBLE)

Abbreviations

CBLE Computer based learning environment
DM Data mining
EDM Educational data mining
ITS Intelligent tutoring system
KDD Knowledge discovery in databases
KT Knowledge tracing
LA Learning analytics
LAK Learning analytics and knowledge
LMS Learning management system
NMF Non-negative matrix factorization
SNA Social network analysis

1.1 Introduction

EDM is an emerging discipline, with a suite of computational and psychological
methods and research approaches for understanding how students learn, and the
settings which they learn in [1].

Data of interest is not restricted to interactions of individual students with an
educational system (e.g., navigation behavior, input to quizzes and interactive
exercises) but might also include data from collaborating students (e.g., text chat),
administrative data (e.g., school, school district, teacher), demographic data (e.g.,
gender, age, school grades), and data on student affect (e.g., motivation, emotional
states) [2].

EDM can be applied to assess students’ learning performance, to improve the
learning process and guide students’ learning, to provide feedback and adapt
learning recommendations based on students’ learning behaviors, to evaluate
learning materials and courseware, to detect abnormal learning behaviors and
problems, and to achieve a deeper understanding of educational phenomena [3].

For example, Ayesha et al. [4] described the use of k-means clustering algo-
rithm to predict student’s learning activities. Pal [5] used machine learning
algorithm to find students which are likely to drop out their first year of engi-
neering. Parack et al. [6] used multiple data mining algorithms for student profiling
and grouping based on their academic records such as exam scores, term work
grades, attendance and practical exams.
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As the number of EDM studies found in the literature is growing considerably
over the last few years, we aim in this chapter to establish a bibliographic review
of these studies. Our goal is to discuss the data mining methods and tools used in
computer based learning environments to analyze learners’ behaviors and per-
formance in order to facilitate the use and the understanding of data mining
techniques to help the educational field specialists to give their feedback and to
identify promoter research areas in this field to be exploited in the future.

Therefore, the remaining of the chapter is organized as follows: Sect. 1.2 is
devoted to give a detailed view of the EDM field: definition, related areas, goals,
methods, the analyzed data, process and the used tools. Section 1.3 presents some
examples dealing with the two principal EDM applications: analyzing learners’
behaviors and predicting learners’ performance. We compare and discuss these
examples according to their goals, the analyzed data and the used methods. We
end the chapter with a conclusion in Sect. 1.4.

1.2 Educational Data Mining

1.2.1 Definition

Different definitions have been provided for the term ‘Educational Data Mining’ or
EDM. Educational data mining is defined by the journal of educational data mining1

and Baker [1] as ‘‘an emerging discipline, concerned with developing methods for
exploring the unique types of data that come from educational settings, and using
those methods to better understand students, and the settings which they learn in’’.

This definition does not mention data mining; open to exploring and developing
other analytical methods that can be applied to educationally related data [7].

However, in [8] the authors precise that: ‘‘EDM is both a learning science, as
well as a rich application area for data mining, due to the growing availability of
educational data. It enables data-driven decision making for improving the current
educational practice and learning material’’.

In the same way, Romero and Ventura [9, 10] define EDM as ‘‘the application
of data mining (DM) techniques to specific type of dataset that come from edu-
cational environments to address important educational questions’’.

Although different in some details, these definitions share an emphasis on
discovering knowledge based on educational data to improve educational systems.
Note also that the definition of EDM is often confused with ‘learning analytics’
defined on the LAK (Learning Analytics and Knowledge) website as ‘‘the mea-
surement, collection, analysis and reporting of data about learners and their
contexts, for purposes of understanding and optimizing learning and the envi-
ronments in which it occurs’’ [11].

1 http://www.educationaldatamining.org/JEDM/ visited on August 6, 2013.
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Although there is no hard and fast distinction between these two fields, they have
had somewhat different research histories and are developing as distinct research
areas [12]. The objective of this chapter is not to draw up a comparative study
between these two concepts (comparisons and details can be found in [10–12]).

However, we think worth mentioning that this field is the most related to the
EDM field, as they share many goals and it is often difficult to differentiate if an
application fits into one or the other of the two areas. The next subsection presents
the related fields to EDM.

1.2.2 Areas in Relation to EDM

EDM can be drawn as the combination of three main areas (Fig. 1.1): computer
science, education, and statistics. The intersection of those three areas also forms
other subareas closely related to EDM such as learning analytics (LA), CBLE, DM
and machine learning [10].

As an interdisciplinary area, EDM uses methods and applies techniques from
statistics, machine learning, data mining, information retrieval, recommender
systems, psycho-pedagogy, cognitive psychology, psychometrics, etc. The choice
of which method or technique should be used depends on the addressed educa-
tional issue.

1.2.3 Objectives of the EDM

In the last several years, EDM has been applied to address a wide number of goals
that are all parts of the general objective of improving learning [10]. Several
studies [1, 8, 10, 12, 13] dress a list of these objectives.

Romero and Ventura [10] proposed to classify EDM objectives depending on
the viewpoint of the final user (learner, educator, administrator, and researcher)
and the problem to resolve:

Fig. 1.1 Areas in relation
with EDM [10]
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• Learners. To support a learner’s reflections on the situation, to provide adaptive
feedback or recommendations to learners, to respond to student’s needs, to
improve learning performance, etc.

• Educators. To understand their students’ learning processes and reflect on their
own teaching methods, to improve teaching performance, to understand social,
cognitive and behavioral aspects, etc.

• Researchers. To develop and compare data mining techniques to be able to
recommend the most useful one for each specific educational task or problem, to
evaluate learning effectiveness when using different settings and methods, etc.

• Administrators. To evaluate the best way to organize institutional resources
(human and material) and their educational offer.

This view point clearly shows the benefit of EDM applications to the end user,
but it is difficult to classify all EDM application goals according to these four
actors, especially when an objective is related to more than one actor. That is why,
based on the work of [1, 12–14] that focused on the related research goal of EDM
applications, we distinguish between the following EDM general goals:

• Student modeling. User modeling in the educational domain incorporates such
detailed information as students’ characteristics or states such as knowledge,
skills, motivation, satisfaction, meta-cognition, attitudes, experiences and
learning progress, or certain types of problems that negatively impact their
learning outcomes (making too many errors, misusing or under-using help,
gaming the system, inefficiently exploring learning resources, etc.), affect,
learning styles, and preferences. The common objective here is to create or
improve a student model from usage information.

• Predicting students’ performance and learning outcomes. The objective is to
predict a student’s final grades or other types of learning outcomes (such as
retention in a degree program or future ability to learn), based on data from
course activities. Examples of predicting student’s performance can be found in
Sect. 1.3.

• Generating recommendation. The objective is to recommend to students which
content (or tasks or links) is the most appropriate for them at the current time
[15].

• Analyzing learner’s behavior. This takes on several forms: Applying educational
data mining to answer questions in any of the three areas previously discussed
(student models, Prediction, Generating recommendation). It is also used to
group student according to their profile, and for adaptation and personalization
purposes.

• Communicating to stakeholders. The objective is to help course administrators
and educators in analyzing students’ activities and usage information in courses.
Macfayden and Dawson in [16] conducted a study that confirms that pedagogi-
cally meaningful information that is extracted from e-learning systems can be
used to develop a customizable dashboard-like reporting tool for educators that
will extract and visualize real-time data on student engagement and likelihood of
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success. Romero et al. [17] provided feedback to help decision making for
improving student learning and taking the appropriate proactive action. Other
examples and case studies for this category of applications can be found in [14].

• Domain structure analysis. The objective is to determine domain structure and
improving domain models that characterize the content to be learned and
optimal instructional sequences, using the ability to predict the student’s per-
formance as a quality measure of a domain structure model. Performance on
tests or within a learning environment is utilized for this goal.

• Maintaining and improving courses. It is related to the two previous goals. The
objective here is to determine how to improve courses (contents, activities,
links, etc.), using information (in particular) about student usage and learning.

• Studying the effects of different kinds of pedagogical support that can be pro-
vided by learning software. For example, Anaya and Boticario [18] proposed a
method to analyze collaboration using machine learning techniques.

• Advancing scientific knowledge about learning and learners through building,
discovering or improving models of the student, the domain, and the peda-
gogical support. For example, Siemens and Baker [19] developed and tested a
scientific theory about improving learning technology, and formulated a new
scientific hypothesis.

We note that these EDM objectives aim to improve several aspects of educa-
tional systems in general and CBLE in particular. In this specific context, the
learner modeling is a key point to accomplish several goals and tasks (tutoring,
adaptation, personalization, etc.). Indeed, the different objectives depend heavily
on this first objective ‘‘Student modeling’’ which is often supplemented by the
behavior analysis, and therefore, allows the prediction of performance, generating
recommendation, providing administrators and educators the adequate information
to maintain and improve the content and learning environments.

Thus, if the EDM facilitates the modeling, and thus achieve the objectives
mentioned above, several treatments become easier in CBLE. To accomplish these
goals, educational data mining researches use the categories of technical methods
described below.

1.2.4 The Used Methods

To achieve the EDM objectives, the majority of traditional data mining techniques
including but not limited to classification, clustering, and association analysis
techniques have been applied successfully in the educational domain. Neverthe-
less, educational systems have special characteristics that require a different
treatment of the mining problem [14]. That is why researchers involved in EDM
apply not only data mining techniques, but also propose, develop and apply
methods and techniques drawn from the variety of areas related to EDM (statistics,
machine learning, text mining, web log analysis, psychometrics, etc.).

8 N. Bousbia and I. Belamri



The most popular classification of these methods is the one proposed in Baker
[1]: prediction, clustering, relationship mining, distillation for human judgment
and discovery with models. Bienkowski et al. [12] then Romero and Ventura [10]
extended this taxonomy. Based on these studies and those in [20, 21] we regroup
these techniques into the following methods:

• Prediction. The goal is to develop a model which can infer a single aspect of the
data (predicted variable) from some combination of other aspects of the data
(predictor variables). Types of predictions methods are classification (when the
predicted variable is a categorical value), regression (when the predicted vari-
able is a continuous value), or density estimation (when the predicted value is a
probability density function). An example of EDM application is predicting
student’s academic success [4] and behaviors [6].

• Clustering. Refers to finding instances that naturally group together and can be
used to split a full dataset into categories. Typically, some kinds of distance
measures are used to decide how similar instances are. Once a set of clusters has
been determined, new instances can be classified by determining the closest
cluster. In EDM, clustering can be used for grouping students based on their
learning patterns or cognitive strategies [22].

• Relationship mining. Used for discovering relationships between variables in a
dataset and encoding them as rules for later use. There are different types of
relationship in mining techniques such as association rule mining (any rela-
tionships between variables), sequential pattern mining (temporal associations
between variables), correlation mining (linear correlations between variables),
and causal data mining (causal relationships between variables). In EDM,
relationship mining is used to identify relationships between the students’ on-
line activities and the final marks [23] and to model learners’ problem solving
activity sequences [24].

• Distillation of data for human judgment. It is a technique that involves depicting
data in a way that enables a human to quickly identify or classify features of the
data. This approach uses summarization, visualization and interactive interfaces
to highlight useful information and support decision-making. On the one hand, it
is relatively easy to obtain descriptive statistics from educational data to obtain
global data characteristics and summaries and reports on learner’s behavior. On
the other hand, information visualization and graphic techniques help to see,
explore, and understand huge educational data at once. In [25] the visualization
of sequences of student’s activity helps to understand the patterns of learning
environment use.

• Discovery with models. Its goal is to use a validated model of a phenomenon
(using prediction, clustering, or knowledge engineering) as a component in fur-
ther analysis such as prediction or relationship mining. It is used for example to
identify the relationships between the student’s behavior and characteristics [26].

• Outlier Detection. The goal of outlier detection is to discover data points that are
significantly different than the rest of data. An outlier is a different observation
(or measurement) that is usually larger or smaller than the other values in data.
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In EDM, outlier detection can be used to detect deviations in the learner’s or
educator’s actions or behaviors, irregular learning processes, and for detecting
students with learning difficulties [27].

• Social Network Analysis. SNA or structural analysis, aims at studying rela-
tionships between individuals, instead of individual attributes or properties.
SNA views social relationships in terms of network theory consisting of nodes
(representing individual actors within the network) and connections or links
(which represent relationships between the individuals, such as friendship,
cooperative relations, etc.). In EDM, SNA can be used to interpret and analyze
the structure and relations in collaborative tasks and interactions with commu-
nication tools [28].

• Process Mining. Its goal is to extract process related knowledge from event logs
recorded by an information system to have a clear visual representation of the
whole process. It consists of three subfields: conformance checking, model
discovery, and model extension. In EDM, process mining can be used for
reflecting students’ behaviors in terms of their examination traces consisting of a
sequence of course, grade, and timestamp triplets for each student [29].

• Text Mining. It is an extension of data mining to text that is focused on finding
and extracting useful or interesting patterns, models, directions, trends, or rules
from unstructured text documents such as HTML files, chat messages and emails.
Text mining tasks include text categorization, text clustering, concept/entity
extraction, production of granular taxonomies, sentiment analysis, document
summarization, and entity relation modeling [10]. Text mining is used to analyze
the content of discussion boards, forums, chats, Web pages, documents, etc. [3].

• Knowledge Tracing. KT is a popular method for estimating student mastery of
skills that has been used in effective cognitive tutor systems. It uses both a
cognitive model that maps a problem-solving item to the skills required, and
logs of students’ correct and incorrect answers as evidence of their knowledge
on a particular skill. KT tracks student knowledge over time and it is parame-
terized by variables. There is an equivalent formulation of KT as a Bayesian
network. In EDM, it is used for example for predicting student’s behavior [30].

• Matrix Factorization. It is a decomposition of a matrix into a product of matrices.
There are many matrix factorization techniques such as Non-negative Matrix
Factorization (NMF). NMF consists of a matrix of positive numbers, as the product
of two smaller matrices. For example, in the context of education, a matrix M that
represents the observed examinee’s test outcome data that can be decomposed into
two matrices: Q that represents the Q-matrix of items and S that represents each
student’s mastery of skills [31]. Thai-Nghe et al. [32] used a matrix factorization
model inspired from recommender systems to predict student performance.

We note here that an increasing number of techniques are used in EDM for the
analysis of the different data produced in educational systems. The choice of which
technique to use depends on the nature of the learning environment, the research
objectives and the type of the available data. In what follows we discuss the type of
the analyzed data.

10 N. Bousbia and I. Belamri



1.2.5 The Analyzed Data

There are different analyzed data in EDM studies such as their objectives and
techniques. We can distinguish these data according to the following features:

• Data availability:

– Data already available recorded over the years in the institution databases
(e.g. students’ scores) or the log files of learning software.

– Data generated during experiments within a research work.
– Data available to researchers in benchmark repositories (PSL-Datashop2,

MULCE3).

• Collection sources:

– Manual. Performed by a human observer that takes notes on the learning
situation to evaluate the participants’ activities.

– Digital. Relies on the use of a hardware configuration that records the lear-
ner’s activity. The result of such collection is a numerical trace that can be a
log file, information stored in databases, audio or video records.

– Mixed. Where both methods are used simultaneously.

• Learning environment [10]:

– Traditional education. Primary, secondary, higher education, etc.
– Computer-based education. Intelligent Tutoring System (ITS), Learning

Management System (LMS), Adaptative Educational Hypermedia System
(AEHS), Computer Supported Collaborative Learning (CSCL), serious
games, test and quiz systems, etc.

• The educational described level [1, 9]:

– The keystroke level, the answer level, the session level, the student level, the
classroom level, the teacher level, and the school level.

• The type of data:

– Qualitative or quantitative data.
– Personal, administrative and/or demographic data (age, sex, etc.).
– Answers to psychological questionnaires for measuring users’ satisfaction,

motivation, skills, cognitive features, etc.
– Answers to questions and/or test scores of the academic system.
– Individual interactions with the educational system: from fine grained actions

such as mouse click, to high level ones such as number of attempts, the
learner browsing pattern, etc.

2 https://pslcdatashop.web.cmu.edu/ visited on August 6, 2013.
3 http://mulce-pf.univ-fcomte.fr/PlateFormeMulce/visited on August 6, 2013.
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– Social interaction (chat, sent messages, forum participation, etc.).
– Visual and facial reactions, etc.

We note here that the data are highly variable depending on the type of envi-
ronment. In this chapter, we are interested in EDM applications on computer based
education. In such systems, the collected data is often digital, and their size is often
less important than traditional environments that have much bigger databases.
However, several studies combine these two sources of data to give a complete
view of the learner’s behavior and performance. For instance, authors in [23]
attempted to predict the success of students in the final exam based on their
participation level in online forums. The fusion and the processing of these dif-
ferent types of data require several steps to implement the EDM process that we
present in the following section.

1.2.6 Process of Applying the EDM

Romero and Ventura [10] and Sachin and Vijay [33] proposed a process of
applying EDM close to the one of KDD (Knowledge discovery in databases) or
other data mining application process (Fig. 1.2).

This process starts with collecting or choosing the data to study from the
educational environment. The obtained raw data require cleaning and prepro-
cessing (heterogeneous data fusion, treatment of missing and incorrect values,
converting the data to an appropriate form, feature selection, etc.).

This phase often requires the use of some data mining techniques. That is why,
and given its complexity some works try to eliminate this phase as [34] which
provides a data model to structure data stored by Learning Management Systems,

Refining 

Educational
environne

Crude data

Preprocessing

Modified
Data

EDM methods

Model

Eva uation/l
Interpretation

Fig. 1.2 The process of data mining application in educational data mining
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and a tool that does the actual structure/export functionality, which they imple-
mented for the Moodle LMS.

Once the data preprocessed, the appropriate EDM method/technique is applied.
Finally, the last step is the interpretation and the assessment of the obtained results.
To apply this process, which is often difficult given the heterogeneity of the data in
the educational context, several tools are used.

1.2.7 Some Technological Tools Used in EDM

There are several tools and technologies used in the process of EDM not specif-
ically designed for teaching and educational environments (Weka,4 R,5 etc.).
However, in the last few years, a large number of data mining tools designed for
educational purposes have been developed [10]. A summary of some of the most
recent tools are presented in Table 1.1.

By analyzing these tools, we find that they are usually designed for computer-
based educational systems. Moreover, apart from benchmark repositories (PSL-
Datashop and MULCE), other tools are not re-used by other researchers of the
EDM community.

This can be due to several reasons: their availability, the special format of the
data to analyze, the difficulty of their deployment outside of their development
environment or the ignorance of their existence. That is why; an effort should be
made to make these tools available to the different learning actors (teachers,
designers, administrators and researchers) to fulfill the different objectives and to
analyze data from different environments.

Finally, now that we have an overview of the EDM field, we focus in the
following on examples of its applications in computer-based educational systems.
We particularly focus in behavior analysis and performance prediction and
assessment.

1.3 Examples of EDM Applications in Computer-Based
Learning Environments

In the last years, a wide number of EDM applications have been developed as seen
in the previous sections. There are applications dealing with the assessment of
students’ learning performance, course adaptation and learning recommendations
based on the student’s learning behavior, evaluation of learning material and

4 http://www.cs.waikato.ac.nz/ml/weka/ visited on August 6, 2013.
5 http://www.r-project.org visited on August 6, 2013.
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web-based courses, providing feedback to both teacher and students in e-learning
courses, and detection of students’ learning behaviors [21].

A review of these studies can be found in [9, 10, 12, 21, 44, 45]. Through these
studies we noticed that the current mainstream EDM research is primarily focused
on mining logs generated by the e-learning systems [13, 21]. We also found that
the oldest and the most popular applications are the prediction of the student’s
performance and the analysis of learning behavior.

The term ‘prediction’ is generally used to characterize models (based on EDM
techniques) designed for predicting new outcomes or scenarios based on new
observations. Prediction is different from ‘explanation’, where the goal is to build
models that explain underlying causal structure and to assess the explanatory
power of such models [46]. This term is then linked to the study of the learner’s
behavior.

In the following, we present the most recent EDM studies from 2010 to 2013
related to these main objectives: learner’s performance and behaviors in computer-
based learning environments.

1.3.1 EDM Applications for Predicting and Evaluating
Learning Performance

In this subsection, we analyze the current state of EDM research in learners’
performance in CBLE. Table 1.2 summarizes some of the recent reviewed
researches.

We note that the majority of the studied works applied EDM in LMS and ITS.
In addition, as collaboration activities are often part of LMS, some studies treated
collaborative data in LMS [23, 48, 56], while others [28, 55] analyzed collabo-
ration usage data coming from a devoted environment.

The most tested LMS is Moodle. In [47] Jovanovica et al. applied classification
models for predicting students’ performance, and cluster models for grouping
students based on their cognitive styles in Moodle. They developed a Moodle
module that allows automatic extraction of data needed for educational data
mining analysis and deploys models developed in this study. They indicate that the
classification models helped teachers, students and business people, for early
engaging with students who are likely to become excellent on a selected topic.

Furthermore, they indicate that clustering students based on cognitive styles and
their overall performance enable better adaption of the learning materials with
respect to their cognitive styles. Along the same lines, Falakmasir and Jafar [48]
applied data mining methods (Feature Selection, decision trees) to the web usage
records of students’ activities in Moodle. As a result, they were able to identify and
rank the students activities based on their impact on the performance of students in
final exams/grades. Their findings suggest that students’ participation in virtual
classrooms had the greatest impact on their final grades.

1 Which Contribution Does EDM Provide to Computer-Based Learning 15
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Romero et al. [49] fulfill trials and demonstrated how web usage mining can be
applied in the Moodle e-learning system to predict the marks that university stu-
dents will obtain in the final exam of a course. They also identified several avenues
for using classification in educational settings: discovering student groups with
similar characteristics, identifying learners with low motivations, proposing
remedial actions, predicting and classifying students using intelligent tutoring
systems. In the same way authors in [23] studied student’s usage data from a
Moodle system related to quizzes, assignments and forum activities to evaluate the
relation/influence between the on-line activities and the final mark obtained by the
students. They used several association rule mining algorithms. The discovered
rules predict students’ exam results (fail or pass) based on their frequent activities
and can also help the instructor to detect infrequent students’ behaviors/activities.
In [46] Lauria et al. used another LMS: Sakai. They used demographic data and
the LMS log data of individual course events to develop a predictive model of
student success. They used many EDM methods (factor analysis and logistic
regression, C4/5/C5.0 decision trees, support vector machine (SVM) classifiers,
Bayesian network) to build data mining models that can help predict students’
performance and take corrective actions in higher education institutions.

Regarding ITS studies, Dominguez et al. [50] created a system to generate
personalized feedback and hints by mining the student data collected by Python
Tutor, an online learning system. They found that students who used the hinting
system achieved significantly better results than those who did not, and stayed
active on the site longer. Gorissen et al. [51] analyzed the interactions of students
with the recorded lectures using educational data mining techniques. They found
discrepancies as well as similarities between students’ verbal reports and actual
usage as logged by the recorded lecture servers. The data suggests that students
who do this have a significantly higher chance of passing the exams [3].
Thai-Nghe et al. [32] analyzed students’ interactions log files to build success and
progress indicators in order to predict students’ performance using matrix
factorization.

In [30, 52, 53] the authors carried out several experiments using data related to
test scores and students’ responses on the ASSiSTment tutor. They applied many
EDM methods (classification, clustering, Knowledge Tracing, etc.) to improve
student’s performance prediction. Toescher and Jahrer [54] analyzed students
answering questions from two ITS: Algebra and Bridge to Algebra. They used a
set of collaborative filtering techniques adopted from the field of recommender
systems (ex. matrix factorization), to predict a student’s ability to answer questions
correctly, based on historic results. Similarly, Desmarais [31] used Non-negative
Matrix Factorization on students’ scores to determine the skills required for a
given question, and how strong different students are for these skills.

Regarding collaboration, López et al. [55] used classification and clustering to
predict students’ final marks from their participation in forums. In the same way,
Rabbany et al. [28] analyzed students’ interactions in forum asynchronous
discussion of online courses using Social Network Analysis to facilitate fairer
evaluation of students’ participation in online courses. They also proposed
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Meerkat-ED, a specific, practical and interactive toolbox for analyzing students’
interactions in asynchronous discussion forums.

In [56] Chang et al. used a web-based discussion board provided by an online
educational platform to analyze students’ language production. They used statis-
tical techniques (ANOVA test, least significant difference (LSD) analysis) to
evaluate to what degree the different types of web-based discussion affected stu-
dents’ language production performance.

Regarding the analyzed data, the majority of these studies used students’
question responses since their general goal was the prediction of learners’ success
in the final exam, based on their responses to previous tests [31, 52, 54] or previous
attempts [30]. However, some studies also used interaction traces [32, 48], com-
munication traces [28, 56], and responses to satisfaction questionnaire [50] or
combined between several types of data such as in [23, 44, 48, 51]. Another
approach that we found in [31] was to generate simulated data using a probability
matrix in order to test several models.

We also notice that the data set size is very variable: from 27 [56] to 4,927 [51]
participants producing data over several hours, weeks, months or years attending a
big data set size (over 20 millions in [54]). This is related to the context of the study
and the data origin: data collected in experiments or dataset already available and
used in previous experiments (e.g. the ASSiSTment tutor). This second alternative
facilitates the analysis by avoiding the collection step, often not very obvious.
Moreover, it even allows testing several methods and environment as in [30].

We also note that in these studies, the used tools are often not mentioned or are
DM tools (Pentaho6 in [46], RapidMiner7, R in [31]) except for Rabbany et al. [28]
who proposed their own tool (Meerkat-ED). Concerning the used method, clus-
tering and prediction (classification) are on the top of the implemented techniques.
However, several studies addressed the use of other techniques such as text
mining, sequential pattern, SNA and matrix factorization. Statistical methods as
well are used in many studies not only during the treatment phase of the EDM
process but also during the preprocessing step where it is often difficult to choice
the adequate features to use among the available data. For instance, in [46]
‘‘Feature Selection’’ is used to select the relevant attributes to use.

Through this study, we note that the application of different techniques of EDM
allowed to identify the learner’s performance (usually measured as the success of
the learner in the final exam), from simple data (previous results or question
answers, participation in collaborative activities, productions, etc.).

This can be exploited to improve the learning systems in different ways. For
instance, if the majority of learners have low performance on a resource, it could
hint to the fact that the course resource and/or the learning material are inadequate
and therefore should be changed and/or improved.

6 http://www.pentaho.com visited on August 6, 2013.
7 http://rapid-i.com visited on August 6, 2013.
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Some reviewed studies have discussed some of these results that contribute to a
better adaptation and personalization of CBLE: improving adaptation based on
cognitive styles in [47], classifying the learners’ activities according to their
influence on the performance in [48], identifying the required skills for a learning
resource in [31].

Other studies also discussed results contributing to help the educators in their
tutoring and assistance task: identifying learners with little motivation as in [49],
grouping students based their characteristics in [48, 49], detecting infrequent
behaviors in [23], etc. Thus we think that these results should be used to improve
and adapt the content and the organization of the learning materials in CBLE, and
could be used to the advantage of all the actors involved in the learning process.

1.3.2 EDM Applications for Analyzing Learners’ Behaviors

In this subsection, we analyze the current state of EDM researches for analyzing
(identifying, explaining, etc.) learners’ behaviors in computer-based learning
environments. Table 1.3 summarizes some of the recent reviewed research.

Among the reviewed studies we found three that belongs to LMS. Krüger et al.
[34] aimed to build a data model to ease analysis and mining of educational data.
To experiment their model, they analyzed the data stored in the ‘‘Programming 1’’
course in the Moodle LMS to study learners’ behaviors related to solving self-
evaluation exercises using association rule. They found that as the semester pro-
gresses, less students solve them. Macfadyen and Dawson [16] made an analysis of
LMS racking data from a Blackboard Vista-supported course. The goal was to
explain the variation in students’ final grades. Using regression, they found sig-
nificant correlation between the students’ final grades and their learning behaviors
on the LMS, based on key variables such as the total number of discussion
messages posted, and the number of assessments completed.

In [40] Bousbia et al. aimed to automatically identify the learner’s behavior and
learning style, based on navigation trace analysis in a web-based learning envi-
ronment: the eFAD LMS. They defined four browsing behaviors using a decision
tree and carried out experiments using statistical techniques and machine learning
classifiers (C4.5 decision tree, KNN, Bayesian networks, and neural networks).

Learner’s behavior is also studied in other types of CBLE. Peckham and
McCalla [22] carried out an experiment in a learning environment designed to
emulate hypermedia courses to identify patterns of students’ behaviors in a reading
comprehension task using EDM techniques (k-means clustering, and ANOVA
test).

Desmarais and Lemieux [25] also aimed to better understand the patterns of use
of a learning environment. They applied clustering and activity sequence visual-
ization on gathered logs of learners’ interactions in a self-regulated web based drill
and practice learning environment.
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In [3] a live video streaming (LVS) system was used to study the students’
patterns using data mining and text mining applied on data of online interaction.
Bouchet et al. [26] analyzed students’ characteristics and learning behaviors in
MetaTutor, an agent-based ITS. They used clustering and sequence mining to
distinguish patterns of behaviors. Similarly, Kinnebrew and Biswas [58] used
sequence mining to identify learning behaviors in Betty’s Brain, a learning-by-
teaching environment.

In [57] Baker et al. carried out three studies in three CBLE: AutoTutor (a
dialogue tutor), the incredible machine (TIM) (a problem solving game: a simu-
lation environment), and Aplusix (a problem-solving based ITS). The studied data
were pre-test–intervention–post-test, and video records of the participants and their
computer screen in the first study, and observation made by observers related to
cognitive affective states on the second and third studies. Using Human judgment
and ANOVA test, the authors found that boredom was very persistent across
learning environments and was associated with poorer learning and problem
behaviors, such as gaming the system. Also, confusion and engaged concentration
were the most common states within the three learning environments. These
findings suggest that significant effort should be put into detecting and responding
to boredom and confusion.

Throughout Table 1.3, we notice that all the reviewed studies used interaction
traces, which are generally of low level (action/event) or specific to the analyzed
activity (messages, reading task, etc.). These dataset are often structured in
numerical attributes were task scores or statistics on log data (frequencies of
actions, time spent in actions) are the most used. Moreover, the sample size used in
these studies is less variable since almost all these works are based on experiments
(from 28 in [22] to 148 participants in [26]). We note that the used tools for
analysis are often not mentioned in these studies. The two mentioned ones are
Weka in [26] and TraMiner-R in [25].

Regarding the used methods, clustering and classification still on the top as the
majority of the presented works aim to identify common learning behaviors. Other
methods were also used such as text mining, sequence mining, statistical methods
(e.g. to calculate some variables) as well as Human judgments when the analyzed
data referred to personal characteristics.

Thus, through the reviewed studies presented here, we find that EDM allows
from low level traces to analyze and evaluate the student’s behavior. This task is
often a difficult one given the close relationships of the behavior to personal
characteristics such as learning styles, emotions and its frequent changes according
to the learner’s state, the learning time, the type and the content of the learning
materials, the learner’s reaction to other actors, etc. Thus, behavioral analysis
should be done in real time to provide a better feedback to teachers as well as
learners in order to improve the tutoring and learning tracking tasks. This is still
difficult even with the use of EDM techniques regarding the small size of the
analyzed samples which does not allow the generalization of the obtained results
that remain specific to the studied environments and the context of the carried out
experiments.
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However, even if the majority of research, such as those presented here, focus
on the analysis of the past behaviors to explain a phenomena such as abandon, or
evaluate the participation and the obtained results, their findings should be used to
improve learning environments based on the students’ behavioral patterns.

1.3.3 Discussion

The 25 reviewed studies presented in this section give an overview of the typical
educational environment, data and methods used in EDM applications. LMS or
generally online educational environment and ITS are the most exploited. This is
probably due to their wide use in the educational environment, which facilitates
the realization of experiments, which is often the data collection source of these
studies.

The analyzed data are generally related to assessments (tests, quizzes, exams,
etc.), fine grained online interaction (action, event) and also participation in col-
laboration activities. This data type is related to the type of the studied CBLE that
provide such information in their database and log files, as well as the sighted
objectives of these studies. However, some researches combined these data with
the video recording of learners or the human manual observations during the
learning sessions. This combination, although difficult to achieve, can refine
the study especially in CBLE where there is less face to face interactions between
the teacher and the learner.

Regarding EDM methods, the most used were prediction (classification, asso-
ciation rules, and regression) and clustering. This finding can be explained by the
two objectives studied: learner’s performance and behavior, and by the fact that
these techniques are mature, widely known, tested and implemented in the DM
used tools, and also provide satisfactory results even with small sample size, we
often find here.

Other methods were also used, according to the analyzed data and the objective
to exploit other techniques and improve the results. Note, however, that it is not
easy to identify for a given CBLE type, a given type and size of data set, and a
given goal, which is the best EDM technique to use. Certainly this information
helps to establish a choice, but it does not limit or confirm that this is the best one.

This observation explains why in several studies several techniques were used
to achieve the best results. Note that we did not discuss in this chapter the per-
centage of the obtained results, since they depend on the different context of the
studied works (types of environment and the analyzed data, the student popula-
tions, the set parameters and hypothesis during the EDM process, etc.). Indeed,
although the obtained results are generally satisfactory in their context, they
remain is an experimental stage and cannot be generalized.

Finally, we note that although we focused on the study of EDM applications
related to two main objectives, namely the prediction of performance and behavior
analysis, the results of the presented research achieved other EDM objectives
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(student modeling, communicating to stakeholders, maintaining and improving
courses, etc.). In addition, as the two studied objectives are closely related, we
found studies dealing them both where EDM techniques were applied to explore
the relationships between the learner’s behavior and the learning performance, to
improve the learning environment.

For example, in [59] learners’ behaviors is used to predict the success or the
failure of students without requiring the results of formal assessments. In [60]
Bayer et al. focused on predicting drop-outs and school failures when students’
data have been enriched with data derived from students’ social behaviors.

We think that this last objective of analyzing the reasons of failure, drop-out
and abandon is a promoter research area in the EDM field that should to be
exploited in the future, especially for CBLE, where it is a common phenomenon.
We also believe that the data collected from these environments should be enri-
ched by other types of information such as demographic data, to provide a better
explanation of the observed phenomena. An effort should also be provided to share
the analyzed samples and provide significant benchmark to pass the experimental
stage in order to generalize the established models and the results found in these
studies to improve the learning environments.

For the same goal, it is required to improve EDM tools. In fact, although DM
tools allow the analysis, they require some expertise to set the parameters and
make the appropriate interpretation. It is therefore necessary that EDM have their
own tools to make these techniques within the reach of teachers, and allow more
advanced treatment combining multiple data sources, and proposing some methods
according to the type of these data and the analyze goal. So we can imagine these
tools included in learning environments to facilitate their access to the different
learning actors.

1.4 Conclusions

In this chapter, we discussed the use of EDM in educational systems. We studied
recent EDM applications (2010–2013) by taking into account: the educational
system, the analyzed data, the used method for the analysis, the used tool, and the
analysis goal, especially in computer based learning environments.

We noticed through this study that a large number of researches are interested
today in the application of EDM in educational systems in general and in CBLE in
particular, to exploit the available data or the one that can be collected in these
environments to ensure their improvement through the various objectives. We can
say that EDM introduces a major advantage, drawn from data mining and KDD
fields, the one related to extract hidden information about learners and learning
from recorded data.

We have reviewed, in some detail, recent research dealing with students’
performance and behaviors. We found that the use of EDM methods helps the
prediction of students’ performance; especially final marks. It also helps to identify
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and explain usual and unusual learning behaviors that should facilitate the assis-
tance of learners, and reduce the costs of educative personalization and adaptation
processes.

However, these contributions have to go out of laboratories to be applied in the
used educational systems in order to improve learning. Studies in this goal are
initiated especially in traditional educational environments where the results of the
application of EDM on existent data are used to improve the educational system [5].

We expect however, that this goal will be also applied in software educational
systems, to find new ways to improve learning materials and reduce the abandon
rate that is considerable in such environments. In fact, to make this area more
mature, it is necessary that the established models in these studies could be tested
in real environments for frequent use to affirm and exploit the found results to
improve these environments.

A first step in this direction is the sharing and the reuse of the dataset through
open data repositories and standard data formats to promote the exchange of data
and models. It is also necessary to popularize the use of EDM through the pop-
ularization of tools targeted to the different learning actors for the analysis of
educational data in a simple and intuitive way, while providing suggestion about
methods to apply for a better result and facilitating the interpretation of these
results. We think that it is also necessary to take into account the EDM process in
the overall development process of the computer based learning environment to
ensure a significant improvement.
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Chapter 2
A Survey on Pre-Processing
Educational Data

Cristóbal Romero, José Raúl Romero and Sebastián Ventura

Abstract Data pre-processing is the first step in any data mining process, being
one of the most important but less studied tasks in educational data mining
research. Pre-processing allows transforming the available raw educational data
into a suitable format ready to be used by a data mining algorithm for solving a
specific educational problem. However, most of the authors rarely describe this
important step or only provide a few works focused on the pre-processing of data.
In order to solve the lack of specific references about this topic, this paper
specifically surveys the task of preparing educational data. Firstly, it describes
different types of educational environments and the data they provide. Then, it
shows the main tasks and issues in the pre-processing of educational data, Moodle
data being mainly used in the examples. Next, it describes some general and
specific pre-processing tools and finally, some conclusions and future research
lines are outlined.
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DM Data mining
EDM Educational data mining
HTML Hypertext Markup language
ID Identifier
IP Internet Protocol
ITS Intelligent tutoring system
KDD Knowledge discovery in databases
LMS Learning management system
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MIS Management information system
MOOC Massive Open Online Course
OLAP Online Analytical Processing
SQL Structured Query Language
WUM Web Usage Mining
WWW World Wide Web
XML Extensible Markup Language

2.1 Introduction

Educational Data Mining (EDM) is a field that exploits Data Mining (DM)
algorithms in different types of educational data in order to resolve educational
research issues [1]. Data mining or Knowledge Discovery in Data-bases (KDD) is
the automatic extraction of implicit and interesting patterns from large data
collections [2]. The first step in the KDD process is the transformation of data into
an appropriate form for the mining process, which is usually called data pre-
processing in data mining systems [3]. It allows raw data to be transformed into a
shape suitable for resolving a problem using a specific mining method, technique
or algorithm [4]. In fact, the better raw data are pre-processed, the more useful
information is possible to discover. However, the data pre-processing phase typ-
ically requires a significant amount of manual work, this phase coming to consume
60–90 % of the time, efforts and resources employed in the whole knowledge
discovery process [5]. In particular, educational environments store a huge amount
of potential mining data (raw, original or primary data) but often the data available
to solve a problem are not in the most appropriate form (or abstraction), that is, the
discovered models are not useful.

For example, obtaining a model with too many rules only containing very low
level attributes would not be of interest to the instructor since it would not indicate
how to improve the course. To resolve this difficulty it is necessary to pre-process
data. It is often considered that once you have the correct transformation of the
data (modified data), the problem is almost solved [6] and it is well known that the
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success of every data mining algorithm/technique and the resulting or discovered
model/pattern are strongly dependent on the quality of the data used.

Data pre-processing in educational context is considered the most crucial phase
in the whole educational data mining process [7], and it can take more than half of
the total time spent in solving the data mining problem [3]. EDM users (such as an
instructor, teacher, course administrator, academic staff, etc.) have to apply the
most appropriate data pre-processing techniques for a particular data set and
purpose. Thus, it is necessary that EDM users actively participate in the whole pre-
processing process in order to select the pre-processing steps/tasks to be done and
to decide how they should be ordered. Classical Web Usage Mining (WUM) pre-
processing techniques, originally targeted at e-commerce, can be used in most
cases, but new approaches more related to learning environments are required to
reach interesting results [8].

There are some other special issues concerning educational data, e.g. data
integration from multiple sources, integration of data with different granularities,
etc. Thus, in the specific case of educational data, for example, the large number of
attributes collected with information about each student can be reduced and
summarized in a table for a better analysis with multi-relational analysis methods;
attributes can be re-represented in binary representation whenever it is appropriate
to allow association rule analysis; continuous attributes can be discretized to
categorical attributes to improve the comprehensibility of data, etc. However, to
our knowledge there are very few previous works exclusively focused on the pre-
processing of educational data [7, 9, 10]. Therefore, in order to fill the gap of
specific references about this important topic, this paper surveys the pre-processing
task of educational data.

Our main goal is to survey different issues on data pre-processing to provide a
guide or tutorial for educators and EDM practitioners.

Throughout this paper, Moodle is used as a coherent framework of pre-
processing, and data extracted from Moodle learning management system [11] have
served as case under study in most examples. The paper is organized as follows:
Sect. 2.2 shows the different types of educational environments, whilst Sect. 2.3
discusses the different type of data they provide. Section 2.4 describes the main
tasks and issues involved in the pre-processing of educational data. Section 2.5 lists
most of the currently existing general and specific data pre-processing tools.
Finally, some conclusions and further research are outlined in Sect. 2.6.

2.2 Types of Educational Environments

Traditional education or back-to-basics refers to long-established customs found in
schools that society has traditionally deemed to be appropriate.

These environments are the most widely-used educational system, based mainly
on face-to-face contact between educators and students that is organized through
lectures, class discussion, small groups, individual seat work, etc. These systems
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gather information on student attendance, marks, curriculum goals, and individ-
ualized plan data. Also, educational institutions store many diverse and varied
sources of information [12] such as administrative data in traditional databases
(student’s information, educator’s information, class and schedule information,
etc.). In conventional face-to-face classrooms, educators may attempt to enhance
instruction by monitoring students’ learning processes and analyzing their per-
formance on paper and through observation. But with the increasing use of
computers as educational tools, it is much easier for instructors to monitor and
analyze students’ behavior starting from their usage information.

Computer-Based Education (CBE) means using computers in education to pro-
vide guidance, to instruct or to manage instructions to the student. CBE systems were
originally stand-alone educational applications that ran on a local computer without
using artificial intelligence techniques. However, both the global use of Internet has
led to today’s plethora of new Web-based educational systems, together with arti-
ficial intelligence techniques has induced the emergence of new educational systems
such as: learning management systems, intelligent tutoring systems, massive open
online courses, etc. Each one of them provides very different data sources that have to
be pre-processed in different ways depending on both the nature of available data and
the specific problems and tasks to be resolved by DM techniques.

2.2.1 Learning Management Systems

Learning Management Systems (LMS) are a special type of Web-based educa-
tional platform for the administration, documentation, tracking, and reporting of
training programs, classroom and online events, e-learning programs, and training
content. They also offer a great variety of channels and workspaces to facilitate
information-sharing and communication among all the participants in a course.
Some examples of commercial LMSs are Blackboard and Virtual-U, while some
examples of free LMS are Moodle, Ilias, Sakai and Claroline.

These systems accumulate massive log data with respect to students’ activities
and usually have built-in student tracking tools that enable the instructor to view
statistical data [13]. They can record any student activities involved, such as reading,
writing, taking tests, performing various tasks in real or virtual environments, and
commenting on events with peers. LMSs normally also provide a relational database
that stores all student information in different tables such as: personal user infor-
mation (profile), academic results (grades), and the user’s interaction data (reports).

2.2.2 Massive Open Online Courses

Massive Open Online Courses (MOOC) are growing substantially in numbers, and
also in interest from the educational community [14]. MOOC is an online course
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aimed at large-scale interactive participation and open access via the Web that made
it possible for anyone with an internet connection to enroll in free, university level
courses. Some examples of MOOCs are Udacity, MITx, EdX, Coursera and Udemy.
MOOCs store very similar student’s usage information than LMSs but from thou-
sands or hundreds of students. Thus, they also generate large amounts of data that
makes necessary the use of data mining techniques to process and analyze it.

2.2.3 Intelligent Tutoring Systems

Intelligent Tutoring Systems (ITS) are systems that provide direct customized
instruction or feedback to students. An ITS models student behavior and changes its
mode of interaction with each student based on its individual model [15]. The ability
of ITS to log and pool detailed, longitudinal interactions with large numbers of
students can create huge educational data sets [16]. Although ITSs record all student-
tutor interaction in log files or databases, there are some other data stores available
within an ITS, for example, a domain model that incorporates a set of constraints
relevant to the tutor’s domain, a pedagogical data set that contains a set of problems
and their answers, and a student model that stores information about each student
with respect to all the constraints, satisfactions, and violations recorded.

2.2.4 Adaptive and Intelligent Hypermedia Systems

Adaptive and Intelligent Hypermedia Systems (AIHS) are one of the first and most
popular kinds of adaptive hypermedia and provide an alternative to the traditional
just-put-it-on-the-Web approach in the development of educational courseware
[17]. They attempt to be more adaptive by building a model of the goals, pref-
erences, and knowledge of each individual student and using this model
throughout the interaction with the student in order to adapt to the needs of that
student. The data coming from these systems is semantically richer and can lead to
a more diagnostic analysis than data from traditional Web-based education sys-
tems [18]. In fact, the data available from AIHs are similar to ITS data; that is,
AIHs store data about the domain model, student model and interaction log files
(traditional Web log files or specific log files).

2.2.5 Test and Quiz Systems

Test and quiz systems are among the most widely used and well-developed tools in
education. A test is an instrument consisting of a series of questions/items and
other prompts for the purpose of gathering information from respondents.
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The main goal of these systems is to measure the students’ level of knowledge
with respect to one or more concepts or subjects. There are different types of
questions/items [19] such as: yes/no questions, multiple choice questions (MCQ),
fill-in questions, open-ended answered questions, etc. Test systems store a great
deal of information, such as questions, students’ answers, calculated scores, and
statistics.

2.2.6 Other Types of Educational Systems

There are also other types of educational environments, such as: educational game
environments, virtual reality environments, ubiquitous computing environments,
learning object repositories, wikis, forums, blogs, etc.

2.3 Types of Data

Most of the data provided by each of the above-mentioned educational environ-
ments are different, thus enabling different educational problems to be resolved
using data mining techniques. In fact, they have conceptually different types of
data that can be grouped in the next main types showed in Table 2.1.

2.3.1 Relational Data

Relational databases/data sets are one of the most commonly available and richest
information repositories. A relational database is a collection of tables, and each is
assigned a unique name. Each table consists of a set of attributes (columns or
fields) and usually stores a large set of tuples (records or rows). Each tuple in a
relational table represents an object identified by a unique key and described by a
set of attribute values [2]. Relational data can be accessed by database queries

Table 2.1 Different types of data and DM techniques

Type of data DM technique

Relational data Relational data mining
Transactional data Classification, clustering, association rule mining, etc.
Temporal, sequence and time series data Sequential data mining
Text data Text mining
Multimedia data Multimedia data mining
World Wide Web data Web content/structure/usage mining
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written in a relational query language, such as Structured Query Language (SQL),
or with the assistance of graphical user interfaces.

Moodle uses a relational database with a great number of tables (all their names
start with mdl_ followed by a descriptive word) and the relationships between
them. However, it is not necessary to take them all into account at a glance. For
example, there are some tables called mdl_quiz_something. If the quiz module is
the object of interest, then it is obviously necessary to understand these tables. But
if the quiz module does not interest us, it can be ignored. The same is true for each
activity module. Table 2.2 shows some examples of the most important Moodle
tables from the point of student’s usage information.

Relational data mining is the data mining technique used in relational dat-
abases. Unlike traditional data mining algorithms, which look for patterns in a
single table (propositional patterns), relational data mining algorithms look for
patterns among multiple tables (relational patterns). In fact, for most types of
propositional patterns, there are corresponding relational patterns such as rela-
tional classification rules, relational regression trees, relational association rules,
and so on.

In the area of EDM, relational data mining has been used, for example, to find
association rules about student behavior in e-learning [20]. However, relational data
are normally transformed into transaction data before the data mining is done [21].

2.3.2 Transactional Data

A transactional database/data set consists of a file/table where each record/row
represents a transaction. A transaction typically includes a unique transaction
identity number and a list of the items making up the transaction [2].

Table 2.2 Some important Moodle database tables about student interaction

Name Description

mdl_user Information about all the users
mdl_user_students Information about all students
mdl_log Logs every user’s action
mdl_assignement Information about each assignment
mdl_assignment_submissions Information about assignments submitted
mdl_forum Information about all forums
mdl_forum_posts Stores all posts to the forums
mdl_forum_discussions Stores all forum discussions
mdl_message Stores all the current messages
mdl_ message_reads Stores all the read messages
mdl_quiz Information about all quizzes
mdl_quiz_attempts Stores various attempts at a quiz
mdl_quiz_grades Stores the final quiz grade
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In our case, Moodle does not provide directly any transactional database or data
set in itself. However, transactional data can be derived in Moodle, though it is not
explicitly stored in its database. In fact, this chapter explains how to create a
transactional summary table (Table 2.5 and Fig. 2.10) starting from some rela-
tional database tables (see Table 2.2) which contain student usage information on
Moodle activities.

A great number of data mining methods can be applied over this type of data. In
fact, most of the well-known and traditional data mining techniques, such as
classification, clustering and association rule mining, work with this type of data.
In fact, in the area of EDM, all these data mining techniques have been applied to
Moodle student usage data to provide feedback to the instructor about how to
improve both courses and student learning [21].

2.3.3 Temporal, Sequence and Time Series Data

Temporal, sequence and time series data consists of sequences of values or events
changing with time [2]. A temporal database typically stores relational data that
include time-related attributes. These attributes may involve several time-stamps,
each one involving different semantics. A sequence database stores sequences of
ordered events, with or without a concrete notion of time. A time-series database
stores sequences of values or events obtained over repeated measurements of time
(e.g., hourly, daily, weekly).

An example of a sequential database used by Moodle is a student’s log. A log
can be thought of as a list of a student’s events, in which each line or record
contains a time-stamp plus one or more fields that holds information about an
activity at that instant. In particular, a Moodle log (see Fig. 2.1) 1 consists of the
time and date it was accessed, the Internet Protocol (IP) address accessed from, the

Fig. 2.1 Example of Moodle log file

1 The full name column covers the identification of subjects.
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name of the student, each action (view, add, update and delete) performed in the
different modules (forum, resource, assignment, etc.) and additional information
about the action.

Sequential data mining, also known as sequential pattern mining, addresses the
problem of discovering all frequent sequences in a given sequential database or
data set [22]. In the area of EDM, sequential data mining algorithms can be used,
for example, to recommend to a student which links are more appropriate to visit
within an adaptive educational hypermedia system based on previous trails of
students with similar characteristics [23].

2.3.4 Text Data

Text databases or document databases consist of large collections of documents
from various sources, such as news articles, research papers, books, digital
libraries, e-mail messages, chat and forum messages, and Web pages. Text dat-
abases may be highly unstructured, such as some Hypertext Markup Language
(HTML) Web pages, or may be somewhat structured, that is, semi-structured, such
as e-mail messages and eXtensible Markup Language (XML) Web pages.

Moodle provides a great amount of information in text format, such as: stu-
dents’ messages to forums, messages to chats and e-mails, and anything that
students can read or write within the system.

Text mining or text data mining is roughly equivalent to text analytics [24], and
can be defined as the application of data mining techniques to unstructured textual
data. Typical text mining tasks include text categorization, text clustering, concept/
entity extraction, production of granular taxonomies, sentiment analysis, document
summarization, and entity relation modeling (i.e., learning relations between
named entities). In the area of EDM, text data mining has been used, for example,
to assess asynchronous discussion forums in order to evaluate the progress of a
thread discussion [25].

2.3.5 Multimedia Data

Multimedia databases store image, audio and video data. Multimedia databases
must support large objects, because data objects such as video can require giga-
bytes of storage. Specialized storage and search techniques are also required.
Because video and audio data require real-time retrieval at a steady and prede-
termined rate in order to avoid picture or sound gaps and system buffer overflows,
such data are referred to as continuous-media data. Multimedia information is
ubiquitous and essential in many applications, and repositories of multimedia are
numerous and extremely large.

Moodle also stores a great amount of multimedia data, for example, all the files
uploaded by the instructors and the students. These files can be, for example, an
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instructor’s presentations (in Microsoft PowerPoint or PDF format, etc.), an
instructor’s images (in JGP or GIF format, etc.), a student’s work and exercises (in
Microsoft Word or PDF format, etc.), instructor’s videos (in AVI, MOV or FLASH
format), etc. All these files are stored in a Moodle data directory. Instructors can
browse directly through all these files using Moodle files interface (see Fig. 2.2) or
they can also download them to their own local disk in a backup ZIP file.

As seen in Fig. 2.2, Moodle data directory has a root directory (where all the
files uploaded by the instructor are placed) and several default directories, such as
the Moddata directory, which contains all the data submitted by the students, and
the Backupdata directory, containing backup files of the entire course.

Multimedia data mining is a subfield of data mining that deals with an
extraction of implicit knowledge, multimedia data relationships, or other patterns
not explicitly stored in multimedia databases [26]. In EDM, for example, mining
educational multimedia presentations has been used to establish explicit rela-
tionships among the data related to interactivity (links and actions) and to help
predict interactive properties in multimedia presentations [27].

2.3.6 World Wide Web Data

World Wide Web (WWW) provides three main types of source data [28]:

• Content of Web pages. This usually consists of texts, graphics, videos and sound
files, that is, text and multimedia data.

• Intra-page structure. Data that describe the organization of the content. Intra-
page structure information includes the arrangement of various HTML or XML
tags within a given page. The principal kind of inter-page structure information
consists of hyper-links connecting one page to another.

• User usage data. Data that describe the patterns of Web page usage. Web-based
systems record all the users’ actions on Web logs, also known as click-streams
records, which provide a raw tracking of the users’ navigation on the site.

Fig. 2.2 Example of Moodle files
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In our case, Moodle has the same types of data sources as any other Web-based
system. For example, user’s usage data are stored in Moodle log files (see
Fig. 2.1), some contents of Web pages are stored in the Moodle data directory (see
Fig. 2.2), and some others, such as the Web page’s text and the intra-page
structure, can only be browsed and edited but not saved in files (see Fig. 2.3). This
Fig. 2.3 shows the main windows of a Moodle course in editing mode. In the
middle of this screen are the course activities and resources grouped into sections
or blocks.

The instructor can manage this type of WWW data (contents and intra-page) by
adding new resources and activities (using the ‘‘Add a resource’’ and ‘‘Add an
activity’’ list boxes, respectively), modifying them, deleting them, hiding them and
moving them (using the icons that appear below the text of the specific resource or
activity).

Web mining [28] is the application of data mining techniques to extract
knowledge from Web data. There are three main Web mining categories: Web
content mining, which is the process of extracting useful information from the
contents of Web documents; Web structure mining, which is the process of dis-
covering structure information from the Web; and WUM, which is the discovery
of meaningful patterns from data generated by client–server transactions on one or
more Web localities. In EDM, there are many studies about applying Web mining
techniques in educational environments. For example, different techniques such as
clustering, classification, outlier detection, association rule mining, sequential data
mining, text mining, etc. have been applied to Web educational data for different
purposes [29].

Fig. 2.3 Example of the main window of a Moodle course
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2.4 Pre-Processing Tasks

Pre-processing of data [4] is the first step in any data mining process [2]. In
educational domain, it is especially relevant to acquire adequate data sets and to
make an extra effort for gathering and preparing data in order to include all
potentially useful information [30]. The tasks or operations performed in a pre-
processing process can be reduced to two main families of techniques [31]:
Detection techniques to find imperfections in data sets and transforming tech-
niques oriented to obtain more manageable data sets. Summarizing the overall
process of pre-processing educational data, Fig. 2.4 shows the main steps/tasks.

As we can see, pre-processing educational data is in general very similar to the
pre-processing task in other domains. However, it is important to point out that the
pre-processing of educational data has certain characteristics that differentiate it
from data pre-processing in other specific domains, such as the fact that:

• Educational systems provide a huge amount of student information generated
daily from different sources of information (see Sects. 2.4.1 and 2.4.2).

• Normally, all the students do not complete all the activities, exercises, etc. In
consequence, there is often missing and incomplete data (see Sect. 2.4.3).

• The user identification task is not normally necessary (see Sect. 2.4.4).
• There are usually a great number of attributes available about students and a

lot of instances at different levels of granularity. So, it is necessary to use
attribute selection and filtering tasks in order to select the most representative
attributes and instances that can help to address a specific educational problem
(see Sects. 2.4.5 and 2.4.6).

• Finally, some data transformation tasks, e.g. attribute discretization, can be
normally applied for improving the comprehensibility of the data and the
obtained models (see Sect. 2.4.7).

2.4.1 Data Gathering

Data gathering brings together all the available data, i.e. those that are critical to
solve the data mining problem, into a set of instances. An instance can be defined
as an individual, independent example of the concept to be learned by a machine
learning scheme [32]. Numerous terms are used to describe data gathering and
storing aspects such as data warehousing, data mart, central repository, meta-data,
and others.

Fig. 2.4 Main pre-processing steps/tasks with educational data
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Educational data are normally gathered from various sources (see Table 2.3)
since they have been generated in different places at different times [33]: profile
data that contains information about the students and instructors, content data and
learning material, communication data that stores the information communicated
between students, and activity data that records the students’ learning process and
the instructors’ instruction activities.

Most of the learning tools and systems usually capture all students’ fingertip
actions (mouse and keyboard) in log files [34]. A typical log file usually takes the
form of an ordered list of events occurring on the user interface of a software tool.
It contains a record of the activity of one or more students, from the rather
restrictive point of view of their fingertip actions. Intelligent tutoring systems
commonly also record their interactions in the form of log files. Log files are easy
to record, flexible in the information they capture and useful in debugging. Nor-
mally, Web server log files contain the access date and time, the IP address of the
request, the method of the request and the name of the file requested [35].
However, log files generated by Moodle are a little different because they not only
contain the access date and time and IP address, but also other more specific
information such as the user name (full name of the student), action (module and
specific action performed by the user), and additional information about the action
(see Fig. 2.1).

On the other hand, quizzes and test data are stored and organized in a matrix in
different ways. An example is the score matrix that is a collection of student scores
for a set of questions [36]. This is a data matrix of student ratings (see Table 2.4)
in which the first column is the student’s name or ID (Identifier), and the first row
shows the testing items. For example, in Table 2.4, Rij represents the score of
item-j rating received by the student-i, in which the value 1 represent a correct
answer, -0.5 if it is wrong, and 0 when not answered [37].

Table 2.4 Score matrix or data matrix of students’ rates

Student Item-1 Item-2 … Item-j … Item-n

Student-1 0 1 … 1 … -0.5
Student-2 1 1 … 1 … 1
… … … … … … …
Student-i -0.5 0 … Rij … 0

Table 2.3 Examples of different data sources

Name Description

Log file Records all students-system interactions
Quiz/test Stores information about quiz/test usage
Portfolio Contains information about the students
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In our case, Moodle provides the score matrix when mark details are selected in
the quiz results panel. Moodle also shows the full names of the students, and
information about when they started and when they completed the quiz, the total
time taken, as well as the final grade obtained together with the score for each
question (score matrix). Quizzes can provide much more information, for example,
the students’ knowledge state can be determined from test question responses
using a q-matrix. A q-matrix is the one that shows relationships between a set of
observed variables (e.g. questions), and latent variables (concepts) that relate these
observations [38]. In the context of education, for a given q-matrix Q, the value of
Q (concept, question) represents the probability a student has of incorrectly
answering the question due to the fact that he/she does not understand the concept
involved. Learning management systems also provide some statistical information
about quizzes. For example, Moodle has statistical quiz reports which provide item
analysis (see Fig. 2.5). This table presents processed quiz data in a way suitable for
analyzing and judging the performance of each question by way of assessment.

The statistical parameters used are calculated as explained by classical test
theory (Facility Index or % Correct, Standard Deviation, Discrimination Index,
Discrimination Coefficient). The teacher can see the most difficult and easiest
questions for the students (% Correct Facility) as well as the most discriminating
ones (Disc. Index and Disc. Coeff.). This information can also be downloaded in
text-only or Excel formats in order to use a spreadsheet to chart and analyze it.

Another important educational data source is the portfolio. An e-portfolio can
be seen as a type of learning record that provides actual evidence of achievement.
An e-portfolio is a complete profile of a student that includes raw logged data and/
or filled (predefined) templates; like traditional portfolios, it can facilitate the
analysis of student learning behavior.

Fig. 2.5 Example of Moodle item analysis
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Portfolios can include all the records of students’ activities during the learning
process, such as their interaction with others, notes, assignments, test papers, per-
sonal work collections, their discussion content, online learning records and reports,
etc. [39]. Learning portfolios can also include the students’ learning path (routes
used by students throughout the courses), preferred learning styles (approaches or
ways of learning preferred by such groups as visual learners, auditory learners,
kinesthetic learners, etc.), students’ learning time (time used by students in each
activity and/or the full course), course grade and difficulty, etc. [40].

Finally, it is important to highlight that software agents have been used to
automatically capture students’ interaction data. Although in general there are no
differences between using an agent-based architecture or another type of archi-
tecture for logging, gathering and data analysis, agents can provide modularity,
autonomy, persistence and social ability. A software agent or intelligent agent is a
complex software entity capable of acting with a certain degree of autonomy in
order to accomplish tasks on behalf of its user.

They have been used for extracting and evaluating log data from e-learning
software and organizing that data in intelligent ways [41] to capture ITS data based
on an agent communication standard [42], and for automatically recording useful
information and organizing it into its corresponding tables in the database [43].

2.4.2 Data Aggregation/Integration

The goal of data aggregation/integration is to group together all the data from
different sources [44]. The data can come from various sources, and so can be
stored in different formats [30]. After the previous step of gathering all the
required/desired data, the process of aggregation/integration can begin for com-
bining data from multiple sources into a coherent recompilation, normally into a
database. Aggregation and integration are different terms used to distinguish
between the aggregations of the same type of data over multiple problems/
sessions/students/classes/schools from the integration of different types of data
about the same problem/session/student/class/school.

Educational systems normally provide several data sources that can be aggre-
gated and/or integrated into one single database. Some of these data can be
available for read in form of files, even when a certain part has to be transcribed
manually from paper documents, because not all the useful information has been
stored digitally [30]; this is the case of the attendance paper, in which all students
sign at in-person classes. For example, Web log information can be used in
conjunction with data from surveys, usability studies and other sources [45]; log
files can be mixed with other inputs, such as student demographics and perfor-
mance data and survey results [46].

Online learning environments normally store all the students’ interactions not
only in log files but also directly in databases [46]. And if this is not the case,
during the pre-processing process, data for each individual student (profiles, logs,
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etc.) can be aggregated into a database [47, 48]. In a similar way, although ITSs
use log files, it has been found that storing logging tutorial interactions directly
into a properly designed and indexed database instead of using log files eliminates
the need to parse them [49]. So, relational databases are more powerful than usual
log text files and provide easier, more flexible and less bug-prone analyses [49].

In fact, most universities today have large and complex structure and activities
(Multiversity) that are collected into one or several databases [50]. An example of
a relational database is the Moodle database, which stores all the Moodle course
information [11]. Moodle also provides different types of reports accessible from
the Moodle interface. These reports are available to the course’s instructor/s as an
option in the Administration block and in some activities. All these reports can
also be saved into files with .TXT, .ODS or.XLS format. Excel Pivot Tables have
been also proposed to conduct a flexible analytical processing of Moodle usage
data and gain valuable information [51]. A Pivot Table is a highly flexible con-
tingency table that can be created from a large data set and offers the possibility to
look at one section at a time.

Data warehouses have also been proposed for data gathering and integration [13].
A data warehouse schema can represent information about the structure and usage of
the courses and can include several data sources, for example, the university
Management Information System (MIS), Web server log files and LMS databases
[52]. Data warehouses and data marts require concise, subject-oriented schemas that
facilitate the analysis of data. For example, a star model (a modeling paradigm of
educational data) of a data mart for a course of a LMS can contain a central access
fact table that contains keys for each of the other tables, such as a time-dimension
table, a user-dimension table and a learning-resource dimension table [53].

Finally, a multi-dimensional data cube structure has been used for carrying out
an Online Analytical Processing (OLAP) operation on a database [54]. A data cube
provides remarkable flexibility for manipulating data and viewing it from different
perspectives. Building a Web log data cube allows the researcher to view and
analyze Web log data from different angles, derive ratios and measure many
different dimensions [55]. For example, in a study on Web-based education sys-
tems [56], student data were observed from three dimensional views (see Fig. 2.6):
learning-behavior pattern dimension, student-personality characteristic dimension,

Fig. 2.6 Example of data
cube
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and time dimension. Each dimension was related to the so-called dimension table.
One dimension may also describe a different level, for example, a time dimension
may describe a level from a year, quarter, month, date and so on [56]. So, OLAP
provides us with the possibility of analyzing different levels of aggregation, e.g.
per day, per month, per duration of the course, or per student, per group, or the
whole population, etc.

2.4.3 Data Cleaning

The data cleaning task consists of detecting erroneous or irrelevant data and
discarding it [2]. The most common type of inaccuracies, such as missing data,
outliers and inconsistent data [57], are described below.

Missing data are a common issue in the application of data analysis methods. In
statistics, missing values occur when no value is stored for the variable in the
current observation [58].

Some possible solutions are to use a global constant to fill in the missing value
or to use a substitute value, like the attribute mean or the mode. For example,
missing values have been replaced using linear interpolation of the previous and
posterior 4 values for emotion detection in an educational scenario [59], or by
determining what is the most probable value to fill in the missing value using
regression [60]? A different and simple approach is to codify missing/unspecified
values by mapping incomplete values [9], using for example the labels ‘‘?’’
(Missing) and ‘‘null’’ (unspecified).

In educational data, missing values usually appear when students have not
completed or done all the activities in the course, or when we combine data from
different sources and students have skipped some tasks [61]. For example, students
who enroll in a course but do not actually participate, or those whose information
or data are incomplete (missing data) [62]. In some extreme cases, in order to clean
data and ensure their completeness, students who have all or almost all their values
missed can be removed from data. For example, in e-learning courses some users
only enter to a specific course one time (by error or in order to see one specific
resource or to do an activity) but later they never come back to the course [21]. But
normally, in the case that students show some missing values, whenever possible,
these specific students may be contacted and asked (by the instructor) to complete
the course, so that their information can be used and/or evaluated. When this is not
possible, the missing information regarding students could be replaced by a
predetermined value or label [9].

The elimination of noisy instances is one of the most difficult problems in data
pre-processing. Frequently, there are samples in large data sets that do not comply
with the general behavior of the data [63]. Such samples, which are significantly
different from or inconsistent with the remaining set of data, are called outliers.
Outliers can be caused by measurement error or they may be the result of inherent
data variability, in which case the term ‘‘outlier’’ just refers to unlikely or
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unexpected distribution, rather than outside a limit. For example, the value could
be a typographical error, or it could be correct and represent real variability for the
given attribute.

Many data mining algorithms try to minimize the influence of outliers in the
final model, or eliminate them in the pre-processing phases. For example, in a
1-dimensional value a simple way to keep outliers from distorting results is to use
medians instead of means [64]. This method has the added advantage of solving
the prickly problem of distinguishing outliers from real values. It is also important
to highlight that although outliers normally can be due to noise, in educational data
they can be often true observations. For example, there are always exceptional
students, who succeed with little effort or fail against all expectations. However,
making the distinction between the outliers that should be accepted and those that
should be rejected is not always easy. This requires knowledge of the domain in
which the data was collected and depends on the aims of the analysis [65]. In this
case, a relatively simple technique that can help to detect outliers is by visualizing
data clusters, where values that fall outside the set of clusters may be considered
outliers (see Fig. 2.7).

An example of data cleaning in a Web-based educational system [48] is to
detect and eliminate both long periods of time between two actions carried out by
the same student (longer than 10 min) and incomplete data (incompletely visited
chapters, and unfinished tests and activities). Another similar example [61] shows
that very high values were often recorded for attribute time because the student
had left the computer without first exiting the exercise, concept or section. In order
to address this problem, any times that exceeded a maximum established value
(between 20 and 30 min is a common criterion) are considered noisy data, and this
maximum value is assigned to any apparently erroneous data. A different approach
is to use association rule mining for filtering data that match a predefined type of
rule [66]. In this case, if results have the rule containing the conclusion NO, which

Fig. 2.7 Plot of three data
clusters and some outliers
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indicates that students are not interested in the course, then the courses with the
lowest students count are removed, as well as those students having the lowest
course count.

Finally, inconsistent data appear when a data set or group of data is dramati-
cally different from a similar data set (conflicting data set) for no apparent reason.
In fact, some incorrect data may also result from inconsistencies in naming the
conventions or data codes in use, or inconsistent formats for input fields, such as a
date. For example, duplicate tuples can require data cleaning, e.g. Age = ‘‘42’’
and Birthday = ‘‘03/07/1997’’, shows discrepancy between duplicate records or
oxymoron (self-contradiction).

2.4.4 User and Session Identification

One of the key issues in the pre-processing phase is to identify users. This step
distinguishes the users as individuals, and as a result, different users are identified.
This can generally be done in various ways, like through the use of IP addresses,
cookies, and/or direct authentication (login/password).

Identifying users based on Web log files is not a straightforward problem, and
so various methods have been developed [67]. On the other hand, user sessions
also have to be identified. A session is a semi-permanent interactive information
interchange between two or more communicating devices, for example, a login
session is the period of activity between a user logging in and logging out.

Although user and session identification is not specific to education, it is
especially relevant due to the longitudinal nature of student usage data. However,
computer-based educational systems provide user authentication (identification by
login and password). These logs include entries that identify the students/users
who have logged on, thus identifying sessions a priori since users may also have to
log out [68].

So it is not necessary to do the typical user identification task to identify
sessions from logs, and session determination ceases to be a problem. In fact, all
records can be sorted in an ascending order with the user ID as the primary key,
and the event time as a secondary key [69]. After this sorting step, it is easy to
identify user sessions by grouping contiguous records from one login record to the
next one. Specifically, browsing records picked out between two successive login
records are grouped into a browsing session, and an upper limit of the time interval
between two successive clicks has to be set (from 15 to 45 min) in order to break
the sequence of one student’s click stream into sessions [35]. This value may result
in increasing or decreasing the total number of identified sessions.

However, to our knowledge, there is no research on the relation between
timeout of user session and its impact on quality of discovered knowledge [70]. It
is also important to construct not only learning sessions but also learning episodes
from logs [71] and tasks and activities [72]. A learning episode is a high level
model of the student’s learning task with information about the system situation at
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the beginning of the episode, the actions performed by the student, and the system
situation at the end of the episode. A task is defined as a sequence of user inter-
actions within one resource that ranging from passive reproductions of paper-
based documents to sophisticated interactive resources [72]. An activity is defined
as an interaction within the site and categorized to indicate whether the activity
involved browsing or reading, or more interactive use.

Another noteworthy aspect to consider is that accessing to some information
about users/students can be restricted due to privacy issues and special measures
and permission may be required. It is also necessary to preserve student data
anonymity/privacy but enabling that different pieces of information are linked to
the same person without explicitly identifying but making sure that users can be
de-coupled from their sessions if local, state or federal laws require it. Petersen
[73] points to the importance of the de-identification of data before the data is
made available for institutional use, including the option to retain unique identi-
fiers for individuals in the data set, without identifying the actual identity of the
individuals. A common solution for it consists in using a number randomly or
incrementally generated, like a user ID or other kind of personal information, such
as e-mail or an identification card instead of using someone’s real name (see
id_student attribute in Fig. 2.10). But, a better mechanism for assigning unique,
disassociated IDs (from a specific name), may be required in some systems.

A different approach to protecting student identity consists in not revealing any
private information in reports, tables, figures, etc. For example, notice that in some
figures shown in this chapter (see Figs. 2.1 and 2.9), student names were blurred to
protect their identity. Finally, whereas educational institutions have always had
requirements to protect student and teacher privacy, new amendments to the
existing regulations increase access to data for research and evaluation (including
sharing across levels, such as from high school to college) while maintaining
student privacy and parents’ rights [74].

2.4.5 Attribute/Variable Selection

Feature selection and extraction chooses a subset of relevant attributes from all the
available attributes [75]. This is also known as variable selection, feature reduc-
tion, attribute selection or variable subset selection. Choosing the right variables is
one of the main tasks before applying data mining techniques [76], because the
variables can be correlated or redundant. Consequently, the data must be pre-
processed to select an appropriate subset of attributes and ignore irrelevant and
redundant ones. An attribute may be redundant if it can be derived from another
attribute or set of attributes. There may be redundancy, where certain features are
correlated so that it is not necessary to include all of them in modeling; and
interdependence, where two (or more) features together convey important infor-
mation that is obscure if either of them is included on its own [77].
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Attribute selection is very important in education because there could be a large
number of attributes for learning schemes to handle in many practical situations
[78] and this number of attributes can result in reducing the accuracy of a learning
model due to overfitting problems. One solution to this issue is to select only the
most important attributes/variables. For example, a ranking of several feature
selection algorithms has been used for identifying which features or attributes have
the greatest effect for predicting school failure [79]. A decision tree technique has
been also used to choose the right variables (relevance analysis or feature selec-
tion) in educational data [76]. This method is used to obtain the most consistent
variables by presenting them at various tree levels. Another solution is not to use
irrelevant data that do not really provide any useful information to solve the
problem. Some examples of well-known attributes that can be irrelevant are user
password, student’s e-mail, student’s phone number, student’s address, student’s
picture, etc.

Learning management systems, such as Moodle, store a huge amount of attri-
butes/variables about courses, students and activities. So it is really relevant to
select only a representative group of attributes in order to reduce the dimension-
ality of data. There are some proposals of indexes and metrics [80] in order to
properly facilitate the evaluation of the course usage. However, even when there
are many of these metrics in Web usage analysis for e-commerce, it is not the same
situation in the case of e-learning. Then, these selected attributes can be stored all
together in a new table comprising all the relevant information related to the
students enrolled in the course [21].

For example, in the problem/case of predicting what it is the students’ final
performance in a course, starting from the usage information with Moodle, there is
a lot of variables about the interaction between the students and Moodle system.
Thus, it is necessary to select only the most related attributes with the student
performance. Table 2.5 shows a list of the selected features/attributes for each
student in a Moodle course, i.e. the fields of each summary record.

Table 2.5 Example of list of attributes selected per student in Moodle courses

Name Description

id_student Identification number of the student
id_course Identification number of the course
num_sessions Number of sessions
num_assigment Number of assignments done
num_quiz Number of quizzes taken
a_scr_quiz Average score on quizzes
num_posts Number of messages sent to the forum
num_read Number of messages read on the forum
t_time Total time used on Moodle
t_assignment Total time used on assignments
t_quiz Total time used on quizzes
t_forum Total time used on forum
f_scr_course Final score of the student obtained in the course
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Finally, notice that some student-related variables or attributes might introduce
a great degree of variance and this instability could represent a non-trait measure
(i.e. a non- specific trait that a student has), denoting that this variable does not and
should not describe the student [81]; for example, the consistency of students’
behavior regarding the pace (also referred as speed or rate) of their actions (i.e. the
number of logged actions divided by the session length in minutes) along the
sessions of an online course. Nevertheless, some other variables (e.g. session
length, response time, intensity of activity, preferred tasks) might have a great
variance when they are repeatedly measured for the same student: this instability
may also represent a non-trait measure.

2.4.6 Data Filtering

Data filtering selects a subset of representative data in order to convert large data
sets into manageable (smaller) data sets [2]. Data filtering allows the huge amount
of information available to be reduced. Data sets for analysis may contain hun-
dreds of attributes, many of which may be irrelevant to the mining task or
redundant. Some of the most common types of filtering techniques for educational
data are the selection of data subsets relevant to the expected purpose, and the
selection of the most convenient grain size to the research at hand.

Educational systems provide a huge quantity of information about all the events
and activities performed by the students enrolled in courses. However, the
instructor or educational research can be only interested on a certain subset of
events, students or courses depending on the specific problem or task to be solved.
For this reason filtering can be used to select only a specific subset of desired data
[82]. These data can be filtered by defining the conditions of one or more attributes
and removing the instances that violate them [83]. For example, Moodle allows log
files to be filtered by course, participant, day, and activity.

A novel data preparation approach uses activity theory, which considers three
levels of human activity, has been also used to pre-process data in order to get
more interesting results to study what happens in a collaborative learning platform
[10]. They propose to map the original data to a higher level, analysis-oriented
representation by using activity theory.

A specific characteristic of data collection from the educational system is that
there are different levels of granularity such as: keystroke level, answer level,
session level, student level, classroom level, and school level [84]. Therefore, it is
necessary to choose an appropriate level of granularity in order to only identify the
variables that can be recorded at that specific level of granularity [83]. Logging
data with multiple grain size facilitates viewing and analyzing data at different
levels of detail [16]. Figure 2.8 shows various levels of granularity and amounts of
data related to each level. It can be observed that a higher grain is related to a
smaller amount of data and, on the other hand, a lower grain is related to a larger
amount of data.

50 C. Romero et al.



The level at which events are logged constrains their analysis. For example,
logging a mouse click by its x and y coordinates may help to analyze the student’s
motor skills. In contrast, logging the menu item selected may allow a student’s
reply to a multiple choice question to be scored. So, the level of granularity affects
analysis, that is, the granularity of data should fit its intended analysis because the
resulting temporary table would only contain attributes and transactions from
students with respect to the level selected [61].

Sometimes, the raw learning logs collected by computer systems may be
excessively detailed. To analyze these logs at the behavioral unit or grain size
required by the educational research, we need to reformat the raw learning logs by
systematically aggregating them and pass from low level events to high level
learning actions [85]. Thus, it is necessary to define different abstractions of the log
file data, such as:

• Event. It is a single action or interaction recorded on the log file.
• Session. It is a sequence of interactions of a user from a login to the last

interaction.
• Task. A sequence of interactions of a user within one resource.
• Activity. A series of one or more interactions to achieve a particular outcome.

Moodle also provides several levels of data granularity. For example, as pre-
viously described, Moodle log reports provide fine grain information about all
students’ actions (see Fig. 2.1). In this case, there can be hundreds of instances or
records or rows in the log file belonging to each student. However, Moodle also
provides coarse grain information about students, for example by grades. Moodle
grades show the grades of quizzes and other activities that students have done. In
this case, there is only one instance or row for each student with columns for each
activity. For example, Fig. 2.92 shows the grades of a course that has two quizzes
(Examen Practicas IA and Ejemplo de Cuestionario) and two assignments
(Entrega de Relacción de Ejercicios de Hechos and de Ejercicios de Reglas)
evaluated using a scale from 0 to 10. The instructor can download the entire grade
book as an .ODS, .XLS or .TXT file.

Fig. 2.8 Different levels of
granularity and their
relationship to the amount of
data

2 The student column covers the identification of subjects.
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2.4.7 Data Transformation

Data transformation derives in new attributes from already available attributes [2].
Data transformation can facilitate a better interpretation of information. Some
examples of transformation such as normalization, discretization, derivation, and
format conversion, are described next.

Normalization is a data transformation technique where the attribute values are
scaled within a specified range, usually from -1.0 to 1.0, or between 0.0 and 1.0.
Within one feature there is often a great difference between maximum and min-
imum values, e.g. 0.01 and 1,000. Hence, normalization can be performed to scale
the value magnitudes to low values. In this way, normalization may improve the
accuracy and efficiency of the mining algorithms involving distance measurements
[2].

Normalization also helps to prevent attributes with initially large ranges from
outweighing attributes with initially smaller ranges. For example, one of the most
important steps in data pre-processing for clustering is to standardize or normalize
data in order to avoid obtaining clusters that are dominated by attributes with the
largest amounts of variation [86].

There are many other methods for data normalization. However, in education,
the most commonly used method is the Min–max normalization, which performs a
linear transformation of the original data [87]. Suppose that minA and maxA are the
minimum and maximum values of an attribute A, respectively. Then, the Min–max

Fig. 2.9 Example of Moodle grades
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normalization maps a value, v, of A to v’ in the range (new minA, new maxA) using
the Eq. (2.1):

v0 ¼ v�minA

maxA�minA
ðnew max

A
�new min

A
Þ þ new min

A
ð2:1Þ

Discretization divides the numerical data into categorical classes that are more
user-friendly than precise magnitudes and ranges. It reduces the number of pos-
sible values of the continuous feature and it provides a much more comprehensible
view of the data. Generally, discretization smooths out the effect of noise and
enables simpler models, which are less prone to overfitting. It can be included as a
reduction method that uses some data mining algorithms that do not work well
with continuous attributes. For example, association rule mining algorithms usu-
ally work only with categorical data. A special type of discretization is the
transformation of ordinal to binary representation, that is, from numbers denoting a
position in a sequence to 0 or 1 value. This type of codification is used for example
in frequent pattern mining research. Some discretization methods [2] are the
following:

• Equal-width binning divides the range of possible values into N sub-ranges of
the same size in which (2.2) For example, if our values are all between 0 and
100, 5 bins could be created as follows: [0–20], [20–40], [40–60], [60–80] and
[80–100].

bin width ¼ ðmaxvalue�minvalueÞ=N ð2:2Þ

• Equal-frequency or equal-height binning divides the range of possible values
into N bins, each of which holding the same number of instances.

• For example, there are the following 10 values: 5, 7, 12, 35, 65, 82, 84, 88, 90
and 95. Now, in order to create 5 bins, the range of values would be divided up
so that each bin holds 2 values in the following way: [5, 7], [12, 35], [65, 82],
[84, 88] and [90, 95].

• Manual discretization lets the user directly specify the cut-off points. A typical
educational example of a manual discretization method is normally done with
marks/scores. For example, if a range of values between 0.0 and 10.0 is applied,
they could be transformed into the next four intervals and labels [21]:

mark =

FAIL : if value is \ 5
PASS : if value is � 5 and \ 7
GOOD : if value is � 7 and \ 9
EXCELLENT : if value is � 9

8
>><

>>:

ð2:3Þ

Another example is the grade point average (normally a value between 0.0 and
4.0), which can also be translated into a letter grade, e.g. A, B+, B, C+ and C [88].
A different approach is to use fuzzy intervals, in which fuzzy sets for grading are
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used instead of crisp intervals [89]. Finally, the most extreme but simplest dis-
cretization case is when attributes are binarized (0 or 1). Here, even if some
information is lost, the resulting model can produce, for example, a more accurate
classification [90].

Another technique of data transformation is the derivation, which enables to
create new attributes starting from the previous ones. So, new attributes can be
offshoots of other current attributes in a specific attribute derivation. In many
cases, a new attribute needs to be derived from one (or more) of the attributes in a
data set. The new attribute may result from a mathematical transformation of
another attribute [83], such as the time difference attribute that could be converted
to minutes instead of seconds. The most commonly used type of derivation per-
forms some kinds of aggregation on another attribute. For example, when the
constraints related to each attempt are grouped into an attribute of the attempt data
set, then a ‘‘violated count’’ attribute is included as an attribute of the analysis data
set. This attribute identifies the total number of violated constraints in each attempt
[83].

A hash code has been also used as the encoding scheme for combining student
information into a single hash number [9]. This hash number was simply created
by multiplying each field with a distinct power of ten, in descendant order. Some
other examples of attributes [91] derived from the information provided by an e-
learning system is shown in Table 2.6.

A different approach is to enrich data (normally log files) by using expressions,
annotations, labels, text replays, etc. However, it is important to note that data
annotations and labeling are very labor-intensive tasks. Some other authors [92]
propose making log files more expressive by overcoming a historical tendency to
make log files cryptic in order to save file space. This change involves altering the
representation of events in the log file and enriching the logged expressions so that
more inferences can be drawn more easily. Other approach is to completely rep-
resent each event using English words, using English grammar and using standard
log file forms [92].

Other authors [84] have also proposed using text replays as a method for
generating labels or tags. Text replays produce data that can be more easily used
by data mining algorithms. It is an example of distillation for human judgment that

Table 2.6 Example of derived attributes

Attribute Description

UserId A unique identifier per user
Performance Percentage of correctly answered tests calculated as the number of correct tests

divided by the total number of tests performed)
TimeReading Time spent on pages (calculated as the total time spent on each page accessed) in

a session
NoPages The number of accessed pages
TimeTests The time spent performing tests (calculated as the total time spent on each test)
Motivation Engaged/disengaged
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tries to make complex data understandable by humans to leverage their judgment.
Text replays represent a segment of the student’s behavior from the log files in a
textual ‘‘prettily-printed’’ form. For example, the coder can see the time when each
action has taken place, as well as the problem context, the input entered, the
relevant skill and how the system assessed the action. Then the coder can choose
one among a set of behavior categories and tags or can indicate that something has
gone wrong. Other authors propose the use of hand-labeled data and the mapping
of events to variables through intelligent tutors’ data [16]. In this case, annotations
about the level of students’ engagement were made by an expert with tutoring
experience to annotate sequences of students’ actions with the label engaged or
disengaged. A current approach proposes to create a grammar (i.e., a set of rules)
to unambiguously combine some low-level entries into high level actions that
correspond to functions provided at the user interface level of the Alice pro-
gramming environment [93].

Finally, pre-processed data have to be transformed into the format required by
the data mining algorithm or framework that will be used later. Therefore, data
have to be exported to a specific format, such as the Weka’s ARFF format
(Attribute-Relation File Format) [32], Keel DAT format [94], Comma-separated
values (CSV), XML, etc. Fig. 2.10 shows an example of a summary file in the
ARFF format. Either the WekaTransform tool (http://sourceforge.net/projects/
wekatransform/) or the Open DB Preprocess task in Weka Explorer (http://
www.cs.waikato.ac.nz/ml/weka/) can be used in order to transform data directly
from a database into ARFF format. Datapro4j (http://www.uco.es/grupos/kdis/
datapro4j) can also be used to programmatically transform multiple data formats

Fig. 2.10 Example of Moodle summary ARFF file
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using the Java language. Figure 2.10 is a snapshot of a Moodle summary file in
ARFF format. Rows of the file represent a summary of all the online activities
completed by the students and their final marks obtained in the Moodle course.
Notice that the attributes defined in the file were already described in Table 2.5,
although most of them are discretized.

The declaration section indicates that numeric attributes are specified by the
keyword numeric, whereas nominal attributes are specified by the list of possible
attribute values in curly brackets. Finally, the list containing all the instances is
detailed right after the @data tag. Instances are listed in the comma-separated
format, and a question mark represents a missing value.

2.5 Pre-Processing Tools

Data pre-processing phase requires strong efforts in the KDD process, which needs
to be mitigated somehow with the use of software tools. These applications allow
the EDM user to perform semi-automatic tasks for preparing data before accom-
plishing knowledge extraction. In general, these tools can be grouped in two
categories: general purpose tools and specialized tools for pre-processing data.

2.5.1 General Purpose Data Pre-Processing Tools

Nowadays, the most mature software applications available for data preparation
are general purpose tools, both in their scope of application and in the number of
techniques and algorithms. They can be grouped in the next three groups:

• Data analysis tools. These tools are primarily oriented to data statistical treat-
ment, but they are also used for pre-processing data because they provide
operations related with missing values, data transformation, feature manipulation
or meta-data handling. The most common data analysis tools in EDM are: Matlab
(Preprocess GUI), R (incl. Rattle and RDatamining), IBM SPSS Modeler (for-
merly, Clementine), SAS (Enterprise Miner), Statistica and Microsoft Excel.

• Data mining tools. These general purpose data mining software applications are
the most used tools for data preparation because they provide both basic and
advanced operations for data transformation, feature selection and meta-data
handling. There is a large variety of software solutions in this field, being Weka
(http://www.cs.waikato.ac.nz/ml/weka/), RapidMiner (http://rapid-i.com/) and
Knime (http://www.knime.org/), the top cited packages; all of them are freely
available.

• Business intelligence software applications. These tools are focused on business
data analysis and visualization for supporting decision making, and oriented to
the treatment of large amounts of data. They provide advanced functionalities
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for data exploration and transformation. Some examples are: Orange (http://
orange.biolab.si), Angoss (http://www.angoss.com) and Amadea (http://alice-
soft.com/html/prod_amadea_en.htm).

2.5.2 Specific Purpose Data Pre-Processing Tools

The number of tools exclusively devoted to data pre-processing is marginal.
Although some specific tools have been developed for preparing data in any
domain, as well as others especially well-suited for educational data, most of the
currently existing tools are just prototypes providing restricted features or they are
oriented to work only with a very specific type of data.

A sample of specific tool for data pre-processing is DataPreparator (http://
www.datapreparator.com), a freely available proprietary and multi-platform soft-
ware tool, that provides functionalities for data load (text files, relational dat-
abases, excel), data reduction (including attribute selection), data transformation
(discretization, missing values, scaling, sorting) and outlier handling. In contrast to
prior approaches, DMPML-TS [95] is a visual tool founded on the use of Data
Mining Preparation Markup Language (DMPML), an XML notation designed to
represent the data preparation phase of the KDD process in general domains. Its
authors stand for the use of this type of representation, and claim that it facilitates
data codification, cleaning and data transformation using XSLT transformations.

As for data pre-processing solutions in the field of EDM, we can also find some
prototypical proposals in the literature. These tools are mainly oriented to the
preparation of data extracted from log files in Web learning environments. A first
proposal in the field of WUM was presented by Zaïne and Luo [96]. They high-
lighted the variety of Web log analysis tools available but specially tailored for e-
business and, consequently, difficult to use by educators. Therefore, they proposed a
novel tool based on a three-tier architecture for data gathering and pre-processing.

Its constraint-based approach allowed the educators to express restrictions and
filters during the preparation phase, the patterns discovery phase, or the patterns
evaluation phase. Having domain-specific filters during the first stages consider-
ably reduces the search space and controls the performance and accuracy of the
pattern extraction.

Similarly, Marquardt et al. [8] proposed an early tool prototype for the auto-
mation of the most typical tasks performed by the instructor in the pre-processing
phase for the mining of data extracted from Web courses. Their tool, called WUM
Prep, offered a set of scripts implementing classical WUM pre-processing
techniques, i.e. data cleaning and filtering, user and session identification, path
completion, data enrichment, and transaction identification.

Ceddia et al. [97] proposed Web Analysis Tool (WAT) to allow the educator to
describe activities from sequences of Web site interactions that could be meaningful
in the course context. The aim of this approach is to provide the teacher with an
indication of how successful the educational Web course has been in assisting the
students meet their objectives, based on the navigation path recorded. Even when it is
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also a prototype application, WAT provides a usable GUI and defines a process in
two phases: activity definition, where the log files are preprocessed extracting those
fields that are valuable for the activity and imposing some meaning to the selected
interaction attributes; and activity extraction, where the file is processed according to
the previous configuration, and the information about activities is extracted and
shown to the educator.

More recently, Sael et al. [7] have proposed a specific pre-processing tool for
e-learning platform using Moodle logs. It uses not only access log information but
also SCORM activities in order to identify different levels of access to a course
and thus to define episodes according to these levels.

Finally, EDM Workbench [98] is a specific tool that helps educational
researchers with processing data from various sources (PLC shop, SQL tutor,
Collaborative Learning System Database and Streamed Log Files). Though still in
beta version, this application provides a GUI with some basic operations and
algorithms specialized for EDM. It provides operations for collaborative labeling
of log files, extraction of information for its subsequent use in machine learning
and data transformation (e.g. random sampling, clipping, and a few others).

2.6 Conclusions

Nowadays, there are very few specific data pre-processing tools and so, EDM users
normally use general software and DM tools for pre-processing. For example,
database GUI administrator tools are used to data aggregation/integration, text
editors or spreadsheets are used to manually eliminate some incomplete students’
data, and DM tool are used for automatic attribute selection and filtering. How-
ever, most of the current data mining tools and general pre-processing tools are
normally designed more for power and flexibility than for simplicity and thus, they
do not suitably support pre-processing activities in the educational domain.

Most of the currently existing tools can be too complex for educators, EDM
researchers and users who are not expert in data mining, since their features go
well beyond the scope of what an educator may want to do. So, a very important
future development will be the appearance of free EDM pre-processing tools and
wizards in order to automate and facilitate all the pre-processing functions in an
easy-to-use framework. In this way, the typical workload of the pre-processing
phase could be significantly reduced by the automation of the most usual tasks.

On the other hand, there is currently only one public educational data reposi-
tory, the PSLC DataShop [99] that provides a great number of educational data
sets about ongoing courses. However, all this log data comes from ITSs, so it will
be also useful to have in the future more public data sets available from other
different types of educational environments such as AIHS, LMSs, MOOCs, etc. In
this way, a wide range of educational benchmark data sets could be used directly
without need to be pre-processed. Finally, the following main lessons have been
learned with respect to the pre-processing of educational data:
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• Pre-processing is always the necessary first step in any data mining process/
application. This task is very important because the interestingness, usefulness
and applicability of the obtained DM models highly depend on the quality of the
used data.

• There are different types of educational environments that provide different type
of data, and several pre-processing tasks can be applied. Although, this paper
recommends the use of a specific flow or sequence in applying different
pre-processing tasks/steps, some variations in the order of some tasks can also
be possible. For example, data cleaning can be done later; attribute selection,
data filtering and data transformation can be mixed or put in different order.

• Not all these pre-processing tasks/steps have to be applied in all the cases. That
is, depending on the data and the specific issue to address, it might or might not
be necessary to apply some of them. Examples are aggregation/integration (only
if there are multiple sources), cleaning (only if there are erroneous, missing or
incomplete data), user identification (only if the educational system does not
provide user identification), data filtration and attribute selection (only if there is
a huge amount of data and/or attributes respectively).

• Different types of techniques have also been used in each task/step, although
there is no recipe or rule about which specific technique should be used in each
pre-processing task. Therefore, the user will be the one in charge of selecting
which one to apply each time depending on several issues, such as the specific
characteristics of the data, the tools and algorithms available, and the final
objective or data mining problem to be solved.
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Chapter 3
How Educational Data Mining Empowers
State Policies to Reform Education: The
Mexican Case Study

Alejandro Peña-Ayala and Leonor Cárdenas

Abstract In this chapter we present a case study that illustrates how educational
data mining (EDM) is able to support the implementation of government policies
and assist the labor of public institutions. Specifically, we highlight the current
educational reforms in Mexico and focus on one of its main goals: to enhance the
education quality. In response, a valuable data source is mined to discover inter-
esting findings what students think about education, family, teachers, and their
surroundings. Thus, a brief description of the legal and social context is given, as
well as a profile of the students opinions expressed in a national survey is shaped.
Moreover, a framework to build an EDM approach is outlined and a sample of the
mined results is stated. As a result of the findings generated by the EDM approach,
an interpretation is provided to tailor a conceptual view of the observations made
by students, as well as some initiatives to deal with the findings. The work con-
cludes with an exposition of the reasons for presenting this kind of work, a
comment on the research fulfilled, a viewpoint of the education in Mexico, and
some suggestions to support State polices to enhance education.
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CNTE National Coordination of Workers of the Education
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3.1 Introduction

Education is the ground to propel the progress of an individual, family, and
society. In this context, the state of a nation is the rector of the education and
practices. It mandates by the definition of constitutional articles and laws, as well
as the founding of ministries and institutions to lead, fund, provide, and control
education. The accomplishment of those responsibilities requires a responsible
contribution of diverse actors, such as: politicians, members of Parliament, civil
servants, principals, academics, labor union, and support staff, as well as students,
parents, relatives, tutors, and classmates.

In addition to human assets, resource such as funding, facilities, logistics,
supplies, and computer equipment are needed, as well as information, material,
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and technological resources. All of these contribute to build the setting to deliver
education through classroom, open, and distance modalities. The education scope
is extensive; it includes mandatory, professional, postgraduate, supplementary, and
long-life categories. So, education is available for everybody at anytime, anyplace,
and with anything.

Indeed, the educative labor is permanent, diverse, complex, demanding, con-
troversial, and dynamic. It claims a legal driving force, realistic policies, generous
funding, avant-garde programs, updated curricula, suitable contents and materials,
useful artifacts, and appropriate facilities, as well as highly-trained and paid
academics and specialized staff, motivated students, and committed families and
tutors.

In an ideal landscape, quality is the reference to measure activities, behaviors,
results, resources, and human assets. Subjects such as academic goals and
programs, pedagogical and social criteria, students’ profile and tracking-logs,
performance and behavior records, psychometric and educational tests, domain
knowledge (DK), skill assessments, mastery of competencies, the academics
development and efficiency, and students’ ratings are key sources to evaluate the
quality of education.

However, the management of those subjects demands modern computer-based
information systems (CBIS), which are able to automate the collection, repre-
sentation, storing, processing, and exploitation of data derived from such assets,
functions, factors, and sources. Furthermore, approaches for knowledge discovery
in databases (KDD) are also needed to facilitate decision making for all the
individuals involved in educational duties. In consequence, data mining (DM)
emerges as a paradigm to scan huge data repositories for inferring relevant find-
ings. Particularly, the DM specialty that deals with those specific requirements is:
educational data mining (EDM).

EDM is a novel field that assists operative, tactical, and strategic educational
activity. It is oriented to mine raw data extracted from conventional and online
educational systems (ES). EDM offers proactive, real-time, and reactive support to
ES. For instance, EDM aids these three stages when providing reliable knowledge
to respectively: adapting teaching experiences prior to be delivered, offering
suitable hints to students at problem solving, and facilitating the assessment of the
acquired DK.

The work presented in this chapter shapes a sample of how EDM is an ally to
deploy policies for reforming education. It highlights the current situation in
Mexico, where the government reforms education by legal amendments and
academic objectives, including quality enhancement. As a strategy, the students’
opinion is considered a valuable feedback that is worthy to be taken into account.
Thus, we build an EDM approach to mine a survey of students’ opinions. As a
result, diverse findings are discovered to reveal key issues that claim increasing
education quality.

The exposition of the case study is organized as follows: The next three sections
offer a profile of DM and EDM, a collection of related works, and the political,
academic, and social context of the case study. Sections 3.5 to 3.7 introduce the

3 How Educational Data Mining Empowers 67



test-bead and framework respectively used to extract data and build the EDM
approach to discover findings, interpret, and diagnose students’ opinions. The
conclusion argues the reasons for including this kind of work as part of the book,
sketches a general panorama of education in Mexico, and proposes EDM to
support State policies.

3.2 Domain Study

The domain study of this work is made up of a pair of fields, DM and EDM. The
first provides the grounds, logistics, and tools for KDD; whereas, the second is
oriented to mine source data of educational settings and support academic func-
tionalities carried out by ES. With the aim at tailoring the baseline of the domain
study, a brief profile of DM and EDM is given in the following subsections.

3.2.1 A Glance at Data Mining

Essentially, CBIS are data processing systems oriented to produce information as
the fundaments to back up knowledge [1]. A classic aim of CBIS is decisions-
making, a routine task for humans and organizations. It demands essential data,
useful information, and reliable knowledge to decide action courses that guide the
behavior of people and organizations. Thus, efficient approaches composed of
frameworks, models, methods, techniques, and tools are needed to support deci-
sions-making practice.

Management information systems [2], decision support systems [3], data
warehouses [4], online analytical processing [5], business intelligence [6], and
KDD [7] are a sample of paradigms built to meet such needs, where DM is a new
one [8].

DM is a field that mines information and extracts knowledge from large amounts
of data [9]. DM finds out data patterns, uncovers hidden relationships, draws
association rules, estimates unknown values to classify objects, composes sets of
homogenous objects, and unveils findings that are not produced by classic CBIS.

The DM baseline is ground by diverse disciplines such as: statistic [10],
probability [11], visualization [12], machine learning [13], and natural language
[14]. They offer methods and algorithms that are useful to deal with DM models
and tasks.

Fundamentally, descriptive and predictive DM models are designed. Descrip-
tive models usually apply unsupervised learning functions to produce patterns that
explain or generalize the intrinsic structure and relationships of data [15]. Pre-
dictive models frequently apply supervised learning functions to estimate
unknown or future values of dependent variables based on the features of related
independent variables [16].
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A model is deployed by means of tasks that focus on similar problems to be
solved. For instance, clustering [17], correlation analysis [18], association rules
[19], and sequential pattern [20] implement descriptive models; whilst, classifi-
cation [21], regression [22], and preferences [23] generate predictive models.

Some methods used to perform a task are the following: linear and logistic
regression [24, 25], linear discriminant [26], support vector machines [27], Naïve
Bayes [28], classification trees [29], rules induction [30], instances-based learning
[31].

Once a method is chosen to fulfill a task, an algorithm is programmed to mine
the source data [32]. A collection of popular algorithms is introduced as follows:
Naïve Bayes tree [33], expectation maximization (EM) [34], C4.5 [35], CART
[36], CN2 [37], Apriori [38], k-nearest neighbor [39], k-means [40], maximal
frequent item set [41], randomized function K [42], independent choice logic [43],
PageRank [44], and TwitterRank [45].

3.2.2 Educational Data Mining in a Nutshell

Education is a novel DM target of application for knowledge discovery, decisions-
making, and recommendation [46]. EDM emerges as a paradigm oriented to
design models, tasks, methods, and algorithms for exploring data from conven-
tional, open, and distance educational settings [47]. EDM finds out patterns and
makes predictions to depict learners’ behaviors and achievements, DK, assess-
ments, student support and ratings [48]. In order to shape an EDM profile, three
surveys are stated as follows.

The first survey covers EDM works published from 1995 up to 2005 [49]. It
contains 81 references, where only seven correspond to the 1990s. The review
recognizes conventional and distance ES. The former is given in classrooms;
whilst, the latter is delivered through web-based courses (WBC), adaptive and
intelligent web-based educational systems (AIWBES), and learning content
management systems (LCMS). According to three kinds of DM techniques, 36
citations are distributed for the three sorts of distance systems as follows: (a) 15
works of clustering, classification, and outlier detection implemented in WBC 3,
AIWBES 9, LCMS 3; (b) 14 approaches of association rules and sequential pattern
deployed in WBC 6, AIWBES 4, LCMS 4; (c) 7 text mining applications
embedded in WBC 4, AIWBES 1, LCMS 2.

The second survey enhances the first adding publications from 2006 up to the
start of 2010 [50]. Eight types of ES categorize 235 works as follows: 36 con-
ventional, 54 web-based education, 29 learning management systems (LMS), 31
intelligent tutoring systems (ITS), 26 adaptive educational systems, 23 test-
questionnaires, 14 text-contents, and 22 others. As for educational tasks, the works
are gathered into eleven categories as follows: (a) analysis and visualization of
data 35; (b) feedback provision 40; (c) recommenders 37; (d) students performance
76; (e) student modeling 28; (f) detecting student behaviors 23; (g) grouping
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students 26; (h) social network analysis 15; (i) concept maps 10; (j) constructing
courseware 9; (k) planning and scheduling 11.

The third survey updates the chronicles of EDM evolution, due to it presents
240 works published from 2010 up to the first quarter of 2013 [51]. The sample is
split into 222 approaches and 18 tools. The approaches are gathered according to
six educational functionalities as follows: (a) student modeling 43; (b) student
behavior modeling 48; (c) student performance modeling 46; (d) assessment 45;
(e) student support and feedback 21; (f) curriculum, DK, sequencing, and teachers
support 19. During the analysis of the collected approaches, a profile was designed
to highlight educational and DM traits that characterize them. As result of the
statistical and DM processes applied to the 222 profiles, the following counts are
unveiled:

The most common ES are ITS, LMS, and conventional with 88, 20, and 20
cases; whilst, the most used ES instances are Algebra, ASSISTments, and Moodle
with 20, 19, and 13 occurrences. As for the involved disciplines, probability,
machine learning, and statistic provide the grounds for 181, 90, and 47 works;
whereas, 60 % of the approaches correspond to predictive models and 40 % to
descriptive. Concerning the tasks, classification, clustering, and regression are
deployed by 102, 65, and 37 works; while Bayes theorem, decisions trees, and
instance-based learning are taken into account by 48, 44, and 22 approaches.
Regarding algorithms, the top four are: K-means, EM, J48, NaiveBayes, which are
deployed by 19, 15, 15, and 15 approaches.

3.3 Related Works

One of the novel targets of EDM labor corresponds to students’ opinions. It is
devoted to support the students’ right of expression! This ES functionality facil-
itates the students’ feedback by means of collecting comments, suggestions,
complains, requests, and evaluations about their teachers, family, facilities,
resources, curricula, content, DK, and any other issue that students like to exter-
nalize. These opinions represent a valuable source that is worthy to be considered
for estimating and improving the quality of education. In order to depict its nature,
some works are stated next.

A well-known survey for gathering students’ opinions is the Students Evalua-
tions of Teaching [52]. The test is developed as a means of collecting data from
students on their experience of learning at the individual subject or unit of study
level. Another similar test is the Unit of Study Evaluation. It is designed to support
aspects of the management and evaluation of coursework teaching at the
University of Sidney [53].

An interesting approach is reported by Kim and Calvo [54], who detect
learners’ opinions (e.g., positive, negative…) and emotions (e.g., joy, surprise,
anger, fear…). They apply category-based (e.g., latent semantic analysis and non-
negative matrix factorization) and dimension-based emotion prediction models.
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Opinions and emotions are inferred from textual and quantitative students’
responses to a Unit of Study Evaluations test to provide a comprehensive under-
standing of student experience.

As for Champaign and Cohen [55], they explore the use of student annotations
by allowing students to leave comments on learning objects they are using. Later,
subsequent students could identify the annotations they find useful, which would
then be intelligently shown to similar students. Authors develop a model for
reasoning about which learning objects and annotations should be presented to
future students.

Koprinska studies the effect of the stream, regular and advanced, on the student
evaluation of teaching and course marks [56]. She identifies how the differences
between the two streams (i.e., units of study demands and prior academic per-
formance) affect the student evaluation of teaching and the units of study
assessment results.

Barracosa and Antunes anticipate teachers’ performance based on the analysis
of pedagogical surveys filled by students [57]. Their approach pre-processes the
surveys, applies sequential pattern mining to identify meta-patterns used for
enriching the assessment of teachers. Thereby, they improve classification models
accuracy.

Leong et al. [58] identify sentiments by mining short message service texts in
teaching evaluation. Once the texts are read, parsed, and categorized, three models
are built: base, corrected that adjusts for spelling errors, and sentiment which
extends the corrected. An interestingness criterion selects the sentiment model
from which the sentiments of the students towards the lecture are discerned.

In another vein, Gates et al. [59] maximize the value of student ratings by DM.
They develop meaningful analysis of over one million student narrative comments
collected through online process. Thus, they design a methodology to depict
instructor traits and a domain-specific lexicon by positive and negative category
vectors. Moreover, sentiment analysis is applied to detect and gauge attitudes
expressed in comments about each category. The methodology is validated using
three assessment approaches at the University of Mississippi.

3.4 Context

As the case study is concerned with educational reform in Mexico, specifically the
enhancement of quality, it is pertinent to shape the study context. So, five subjects
are introduced in this section. The first depicts the Mexican State as the main
instance of representation and authority of the nation. The second identifies some
actors and provides a sample of statistics to tailor the dimension of the educational
community. The third summarizes the national assessments and the fourth shapes
the educational reform that the current Mexican President heads to transform
education and improve its quality. The last shows reactions of sectors that are
essential to implement the reform.
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3.4.1 The Mexican State

The Mexican United States, known as Mexico, is organized and regulated by a
Mexican State. It is a Federation composed of territory, population, Federal
Government, and laws. The Federation has thirty one states and one Federal
District. The states are free and sovereign; and have their own political constitution
and parliament. The Federal District is the site of the Federal Government and the
country capital.

The territory is situated in North America, where the United States of America
(USA) is at the north and Belize and Guatemala are located at the south. Its eastern
coast corresponds to the Atlantic Ocean, and the western coast to the Pacific
Ocean. The territory covers nearly 1,965,000 square kilometers.

As for the population, 112 millions inhabitants were counted as result of the last
national census of population and housing taken in 2010. The rate of growth is
1.40 %, the population density per square kilometer is 57 [60]. The official esti-
mation of population for age-ranges in 2010 is revealed in the fourth column of
Table 3.1, where it is associated to four mandatory academic levels [61].

Concerning the Federal Government, constitutionally named Supreme Power of
the Federation, it is based on a Presidential system, where the president is the Head
of the State, as well as the Head of the Government. It embraces three Powers of
the Union: Executive, Legislative, and Judicial. The Executive Power is headed by
the President, who is assisted by State Secretaries in order to rule the nation. The
Legislative Power is the Union Congress composed of two chambers: Senators and
Deputies, which set the legal frame of the nation. The Judicial Power applies the
laws to provide justice through the Supreme Court of Justice, magistrates’ courts,
and tribunals.

In another vein, the laws provide the legal framework to shape the live, values,
principles, rights, duties, activities, and vision of the nation. The main referent is
the Politic Constitution of the Mexican United States (CPEUM1) established in
1917. Article 40 asserts, ‘‘It is the will of the Mexican population to form a
representative, democratic, and Federal Republic…’’ At that time, the Mexican
constitution was the first constitution to include social rights. Particularly, the first
three articles are consigned to acknowledge that the Mexican State must take care,
provide, and guarantee human rights, public health, and education for all the
members of society [62].

3.4.2 Educational Community

The educational community is made up of several sectors. However, six are the
main protagonists of the case study stated in this chapter. One corresponds to

1 Some acronyms maintain the initials written in Spanish to preserve their national identity.
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students, another to teachers, and one more to schools. The fourth concerns the
Federal Government, the fifth the labor unions, and the last the public and private
sectors.

Article 3 of the CPEUM asserts: All individuals have the right to receive
education. The Mexican State will offer pre-primary, primary, middle, and high
school education [62]. The four educational levels are mandatory; they are split
into the academic years shown in the second column of Table 3.1. Generally, the
students’ age-range of each academic level is the one stated in the third column of
Table 3.1. The official statistics for the roll of students in the scholar year of
2011–2012 is unveiled in the fifth column of Table 3.1 [63]; whereas the covering
achieved for each academic level is identified at the right column of Table 3.1.

Regarding teachers, the academic assets assigned for the mandatory levels in
the scholar year of 2011–2012 are given in column 2 of Table 3.2 [64]. It means,
an academic teaches the average of students estimated in the column 4 of
Table 3.2. The low average in middle and high schools is explained because:
several teachers contribute to the academic development of students at those
levels.

As for schools, the facilities available for the four mandatory levels during
2011–2012 are offered in column 3 of Table 3.2 [65]. Thus, the average school roll
for each level is provided in column 5 of Table 3.2; whereas the average number
of teachers assigned to schools in each level is stated in the last column of
Table 3.2.

On the other hand, the Federal Government is responsible to define, guide, fund,
administrate, provide, evaluate, and control education. The current presidential
regime, which initiated its administration in December 1st 2012, ordered the
Constitutional Reform in Education [66]. Thus, the Secretary of Public Education
(SEP) supports the reform of the article 3 of the CPEUM [67]. As a consequence,
the National System for Educative Evaluation is established under the coordination
of the National Institute for Educative Evaluation (INEE) [68]. Therefore, the

Table 3.1 Mandatory academic levels, years of study, age-range, population, roll, covering

Level Years Age-range Population Roll Covering (%)

Pre-primary 3 3–5 6,535,234 4,705,545 72
Primary 6 6–12 15,516,889 14,909,419 96
Middle school 3 13–15 6,570,144 6,167,424 94
High school 3 15–19 8,761,774 2,147,167 25

Table 3.2 Mandatory academic levels, teachers schools, averages between them and students

Level Teachers Schools Students/Teacher Students/School Teachers/School

Pre-primary 224,146 91,253 21 52 2.5
Primary 573,849 99,378 26 150 5.8
Middle school 388,769 36,563 16 169 10.6
High school 285,974 15,472 7.5 148 20.0
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Deputies Chamber approved the General Law of Education [69] and the Law of
the INEE [70].

Regarding academics, they are hired by the Federal Government to teach
students in public schools and are organized into labor unions. The National Union
of Education Workers (SNTE) [71] holds a membership of approximately
1.2 millions teachers [72]. It is organized into 54 sections along the Mexican
territory, where some sections (e.g., 14, 18, 22) founded a fraction called the
National Coordination of Education Workers (CNTE) [73], which holds a mem-
bership of tens of thousands in states such as: Oaxaca, Guerrero, and Michoacán.

As for public and private educational organizations concerned with education,
some of them are: the Mexican Institute for the Competitiveness that founded an
initiative to improve schools [74]; another is the Mexican Council for Educative
Research, which is aimed to promote investigation in education [75]; Parents of
Family Associations and Scholar Councils for Social Participation [76].

3.4.3 National Assessments

The assessment of education is mainly achieved in Mexico by the SEP and the
INEE. The SEP uses several instruments, where one of them is called the National
Evaluation of the Academic Achievement of Scholar Centers (ENLACE) [77]. As
for the INEE [77], it evaluates students by means of diverse instruments such as
the Program for International Student Assessment (PISA) and the Exams for the
Quality and Educative Achievements (EXCALE) [78]. The PISA is a study well-
known in the community that is promoted for measuring student success around
the world by the Organization for Economic Co-operation and Development [79].
The EXCALE is a national assessment, whose profile is outlined in Sect. 3.5
because a sample is used as the source data of the case study.

An regards ENLACE, the SEP annually applies a national survey to assess the
ratings in the Spanish language, mathematics, and a third subject (e.g., history,
biology…) reached by students at primary, middle, and high school levels. During
two days, the test is applied to primary schools students of the 3rd up to 6th years,
as well as middle and high schools students of the 1st up to 3rd years. The
evaluation is made from quantitative and qualitative perspectives. The former
estimates the scoring of right answers (e.g., 50 and 90 items for Spanish language
and math). Its average is 500 points, with a standard deviation of 100 and a range
from 200 up to 800. The latter is based on the Item Response Theory to estimate
the domain level [80].

The tests are applied, collected, validated, and processed to estimate outcomes
at student, school, and state levels. The results are published and provided to
students, parents, teachers, and school principals. A sample of the statistics pro-
duced in the scholar years 2012 and 2013 is outlined in Table 3.3, where the three
states that reached the highest, middle, and lowest scores are identified, as well as
the national average. Table 3.3 shows the national and state average reached in
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Spanish and math subjects for primary, middle and high school levels. The id
edited at the left column reveals the ranking achieved by the state.

3.4.4 The Constitutional Reform in Education

Nowadays, Mexico is living a full transformation in strategic areas such as:
education, energy, finances, fiscal, and labor. This synergy is leaded by the
Executive Power and supported by the Legislative Power. As the first change, the
Federal Government has ordered an educational reform. A briefing of the current
progress is shaped as follows:

At the beginning of 2013, the President of Mexico submitted an initiative to
reform article 3 of the CPEUM. Thus, the Union Congress discussed the
amendment and modified the initiative. As a result, a decree to reform the article 3
was published on February 26, 2013 [81]. The decree reforms the fractions III, VII,
and VIII of article 3 and fraction XXV of article 73. Fraction II is enhanced by the
addition of the 3rd paragraph and item d of the 2nd paragraph. Fraction IX is
included [68]. The essence of the reform for those subjects is given next [62]:

• Article 3, fraction III: The Executive Power will define the curricula of the pre-
primary, primary, and middle school levels.

• Article 3, fraction VII. The universities and superior institutions which the law
grants autonomy will hold the faculty and responsibility to govern themselves.

• Article 3, fraction VIII: The Union Congress will define the necessary laws to
unify and coordinate the education in the whole country.

• Article 73, fraction XXV: The Union Congress holds the faculty to establish the
Academic Professional Service.

• Article 3, fraction II, 3rd paragraph: Contribute to a better human coexistence
and equality of rights without distinction of race, religion, groups, and sex.

Table 3.3 Results of the ENLACE test applied to students during the academic year 2012 for
primary and middle levels, and 2013 for high school

Level/Nation/State General Primary school Middle school High school

Spanish Math Spanish Math Spanish Math

Country 501 498 520 475 528 476 419
1 Federal district 555 580 583 504 531 497 427
2 Sonora 545 552 577 485 544 486 450
3 Tabasco 532 532 552 493 566 460 416
15 Yucatán 505 508 522 476 514 503 433
16 Quintana Roo 503 508 525 464 512 473 415
17 Sinaloa 501 493 522 471 525 473 439
30 Michoacán 466 480 501 401 456 459 411
31 Guerrero 430 404 427 432 501 432 394
32 Oaxaca 381 330 340 376 416 458 411

3 How Educational Data Mining Empowers 75



• Article 3, fraction II, 2nd paragraph, item d: The criterion of the education will
be quality based on the constant improvement and the maximization of the
students’ academic achievement.

• Article 3, fraction IX: In order to guarantee the quality of educative services, the
National System for Educative Evaluation is established.

3.4.5 Community Reaction

As consequence of the educative reform, diverse reactions have been manifested
by the community; some sectors support the reform, others are against it. A sample
of the reactions produced by the Legislative Power, labor unions, students, and
society is presented in this subsection in order to shape the current status of the
reform.

Since the publication of the constitutional decree to reform education, the
Deputies Chamber worked on outlining three complementary laws: General Law
of Education, Law of the INEE, Law of Professional Academic Service. The first
law rules the education provided by the Executive Power and private institutions
[82]. The second defines the nature, purpose, and powers granted to the INEE in
order to evaluate the quality and achievements of the education [83]. The third
establishes the baseline for the professional development of academics, as well as
the criteria, bases, and constraints of the obligatory evaluation for the entry,
promotion, recognition, and permanence [84]. The first two laws were approved on
August 22; but the third was postponed until September 1st due to political and
social pressures exerted by the CNTE.

Even though most of the educational community sectors support the educative
reform, the CNTE has presented a violent opposition. Since 1979 [85], the CNTE
use to protest every year for improving their labor conditions, benefits, incomes,
and diverse kinds of claims and interests. The CNTE members interrupt their
academic labors during weeks or months; obstruct public streets, roads, airports,
and highways, as well as the access to offices and commercial centers. They hijack
public and political servants in their own work center and parliament. CNTE
claims in such a way that members move from their states to the Federal District to
stay for long periods to force rulers, deputies, senators, and state secretaries to
modify the laws according their convenience or at least stop the legislative pro-
cess. As for the most important complementary law, Professional Academic
Service, demands the permanent development and progress of academics in order
that they improve the education delivered in classrooms. However, CNTE rejects
such commands and claims an ad-hoc law that guarantees they will preserve their
‘‘rights’’ and ‘‘benefits’’ based on an evaluation process that they themselves define
and approve!

Students, parents of family, and members of the society are the main beneficiary
of the educative reform. They are interested in the enhancement of the whole
educational system, laws, labor conditions, facilities, curricula, pedagogical
practices, educational content, and supplies. Moreover, they demand well-prepared
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and updated academics that are committed to perform their labor as well as pos-
sible because they love their teaching profession. In response to such demands, the
SEP has extended the period up to 200 days for the academic year 2013–2014. The
INEE is preparing to define, develop, implement, and apply the evaluation system
that the Law of the INEE requires to assess and diagnose the educational status of
students, teachers, schools, states, and the whole nation. Most of the teachers,
affiliated to the SNTE started the new academic year from the first day: August 19,
2013; but members of the CNTE have not yet attended their schools. In conse-
quence, it is a fact that: the states with the lowest academic achievement, shown in
Table 3.3, are the ones where the CNTE is responsible for teaching the students of
those states!

3.5 Source Data

This work shows how EDM empowers state policies aimed at improving the
quality of education. Thus, the case study is demarcated into the reform of the
CPEUM article 3, fraction IX and the Law of the INEE. These policies strengthen
the role fulfilled by the INEE since its foundation in 2002 [86]. The INEE has been
measuring the quality of education by many instruments, where EXCALE is the
most used [78].

In consequence, a sample of the public databases offered by the INEE is used to
mine and find out patterns. So, in this section the EXCALE database offered by
INEE is described. Later on, a profile of the source data used to be mined is given.
Afterwards, a framework for pre-processing and mining the source data is tailored.
Finally, an exploratory analysis of the students’ opinions to be mined is outlined.

3.5.1 EXCALE Databases

EXCALE assessment aims to evaluate DK, skills, achievements, ratings and
opinions of students at pre-primary third year, primary third and sixth years, middle
school third year, and high school third year. The surveys are concerned with
opinions collected from students, teachers, and academics; as well as, DK evalu-
ations about Spanish language, mathematics, biology, and other subjects [87].

The public data for those academic levels corresponds to surveys applied from
2004–2005 up to 2010–2011 academic years. However, the data concerning each
academic level is not available for all the years of the prior range. For instance,
data of middle school third year is only available for 2004–2005 and
2007–2008 years.

The single sample chosen to mine in this case study is found in the EXCALE
database produced as a result of the assessment made to students of middle school
third year in 2007–2008 [88]. It embraces information about the following kinds of
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data: DK assessments of Spanish language, mathematics, ethic, and biology;
opinions given by students, teachers, and principals; documents to depict the
survey and explain how to apply it. The source of student comments minded in this
case study is the survey of students’ opinions, which is introduced in the next
subsection.

3.5.2 Source Data Students’ Opinions

The survey about opinions given by students at middle school third year contains
88,198 records. Each row holds 180 items that are organized into three segments:
(1) general: 19 items; (2) comments: 80 items; (3) statistics: 81 items. Only the
first two segments are used for mining purposes. So, they are split into various
categories.

The general segment holds five categories that contain several items: (1) student:
8 items (e.g., id, sex, age…); (2) school: 6 items (e.g., id, modality, classification,
marginalization…); (3) teacher: 1 item, the id; (4) state: 2 items, id and name;
(5) instrument: 2 items, id and variable. Regarding the comments segment, it
embraces four categories that are split into subcategories. Such subcategories
gather homogeneous items to characterize a specific subject of opinion, as
Tables 3.4 and 3.5 outline.

Table 3.4 shows just one sample of question to illustrate the kind of items
gathered by the subcategory. Thus, the third column states the id of the item and
the respective question. As regards the value-instances available to respond to such
questions, Table 3.5 identifies the integer value and its qualitative meaning that
students choose to respond to a particular question. They reveal frequencies and
specific close answers.

3.5.3 Framework

In order to mine the source data, a framework is designed to transform the raw data
into a database. The framework carries out the five tasks sketched in Fig. 3.1. The
first task picks the source data about students’ opinions. The second task reads the
raw data stored as a text (TXT) file and described as a Statistical Package by the
Social Sciences (SPSS) [89] Syntax (SPS) file to transform them as a SPSS data
document (SAV) file. Later, such a file is exported to an Excel extended (XLSX)
file. The third task imports the XLSX file to create a Structured Query Language
(SQL) [90] table. Next, statistical and DM processes are fulfilled. Finally, some
findings are discovered and interpreted to shape a diagnostic of the study subject.
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Table 3.4 Students’ comments classified by category and subcategory to gather homogeneous
items, where one of them is illustrated through its respective question

Category—
subcategory

Number of items A sample of the items
Example: id question

Student 12
behavior 6 16: Do you focus your attention at class?
development 2 12: What you learn helps you daily?
economic help 2 18: Do you fulfill a job to receive incomes?
personal 5 26: Do you drink alcoholic beverages?
metacognition 2 13: When you do not understand something in class,

do you seek additional information in other sources?
Study 15

development 4 22: Did you study the primary in just one school?
surroundings 8 31: Did a peer bring a gun to school in this year?
institution 2 19: What is the kind of your primary school?

Family 26
surroundings 2 04: With which parent do you live?
economic help 2 51: Does your family receive an economical support?
emigration 4 79: Are you thinking of going to another country?
resources 7 39: How many books are there in your home?
social 5 01: Which language did you learn first?
family help 6 05: Are your parents aware of your marks?

Teacher 22
behavior 5 53: How often do your teachers miss their class?
performance 1 61: Do you understand what your teacher teaches?
teaching style 16 63: Does your teacher advice how to correct your faults?

Table 3.5 Value-instances for the questions illustrated in Table 3.4

Item Value instances

16 1: never; 2: rarely; 3: frequently; 4: quite often; 8: multiple; 9: null
12 1: never; 2: rarely; 3: frequently; 4: quite often; 8: multiple; 9: null
18 0: never; 1: one day per week; 2: two–three days per week; 4: four-more days per week; 8:

multiple; 9: null
26 1: never; 2: rarely; 3: frequently; 4: quite often; 8: multiple; 9: null
13 1: never; 2: rarely; 3: frequently; 4: quite often; 8: multiple; 9: null
22 0: no; 1: yes; 8: multiple; 9: null
31 1: never; 2: rarely; 3: frequently; 4: quite often; 8: multiple; 9: null
19 0: public; 1: private; 8: multiple; 9: null
04 0: none parent; 1: father; 2: mother; 3: father & mother; 4: multiple; 9: null
51 0: no; 1: yes; 8: multiple; 9: null
79 0: ignore; 1: I am not going to do; 2: I likely do; 3: yes, some day I will leave to other

country: multiple; 9: null
39 0: nothing; 1: up to 10 L; 2: up to 25 L; 3: up to 50 L; 4: up to 100 L
01 1: Spanish; 2: local language; 3: foreign language; 8: multiple; 9: null
05 1: never; 2: rarely; 3: frequently; 4: quite often; 8: multiple; 9: null
53 0: quite often; 1: frequently; 2: rarely; 3: never; 8: multiple; 9: null
61 1: quite often; 2: frequently; 3: rarely; 4: never; 8: multiple; 9: null
63 0: never; 1: rarely; 2: frequently; 3: quite often; 8: multiple; 9: null
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3.5.4 Exploration Analysis

Based on the data source and its information characteristics, an exploratory
analysis is accomplished to determine the topics to be mined. The analysis is made
according to the segments, categories, and subcategories previously identified.
These references guide the definition of a population of 114 cases that represents
meaningful findings to highlight the students’ opinions based on the study context.

The general segment focuses on two kinds of cases to mine one category and
the relationship between two categories. The former defines three cases: (1) stu-
dent; (2) school; (3) state. The latter depicts case number 4 for the school-state
relationship.

Concerning the comments segment, twenty one kinds of cases are considered to
accumulate 110 specific cases. The kinds of cases and their specific instances are
presented in the following relation, where the cases are identified by the pro-
gressive id. The first kind embraces four cases to mine one category of opinions
and the second identifies one case to mine the relationship between two categories.
The kinds 3–6 correspond to cases where one subcategory is mined; whilst, 7–10
mine the relationship between two subcategories of the same category. The kinds
11–19 study the relationship between subcategories that pertain to different cate-
gories. The kinds 20–21 mine the relationship between one category of the general
segment and one subcategory of the comments segment.

In total, 114 cases are designed to be explored by means of an EDM approach
that mines the already described source data. The EDM approach and the out-
comes are summarized in Sect. 3.6, whereas the findings are discussed in Sect. 3.7.
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Fig. 3.1 Framework to pre-process and mine source data of the EXCALE students’ opinions
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1. One category: (5) student; (6) study; (7) family; (8) teacher.
2. Two categories: (9) student–teacher.
3. One subcategory of the student category: (10) behavior; (11) development;

(12) economic help; (13) personal; (14) metacognition.
4. One subcategory of the study category: (15) development; (16) surroundings;

(17) institution.
5. One subcategory of the family category: (18) surroundings; (19) economic

help; (20) emigration; (21) resources; (22) social; (23) family help.
6. One subcategory of the teacher category: (24) behavior; (25) performance;

(26) teaching style.
7. Two subcategories of student category: (27) behavior–development; (28)

behavior–economic help; (29) behavior–personal; (30) behavior–metacogni-
tion; (31) development–economic help; (32) development–personal; (33)
development–metacognition; (34) economic help–personal.

8. Two subcategories of study category: (35) development–surroundings; (36)
development–institution; (37) surroundings–institution.

9. Two subcategories of the family category: (38) surroundings–economic help;
(39) surroundings–emigration; (40) surroundings–resources; (41) surround-
ings–social; (42) surroundings–family help; (43) economic help–emigration;
(44) economic help-resources; (45) economic help-social; (46) emigration–
resources; (47) emigration–family help; (48) resources–social; (49) resources–
family help; (50) social–family help.

10. Two subcategories of the teacher category: (51) behavior–performance; (52)
behavior–teaching style; (53) performance–teaching style.

11. Student behavior subcategory with: (54) study development; (55) study sur-
roundings; (56) study institution; (57) family surroundings; (58) family
resources; (59) study family help; (60) teacher behavior; (61) teacher per-
formance; (62) teacher teaching style.

12. Student development: (63) study development; (64) family surroundings; (65)
family economic help; (66) family emigration; (67) family resources; (68)
family/family help.2

13. Student economic help: (69) study development; (70) family surroundings;
(71) family economic help; (72) family emigration; (73) family resources.

14. Student personal: (74) study development; (75) study surroundings; (76) study
institution; (77) family surroundings; (78) family economic help; (79) family
emigration; (80) family/family help; (81) teacher behavior.

15. Student metacognition: (82) study development; (83) study surroundings; (84)
study institution; (85) family emigration; (86) teacher behavior; (87) teacher
performance; (88) teacher teaching style.

16. Study development: (89) family surroundings; (90) family economic help; (91)
family emigration; (92) family resources; (93) family social; (94) family/

2 The symbol/separates the category from its subcategory.
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family help; (95) teacher behavior; (96) teacher performance; (97) teacher
teaching style.

17. Study surroundings: (98) teacher behavior.
18. Study institution: (99) family resources; (100) teacher behavior; (101) teacher

teaching style.
19. Family emigration: (102) teacher behavior; (103) teacher teaching style.
20. General segment, student category with comments segment: (104) student

behavior; (105) student economic help; (106) student personal; (107) student
metacognition; (108) study development; (109) study surroundings; (110)
family/family help; (111) teacher performance.

21. General segment, school category with opinion segment: (112) study insti-
tution; (113) family emigration; (114) family resources.

3.6 Educational Data Mining Approach

The EDM approach is built and exploited as part of the fourth task that composes
the framework to mine students’ opinions. In order to fulfill the DM processes, the
Weka3 software [91] is used to develop the approach by a workstation. Its design
takes into account the source data nature, its taxonomy (i.e., the conceptual
organization made up of segments, categories, and subcategories to homoge-
neously organize 180 items) and the 114 cases earlier defined as a result of the
exploratory analysis. The approach is progressively built through a cycle oriented
to define parameters, execute DM processes, and analyze results.

The loop ends when a meaningful outcome is reached. Next, the results are
interpreted and new mining processes are made. The description of the EDM
approach and the results are organized as follows: Firstly, an essential mining
process is developed and exploited for the 114 cases that compose the population.
Secondly, the EDM approach is extended to discover additional knowledge for a
sample of 32 cases.

3.6.1 Essential Mining

An essential mining process is carried out through an EDM approach whose DM
baseline is characterized by means of the following traits: Machine learning dis-
cipline is chosen to provide the grounds to mine data [13]. A descriptive DM
model is tailored to produce homogeneous groups of instances [15]. Clustering
task is considered to solve the problem to gather similar instances [17]. The

3 Waikato Environment for Knowledge Analysis.
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instances-based learning method is applied to scan the pre-processed source data
[31]. k-means algorithm is picked from the repository offered by Weka to mine the
source data [40].

With the aim at illustrating the development cycle achieved for the EDM
approach, one sample of the outcomes generated by Weka for the case 96 is given
in Fig. 3.2. This shows the screen produced by Weka to output the results of the
application according to the DM baseline, whose traits were introduced like
parameters.

The main window of Fig. 3.2 describes five clusters created to gather several
viewpoints of the students’ opinions according to five items. The first column
identifies the number of the item (e.g., 22–25, and 65). The second to the seventh
columns inform the ‘‘average’’ value estimated by the DM process for each item
with the purpose to collect similar instances (i.e., they are approximated values of
the grouped instances). The heading of such columns exhibits the cluster id and the
number of instances that they gather. The second column corresponds to the
universe of 88,198 records; whilst, the others represent the five generated clusters.

Once a series of results are produced for a specific case, they are analyzed, some
findings are discovered, and the outcomes interpreted. A sample of these delive-
rables produced for the most relevant cases taken from the population is presented
as follows. Firstly, the findings are organized according the nature-context they

Fig. 3.2 Clusters produced for the case 96 to unveil what students think about teaching
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represent. Secondly, the id of the alluded case precedes the concise description of
the finding, which declares the percentage of the involved students. Finally, an
interpretation of such findings is pointed out in Sect. 3.7.1.

• Academic context:

– 1: student population is made up of 44,908 males and 43,290 women. One
cluster gathers 95 % of males who are 14.6 years old on average, and the
other contains 98 % of women that are 15.3 years old on average.

– 17: 85 % study in public schools and 15 % in private; 55 % study in urban
schools and 45 % study in rural or community schools.

– 37: 9 % study in private urban schools where strict discipline is observed.
– 19: 37 % lack of any kind of health service.

• Students achievements:

– 89: although 9 % have not failed a course in the middle school all of them
failed the first year of primary school. But, 55 % who have failed at least one
middle school course did not fail any primary school year.

– 90: 9 % have failed a least one primary school year and have one relative who
abandoned school due to economic issues.

– 94: in spite of the full scholar support and help given by their parents, 60 %
had failed one primary school year or at least one middle school course.

– 108: 43 % are male students who have failed at least one middle school
course and 9 % are women who failed one primary school year.

– 91: 32 % have failed a least one middle school course and have one relative
who had emigrated abroad.

– 92: 31 % have failed a least one middle school course and do not have access
to Internet.

– 95: although 60 % recognize their teachers’ commitment, responsibility, and
discipline, they have already failed at least one middle school course.

– 96: although 40 % assert they understand what their teachers explain, they
have already failed at least one middle school course.

– 97: 37 % have already failed at least one middle school course and claim their
teachers rarely help them to correct mistakes, review homework, use suitable
supplies to teach, and request investigations in libraries.

• Students practices:

– 27: 81 % expect reaching at least a B.Sc. degree; but, 73 % reserve 2 h to
daily study.

– 29: 25 % make the minimum effort to: achieve homework, daily study, study
hours, reading, and extra-activities.

– 54: 46 % study in public rural schools, fulfill some of their homework, and
study 2.5 h at home 3 days per week on average.

– 55: 22 % constantly studying at least one hour, achieving the minimum effort
to do homework, reading, and extra-activities.

– 60: 100 % read from zero up to five pages daily to accomplish their studies.
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• Students metacognitive and attitude habits:

– 14: 67 % rarely apply self-regulation (i.e., they to seek content of topics they
do not understand or are interested in by their own initiative an effort).

– 86: 16 % frequently apply self-regulation and recognize a responsible
behavior of their teachers that they usually demonstrate in class.

– 107: 6 % are 15.3 years old women who always apply self-regulation.
• Students economic, grants, and work issues:

– 12: 22 % have to work at least two days per week to get some income;
whereas 30 % receive an economical scholarship.

– 31: although 80 % do not receive a grant, they aim to get at least a B.Sc.
degree; but 60 % of the students who receive a grant conforming to only reach
high school level.

– 73: 7 % work two days per week and their family receive social support, but
they lack commodities at home (e.g., phone, Internet access, car…).

– 105: 5 % are 15.3 years old women who in spite of receiving an economical
scholarship have to work at least two days per week to get additional income.

• Students academic aims:

– 11: 94 %, claim: what they learn at school is useful for their daily life. 62 %
expect to develop postgraduate studies. However, 6 % are not convinced of
their studies’ usefulness and their goal is to reach only up to high school level.

– 49: 70 % of their parents expect their children to achieve postgraduate
studies. However, 19 % of their parents expect them to reach only up to high
school.

– 59: although the parents of the 9 % attended primary school, they fully
support and help their children to develop their studies and expect them to
reach post-graduate studies.

– 68: 100 % reveal similar academic aims as their parents!
– 85: 25 % receive the support and help of their parents and apply self-regu-

lation; where all of them expect the children earn a postgraduate diploma.
• Students claims about violence:

– 16: 80 % report violent acts in classroom and 91 % complain of bullying.
• Students addictions:

– 13: no student consumes drugs, 8 % smoke, and 23 % drink alcohol; both
addictions have been practiced since they were 14 years old. Moreover,
students who smoke also drink alcohol.

– 34: 3 % work two days per week, receive a grant, drink alcohol, and smoke.
– 76: 7 % study in public middle school and drink alcohol and smoke.
– 78: 73 % do not drink alcohol nor smoke.
– 80: 5 % drink alcohol and smoke, and consider emigrating abroad.

• Family context:

– 18: 19 % live only with their mother.
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– 38: 12 % live with their mother, help her in domestic duties, but do not
receive social support from the government.

– 22: parents of the 80 % have menial work and 10 % hold a B.Sc. degree.
– 42: 36 % of their fathers hold at least a B.Sc. degree and 24 % of their

mothers at least achieved high school.
– 45: 51 % have fathers who earned at least a B.Sc. degree and mothers that

perform housework.
– 41: 13 % live with people who speak a native language.

• Family academic support given to their children:

– 23: although the fathers of all students are interested in their marks, only 8 %
of them help their children to develop the homework.

• Family facilities provided to their children:

– 21: 28 % have Internet access at home.
– 40: 6 % live with their mother and enjoy commodities, such as: books, private

health service, telephone line, Internet access, and home facilities.
– 44: 19 % have less than 11 books and lack of commodities (e.g., phone,

Internet access, car…).
– 46: 11 % have up to 50 books and commodities (e.g., phone, Internet…).
– 48: 18 % have fathers who work as menial laborers and mothers that do

housework, their homes lack commodities and have less than 11 books.
• Family emigration influence on their children:

– 39: the fathers of 15 % had emigrated abroad and students would like to
emigrate too; but, 17 % who have no family abroad aim at staying in this
country.

– 43: although the family of 12 % receives social assistance, they have relatives
that had abandoned school and emigrated abroad.

– 72: 8 % work two days per week, receive a grant, their father had emigrated,
and they are also considering emigrating in the future.

• Students favorable opinions of their teachers:

– 52: 23 % recognize their teachers’ commitment, responsibility, and discipline.
– 53: 18 % admit their teachers often help to correct mistakes, review home-

work, use suitable accessories to teach, and request investigations in libraries.
– 101: 59 % acknowledge their teachers commitment, responsibility, and dis-

cipline, as well as recognize their teachers frequently help them to correct
mistakes, review homework, and use suitable accessories to teach…

• Students claims of their teachers:

– 25: 24 % frequently do not understand what teachers explain.
– 26: 24 % claim their teachers rarely help to correct mistakes, review home-

work, use suitable accessories to teach…
– 101: 100 % manifest their teachers rarely request to investigate in libraries.
– 102: 14 % complain their teachers start the class late.
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3.6.2 Supplementary Mining

Once the essential mining process has been performed for the population of 114
cases, a sample of 32 representative cases is organized to achieve supplementary
mining. Thus, the EDM approach is extended according to the following attributes:
Machine learning discipline shapes the baseline of the application [13]. Descrip-
tive DM model guides the organization of homogeneous groups of instances [15].
Association rules task defines relationships between trait values to gather sets of
similar instances [19]. Rules induction method is applied to exploit source data
[31]. The Weka version of the Apriori algorithm is chosen to mine the students’
opinions [38].

In order to illustrate the cycle to build the second EDM approach, a sample of the
results produced by Weka for case 47 is given in Fig. 3.3. The mining criterion used
by Weka corresponds to the parameters that represent the EDM baseline. Figure 3.3
shows ten rules that gather instances whose items satisfy specific values. The case
uses ten items (e.g., 5, 6, 7…) to depict students’ opinions of the support given to
them by their parents, their academic aims, and emigration of relatives.

When the antecedent items are instantiated by specific values, then the con-
sequent items hold certain values. The association is ground on the instances,

Fig. 3.3 Clusters produced for case 47 to reveal family and personal academic aims
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where antecedent and consequent occur with a confidence value (CV) ranged
between 0 and 1. The CV is the result of dividing the consequent between the
antecedent occurrences. After the generation of several results for a case, they are
analyzed to discover findings and interpret them. An example of the rules gen-
erated for interesting cases taken from the sample are given in this subsection. The
findings are organized according to the criterion used in Sect. 3.6.1, but their
interpretation is outlined in Sect. 3.7.2.

• Academic context:

– 17: reveals: when schools are public and urban, then they have one teacher
assigned for each academic grade based on 11,637 antecedent and 10,566
consequent instances with a CV = 0.91.

• Students achievements:

– 89: confirms: in spite students failing a course in the middle school, they did
not fail any year of primary school based on 23,193 antecedent and 23,045
consequent instances with a CV = 0.99.

– 96: supposes: when students at middle school quite frequently understand
what their teachers explain and have not failed a course; then they had not
also failed a primary school year based on 21,725 antecedent and 19,725
consequent instances with a CV = 0.91.

• Students practices:

– 60: recognizes students and teachers’ behaviors depicted as: when teachers do
not miss their class, start on time, do not abandon their class, and students
study at least four days per week, then teachers did not chat with others based
on 10,611 antecedent and 9,679 consequent instances with a CV = 0.91.

• Students economic, grants, and work issues:

– 73: confirms: when there is no telephone or car at home, then neither is there
Internet access based on 17,449 antecedent and 17,066 consequent instances
with a CV = 0.98.

• Students claims about violence:

– 16: identifies bullying as the main violence issue through the next rule: no
peer brought any kind of weapon to the classroom, none stole anything from
the classroom, and bullying was sometimes performed, then no student
consumed drugs or drank alcohol based on 21,856 antecedent and 20,095
consequent instances with a CV = 0.92.

• Students addictions:

– 77: asserts when students live with their parents, then they do not consume
drugs based on 66,598 antecedent and 64,950 consequent instances with a
CV = 0.98.

– 13: insists when students do not drink alcohol nor consume drugs; then, they
do not smoke based on 63,124 antecedent and 63,030 consequent instances
with a CV = 1.0.

88 A. Peña-Ayala and L. Cárdenas



• Family context:

– 22: unveils: even though the father woks as a menial laborer and the mother
does housework, the spoken language is Spanish at home based on 24,476
antecedent and 23,027 consequent instances with a CV = 0.94.

– 41: shows: when the student live with their parents, then the spoken language
is Spanish at home based on 65,598 antecedent and 64,213 consequent
instances with a CV = 0.96.

• Family academic support given to their children:

– 47: asserts: when parents remain at home in Mexico, then they expect their
children to reach postgraduate studies based on 11,535 antecedent and 10,948
consequent instances with a CV = 0.95.

• Family facilities provided to their children:

– 40: denounces: even though some students live with their parents and they
lack a telephone, they do not have Internet access based on 13,043 antecedent
and 12,822 consequent instances with a CV = 0.98.

– 58: asserts: when there are less than 11 books and there is no telephone at
home, then there is not access to Internet based on 11,523 antecedent and
11,187 consequent instances with a CV = 0.97.

• Family emigration influence on their children:

– 43: reveals: when students talk about emigration, they quite frequently think
about their fathers experience overseas based on 26,142 antecedent and
24,515 consequent instances with a CV = 0.94.

• Students favorable opinions of their teachers:

– 8: depicts how teachers treat them: when teachers demand maximum effort
and provide confidence to their students, then they encourage their students to
continue their academic development based on 55,612 antecedent and 55,144
consequent instances with a CV = 0.97.

– 24: depicts teachers’ behavior such as: when teachers do not miss their class,
start their lecture on time, and do not abandon the classroom, then they do not
distract talking with others during the lecture based on 10,611 antecedent and
9,679 consequent instances with a CV = 0.91.

• Students claims of their teachers:

– 26: denounces a contradiction: even though teachers do not request homework
to be carried out in libraries, they encourage students to continue their aca-
demic development based on 44,841 antecedent and 42,345 consequent
instances with a CV = 0.94.
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3.7 Discussion

Once the EDM approach was built and used to mine the population of 114 cases
and extended to discover more knowledge of a sample of 32 cases, an interpre-
tation of the findings and a diagnostic are given in this section. The exposition
follows the organization applied in Sect. 3.6 and uses the case id. Thus, a pair of
subsections is outlined to declare the interpretation that corresponds to basic and
supplementary mining. What is more, the subjects that identify the nature-context
of the findings are taken into account for heading the statement of the respective
interpretations. In addition, a third subsection is reserved to sketch a diagnostic of
the revelations denounced by the students’ feedback, findings, and interpretations.

3.7.1 Interpretations of the Basic Findings

As a result of the findings analysis unveiled in Sect. 3.6.1, we provide one inter-
pretation, of several that could be inferred, to highlight the relevance of the case
developed by the basic EDM approach. Thus, the next interpretations uncover a given
situation or request a specific demand that must be considered by government, pol-
itics, academic authorities, teachers, and parents to improve the quality of education.

• Academic context:

– 1: unveils that boys are younger than girls in middle school 3rd year; thus, a
sexual education program is needed to protect girls from unwanted pregnancy.

– 17: uncovers the need to improve facilities in rural or communitarian towns.
– 19: claims the enhancing of the scope given by medical systems.
– 37: advices public schools to emulate discipline measure of private schools.

• Students achievements:

– 89, 90, and 108: observe the need to review the curricula of the 1st year
primary school.

– 91: investigate how family issues bias on student failings.
– 92: facilitate accessories and commodities to reinforce student learning.
– 94, 95, and 96: discover unknown causes that influence student failings in

spite of the positive support provided by family and teachers.
– 97: insists encouraging teachers to improve their lectures and support deliv-

ered to students.

• Students practices:

– 27, 29, 54, and 55: motivates students to increase the time and effort to study.
– 60: proposes programs to stimulate reading.
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• Students metacognitive and attitude habits:

– 14 and 107: propose motivating and training students to apply self-regulation.
– 86: notes that teachers’ behavior stimulates students’ self-regulation learning.

• Students economic, grants, and work issues:

– 12, 73, and 105: consider providing grants to students, especially for those
who work at least two days per week.

– 31: entail benefited students to accomplish higher academic goals.

• Students academic aims:

– 11, 49, 59, 68, and 85: demand enhancing the scope and capacity of uni-
versities to satisfy the aims of developing graduate and postgraduate studies.

• Students claims about violence:

– 16: requests campaigns against violence and respect of human rights.

• Students addictions:

– 13, 76, and 80: urge preventive campaigns to avoid consuming cigarettes and
alcohol.

– 34: depicts boys that are like adults with economical needs and addictions.
– 78: reward and disseminate the exemplary attitude of this sort of students.

• Family context:

– 18: demonstrates the heavy responsibility carried by many women.
– 22: asks for academic and training programs for adults.
– 38: encourages government to provide social support for single mothers.
– 41: promotes bilingual education.
– 42: facilitates academic development for women.
– 45: requests supplementary programs for the development of women.

• Family academic support given to their children:

– 23: encourages the coexistence between parents and children.
– 40 and 48: disseminate the exemplary attitude of this kind of parents.

• Family facilities provided to their children:

– 21: exposes the poor availability of Internet access throughout the country.
– 40: admires the effort made by single mothers to support their children.
– 44 and 48: consider providing social support to parents of students who work

at least two days per week.
– 46: pursues to increment the number of students that have commodities.

• Family emigration influence on their children:

– 39 and 72: warn the influence that emigration of family members exerts on
students’ plan for leaving, as well as the failing on courses at middle school.
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– 43: highlights extreme instances of economical needs.

• Students favorable opinions of their teachers:

– 52, 53, and 101: award teachers’ exemplary behavior.

• Students claims of their teachers:

– 25: stimulates improving teaching practices.
– 26 and 101: motive teachers to help students, use accessories, promote

investigation in libraries.
– 102: inform students’ feedback for teachers to trigger reflection.

3.7.2 Interpretation of Supplementary Mining

In this subsection an interpretation of the findings discovered by the supplementary
mining is stated. The purpose is to complement the knowledge of the situation
uncovered by the survey of students’ opinions. Therefore, the next interpretations
follow the thematic organization used to classify the nature-context of the findings
presented in Sect. 3.6.2.

• Academic context:

– 17: proposes: teachers should be specialized and overload of duties avoided.

• Students achievements:

– 89: aims at finding causes that explain why adolescents fail middle school
courses even though they did not fail any primary school year.

– 96: acknowledges how teachers’ efforts and style to explain their lectures
influence students’ achievements.

• Students practices:

– 60: finds out a correlation between the committed behavior of students and
teachers.

• Students economic, grants, and work issues:

– 73: provides Internet access for free to students who lack commodities.

• Students claims about violence:

– 16: recognizes bullying as the most relevant violence manifestation that
happens in classrooms.

• Students addictions:

– 77: values the presence of parents that influence their children to avoid
consuming drugs.

– 13: reinforces preventive health programs to avoid addictions.

92 A. Peña-Ayala and L. Cárdenas



• Family context:

– 22: explains that: even though the job of the parents is modest, the Spanish is
the language spoken at home.

– 41: reinforces the preponderance of the Spanish language in family
surroundings.

• Family academic support given to their children:

– 47: expresses how the presence of parents at home motives their children to
reach a high education level, such as postgraduate studies.

• Family facilities provided to their children:

– 40 and 58: claim to facilitate Internet access throughout the country.

• Family emigration influence on their children:

– 40: denounces that fathers are the usual relatives who emigrate.

• Students favorable opinions of their teachers:

– 8: recognizes the teachers’ manner used to treat students as: demanding,
encouraging, and providing confidence.

– 24: recognizes the teachers’ behavior demonstrated in classroom as: formal,
consistent, and congruent.

• Students claims of their teachers:

– 26: motivates teachers to stimulate the investigation of contents in libraries.

3.7.3 A Diagnostic of Students Opinions

A diagnostic of what students opine, the findings produced by the EDM approach,
and their interpretations is outlined in this subsection. Where, essential and sup-
plementary findings and interpretations are gathered according to the topics early
defined. Thus, the diagnostic represents a pragmatic viewpoint that the educative
community could consider to define, develop, and implement educational polices.

In regards to academic context, it is necessary to provide funds to maintain and
increment rural and community schools in order that they improve their facilities
and train teachers to specialize and enhance education. Particularly, states with
poor economy, such as Oaxaca, Guerrero, and Michoacán. Moreover, sexual
education is needed to avoid students interrupting their academic development and
abandoning school. Furthermore, health programs should be provided to students
whose parents lack official and private medical assistance.

As for students’ achievements, the primary school first year represents an obstacle
for students, who some tend to fail. However, most of them, do not fail again during
the rest of the primary and during middle school. It is paradoxical that even though
students receive the support of their parents, teachers, and schools, as well as
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understand what academics teach, some of them have failed middle school courses.
So, causes that exert on students failing is a target for investigation, such as Internet
usefulness, parents influence, emigration, lack of commodities, teacher styles.

On the other hand, students’ practices reveal a minimal effort made by students
outside classrooms; specially the reading of books and investigation in libraries.
Therefore, motivational programs, as well as accessories and facilities, are needed
to encourage students to increase the time scheduled for extra-labors. In addition,
the example and support demonstrated by parents and teachers are decisive in the
behavior of students. In fact, when teachers are demanding, students exert them-
selves. On the contrary, most of the parents are interested in being providers of
commodities instead of helpers who assist their children to do homework and
prepare for exams.

Concerning students’ metacognitive and attitude habits, few students exercise
self-initiative and self-regulation to improve their learning. As result, motivational
and metacognitive topics should be delivered to students to reinforce their attitudes
and cognitive activity. What is more, academics must be trained to develop
motivational and metacognitive practices in class with the aim that their pupils
acquire experience and develop their own skills and strategies to make their efforts
more profitable.

Regarding students’ economy, grants, and work issues, the amount provided by
scholarships is not enough to avoid some students working at least two days per
week to obtain extra-income, acquire or hire commodities, and get Internet access.
The worst case is: some students who receive a grant are resigned to reach only up
to high school level. Thus, a revision of the budget, criteria, and effects of the
scholarships is needed to accomplish the goals of supporting and encouraging
students to avoid labor distractions, continue their studies, and have the essential
commodities to study.

In another vein, students’ academic aims assert most students are convinced of
the usefulness of their studies in their daily life. Surprisingly, a high percentage of
students and their parents aim to earn a postgraduate diploma! Particularly, parents
who only reached primary school wish their children to accomplish at least a
M. Sc. degree! In contrast, a small proportion of students and their parents con-
sider that it is more than enough to complete high school. These aims in Mexico
are very hard to be satisfied, due to there is not enough capacity of public and
private schools to satisfy the educational demands at high school, college, and
postgraduate levels. For example, Table 3.1 reveals that only 25 % of the high
school demand is met. In consequence, government polices should be focused on
extending the scope.

Students’ claims about violence recognize that bullying is the most common
practice that happens in classrooms. Even though, the Federal Government has
stated laws and polices to combat such a practice, it still happens and is increasing.
Therefore, academics and staff should respectively attack this practice and offer
psychological assistance to prevent and correct its occurrence.

With respect to students’ addictions, most of the students deny consuming
alcohol and smoking. However, the age of fourteen is transcendental, because
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students that practice these addictions recognize they started at this age. Therefore,
preventive and reactive programs to combat addictions should be permanently
applied at schools in order to warn students and provide physical and mental
treatments to avoid that they engage in such habits. Moreover, the coexistence
with their parents at home is vital to impede consuming drugs.

As well as the family context, most of the students live with their parents, and
the remainder live with their mothers who take on a heavy responsibility. Usually,
fathers achieved higher academic levels than mothers. What is more, fathers
perform menial works, whilst mothers carry out housework. Thus, the Federal
Government measures should be intensified to extend their scope and enhance the
opportunities to develop women, support single mothers, and strengthen social
programs. In rural communities where native languages are spoken, bilingual
education must be provided to preserve local values and customs, due to students
only speaking Spanish.

Family academic support provided to their children is mainly focused on pro-
viding commodities and requesting marks, but are not committing in spending time
to help children to develop homework and extra-curricular activities. So, social
programs should be spread to stimulate coexistence and the pursuit of common
goals, where very often both parents and children coincide in their academic aims.

As for family facilities given to students, while parents try to provide domestic
facilities, some of them are not able to provide the necessary support, such as Internet.
Thus, a public program to access free Internet is demanded to meet such lacks.

In relation to family emigration influence on their children, fathers travel
abroad to work, obtain incomes, and deliver money to maintain their family.
Unfortunately, this is a serious social and economical issue in Mexico. Approxi-
mately 33.6 millions of people whose origin is Mexican live in USA [92]. Such a
situation biases some students who have failed middle school courses and con-
sidered emigrating in the future too. Most of them receive grants and have to work
at least two days per week because the family revenue is not enough. Therefore,
the critical conditions of these students should be analyzed in order to improve the
social assistance to their families.

As regards students’ favorable opinions of their teachers, many recognize their
academics’ commitment, responsibility, and discipline. Moreover, some of them
acknowledge the support provided to develop their academic activities in class.
Furthermore, many teachers encourage students to continue their academic
development. Stimulation programs that offer promotion and bonuses could be
designed to encourage teachers who perform their academic labor with excellence.

Concerning students’ claims of their academics stands up that they do not
understand what their teachers explain. What is more, students complain their
teachers do not help them to review homework, correct mistakes, request inves-
tigations, and start the class on time. So, teachers require programs designed for
motivating, updating, stimulating, and rewarding the improvement of their per-
formance, teaching style, use of accessories, and the manner in which they deal
with their students; as well as criteria and rules for penalizing recurrent behaviors
that have not been corrected after several opportunities to be amended.

3 How Educational Data Mining Empowers 95



3.8 Conclusions

Even though this book is dedicated to disseminate the scientific and technological
work being carried out in the EDM arena, researchers must be aware that the final
purpose of their outcomes is to serve society. Moreover, scientists and technocrats
are constrained by the legal rules that lead funding, activity, application, and
diffusion of the deliverables and findings. Therefore, this kind of labor should not
be alien to the constitutional grounds, scope of the laws, aim of the government
initiatives, as well as social needs, interests, and reactions. When, the scientific
community takes into account such a reality, the work and its products are
coherent with reality. Thereby, the research efforts will be useful to improve the
quality of life for human beings.

Corresponding with such a vision, in this chapter we have summarized a case
study that actually afflicts Mexican society and challenges the Federal Government,
the improvement of education. We have introduced the Mexican State, as well as
the Powers of the Union. A profile of the educational community, a sample of
statistics, and a briefing of the academic achievements were outlined. The consti-
tutional reform in education proposed by the Mexican Presidency and the laws
decreed by Parliament were presented. Furthermore, a sample of the social reac-
tions has been stated, where the irrational opposition of a small number of teachers
attempts to hinder the consummation of initiatives conceived to enhance the quality
of education in Mexico.

However, this book concerns the EDM arena. In order to highlight the contribution
of this chapter, we illustrated how the development of an EDM approach is useful to
support government initiatives to enhance education. In consequence, a description
of DM and EDM fields has been given. The characteristics of the data source that
records the students’ opinions collected in a national survey have been explained. In
addition, a framework for pre-processing and mining was sketched, as well as the
results, findings, and interpretations of the achieved mining were revealed. Thus, a
panorama of the students’ feedback and proposal are presented as follows.

Usually, students’ opinions are not listened to by academics, principals, public
servants, and politicians. Therefore, the main target of education is silent and
without the right of expression. The prevalent interests are the labor conditions of
the academics, the Federal Government initiatives, and the budget available for
maintaining the educational system. However, national surveys about the students’
feedback, as the one introduced in this chapter, and the analysis of their opinions,
as expressed in this work, represent valuable sources that are worthy to be known.

The data, findings, interpretations, and diagnostic earlier stated reveal a vision
of life and the aspirations of a better future for the generations in progress; where,
many of them are considering postgraduate studies. The support given by their
families is an essential factor to provide, help, and motive students to pursue their
dreams. The role played by academics is vital as the person who facilitates DK
acquisition, skills development, learning experiences, and the establishment of
principles that rule life.
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Parents and academics, as human beings, are not perfect, but should be
encouraged to improve the support, assistance, coexistence, and love for the stu-
dents. As for the Federal Government, social policies are needed to extend and
enhance the provision of public health services, grants for scholars, free Internet
access, preventive and reactive assistance against addictions and violence, as well
as awarding outstanding academic results, performance, and behaviors of students,
teachers, and parents.

As part of future work to be fulfilled, the promotion of EDM virtues is strategic
to participate as a technological agent that supports State policies to improve
education. The design, development, and deployment of EDM approaches to mine
educational data are considered as an instrument to implement the Educative
Reform,

As a final comment that highlights the case study: by the end of this book’s
edition, nearly 1.3 million children that live in Oaxaca State have not had classes
because their teachers, approximately 13,500 members of the CNTE [93], have
been protesting in Mexico City instead of working in their schools.
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Chapter 4
Modeling Student Performance in Higher
Education Using Data Mining

Huseyin Guruler and Ayhan Istanbullu

Abstract Identifying students’ behavior in university is a great concern to the
higher education managements (Kumar and Uma, Eur J Sci Res 34(4):526–534).
This chapter proposes a new educational technology system for use in Knowledge
Discovery Processes (KDP). We introduce the educational data mining (EDM)
software and present the outcome of a test on university data to explore the factors
having an impact on the success of the students based on student profiling. In our
software system all the tasks involved in the KDP are realized together. The
advantage of this approach is to have access to all the functionalities of the
Structured Query Language (SQL) Server and the Analysis Services through a
single developed software item, which is specific to the needs of a higher edu-
cation institution. This model (Guruler et al., Comput Educ 55(1):247–254) aims
to help educational organizations to better understand the KDPs, and provides a
roadmap to follow while executing whole knowledge projects, which are non-
trivial, involve multiple stages, possibly several iterations.
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Abbereviations

CM Correlation matrices
DBMS Database management system
DM Data mining
DT Decision tree
DTS Data transformation services
EDM Educational data mining
GPA Grade point average
KDD Knowledge discovery in databases
KDP Knowledge discovery process
MDAC Microsoft data access components
MDT Microsoft decision tree
OLAP On-line analytical processing
PDCA Plan-do-check-act
SKDS Student knowledge discovery software
SRM Student relationship management
SQL Structured query language

4.1 Introduction

Appropriate decisions can be made by effectively analyzing and managing the
growing volume of data. Gaining information from business data started with data
collection in the 1960s; this type of data collection answered questions related to
the past. In the 1980s, with the development of relational databases, data access
methods were introduced. In the 1990s, data warehousing and decision support
systems were created based on multi-dimensional databases and On-line Analyt-
ical Processing (OLAP). Today, data mining (DM) produces a particular enu-
meration of patterns in data. This should be understandable and usable by the
business end user. To accomplish this, there is a typical data-driven business
process consisting of multiple stages between multiple servers and data extracts,
preprocessing, and conversions with advanced algorithms, multi-processor com-
puters and massive databases [1].

DM is a new data-oriented technology, which is able to discover valuable
interactions in human activities using computer implementations. For this purpose,
an automated-process to uncover trends, patterns, and relationships from accu-
mulated electronic traces is used to collect the data [2].

Recently, knowledge discovery in databases (KDD) methodologies have been
used to enhance and evaluate higher education tasks [3]. This process, contributes
to the enhancement of the quality of a higher educational system by evaluating
student data. Analyzing and manipulating the existing data with respect to
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predefined goals provide high quality, student-specific, and student-centered
education for higher education institutions. Thus, DM promises better ways to
produce higher quality in education, and greater satisfaction for student [4].
Moreover, Web-based systems routinely collect vast quantities of data on user
patterns, and DM methods can be applied to these databases. Newly developed
web-based educational technologies, also offer researchers unique opportunities to
evaluate the factors affecting students’ learning capacity which is an important
element of their academic success [5].

Another fundamental role of universities is to raise the quality of education, as
well as producing and disseminating information. Recorded data in universities
contains valuable information regarding students, which is usually used for official
procedures such as producing transcripts. In fact, this data could also be used in
academic guidance of students using a separate discovery investigation to extract
information relevant to the individual student’s progress [6]. Additionally, com-
petitive advantages could be obtained by identification of the students’ demands
through the available data. In this direction, some models have been proposed and
implemented. One of them demonstrates how DM can be utilized in a higher
educational system to improve the efficiency and effectiveness of the traditional
processes [7]. The other model was combined with a deterministic model to
analyze the students’ results over the 2 or 3 semesters in the academic year in a
private educational institution [8].

In the increasing commercialized education environment, higher educational
institutions need to become more efficient, provide a better quality service to
deliver exceptional student experience [9]. Moreover students and their parents
want an education that is tailored to their needs. Student Relationship Management
(SRM) is one of the responses to these demands [10]. SRM can be described as a
proactive management system which creates a single, holistic view of each student
by bringing together different elements of data from various sources such as;
academic departments, student services and independent systems such as finance
and accommodation [11]. SRM is valuable when data is scattered across an
institution, in different departments, in various file formats. It is designed to impact
on every connection in the student lifecycle and integrates with an institutions
current projects and systems, avoiding duplication and ensuring a fluid, step-
change in student management.

This smarter student management uses predictive analytics that considers the
mix of very different metrics on students and from this data can be confidently
predicted their potential failure or success. The results can trigger action to bring
proactive support to the learner and help remove the factors that lead to failure.
Integrated profiles, analytics and tools to increase the quantity and quality of
admissions across the institution, furthermore, the success rate of the establishment
increases [11].

There are several approaches to KDP. A chapter in the book [12] describes the
KDP, presents models, and explains why and how these could be used for a
successful DM project. In the context of DM, Crisp-DM model is considered to
be a significant standard, however, it is highly recommended in a technical project
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report [13] that following a structured plan-do-check-act (PDCA) cycle in DM
applications to achieve an optimized quality and success. The PDCA cycle as an
approach to change and problem solving is very much at the heart of Deming’s
quality-driven philosophy [14]. The four phases in the PDCA Cycle are:

• Plan: Identifying and analyzing the problem.
• Do: Developing and testing a potential solution.
• Check: Measuring how effective the test solution was, and analyzing whether it

could be improved in any way.
• Act: Implementing the improved solution fully.

Crisp-DM can be combined with the PDCA cycle in this study as presented in
Fig. 4.1 in which, the framework of the PDCA cycle has eight stages, which
captures all the facets of the DM tasks [15]. The major stages are: problem
identification; gathering and selection of data; data preprocessing for missing,
duplicate or erroneous information; selection of appropriate learning algorithms;
preparation and processing of data; construction and evaluation of the models;
interpretation of the discovered knowledge; and finally, taking action.

The cycle starts with the plan stage where a precise business objective and the
related business problem or opportunity, is defined and the application domain is
demarcated. This stage is very important since it determines the scope of the
project. Then comes the do stage that includes the stages of the KDP which tends
to be highly iterative and interactive [12].

The target data set is selected from a large database. After selecting the target
data set, cleaning, preprocessing and reduction create the appropriate data set for
further transformation and combination. After choosing the functions of DM and
the DM algorithm(s) follow next the DM process is initiated. The outcome of this
whole process is the discovered knowledge that is interpreted and evaluated for the
business client.

This knowledge consists of the relationships and patterns found in the data
which becomes the input for the check stage where the analyses are completed to
assess whether the knowledge is applicable to the scope of the project. If the
results are interesting and satisfactory, last stage is to act on the results by
implementing the solution suggested by the KDD results. This cycle is continuous,
as new or related problems arise over time the cycle becomes continuous and each
time the mechanism will try to find solutions with the help of DM tools [16].

This chapter proposes a new EDM system ‘Student Knowledge Discovery
Software (SKDS)’, introduces its architecture for use in KDPs and presents the
outcome of a test on university data to explore the factors having an impact on the
success of the students based on student profiling [17, 18]. SKDS is a specific
system that integrates the EDM process with the database management system
(DBMS) [19]. Although there are different commercial software applications
available that are adapted to DM [20], our approach has some major advantages
for educational institutions. First, the data analysis realizes where it is generated
therefore; the analysis can be easily repeated on new inserted data. Secondly, the
software can use the functions of the SQL Server and the Analysis Services, which
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have programmed DM techniques. Thus, the user can perform tasks without any
need for complicated Structured Query Language (SQL) statements. Finally, the
specifically designed user interface makes it possible to follow the EDM process
and to perform the database management activities in an easy and orderly manner.
The end-user of this software must have fundamental skills for computer and
database operations with the knowledge of EDM. The results can be assessed by
the decision-makers, such as advisors and administrators.

The rest of the chapter is organized as follows: Sect. 4.2 presents the basic
concepts of decision tree (DT) classification analysis. Section 4.3 introduces the
system overview, user interface and architecture of SKDS. Section 4.4 gives
notations related to our performed study. Section 4.5 presents the results of our
EDM model. In Sect. 4.6 the conclusion enumerates the advantages and validates
the proposed approach.

4.2 Background

There are basically two types of DM. The user creates an explicit or implicit
hypothesis about the data in the ‘‘verification-driven’’ DM. Limited by the
hypothesis, a query concerning the data is conducted and the results of this query
are examined. If the result is positive, the process ends otherwise, a new query is
formulated and the process iterates until the resulting data either verifies the

Fig. 4.1 The framework of PDCA cycle for DM
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hypothesis or the user decides that the data is not valid for this approach [21].
Thus, little new information is created. Whereas, a well-designed DM tool is able
to build the exploration of the data and to yield as many useful facts about the data
as possible in the shortest amount of time.

The system searches data to find frequently occurring patterns, detect trends or
produce generalizations about the data. The discovery is completed with very little
(or no) guidance from the user and this uncovering of the facts is not a conse-
quence of a haphazard event.

Discovery-driven DM is further divided into two categories. Descriptive
(undirected) models provide information to gain an increased understanding of
what is happening inside the data without a predetermined idea. The program takes
the initiative to find interesting patterns in large databases, since there are so many
patterns that the user would not be able to form the appropriate questions to ask.
The power and usefulness of discovered results from the richness and quality of
the discovered information. In an undirected DM, no variable is singled out as the
target, the goal is to establish a relationship among all the variables such as
clustering algorithms [22].

Classification is the task of examining the features of a newly presented object
and assigning it to one of a predefined set of classes [23]. In this study, the decision
tree (DT) classification was chosen since this structure offers the ability to easily
generate rules, provide understandable models, and achieve a high level of inte-
gration with information technology processes because it requires little prepro-
cessing of data [24].

4.2.1 The Decision Tree Classification Model

The DT classification is a supervised learning method that constructs a tree from a
set of examples. It creates classification models by examining already classified
data from a historical database and inductively finding a predictive pattern. This
pattern can be used both to understand the existing data and predict how new
instances will behave. It is a predictive model viewed as a tree consisting of
decision nodes, branches and leaves. A decision node specifies a test to be carried
out, which branches are to be supplied without losing any data.

The split decision is made at the node ‘‘in the moment’’, it is never revisited and
also univariate. In addition, all splits are made sequentially, so each split is
dependent on its predecessor. Thus, all future splits are dependent on the first split,
which means the final solution could be very dissimilar if a different first split had
been made. Each branch of the tree is a possible answer to the classification
question and will lead either to another decision node or to the bottom of the tree,
called a leaf node. The leaves are the partitions of the data set with their classi-
fication. The DT process starts at the root node and moves to each subsequent node
until a leaf node is reached [25].
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From a business perspective, DTs can be viewed as creating a segmentation of
the original data set to predict some important piece of information (each segment
would be one of the leaves of the tree). The predictive segments are similar with
respect to the information being predicted and contain a description of the char-
acteristics that define the predictive segment. Thus, although the DTs and algo-
rithms may be complex, the results are easy-to-understand [26].

There are several major advantages as well as disadvantages in using DTs. The
most important advantage of DTs are generating understandable roles no matter
how complicated the inputs are. It is generally easy to follow any one path through
the tree, so explaining the decisions along the way is also easy.

The computation cost for each split is minimal. In practice, algorithms tend to
produce DTs with a low branching factor with simple tests at each node, so the tree
does not grow too large and these tests translate into simple boolean and integer
operations that are fast and inexpensive. Using DTs, the field, which is the best at
splitting the training records, can be singled out for analysis. This will enable the user
to determine which variable mostly influences their data. However, when there are a
large number of factors affecting data it might be very difficult to determine specific
factors; therefore DTs are not suited for numbers covering large intervals [27].

4.2.2 The Decision Tree Mechanism

DTs are built using recursive partitioning which is an iterative process of splitting
the data up into partitions. Initially, the algorithm seeks to create a tree that works as
perfectly as possible on all the available data, but this does not usually work. The
process starts with a training set consisting of pre-classified records. In order to
build a tree that distinguishes the classes, the best possible question to ask at each
branch point of the tree has to be found. The goal is for the leaves of the tree to be as
homogeneous as possible with respect to the prediction value. The diversity mea-
sure is calculated for the two partitions, and the best split is that with the largest
decrease in diversity. After the tree has been grown to certain size, the algorithm
has to check if the model overfits the data which it does by a cross validation
approach. The tree size can be controlled via stopping rules limiting growth [28].

The quality of a tree depends on both its size and the classification accuracy
[29]. The method first chooses a subset of the training examples to form a DT. If
the tree does not give the correct answer for all the objects, a selection of the
exceptions is added to the window and the process continues until the correct
decision set is found.

The eventual outcome is a tree in which each leaf carries a class name, and each
interior node specifies an attribute with a branch corresponding to each possible
value of that attribute. Entropy is a measure commonly used in information theory.
The higher the entropy of an attribute, the more uncertainty there is with respect to
its outcomes. Thus, we would want to select attributes in order of increasing
entropy, where the root node of our tree would correspond to the attribute with the
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lowest entropy value. More information about the methodology and related
measures of DTs can be found in [30, 31].

4.3 System Overview, Software Interface and Architecture

In this EDM application, the Microsoft Windows Server and the Microsoft SQL
Server were used as an operating system and a relational DBMS, respectively. In
addition, the Analysis Services in the SQL Server were used to create and validate
DM models, the Microsoft Data Access Components (MDAC) were used to access
the data, Angoss DM consumer controls were used to display the models and
validation results. Furthermore, the SKDS was developed using the programming
technologies (plugins, controls and tools) of the Microsoft Visual Basic.

While implementing some tasks related to the EDM process, the SQL Server
tools were called upon for example, in the transformation stage where the Data
Transformation Services (DTS) import/export wizard accesses the data set and
then transforms the column values. Moreover, the DTS creates predictions based
on the DM model and performs actions according to the results.

In the solution development phase of the study, a task sharing mechanism between
the SQL Server and the Analysis Services has been developed in order to implement
the tasks involved in every individual EDM stage. In fact, each of the tasks can be
separately implemented either on the SQL server or the Analysis Services. In order to
perform all the tasks together, SKDS was developed. SKDS was specifically
designed for use with student demographic data. The purpose of SKDS is:

• To set an example for the EDM process.
• To access all the tasks from a single program.
• To access all functions of the SQL Server and the Analysis Services by means of

programming techniques. In this way, the user can perform tasks without any
need for complicated SQL statements.

The SKDS user interface is shown in Fig. 4.2. SKDS consists of three main
sections; the database connection, data preparation and model development. In
each section a button represents a task and takes the user either to a form or to a
wizard related to this task. Since it is important to undertake the tasks in order of
precedence, the interface was designed to indicate this order. Forms accessed
through the user interface make it possible to follow the KDP from the perspective
of the PDCA cycle and to perform the database management activities in an easy
and orderly manner.

Figure 4.3 presents the SKDS working principle as a block diagram. This
shows that the user (computer science professional familiar with the principles of
knowledge discovery and student data that is to be used) who will perform the DM
can access the forms directly (table management, sampling, cleaning, research and
exploring, splitting, modeling, control and validating) or indirectly (transforma-
tion) for eight different tasks.
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In SKDS, first a database connection is made to the data set that contains the
data on which an investigation is to be carried out. After the connection is
established, the various editing and backup activities listed below can be

Fig. 4.2 SKDS user interfaces

Fig. 4.3 SKDS architecture
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performed through table management form or sampling form. Depending on the
data mining task the table management techniques are:

• Select specific columns to include in a new table (i.e. model table, test table).
• Drop tables from the data set that are no longer useful. This is part of the

cleaning.
• Create a copy of an existing table but containing fewer rows. This is used to

reduce the amount of time spent on the testing to find the best model.

The next stages are the cleaning, transformation, and data analyzing (research
and exploring) tasks that constitutes the preparation part of the data. In the
cleaning process, the following three automated tasks are performed after selection
of some specifications mentioned below.

• For the columns containing a large number of null values; in order to decide
which columns to include or exclude in the modeling, the percentage of null
values for each column is calculated. The columns having more than the
specified percentage of null value are excluded. Since the percentage value is
empirically obtained to optimize the usability of input columns, the value can be
easily changed.

• For the columns that have one (i.e. same content), a few (distinct values in a
group with same content or a spread of neutral status) or too many (close to the
number of records such as; students’ address and phone numbers) distinct val-
ues; mean, minimum and maximum value and the number of distinct values for
each column are calculated. For instance, if the mean, minimum and maximum
values are equal, the column will have the same value for each record. This
information is used to exclude the columns which appear not to be useful.

• For the outlying cell values (generally incorrectly entered data, such as income
defined as very low or very high) that are not compatible with normal distribution
are determined and the rows containing these values are highlighted. Then,
according to the chosen solution, the rows can be excluded from the analysis or
the related values can be replaced by the average value of those columns.

If the input columns have too many distinct values (categories), it is difficult to
discover how this affects the target column. To overcome this problem discreti-
zation can be undertaken; this is a process of putting values into buckets so that
there are a limited number of possible states. The buckets themselves are treated as
ordered and discrete values. Both numeric and string columns can be discretized in
the input columns using transformations. The DTS import/export assists the SQL
Server, which carries out this transformation in two ways:

• The input columns having a large number of possibilities for the values are
categorized exhaustively into a limited number of categories such as category 1,
category 2, …, category k.

• In some cases in which the variables that may have some effect on target column
are not in a single column or not directly available the transformations on these
input columns can be used to create new useful columns.
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The last procedure of data preparation is the data analyzing, before splitting the
data, consists of the research and explore. On these tasks the columns, which are
expected to further affect the result are preferred. In the research task of this stage,
correlation matrices (CM) were used to find columns that only had numeric values.

These correlations indicate the degrees of relationship between the target col-
umns and the potential predictor input columns. The specified correlation value
(i.e. ±0.01) is accepted as the lowest limit in the CMs, so the correlations of the
columns with the target columns below this value were ignored for the DM
models. During the exploration, the other part of this stage, both numeric and non-
numeric columns are shown in histograms to determine visually the reliability or
usability of the columns.

In the model development section; the data set was split into training and test
data sets. Splitting the data allows the user to create a model and to test this model
using data from the same source. Two new training and test tables are created.

Then the main table’s rows were allocated to the new training and test tables
(i.e. 70 and 30 % of all data set records respectively), by random distribution.
SKDS calculates the percentages of the positive and negative values in consul-
tation with the target column (e.g. in Model I: grade point average (GPA) value
below 2.0 is negative, above 2.0 positive for each record). A model is then formed
using the training data set. Finally, the validity of the model is checked using test
data set during the validation process. A lift chart method was chosen for the
evaluation of the efficiency of the models. To accomplish all these processes,
SKDS benefited from the SQL Server, which is mainly utilized in the data base
management activities, and the Analysis Services, which are primarily utilized in
modeling and validating.

4.4 Case Study: Modeling Student Performance

This study aims to reveal individual student characteristics that are associated with
academic success using a DT classification technique. Each student is categorized
as either successful or unsuccessful according to their GPAs. The stages of the
study are given below.

4.4.1 Data Description

This study uses the demographic data of students enrolled in the faculty of Eco-
nomics and Social Sciences of Mugla Sitki Kocman University. This faculty was
chosen for this study since the departments are very similar furthermore; it is the
oldest in the university and has the most students.

The data used in the discovery process was mostly obtained from when the
students registered at the university. The data consisted of; information required by
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the state such as city of residence and date of birth, high school information
including matriculation certificate, education type and knowledge of foreign lan-
guage); Turkish university entrance exam score and university placement infor-
mation, socio-economic status of the student’s family and student’s academic
standing in terms of the semester based GPA scores from their university
department.

This study was conducted in the University of Mugla Sitki Kocman, Turkey. In
this university, student’s academic standing is calculated in the form of the
cumulative GPA taking into account all the courses they have taken over the whole
degree program. After each course was completed, the student is given a letter
grade for which there is a point equivalent (AA = 4.0, BA = 3.5, BB = 3.0,
CB = 2.5, CC = 2.0, DC = 1.5, DD = 1.0, FD = 0.5 and FF = 0.0). The GPA
is the average of all the grades accumulated over the courses taken within a
specific period of education. To be awarded a bachelor degree, a student must
obtain at least DD from each course and have a GPA of at least 2.00 to graduate.
Honors degrees are given to students with a cumulative GPA from 3.00 to 3.49 and
for high honors from 3.50 to 4.00.

4.4.2 Data Preparation

The student data in this study came from many different data files in multiple
databases; in the university departments, faculty, central registration system, and
archives. Thirteen tables related to the scope of this study were selected from the
databases given above. The SQL Server DBMS was implemented at the university
registration office. Using SQL queries, the target data set was formed from six
separate relational tables, which contained records reflecting academic, demo-
graphic, identification, undergraduate and graduate course information. These
related tables consisting of a total of 111 columns with 6,470 records were
combined in a single view. Afterwards, this target data set is subject to further data
cleaning and pre-processing. Unnecessary attributes which are irrelevant for the
proposed model are omitted. Thus, handling missing data fields and accounting for
known changes is completed, see Fig. 4.4.

The GPAs of the students are generally better indicators because they are
reliable and ultimately objective, numeric and accredited to measure academic
success in education. In the study, it was found that the greatest correlation
coefficient was obtained when comparing the correlations of each column to the
other columns of KDD data in the correlation matrices. Thus, the column con-
taining the GPAs was used by the authors as the target column to establish the
models. The other columns in the same data set were used as input for the DT
models.
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4.4.3 Analyzer Model

In this study, the classification of the students was undertaken according to their
individual success characteristics and DTs were chosen for the model as they assist
in producing more understandable results.

Microsoft Decision Trees (MDTs) in the Microsoft SQL Server Analysis Ser-
vices were applied to create DT models [19]. Originally MDT is a probabilistic
classification tree algorithm that is an improvement over the ID3 DT algorithm
with some of the add-ons. The basis of the MDT algorithm is introduced in [32].

4.5 Discussion of Results

This section presents the results of the discovery process performed on the student
data. Table 4.1 shows the columns and their definitions in the DT models. In the
first DT model, the columns affecting the target column, in the order of impor-
tance, were YEARECNO and GRANTPTF, which slightly affected the target. The
first separations happened in the YEARECNO values: 5, 4, 1 and 2, respectively.
This is not a surprising prediction because students have to complete their edu-
cation over a period of 4–7 years with a requirement of cumulative GPA C2.00.
Thus, the DT models refined as a result of PDCA cycle and YEARECNO were
removed from the model to obtain more interesting and hidden results which is a
function of DM.

After this operation, the columns that affected the target column are given in the
first DT model in Fig. 4.5. Here, the most affective columns used to predict the
target column are LANGPREP and REGTYPE. Since LANGPREP is English and
REGTYPE is different from the normal type such as transferred from another
university, these are seen to be influential on student success in DT. Students
transferring from another university must go through adaptation training for a year
and must be successful to a certain extent.

Fig. 4.4 Data selection in
the EDM

4 Modeling Student Performance in Higher Education Using Data Mining 117



Table 4.1 The columns and their definitions for Models 1 and 2

No Column name Data included Data-
type

No Column name Data included Data-
type

1 KEY Key column
(1, 2, 3, …)

Single 13 LANGPREP Foreign
language to
be learned in
prep-school

Varchar

2 TARGET_Aa

(target for
model I)

If GPA is
between 2.0
and 4.0, 1,
else 0

Integer 14 PROGTYPEb Department of
university

Varchar

3 TARGET_Bb

(target for
model II)

If GPA is
between 3.0
and 4.0, 1
else 0

Integer 15 HIGHGRAD1b Finishing high
school with
best average
(yes/no)

Integer

4 REQPREP Request for
preparatory
school (yes/
no)

Boolean 16 SEMRECNOb Number of
semesters
attended in
university

Integer

5 MILITARY Military service
status
(completed
or not
completed)

Boolean 17 SEMCOUNT Total of
semesters to
be attended

Integer

6 GENDER Gender (M/F) Boolean 18 YEARECNOa The number of
years spent at
school

Integer

7 GRANTPTF Grants for
tuition fees
(receiving/
not
receiving)

Boolean 19 FMINCOME Monthly income
of family

Single

8 EDUCTYPE Type of
education
(day/
evening
classes)

Boolean 20 CITY2 Region in which
the student
was born

Varchar

9 DEPTNAME Department
name

Varchar 21 LIVECITY2 Region in which
student
currently
lives

Varchar

10 IDCODE Department
and type of
education

Varchar 22 PREFERNO Order of
preference of
university
attended
according to
student
choice

Integer

(continued)
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Table 4.1 (continued)

No Column name Data included Data-
type

No Column name Data included Data-
type

11 REGTYPE Type of school
registration

Varchar 23 PREFERNO2 Order of
preference of
university
location
according to
student
choice (five
categories
grouped)

Integer

12 TYPEHIGH Type of high
school

Varchar 24 FMINCOME2b Monthly income
of family
(four
categories
grouped)

Integer

a only included in the 1st model
b only included in the 2nd model

Fig. 4.5 Graphical display
of the DTs for Model I
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Figure 4.6 shows the resulting DT from Model II. The DT algorithm selected
FMINCOME2 as the most important factor that determines the split on the data.
The column FMINCOME2 contains categorized data on the monthly incomes of
the students’ family with the value 3 corresponding to the middle level income
(over the lowest rate at which an employer can legally pay an employee; usually

Fig. 4.6 Graphical display
of the DTs for Model II

Fig. 4.7 Lift graphics [33] for the models (Model I predicts that the students will have a GPA
that is greater or equal to 2.0, whereas Model II predicts that the students will have a GPA that is
greater or equal to 3.0)
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expressed as pay per month) group. Thus, it is concluded that a high level of
success is more correlated with the middle level income.

Lift graphics, which specify the validation of the models are given in Fig. 4.7.
When trained models are employed, the percentage of total positive responses in
all records was 87 % for Model I and 68 % for Model II. Accordingly, the lift
value is 87/50 = 1.74 for Model I and 68/50 = 1.36 for Model II. These results
indicate that these models are able to confidently predict the outcome. The reason
for the lower prediction potential of Model II is that Model II has less positive
values in the target column in comparison with Model I. Thus, a small positive
ratio makes it difficult to establish relationships during the training of the model.
Model I had a 65 % positive value ratio and for Model II, this ratio was 11 %.

4.6 Conclusions

Besides having a very important role in knowledge production and dissemination,
universities offer educational support services for students. Leading universities
should discover new ways to base their decision making process in the educational
domain on sound business analysis thus providing the best service for their cus-
tomers; the students. In order to achieve customer satisfaction there needs to be a
high student achievement. This can be attained by good guidance and support thus
meeting the academic demands of the students during their university education.
Analyzing and manipulating existing data with respect to pre-defined goals brings
a competitive advantage for higher education institutions in providing high quality,
student-specific and student-centered education.

This study aimed to evaluate and develop data-driven approach to the
improvement of the performance of university students using a new developed
educational technology system, SKDS, using DM methods. With this EDM sys-
tem, all the tasks involved in the KDP are performed collectively. Our approach
has some major advantages for educational institutes. First, the data analysis is
realized where it is generated thus, this analysis can be easily repeated on new
inserted data. Second, software can use the functions of the SQL server and the
Analysis Services, which have essential DM models [34].

In this way, the user can perform tasks without any need for complicated SQL
statements. SKDS were designed by the authors considering the needs of the used
data and the problem investigated. So, the specifically designed user interface,
makes it possible to follow the EDM process and perform the database manage-
ment activities in an easy and orderly manner. This study may help other
researchers working on the integration of specific EDM processes into the DBMS
of educational institutions.

In evaluating student performance, the DT classification technique was used
since it can produce rules in the tree structure, provide simple and easy-to-
understand models and operations that can be carried out even with minimal
information preparation. Therefore, DTs can easily be integrated with information
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technologies and render high level of automation possible. The classifications
attempt to discover which demographic data has the most impact on student GPA.
In the current study two classification models were obtained limited to determining
the profiles of students whose GPAs ranged from 2.0 to 4.0 and the second group
with GPAs of 3.0–4.0.

In the first model, the types of registration to the university and in the second
model, the monthly income of the family were found to be the greatest factors
affecting the target. In checking the performance of the models, lift graphics were
used. According to the lift graphics, values 1.74 for Model I and 1.36 for Model II
were found which shows that the models have a prediction capability.

Missing data in some of the columns in the dataset had a direct impact on the
success of the system. Therefore, more accurate predictions about student success
can be made when the amount of data and the number of variables is increased.
DTs handle non-numeric data very well. This ability to accept categorical data
minimizes the amount of data transformations. Even though DTs are good at
classifying data, they alone may not be sufficient for discovery.

In terms of future work, since SKDS can connect to the SQL Server and the
Analysis Services, which include more DM algorithms, an extension of the current
study based on different analysis parameters could show different perspectives of a
student’s performance and progress through their university career.
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Chapter 5
Using Data Mining Techniques to Detect
the Personality of Players
in an Educational Game

Fazel Keshtkar, Candice Burkett, Haiying Li and Arthur C. Graesser

Abstract One of the goals of Educational Data Mining is to develop the methods
for student modeling based on educational data, such as; chat conversation, class
discussion, etc. On the other hand, individual behavior and personality play a
major role in Intelligent Tutoring Systems (ITS) and Educational Data Mining
(EDM). Thus, to develop a user adaptable system, the student’s behaviors that
occurring during interaction has huge impact EDM and ITS. In this chapter, we
introduce a novel data mining techniques and natural language processing
approaches for automated detection student’s personality and behaviors in an
educational game (Land Science) where students act as interns in an urban plan-
ning firm and discuss in groups their ideas. In order to apply this framework, input
excerpts must be classified into one of six possible personality classes. We applied
this personality classification method using machine learning algorithms, such as:
Naive Bayes, Support Vector Machine (SVM) and Decision Tree.
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Abbreviations

CBLE Computer based learning environment
CRF Conditional random field
EDM Educational data mining
ITS Intelligent tutoring system
LIWC Linguistic inquiry and word count
NPC Non-player characters
SVM Support vector machine

5.1 Introduction

Interpersonal conversation is not an easy task. During conversation in educational
games, ITS, or chat interaction, the students may have different ideas from the
others. Because they may affect by different moods or personality when they listen
or say something. On the other hand, students might have different personality
characters, i.e., to be cooperative, leading, aggressive, or dependent. For all these
reason, we believe personality traits should be considered in computer-based
learning environments (CBLE) such as educational game and intelligent tutoring
systems. For example, attitudes toward computers can be related to personality
types such that those displaying higher scores on neuroticism may have greater
computer related anxiety. Furthermore, it is known that it is important to take
individual differences into account during learning in CBLE. For example, ITS are
known for their ability to simulate effective human tutoring methods as well as
take into account the individual needs of learners [1].

Although the efforts to classify personality traits can be a particularly useful
endeavour, the detection of personality and/or behavior in conversation using
natural language, as it turns out, is a rather difficult task. For example, in serious
games in which communication occurs in chat rooms, players may discuss dif-
ferent ideas than others they are chatting with during conversation. Likely, they are
also exposed to or affected by the different personalities or moods of other players
during communication. On the other hand, players may demonstrate various
personality characteristics (such as those related to helping, leading, or aggression)
that may result in varied behavioral indicators within conversation.

This chapter aims to investigate, how chat interactions from student log data can
be used to determine a student model to classify personality. In results, it turned out
that we developed a supervised learning model based on annotated data to auto-
matically detect the students’ personality based on their chat interaction in an edu-
cational game. The purpose of this research is to identify personality traits of students
in textual excerpts in an Educational Game in order to develop an automatic classier
that determines the personality characteristics of a student based on their discourse in
game. This automatic classier will then be implemented within the ITS module.
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This research is divided into two parts; Manual Annotation, and Automatic
personality detection. We also aim to answer the important questions: (a) how
different types of student’s behavior impact other students learning in different
ways; (b) how variations (such as human computer interaction) in an ITS and
educational game impact students behavior.

Moreover, in this chapter we present a dataset that we have annotated con-
taining personality excerpts based on Leary’s Rose framework (Competitive,
Dependent, Leading, Helping, Aggressive, Withdrawn). By this, we have pre-
sented that the detection of personality behavior is more efficient than that of
human judges. Consequently, we have presented three automated methods to
personality detection, based on understanding from research in natural language
processing (NLP), machine learning, and psychology. We explore that text clas-
sification based on n-gram (Unigrams and Bigrams) is the best particular detection
approach. We also examined a combination method such as Linguistic Inquiry and
Word Count (LIWC) and subjective lexicons features.

In the first task, we performed a coding scheme based on Leary’s framework
personality dimension by human judges. Therefore, we annotated the person-
ality characteristics of students and their chat interactions from log data set.
Furthermore, we have analyzed a random of 200 student’s textual excerpts
from the chat our annotated data set to test our automated personality detection
performance. Two human judges manually annotated this subset of excerpts see
Sect. 5.4.

In the second task we develop a supervised method, using data mining, NLP,
and machine learning algorithm, to detect the personality of students. We have
used machine learning algorithms (i.e., SVM, J48, Naive Bays) for classification.
We also used Weka and other NLP tools (i.e., Standford Parser [2], and OpenNLP
[3]) to develop this automated system. Our model for classification personality
explained in this chapter are performed using a tenfold cross validation method
under its default setting in Weka [4]. We reported: Accuracy, Precision, Recall and
F-Measure.

We observed that our automated classifier approaches out performed human
judges annotation with accuracy of 83 %. We analyzed our results with ANOVA
method. It is used to test the difference in LIWC component scores among six
types of personality: competitive, leading, between dependent, withdrawn, help-
ing, and aggressive.

The remainder of this chapter is organized as follows. The Sect. 5.2 covers the
literature review and the previous works in personality related to education data
and student modeling. In the Sect. 5.3 we introduce the Leary’s Rose Frame work.
The Sect. 5.4 presents the annotation scheme and human annotation for data set.
Section 5.5 presents our model, the main functionality of our system for automatic
personality classification. Section 5.6 presents the experiences and results. In
Sect. 5.7, we illustrate discussion and analysis of our results. Finally, this chapter
ends with conclusion and future works in Sect. 5.8.
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5.2 Literature Review

5.2.1 Personality in Computer-Based Learning
Environments

There are numerous reasons personality traits should be considered in CBLE. For
example, even at a very basic level, attitudes toward computers can be related to
personality types such that those displaying higher scores on neuroticism may have
greater computer related anxiety [1]. Also, it is useful to consider differences in
students or group dynamics into account during learning in CBLE. ITS are good
examples to measure the ability of students against human tutoring methods as
well as needs of learners [1]. This task should not be taken lightly, however, as for
both human tutor and ITS, it is difficult to accurately assess both the cognitive and
emotional states of individual learners. Similarly, it is a rather complex process to
categorize personality traits solely from natural language user input in CBLE.

5.2.2 Emotion Detection Using Leary’s Rose Frameboard

Researchers have had some success on the deLearyous gaming project [5]. To our
knowledge, this is the only research that has been done specifically on the auto-
matic classification of sentences based on Leary’s Rose for emotion detection.
DeLearyous researchers described a methodology for a serious gaming project
which aims at developing an environment in which users can improve their
communication skills by interacting with a virtual character in written natural
language (Dutch). In order to apply Leary’s framework, they classified the input
sentences into one of four possible ‘‘emotion’’ classes (above, below, opposed,
together). They applied several machine learning algorithms SVM, Naive Bayes,
and Conditional Random Field (CRF) to obtain the classification performance. For
this, they used different features set from their dataset (unigrams, lemma trigrams
and dependency structures). They obtained 52.5 % accuracy, around 25 % over
the baseline. The researchers noted, however, that the manually annotated
sentences used to compile their training set were labeled by one human annotator
and thus may have been susceptible to issues with reliability.

5.2.3 Automatic Detection of Personality

In other research [6, 7] found that identification of personality (Big Five in speech)
by automatic analysis performed better than the baseline. Their analysis confirms
previous findings linking language and personality and also reveals many new
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linguistic and prosodic markers. However, there was a limitation in their method in
that speech recognition, such as prosodic features.

In addition, there has been other research conducted in order to let a machine
learner determine the appropriate sentiment/emotion class. For instance, [8] and
[9] attempted to classify LiveJournal posts according to their mood using SVM
trained with frequency features (word counts, POScounts), length-related features
(length of posts/sentences, etc.), semantic orientation features (using WordNet to
calculate the distance of each word to a set of manually classified keywords) and
special symbols (emoticons).

5.2.4 Personality and Student Behavior

Gore et al. investigated the relation between personality and organizational citi-
zenship behaviors in student populations [10]. They tested the hypothesis that
conscientiousness, agreeableness, and neuroticism predict unique variance in
academic citizenship attitudes. They studied 270 college students who completed
an online questionnaire assessing their personality and academic citizenship
attitudes.

They claimed that results confirmed the hypothesis. In another study they also
found that academic citizenship attitudes mediate the association between
personality and citizenship behavior. Their results showed that general conscien-
tiousness was associated with citizenship behavior, but academic conscientiousness
attitudes mediated this association.

5.2.5 The Relationship Between Personality Traits
and Information Competency

Song and Kwon examined differences between Korean and American cultures in
terms of the relationships between Big Five personality traits and information
competency [11]. In their research, Korean (n = 245) and American (n = 185)
college students completed the NEO-Five Factor Inventory and the Information
Competency Scale. Their results showed both similarities and differences between
the two culture groups.

They showed that Conscientiousness and openness to experience significantly
predicted information competency in both Korean and American students. On the
other hand, they conducted that the influence of extroversion was significant only
for American students. This result happened due to the high value placed on
extroversion in American culture [11].
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5.2.6 Personality Traits and Learning Style in Academic
Performance

In [12], Furnham conducted various tests soon after students arriving at university
on the Big Five Personality Traits [13]. The first study (N = 178) showed
Conscientiousness and General intelligence to be the only significant predictor of
overall first year grade accounting for 11 % of the variance.

The second study (N = 93) showed that ability and non-ability factors differed
in terms of their predictive validity depending on the exams taken. Individual
difference factors account for around 10 % of the variance in college examination
success [12].

5.2.7 A Neural Network Model for Human Personality

In this research, Read et al. [14], presented a neural network model that aims to
bridge the historical gap between dynamic and structural approaches to personality.
The model integrates work on the structure of the trait lexicon, the neurobiology of
personality, temperament, goal-based models of personality, and an evolutionary
analysis of motives. It is organized in terms of two overarching motivational
systems, an approach and an avoidance system, as well as a general des-inhibition
and constraint system. Each overarching motivational system influences more
specific motives.

Traits are modeled in terms of differences in the sensitivities of the motivational
systems, the baseline activation of specific motives, and inhibitory strength. The
result is a motive-based neural network model of personality based on research
about the structure and neurobiology of human personality. The model provides an
account of personality dynamics and person situation interactions and suggests
how dynamic processing approaches and dispositional, structural approaches can
be integrated in a common framework [15].

5.2.8 Relationships Between Academic Motivation
and Personality Among the Students

Relationships between personality and academic motivation were examined using
451 first-year college students [16]. In this research, multiple regressions com-
pared three types of intrinsic motivation, three types of extrinsic motivation and
motivation to five personality factors. Results indicated that those who were
intrinsically motivated to attend college tended to be extroverted, agreeable,
conscientious, and open to new experiences; although these trends varied
depending on the specific type of intrinsic motivation.
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Those who lacked motivation tended to be extroverted, agreeable, conscien-
tious, and neurotic; depending on the type of extrinsic motivation. Those who
lacked motivation tended to be disagreeable and careless. These results suggest
that students with different personality characteristics have different reasons for
pursuing college degrees and different academic priorities [16].

5.2.9 Relation Between Learning from Errors
and Personality

This research focused on the relationship between negative emotionality and
learning from errors [17]. Specifically, negative emotionality was expected to
impair learning from errors by decreasing motivation to learn. Perceived mana-
gerial intolerance of errors was hypothesized to increase negative emotionality,
whereas emotional stability was proposed to decrease negative emotionality. All
the hypotheses were tested in a laboratory simulation.

Contrary to the prediction, a positive association was found between negative
emotionality and motivation to learn. The effects of perceived managerial intol-
erance of errors and emotional stability on negative emotionality were as
predicted. Moreover, exploratory data analysis were conducted at the level of
specific negative emotions and revealed differentiated effects of specific negative
emotions on learning from errors [17].

5.2.10 Academic Achievement and Big Five Model

Poropat [18] reported a meta-analysis of personality-academic performance rela-
tionships, based on the 5-factor model, in which cumulative sample sizes ranged to
over 70,000. Most analyzed studies came from the tertiary level of education, but
there were similar aggregate samples from secondary and tertiary education. There
was a comparatively smaller sample derived from studies at the primary level.
Academic performance was found to correlate significantly with Agreeableness,
Consciousness, and Openness. Where tested, correlations between Conscien-
tiousness and academic performance were largely independent of intelligence.

When secondary academic performance was controlled for, Conscientiousness
added as much to the prediction of tertiary academic performance as did intelli-
gence. Strong evidence was found for moderators of correlations. Academic level
(primary, secondary, or tertiary), average age of participant, and the interaction
between academic level and age significantly moderated correlations with
academic performance. Possible explanations for these moderator effects are
discussed, and recommendations for future research are provided [14].
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5.2.11 The Big Five Personality, Learning Styles,
and Academic Achievement

Personality and learning styles are both likely to play significant roles in influ-
encing academic achievement [19]. College students (308 undergraduates)
completed the Five Factor Inventory and the Inventory of Learning Processes and
reported their grade point average. Two of the Big Five traits, conscientiousness
and agreeableness, were positively related with all four learning styles (synthesis
analysis, methodical study, fact retention, and elaborative processing), whereas
neuroticism was negatively related with all four learning styles.

In addition, extraversion and openness were positively related with elaborative
processing. The Big Five together explained 14 % of the variance in grade point
average (GPA), and learning styles explained an additional 3 %, suggesting that
both personality traits and learning styles contribute to academic performance.
Further, the relationship between openness and GPA was mediated by reflective
learning styles (synthesis-analysis and elaborative processing). These latter results
suggest that being intellectually curious fully enhances academic performance
when students combine this scholarly interest with thoughtful information pro-
cessing. Implications of these results are discussed in the context of teaching
techniques and curriculum design [19].

5.2.12 Using Personality and Cognitive Ability to Predict
Academic Achievement

Beaujean et al. [20], conducted a study on the relationship between cognitive
ability, personality, and academic achievement in post-secondary students, using
latent variable models. By testing both simple and complex relationships, they
found that cognitive ability and personality predicted reading achievement inde-
pendently, but that they interact when predicting math achievement, at least in the
Conscientiousness and Openness to Experience domains [20].

5.3 Leary’s Interpersonal Frame Board

Leary’s Interpersonal Circumplex (or Leary’s Rose Frame Board) has been used by
researchers for decades as a foundation for categorizing personality through the
discourse [21]. The Circumflex defines characteristics according to two dimensions:
the above-below axis represents variation from dominant (above) to submissive
(below) whereas the opposed-together axis represents variations of cooperation
from accommodating (together) to opposition (opposed) (See Fig. 5.1). Based on
these two dimensions, the Rose can easily be separated into four quadrants and
then further split into eight different categories (See Table 5.1 for examples) [6].
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5.3.1 Land Science Game

Land Science is a serious game created by researchers at the University of
Wisconsin-Madison that has been designed to simulate a regional planning prac-
ticum experience for students [11, 22–24]. During the 10-hour game, students play
the role of interns at a fictitious regional planning firm (called Regional Design
Associates).

Where they make land use decisions in order to meet the desires of virtual
stakeholders who are represented by Non-Player Characters (NPC). Students are
split into groups and progress through a total of 15 stages (all these stages are
shown in Table 5.2) of the game in which they complete a variety of activities
including a virtual site visit of the community of interest in which students
familiarize themselves with the history and ecology of the area as well as the
desires of different stakeholder groups.

Fig. 5.1 Leary’s
interpersonal circumplex
(Leary’s Rose). OPP
opposite, TOG together

Table 5.1 Leary’s Rose categories examples from land science game

Statement Leary category Leary quadrant

Finish your task now so we can move on Leading Above-together
How can I help you with that? Helping Above-together
My plan is better than your plan Competitive Above-opposed
That idea is stupid. It will never work Aggressive Above-opposed
Sure, we can work together on this project Cooperative Below-together
What should I do now? Dependent Below-together
Sorry, never mind, I’m not thinking Withdrawn Below-opposed
No. I am not going to do that Defiant Below-opposed

5 Using Data Mining Techniques 133



In addition, students get feedback from the stakeholders, and use a custom
designed Geographic Information System (iPlan) to create a regional design plan.
Throughout the game players communicate with other members of their planning
team as well as a mentor (i.e., an adult who is representing a professional planner
with the fictitious planning firm) through the use of a chat feature that is embedded
in the game.

5.3.2 Participants and Data Set Construction

Participants included 12 middle school students who played the epistemic game
Land Science as a part of an enrichment program at the Mass Audubon Society in
Massachusetts. As previously mentioned, players in the game communicated with
both other players and mentors using a chat feature embedded in the interface. For
the purposes of detecting the personality of players, we only analyzed the players’
chat excluding mentors’ chat. Annotation was done using the coding scheme (further
discussed under Human Annotation in Sect. 5.4) that was developed by the
researchers based on the Timothy Leary’s Interpersonal Circumplex Model [21].
The researchers selected 1,000 excerpts (average = 4.8 words) to be analyzed. For
our purposes, an excerpt was defined as a turn of speech that was taken by the student.

On the other words, one excerpt occurred each time a student typed something
and clicked ‘‘send’’ or hit ‘‘enter’’ in the chat function. The excerpts were selected
from a larger set of 3,227 excerpts, so approximately 31 % of the player excerpts
were randomly used in the analyzed data set. We have used the distribution for
all stages for selecting data set. Our model is illustrated in Fig. 5.2 and in the
following sections we describe the components of this model.

Table 5.2 Land science
sequence of activities

Stage # Activity

1 Intake interview
2 Staff page
3 Request for proposals
4 Virtual site visit and site assessment
5 iPlan
6 TIM 1
7 Preference survey 1
8 Stakeholder assessment 1
9 TIM 2

10 Preference survey 2
11 Stakeholder assessment 2
12 Final plan (individual)
13 Final proposal (individual)
14 Reflection
15 Exit interview

134 F. Keshtkar et al.



5.4 Annotation Scheme

As previously described, the researchers developed a coding scheme based on
Leary’s Interpersonal Circumflex, which focused on 6 categories from all 4
quadrants of Leary’s Rose: Competitive, Leading, Dependent, Withdrawn,
Aggressive/Defiant and Helping/Cooperative.

Regarding the current annotation scheme we combined Leary’s original cate-
gories of Aggressive and Defiant because in our data set there was little differ-
entiation between these two categories. Similarly, we also combined Leary’s
original categories of Helping and Cooperative. Definitions and examples of each
of these categories are included in Table 5.3.

5.4.1 Human Annotation

Using this coding scheme, two trained researchers annotated the data set of 1,000
excerpts. The first series of training required the human annotators to independently
code 200 excerpts randomly selected from the Land Science corpus. The Kappa
statistic was computed to assess inter-rater reliability on this set and agreement was
fair (0.33). Following this, the annotators discussed and refined any issues regarding
the coding scheme and then annotated a new set of randomly selected excerpts. The
Kappa statistic was computed to assess inter-rater reliability on the second training
set and agreement was substantial (0.69). Results indicated increased reliability and
thus completed the training of the human annotators. Once the two annotators were
trained they independently annotated a set of 1,000 excerpts.

Fig. 5.2 Architecture of automated classification
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Overall, personality category agreement between the two annotators on the set
of 1,000 excerpts was substantial (Kappa = 0.70). As shown in Table 5.4,
agreement is substantial for the Competitive, Dependent and Withdrawn catego-
ries, and is moderate for the Leading, Helping/Cooperative, Aggressive/Defiant
and Neutral categories. The two human annotators agreed on the personality
category for a total number of 1,523 excerpts (see Table 5.5). Of those agreements,
the largest percentage of excerpts is Neutral (35.78 %), indicating that the anno-
tators agreed that there was no evidence of a personality category represented.

Table 5.3 Annotation scheme; category definitions and examples from land science

Category Leary definition Additional information Land science example

Competitive Narcissistic, competing,
acting confidently,
boast, brag, act
proud

Competitive with
another orby
indicating a desire to
do well in the game

Beat team Eva!!

Leading Managerial, directing,
guiding, advising,
teaching, ordering
around, bossing

Can include explicit or
indirect request

We are going to have a team
meeting in about 10 min,
so we need to finish our
site assessments

Dependent Asking for help, depend
on, act in an over
respecting manner

Seeking direction or
approval

What should I say now?

Withdrawn Acting shy or
sensitively, being
modest, self-
condemning

Does not include lack of
responses to question

Sorry, never mind. I’m not
thinking

Aggressive/
defiant

Rebellious actions,
complaining,
wariness, being
skeptical

Also includes taking a
strong stance and
passing the blame on
to someone else

No!! I’ll say in a second. I’m
on something else

Helping/
coopera-
tive

Takes responsibility,
helping, offering,
giving, agree, co-
operate, compromise

Includes working
together as a group or
participating in group
activity

If you want me to look at your
plan I can.

Table 5.4 Inter-rater
reliability (Kappa) for 1,000
coded excerpts

Personality category Inter-rater reliability (kappa)

Competitive 0.82
Leading 0.65
Dependent 0.83
Withdrawn 0.77
Helping/cooperative 0.58
Aggressive/defiant 0.65
Neutral 0.60
Overall average 0.70
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Regarding excerpts for which there is an agreement that a personality category
present, as seen in Fig. 5.3, the largest percentage is Dependent (22.52 %) fol-
lowed by Competitive (18.19 %) and Helping/Cooperative (9.26 %). The least
represented personality categories are Leading (8.80 %), Withdrawn (3.02 %) and
Aggressive/Defiant (2.43 %).

5.5 Model

To our knowledge, the only research has been done specifically on the automatic
classification of sentences based on Learys Rose for emotion detection is done by
[25]. They described a methodology for a serious gaming project, deLearyous,
which aims at developing an environment in which users can improve their
communication skills by interacting with a virtual character in (Dutch) written
natural language. In order to apply this framework, they classified the input
sentences into one of four possible ‘‘emotion’’ classes (above, below, opp, tog, see
Fig. 5.1).

Table 5.5 Number of
instances agreed present for
each personality category

Personality category Number of instances

Competitive 277
Leading 134
Dependent 343
Withdrawn 46
Helping/cooperative 141
Aggressive/defiant 37
Neutral 545
Total 1,523

Fig. 5.3 Percentage of
excerpts agreed in each
personality category
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They applied several machine learning algorithms, such as SVM, Naïve Bayes,
Conditional Random field to obtain the calcification performance. For this, they
used different features set from their dataset (unigrams, lemma trigrams and
dependency structures). They obtained 52.5 % accuracy around 25 % over the
baseline. In contrast, in our method we use Leary’s Rose framework to detect
personality rather than emotion.

5.5.1 Lexicon Resources

Sentiment-based lexical resources annotate words/concepts with polarity. To
achieve greater coverage, we use four different sentiment-based lexical resources.
They are described as follows.

1. SentiWordNet [26]. Assigns three scores to Synsets of WordNet: positive score,
negative score and objective score. When a word is looked up, the label
corresponding to maximum of the three scores is returned. For multiple synsets
of a word, the output label returned by majority of the Synsets becomes the
prediction of the resource.

2. Subjectivity lexicon [25]. Is a resource that annotates words with tags like
parts-of-speech, prior polarity, magnitude of prior polarity (weak/strong), etc.
The prior polarity can be positive, negative or neutral. For prediction using this
resource, we use this prior polarity.

3. General Inquirer [27]. Is a list of words marked as positive, negative and
neutral. We use these labels to use Inquirer resource for our prediction.

4. Taboada [28]. It is a word-list that gives a count of collocations with positive
and negative seed words. A word closer to a positive seed word is predicted to
be positive and vice versa.

5.5.2 Feature Extraction

From this dataset we extracted a wide range of different features. The sentences
were first parsed with Stanford POS Tagger, an English language parser [2], which
allowed us to extract linguistic information such as word tokens, lemmas, part-
of-speech tags, syntactic functions and dependency structures.

The actual feature vectors were then generated on the basis of this linguistic
information by using a ‘‘bag of n-grams’’ approach, i.e. by constructing n-grams
(unigrams, bigrams and trigrams) of each feature type (e.g. n-grams of word
tokens, n-grams of part-of-speech tags…) and by counting for each n-gram in the
training data how many times it occurs in the current instance. In addition to these
n-gram counts, we also included punctuation counts, average word length and
average sentence length.

138 F. Keshtkar et al.



Sentiment Score Feature. Based on predictions of individual traits, we com-
pute the Sentiment prediction for each trait with respect to a keyword in form of
percentage of positive, negative and objective content. This is on the basis of
predictions by each resource by weighting them according to their accuracies.
These weights have been assigned to each resource based on experimental results.
For each resource, the following scores are determined (see Eqs. 5.1, 5.2, 5.3).

PositiveScore sð Þ ¼
Xi¼n

i¼0

PiWPi ð5:1Þ

NegativeScore sð Þ ¼
Xi¼n

i¼0

NiWNi ð5:2Þ

ObjectiveScore sð Þ ¼
Xi¼n

i¼0

OiWOi ð5:3Þ

where, PositiveScore(s) = Positive score for each excerpt s; Negative-
Score(s) = Negative score for each excerpt s; ObjectiveScore(s) = Objective
score for each excerpt s; n = Number of resources used for prediction; Pi, Ni,
Oi = Positive, Negative, and Objective count of excerpt predicted respectively
using resource i; WPi,WNi,WOi = Weights for respective classes derived for each
resource i.

5.5.3 The Linguistic Inquiry and Word Count Features

We extracted features derived from the Linguistic Inquiry and Word Count
(LIWC) output. Specifically, LIWC counts and groups the number of instances of
nearly 4,500 keywords into 80 psychologically meaningful dimensions. We create
one feature for each of the 80 LIWC dimensions summarized under the following
four categories:

• Linguistic processes: Functional aspects of text (e.g., the average number of
words per sentence, the rate of misspelling, swearing, etc.)

• Psychological processes: Includes all social, emotional, cognitive, perceptual
and biological processes, as well as anything related to time or space.

• Personal concerns: Any references to work, leisure, money, religion, etc.
• Spoken categories: Primarily filler and agreement words.

For each instance, we calculate the ratio of words in each category from the
LIWC toolkit [18], as these features are correlated with the personality dimensions
(as shown in Table 5.6). Indeed, the LIWC2007 software used in our experiments
subsumes most of the features introduced in other work. Thus, we focus our
psycholinguistic approach to personality detection on LIWC-based features.
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For each instance, we calculate the ratio of words in each category from the
LIWC toolkit [18], as these features are correlated with the personality dimensions
[18]. These features and their categories are shown in below.

5.5.4 Automated Approaches to Personality Classification

We explain three automated approaches to classify detecting personality behavior,
each of which utilizes classifiers trained on the dataset of Sect. 5.3.2. The features
employed by each strategy are described here.

Psycholinguistic Personality Detection. The Linguistic Inquiry and Word
Count (LIWC) software [18] is a popular automated text analysis tool used widely
in the social sciences. It has been used to detect personality traits [6], to study
tutoring dynamics [29], and, most relevantly, to analyze personality detection [6].

Since LIWC software does not include a text classifier, we create features
derived from the LIWC output. In particular, LIWC counts and groups the number
of instances of nearly 4,500 keywords into 80 psychologically meaningful
dimensions. We construct one feature for each of the 80 LIWC dimensions, which
can be summarized under the four categories that explained in Sect. 5.3. Indeed,
the LIWC2007 software used in our experiments subsumes most of the features
introduced in other work. Thus, we focus our psycholinguistic approach to
personality detection on LIWC-based features.

Table 5.6 LIWC features [18]

Feature category Features included

Standard counts Word count Words per sentence, type/token ratio, words captured, words
longer than 6 letters, negations, assents, articles, prepositions, numbers,
pronouns: 1st person singular, 1st person plural, total 1st person, total
2nd person, total 3rd person

Psychological
processes

Affective or emotional processes Positive emotions, positive feelings,
optimism and energy, negative emotions, anxiety or fear, anger, sadness,
cognitive processes: causation, insight, discrepancy, inhibition, tentative,
certainty, sensory and perceptual processes: seeing, hearing, feeling,
social processes: communication, other references to people, friends,
family, humans

Relativity Time Past tense verb, present tense verb, future tense verb, Space: up, down,
inclusive, exclusive, motion

Personal concerns Occupation School, work and job, achievement, leisure activity: home,
sports, television and movies, music, money and financial issues,
metaphysical issues: religion, death, physical states and functions, body
states and symptoms, sexuality, eating and drinking, sleeping, grooming

Other dimensions Punctuation period, comma, colon, semi-colon, question, exclamation, dash,
quote, apostrophe, parenthesis, other, Swear words, non-fluencies, fillers

140 F. Keshtkar et al.



5.5.5 Classification Method

Naive Bayes Classifier Provides a simple approach and it is a classifier as a form
of Bayesian network and it leans on two simple assumptions. First, it assumes that
the predictive attributes are conditionally independent given the class. Then, it
posits that no hidden or latent attributes influence the prediction process [30]. For a
document X, with label class c, the Naive Bayes classifier gives us the following
decision rules (see Eqs. 5.4 and 5.5) [30]:

P C ¼ cjX ¼ xð Þ ¼ pðC ¼ cÞ p X ¼ xjC ¼ cð Þ
pðX ¼ xÞ ; ð5:4Þ

where

P X ¼ xjC ¼ xð Þ ¼
Yn

i

P Xi ¼ xijC ¼ cð Þ ð5:5Þ

We use John and Langley [30] Naïve Bayes classifier in Weka [4] to train our
Naive Bayes models on all three approaches and feature sets described above,
namely LIWC, lexicons, Unigrams, Bigrams. We also evaluate every combination
of these features, but for brevity include only UNIGRAMS ? BIGRAMS, which
performs best with tenfold cross validation on the corresponding dataset.

Support Vector Machine. We also train SVM classifiers, which find a high-
dimensional separating hyper-plane between two groups of data. To simplify
feature analysis in Sect. 5.5, we restrict our evaluation to linear SVM, which learn
a weight vector w and bias term b, such that a document x can be classified by
(5.6):

y ¼ sign ð~w:~xÞ þ b ð5:6Þ

We use SMO [31] to train our SVM models on all three approaches and feature
sets described above: LIWC, LEXICONS, UNIGRAMS, and BIGRAMS. We also
evaluate every combination of these features, but for shortness include only
LIWC ? BIGRAMS, and LEXICON ? BIGRAMS which performs best.

Decision Trees. We use J48, an open source Java implementation of the C4.5
algorithm in Weka [4] data mining tool to train our dataset for decision trees
classifier. We evaluate approaches on all combination of feature set, but
we consider the features which performed best (UNIGRAMS ? BIGRAMS,
UNIGRAMS ? LIWC). Our classification experiments are carried out with
tenfold cross validation on the corresponding dataset. A sample of the results
achieved by the three methods is stated in Table 5.7.
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Table 5.7 Automated classifier performance for three approaches based on tenfold cross- vali-
dation experiments

Approach Features Acc. (%) COM DEP

P R F P R F

LEXICAL Lexiconsj48 61.95 0.67 0.66 0.67 0.56 0.66 0.61
LIWC Liwcj48 59.30 0.57 0.62 0.60 0.64 0.67 0.65
Method Unigramssvm 60.54 0.74 0.70 0.72 0.64 0.63 0.63

Bigramssvm 70.40 0.92 0.65 0.76 0.92 0.75 0.82
Liwc ? bigramssvm 77.47 0.90 0.75 0.82 0.93 0.78 0.85
Lexicons ? bigramssvm 83.71 0.96 0.80 0.87 0.96 0.84 0.90
Bigramsnb 65.02 0.04 0.87 0.62 0.87 0.77 0.50
Unigrams ? bigramsnb 60.53 0.77 0.60 0.67 0.72 0.68 0.50
Unigrams ? bigramsj48 62.78 0.83 0.67 0.74 0.83 0.71 0.46
Unigrams ? liwcj48 74.0 0.86 0.80 0.83 0.81 0.77 0.63

Approach Features Acc. (%) LEA WIT

P R F P R F

LEXICAL Lexiconsj48 61.95 0.61 0.55 0.58 0.56 0.54 0.55
LIWC Liwcj48 59.30 0.52 0.40 0.45 0.62 0.42 0.50
Method Unigramssvm 60.54 0.50 0.32 0.50 0.83 0.39 0.53

Bigramssvm 70.40 0.79 0.40 0.52 1 0.44 0.62
Liwc ? bigramssvm 77.47 0.95 0.64 0.77 0.93 0.54 0.68
Lexicons ? bigramssvm 83.71 0.98 0.76 0.86 1 0.74 0.85
Bigramsnb 65.02 0.50 0.21 0.3 0.80 0.44 0.57
Unigrams ? bigramsnb 60.53 0.50 0.53 0.51 1 0.39 0.54
Unigrams ? bigramsj48 62.78 0.46 0.43 0.45 0.82 0.47 0.60
Unigrams ? liwcj48 74.0 0.63 0.64 0.63 0.85 0.78 0.81

Approach Features Acc. (%) COP AGG

P R F P R F

LEXICAL Lexiconsj48 61.95 0.66 0.60 0.63 0.25 0.21 0.22
LIWC Liwcj48 59.30 0.60 0.62 0.61 0.50 0.53 0.51
Method Unigramssvm 60.54 0.52 0.74 0.61 0.17 0.33 0.22

Bigramssvm 70.40 0.50 1 0.66 1 0.17 0.29
Liwc ? bigramssvm 77.47 0.54 0.95 0.69 1 0.2 0.33
Lexicons ? bigramssvm 83.71 0.98 0.76 0.86 1 0.32 0.48
Bigramsnb 65.02 0.46 0.96 0.62 1 0.16 0.28
Unigrams ? bigramsnb 60.53 0.40 0.74 0.52 0.67 0.5 0.57
Unigrams ? bigramsj48 62.78 0.42 0.84 0.56 0.26 0.22 0.24
Unigrams ? liwcj48 74.0 0.63 0.75 0.69 0.50 0.68 0.57

Reported Accuracy, (P) precision, (R) recall and (F) measure
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5.6 Experience and Results

5.6.1 Classification Results

The model for classification personality strategies explained in Sect. 5.5 are
per-formed using a tenfold cross validation method under its default setting in
Weka [4]. The parameters for model are chosen for each test fold based on
standard cross validation experiments on the training dataset. All folds are chosen
so that each includes all instances from six classes; therefore, learned classifiers
are always measured on dataset from unseen instances.

Table 5.8 shows the results of the top scores that we managed to achieve with
each of the three classifiers over three approaches. We also use the combination of
features and learner parameters that were determined to give the best accuracy by
the classifiers. ‘‘Approach’’ column shows the model that have been tested, the
‘‘features’’ column indicates the types of features that have been used, the rest of
columns indicates the results based on Accuracy, Precision, Recall, and F-measure
(Acc., P, R, F) for all six classes. We observe that our automated approaches
outperformed human judges (Kappa) and baseline for most of feature sets. The
statistical baseline for these six classes classification problem, considering the
slight imbalances in the class distribution, is 30 %. However there is an exception
such as Recall for ‘‘aggressive’’ which is not significant.

We can argue on this due to low number of instances in this class. However,
this is expected given that human judges often focus on unreliable cues to
aggressive utterances. We observe that our automated approaches outperformed

Table 5.8 Top 15 highest weighted features learned by BIGRAMS ? LEXICONSsvm and
LIWCsvm. The results show for binary classification of ‘‘helping, aggressive’’ and ‘‘leading,
dependent’’

BIGRAMS ? LEXICONSsvm LIWCsvm

Helping, aggressive Leading, dependent
Always want Six letters
Didn’t seem Pronoun
Don t Personal pronoun
For me I
Is quite We
It is You
Need to She/he
No need They
People don Impersonal pronouns
Quite deadly Article
Really that Verb
Seem to Auxiliary verbs
Slow down Past tense
Speaking Spanish Present tense
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human judges (Kappa) and baseline for most of feature sets. The statistical
baseline for these six classes classification problem, considering the slight
imbalances in the class distribution, is 30 %. However there is an exception such
as Recall for ‘‘aggressive’’ which is not significant. We can argue on this due to
low number of instances in this class. However, this is expected given that human
judges often focus on unreliable cues to aggressive utterances.

If we look at the confusion matrix in Table 5.9; firstly, we note that most of the
aggressive instances (8) classified as ‘‘helping’’ personality. Many other classes
considered as ‘‘helping’’ as well. We figured out, this happened due to human
judge’s evaluation, because the judges considered many small responses such as:
OK, Yep, Thanks, Cool, etc. as ‘‘helping’’ class. Secondly, as it shown in Table 5.1
the number of instances in ‘‘aggressive’’ class is low. We found out that the players
are not often aggressive during chat conversation. It might be due to their work
environment in that they are supervised by a human mentor during the game.

Interestingly, the psycholinguistic approach (LIWCj48) performs almost 30 %
more accurately than baseline rather than SVM or NB. Also J48 perform higher
than SVM and NB on lexical subjective scores features. Overall, all the standard
text categorization approaches proposed in Sect. 5.5 perform between 9 and 53 %
more accurately than baseline. However, best performance overall is achieved by
combining features from these two approaches. Particularly, the combined model
LEXICONS ? BIGRAMSSVMis 83.71 % accurate at personality classification.

Surprisingly, models trained only on UNIGRAMSsvm(60.54 %), the simplest
n-gram feature set, outperform LIWC (non-text classification) approaches, and
models trained on BIGRAMSnb(65.02 %) perform even better. This suggests that
a universal set of feature such as psycholinguistic keyword personality (i.e.,
LIWC) cannot be the best model for personality detection, and a context-sensitive
approach (e.g., BIGRAMS) might be necessary to achieve state-of-the-art
personality detection performance.

To better understand the models learned by these automated approaches, we
report in Table 5.8 the top 15 highest weighted features for two pair classes
(Helping, Aggressive and Leading, Dependent) as learned by BIGRAMS ?

LEXICONSsvm and LIWCsvm. From BIGRAMS ? LEXICONSsvm approach
we have chosen classifier for classes ‘‘Helping’’ (with highest F-measure) and
‘‘Aggressive’’ (lowest F-measure), for LIWCsvm approach we have chosen clas-
sifier for classes ‘‘Leading, Dependent’’ with similar reason.

We note that player with ‘‘Helping’’ personality behavior tend to use somehow
similar language with ‘‘Aggressive’’ players; in particular, ‘‘need to’’ and ‘‘no
need’’, the former one can be consider as ‘‘Helping’’ behavior and later one can be
regarded as ‘‘Aggressive’’ attitude. Accordingly, in term of global features such as
psycholinguistic features (LIWC), ‘‘Leading’’ and ‘‘Dependent’’ players tend to
use similar pronouns(personal or impersonal) (i.e.; i, we, you, she/he, they).
Finally, when we look at Confusion Matrix (Table 5.9), it turns out that all
misclassified instances from ‘‘Aggressive’’ class fall into ‘‘Helping’’ class and
similarly almost 75 % of misclassified instances in ‘‘Leading’’ class are classified
as ‘‘Dependent’’ class.
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5.7 Discussion and Analysis

5.7.1 Personality Trait Tracking Analysis

An additional aim of the current study is to explore the consistency of personality
characteristics displayed by individual participants across the various stages of the
game. In order to do this we randomly selected two participants and charted their-
coded personality traits throughout the game.

For the purposes of the current results we focused only on three of the most
prevalent personality categories overall (Competitive, Leading and Dependent).
Figs. 5.4 and 5.5 display the personalities displayed by these two players (referred
to as Player A and B) for each of the 15 stages of the game (numbered 0–14). First,
it is important to note that both players exhibited different personalities during
different stages of the game. More specifically, Player A (see Fig. 5.4) demon-
strated a variety of noticeable trend for the first few stages of the game. However,
there was a drastic increase in Dependent statements in stage 6 followed by an
increase in Leading statements in stage 7. Competitive statements then become the
most dominant for most of the final stages of the game.

Fig. 5.4 Player A personality characteristics displayed for each stage of the game

Table 5.9 The confusion matrix performed by SVM classifiers approach over BIGRAMS and
subjective lexicon features

a b c d e f Classified as

130 1 2 1 37 0 a = competitive
2 155 1 0 47 0 b = dependent
5 4 61 0 26 0 c = leading
0 0 0 14 12 0 d = withdrawn
2 1 0 0 146 0 e = helping
0 0 0 0 8 2 f = aggressive
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In addition, Player B (See Fig. 5.5) exhibited a variety of personality charac-
teristics throughout the game. For example, Dependent statements dominated 6 of
the first 9 stages of the game with a drastic increase in Stage 7. However, like Player
A, Competitive statements were most prevalent for the final 6 stages of the game.

Based on the above results, the changes that occur in Stage 7 of the game seem
to be especially relevant. These changes highlight that players may be altering
their statements based both on the demands of the game as well as the personalities
exhibited by other players in the group dynamic. Specifically with the above
examples, notice that during Stage 7 of the game Player A had a drastic increase in
Leading statements while Player B had a drastic increase in Dependent statements.
It is possible that there may be something about the task associated with Stage 7
that encourages a group dynamic in which some players become more dependent
while others become more directive.

Overall, results indicate substantial agreement between two trained human
annotators. Regarding coded personality categories Leading, Dependent, Helping/
Cooperative and Competitive are the four most commonly present categories,
whereas, Withdrawn and Aggressive/Defiant statements are less prevalent. Fur-
thermore, players demonstrate different personality characteristics depending on
the stage of the game and, likely, the dynamics of the group.

5.7.2 ANOVA Analysis

One way analysis of variance (One-way ANOVA) is used when two or more
groups are compared with their mean scores on one continuous variable, also
called the independent variable. A one way analysis of variance (ANOVA) will
tell people whether these groups differ.

Consequently, post hoc comparisons will help to test which groups are sig-
nificantly different from one another. One-way between-groups ANOVA was used

Fig. 5.5 Player B personality characteristics displayed for each stage of the game
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to test the difference in LIWC component scores among six types of personality:
competitive, leading, dependent, withdrawn, helping, and aggressive. The type of
personality is one factor and normalized LIWC components related to psycho-
logical features are the dependent variables: Argumentation (Persuasion),
Achievement, and Negative Valence [32]. Table 5.10 shows the ANOVA results
that each LIWC component scores differed significantly across the three types of
personality:

• Argumentation, F (5, 521) = 5.12, p \ .001
• Achievement, F (5, 521) = 7.26, p \ .001
• Narrative, F (5, 521) = 67.87, p \ .001
• Negative Valence, F (5, 521) = 55.45, p \ .001; and
• Embodiment, F (5, 521) = 12.35, p \ .001.

Tamhane post hoc tests comparisons of the six groups indicate for LIWC
component, Argumentation, the dependent personality (M = 3.05, 95 % CI [2.58,
3.52]) gave significantly higher score than leading personality (M = 1.72, 95 %
CI [1.04, 2.40], p = .025), and helping type (M = 1.27, 95 % CI [0.57, 1.96],
p = .001). Comparisons between the other groups were not statistically significant
at p \ .05.

The results indicated that the players with dependent personality tended to use
significantly more argumentation, in other words, more cognitive words than
leading and helping personality. In terms of LIWC component, Achievement, the
competitive type (M = 2.04, 95 % CI [1.69, 2.40]) was significantly higher than
leading personality (M = 0.29, 95 % CI [-0.19, 0.72], p \ .001), dependent
(M = 0.87, 95 % CI [0.41, 1.32], p = .001), and withdrawn (M = -0.45, 95 %
CI [-1.75, 0.86], p = .013).

Moreover, helping (M = 1.51, 95 % CI [0.83, 2.20]) was significantly higher
than leading personality (M = 0.29, 95 % CI [-0.19, 0.72], p = .043). These
findings showed competitive personality tended to use significantly more
achievement words compared to leading, dependent and withdrawn personality.

For LIWC component Negative Valence, withdrawn (M = 10.43, 95 % CI
[4.23, 16.62]) was significantly higher than competitive (M = -0.55, 95 % CI

Table 5.10 ANOVA results of LIWC psychological features with personality type as the factor

Personality type Groups df F g p

Argumentation Between groups 5 5.116 0.047 0.000
Within groups 521
Total 526

Achievement Between groups 5 7.261 0.065 0.000
Within groups 521
Total 526

Negative valence Between groups 5 5.447 0.347 0.000
Within groups 521
Total 526
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[-0.93, -0.17], p = .022), leading (M = -0.85, 95 % CI [-1.26, -0.45],
p = .018), and dependent (M = 0.61, 95 % CI [-1.03, -0.19], p = .021); and
helping (M = 6.54, 95 % CI [4.98, 8.09], was significantly higher than competi-
tive (M = -0.55, 95 % CI [-0.93, -0.17], p \ .001), leading (M = -0.85, 95 %
CI [-1.26, -0.45], p \ .001), dependent (M = -0.61, 95 % CI [-1.03, -0.19],
p \ .001), and aggressive (M = 1.32, 95 % CI -0.43, 3.07], p \ .001).

The aforementioned findings showed that withdrawn and helping personality
tended to express more negative emotions than competitive, leading, and depen-
dent. Moreover, helping also used more negative emotion words than aggressive.

5.8 Conclusion and Future Research

In this chapter we have developed a dataset containing personality excerpts based
on Leary’s Rose Frameboard. By this, we have developed automatic personality
detection that shows are more efficient than that of human judges. Consequently,
we have presented three automated methods to personality detection, based on
understanding from research in natural language processing, machine learning, and
psychology characteristic.

We conducted that while text classification based on n-gram (UNIGRAMS,
BIGRAMS) is the best particular detection approach, a combination-method such
as LIWC and Subjective Lexicons features along with n-gram features can achieve
better performance.

Eventually, we have done several notable contributions. Particularly, our results
indicate to take into account both the context, such as BIGRAMS, rather than
precisely using a global set of personality indications (e.g., LIWC and Subjective
Lexicons). We have also reported results based on the feature weights that show
the difficulties confronted by judges in annotating the dataset. Finally, we have
found a possible connection between personality behavior by players, such
‘‘Helping and Aggressive’’ and ‘‘Dependent & Leading’’, based on BIGRAMSs
and LIWC similarities.

For future work, we want to include an extended experiment of the methods
pro-posed in current research to sentiment analysis, opinion mining, as well as
emotion detection in other domains. Also, we want to extend the method in this
work to apply in Big-Five personality detection. It will help us to not only detect
the player’s behaviors but also to detect introvert and extrovert players and a focus
on approaches with POS features might be useful.

Acknowledgments This work was funded by the National Science Foundation (DRK-12-
0918409). Any opinions, findings, and conclusions or recommendations expressed in this
material are those of the authors and do not necessarily reflect the views of these funding
agencies, cooperating institutions, or other individuals.

148 F. Keshtkar et al.



References

1. D’Mello, S., Onley, A., Person, N.: Mining collaborative patterns in tutorial dialogues.
J. Educ. Data Mining. 2(1), 1–37 (2010)

2. Toutanova, K., Klein, D., Manning, C., Singer, Y.: Feature-rich part-of-speech tagging with a
cyclic dependency network. In: Proceedings of Conference of the North American Chapter of
the Association for Computational Linguistics on Human Language Technology,
pp. 173–188. Association for Computational Linguistics, Stroudsburg (2003)

3. Wilcock, G.: Text annotation with OpenNLP and Uima. In: 17th Nordic Conference of
Computational Linguistics, pp. 7–8. University of Southern Denmark, Odense (2009)

4. Hall, M., Frank, E., Holmes, G., Pfahringer, B., Reutemann, P., Witten, I.H.: The WEKA data
mining software: an update. SIGKDD Explor. Newsl. 11(1), 10–18 (2009)

5. Vaassen, F., Daelemans, W.: Emotion classification in a serious game for training
communication skills. In: 20th Meeting of Computational Linguistics in the Netherlands,
pp. 155–168. Utrecht Institute of Linguistics, Utrecht (2010)

6. Mairesse, F., Walker, M., Mehl, M., Moore, R.: Using linguistic cues for the automatic
recognition of personality in conversation and text. J. Artif. Intell. Res. 30(1), 457–500
(2007)

7. Mairesse, F., Walker, M.: Automatic recognition of personality in conversation. In: Human
Language Technology Conference of the North American Chapter of the ACL, pp. 85–88.
Association for Computational Linguistics, Stroudsburg (2006)

8. Pennebaker, J.W., Chung, C.K., Ireland, M., Gonzales, A., Booth, R.J.: Linguistic Inquiry
and Word Count (LIWC). Lawrence Erlbaum Associates, Mahwah (2007)

9. Keshtkar, F., Inkpen, D.: Using sentiment orientation features for mood classification in
blogs. In: International Conference on Natural Language Processing and Knowledge
Engineering, pp. 1–6. IEEE Press, New York (2009)

10. Gore, J., Kiefner, A., Combs, K.: Personality traits that predict academic citizenship
behavior. J. Appl. Soc. Psychol. 42(10), 2433–2456 (2012)

11. Song, H., Kwon, N.: The relationship between personality traits and information competency
in Korean and American students. Int.J.Soc.Behav.Pers. 40(7), 1153–1162 (2012)

12. Furnham, A., Chamorro-Premuzic, T., McDougall, F.: Learning style, personality traits and
intelligence as predictors of college academic performance. Learn. Individ. Differ. 10(3),
117–128 (2012)

13. Costa, P.T., McCrae, R.R.: Four ways five factors are basic. Pers. Individ. Differ. 13(6),
653–665 (1992)

14. Read, S.J., Monroe, B.M., Brownstein, A.L., Yang, Y., Chopra, G., Miller, L.C.: A neural
network model of the structure and dynamics of human personality. Psychol. Rev. 117(1),
61–92 (2010)

15. Shaffer, D.W., Chesler, N., Arastoopour, G., D’Angelo, C.: Nephrotex: teaching first year
students how to think like engineers. In: Course, Curriculum, and Laboratory Improvement
PI Conference, Poster. NSF, Washington (2011)

16. Clark, M.H., Schroth, C.A.: Examining relationships between academic motivation and
personality among college students. Learn Individ. Differ. 20(1), 19–24 (2010)

17. Zhao, B.: Learning from errors: the role of context, emotion, and personality. J. Organ.
Behav. 32(3), 435–463 (2011)

18. Poropat, A.E.: A meta-analysis of the five-factor model of personality and academic
performance. Psychol. Bull. 135(2), 322–338 (2009)

19. Komarraju, M., Karau, S.J., Schmeck, R.R., Avdic, A.: The big five personality traits,
learning styles, and academic achievement. Pers. Individ. Differ. 51(4), 472–477 (2011)

20. Beaujean, A.A., Firmin, M.W., Attai, S., Johnson, C.B., Firmin, R.L., Mena, K.E.: Using
personality and cognitive ability to predict academic achievement in a young adult sample.
Pers. Individ. Differ. 51(6), 709–714 (2011)

21. Leary, T.: The Interpersonal Diagnosis of Personality. Wiley, Hoboken (1957)

5 Using Data Mining Techniques 149



22. Bagley, E.A.S.: Stop talking and type: mentoring in a virtual and face-to-face environmental
education environment. PhD thesis, University of Wisconsin-Madison (2011)

23. Shafer, D., Hatfield, D., Svarovsky, G., Nash, P., Nulty, A., Bagley, E., Franke, K., Rupp, A.,
Mislevy, R.: Epistemic network analysis: a prototype for 21st century assessment of learning.
Int. J. Learn. Media 1(2), 33–53 (2009)

24. D’Angelo, C., Arastoopour, G., Chesler, N., Shaffer, D.: Collaborating in a virtual
engineering internship. In: Spada, H., Stahl, G., Miyake, N., Law, N. (eds.) Connecting
Computer-Supported Collaborative Learning to Policy and Practice, pp. 626–630.
International Society of the Learning Sciences, Hong Kong (2011)

25. Wiebe, J., Wilson, T.: Learning to disambiguate potentially subjective expressions. In: 6th
Conference on Natural Language Learning, pp. 112–118. Association for Computational
Linguistics, Stroudsburg (2002)

26. Esuli, A., Sebastian, F.: Sentiword-net: a publicly available lexical resource for opinion
mining. In: 5th Conference on Language Resources and Evaluation, pp. 417–422. European
Language Resources Association, Paris (2006)

27. Stone, P., Dunphy, D., Smith, M., Ogilvie, D.: The General Inquirer: A Computer Approach
to Content Analysis. MIT Press, Cambridge (1966)

28. Taboada, M., Grieve, J.: Analyzing appraisal automatically. In: AAAI Spring Symposium on
Exploring Attitude and Affect in Text: Theories and Applications, pp. 158–161. Association
for the Advancement of Artificial Intelligence, Menlo Park (2004)

29. Cade, W.L., Lehman, B.A., Olney, A.: An exploration of off topic conversation. In: Human
Language Technologies: The 2010 Annual Conference of the North American Chapter of the
Association for Computational Linguistics, pp. 669–672. Association for Computational
Linguistics, Stroudsburg (2010)

30. John, G.H., Langley, P.: Estimating continuous distributions in bayesian classifiers. In:
Besnard, P., Hanks, S. (eds.) Eleventh Conference on Uncertainty in Artificial Intelligence,
pp. 338–345. Morgan Kaufmann Publishers, San Francisco (1995)

31. Keerthi, S., Shevade, S., Bhattacharyya, C., Murthy, K.: Improvements to platt’s SMO
algorithm for SVM classifier design. Neural Comput. 13(3), 637–649 (2001)

32. Li, H., Cai, Z., Graesser, A., Duan, Y.: A comparative study on English and chinese word
uses with LIWC. In: Youngblood, G.M., McCarthy, P.M. (eds.) 25th International Florida
Artificial Intelligence Research Society Conference, pp. 238–243. AAAI Press, Palo Alto
(2012)

150 F. Keshtkar et al.



Chapter 6
Students’ Performance Prediction Using
Multi-Channel Decision Fusion

H. Moradi, S. Abbas Moradi and L. Kashani

Abstract A teacher or an artificial instructor, embedded in an intelligent tutoring
system, is interested in predicting the performance of his/her students to better
adjust the educational materials and strategies throughout the learning process. In
this chapter, a multi-channel decision fusion approach, based on using the per-
formance in ‘‘assignment categories’’, such as homework assignments, is intro-
duced to determine the overall performance of a student. In the proposed approach,
the data gathered are used to determine four classes of ‘‘expert’’, ‘‘good’’,
‘‘average’’, and ‘‘weak’’ performance levels. This classification is conducted on
both overall performance and the performance in assignment categories. Then, a
mapping from the performances in ‘‘assignment categories’’ is learned, and is used
to predict the overall performance. The main advantage of the proposed approach
is in its capability to estimate students’ performance after a few assignments.
Consequently, it can help the instructors better manage their class and adjust
educational materials to prevent underachievement.
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Abbreviations

BKT Bayesian knowledge tracing
CART Classification and regression tree
CHAID Chi-square automatic interaction detection
EDM Educational data mining
ITS Intelligent tutoring systems
LMS Learning management system

6.1 Introduction

Performance prediction is very important in conducting in-time interventions for
the students, whose performances are not at the expected level, especially the
students at-risk1 for poor academic performance [1]. The detection of the at-risk
college students becomes highly important in the critical first year [2]. The first
year failing students are more likely to fail throughout the rest of that academic
program [1]. It should also be noted that the typical performance evaluation at the
middle of a learning process, i.e. the midterm exams, is too late for detection of the
at-risk students [3].

According to Tinto’s Student Integration Model [2], student’s academic per-
formance is one of the factors influencing student’s integration in academic life,
which impacts the student’s decision to stay in the program of study (retention) or
to leave the program of the study (attrition). Since retention is a formidable issue
in any educational institute, academic performance and its prediction is of sig-
nificant importance.

From another point of view, performance prediction is also necessary for an
instructor to be able to plan the instructions personalized according to the learners’
zone of proximal development [4]. According to Vygotsky’s zone of proximal
development, any given learner has a level of learning without any guidance; the
learner also has another level of performance, in which the student cannot com-
plete tasks unaided, but can perform well with guidance. The difference between
these two levels indicates any learner’s zone of proximal development, which is
very crucial for the instructor to find and plan the instructional materials and
strategies accordingly. In other words, the performance prediction helps an
instructor to determine whether or not a student falls in his/her zone of proximal
development. Then the teacher can adjust the teaching materials and strategies to
the learners’ potentials. Furthermore, the instructions can be planned to be more
challenging than the current level of knowledge, but still within the possible range
of potential capabilities and competencies.

1 At-risk students are the ones who do not experience success at school, more likely to fail
academically, and may drop out. It is important to detect them and help them as early as possible
to avoid future failures and eventual drop out.
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The professional instructors have a natural talent or have built an expertise over
the time to predict the performance of their students as soon as possible. Unfor-
tunately, this expertise does not come easily and it is not acquired in a short time;
it cannot be easily transferred to pre service or in-service instructors, and is not
available for e-Learning systems. Consequently, it is important to develop methods
and algorithms that can help teachers or artificial instructors to better predict the
performance of their students as early as possible. That has been the drive behind
many research studies in the area of performance prediction and skill estimation
[5–11].

The development of such methods, to predict the performance of students, can
help a teacher in the form of a program, such as a module for a spread sheet or a
standalone program, to process the assignments’ grades. The prediction made by
the program can be used by the instructor to monitor his/her students’ progress,
and decide on his/her next educational activities accordingly. On the other hand,
these methods can be implemented as a module for a Learning Management
System (LMS) to automatically retrieve the assignments’ grades from the data-
base, and predict the performance level. The results would be accessible to the
instructor for planning his/her activities. Similarly, an artificial tutor in an Intel-
ligent Tutoring Systems (ITS) automatically uses these methods to predict the
performance level of its learner(s) and adjust the educational materials
accordingly.

From another point of view, such a method can be used in traditional, semi-
online,2 and online learning environments to predict the learners’ performance,
and adjust the learning materials accordingly. The experiments reported in this
chapter are conducted in a semi-online setup, in which the students receive the
lectures in a face-to-face format while they receive the materials and complete
quizzes through an LMS.

In the subsequent sections, the importance of performance prediction and the
related research is further examined. Furthermore, the data mining approaches in
performance prediction has been reviewed. In Sect. 6.3, the multi-channel decision
fusion performance prediction is introduced. Section 6.4 is dedicated to experi-
mental setups and the performance of the multi-channel decision fusion approach.
Discussion on the results and future works are explained in Sects. 6.5 and 6.6.

6.2 Student Modeling

Student modeling module is one of the 4 major modules in an ITS, including the
student module, the expert module, the tutoring module, and the user interface
module. These intelligent educational systems gain much of their power from
having the student model that describes the learner’s proficiencies at various

2 Also referred as the mixed methods.
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aspects of the domain to be learned. A student’s model [12] represents the stu-
dent’s long term characteristics, such as personality, and short term characteristics,
such as motivation and emotion. These characteristics can be used to diagnose
errors and mistakes in a learner’s knowledge, to determine learners’ misconcep-
tions, to predict a possible learner’s reaction to the learning materials, and to
evaluate learner’s performance.

One of a learner’s characteristics is his/her current knowledge, and the change in
his/her knowledge, which is the most significant issue in any learning process.
Several widely used models, such as overlay model, differential model, perturbation
model, and constraint-based model, are used to model learners’ knowledge [13].
However, since knowledge is not directly measurable, performance is used as a
measurable outcome of the knowledge at any given time. That is why evaluation
tools are used throughout the human history to indirectly measure the knowledge
level of a person. To model the relationship between the knowledge and perfor-
mance evaluation, Bayesian Networks can be used (Fig. 6.1).

The learning process, i.e. the change in the knowledge, can be modeled using a
Bayesian Network based on Markov assumption, in which the current knowledge
of a learner is shaped based on his/her prior knowledge and the learning activities
(Fig. 6.1). In this model, the performance evaluation is the measurable outcome of
the knowledge directly affected by knowledge. The knowledge at time t-1 can be
acquired through previous studies or through interaction with friends or the
environment. The change in the knowledge represents the probability of acquiring
new knowledge, i.e. changing the level of the knowledge, after facing new learning
materials (Eq. 6.1).

p ðSKtjSKt�1;UtÞ ð6:1Þ

Fig. 6.1 The dynamic Bayesian Network that characterizes the evolution of a student’s
knowledge based on the previous knowledge (SKt-1) and the learning activities (Ut). The
student’s performance is the measurable outcome of the knowledge. The unwanted effects during
the learning process can be considered as noise for the learning activity
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In which SKt-1 and SKt are learner’s knowledge at times t-1 and t accordingly.
Ut represents the learning materials in the given learning period. The unmodeled or
undesired learning can be represented as noise for Ut. In other words, a student’s
knowledge can be estimated by his/her previous knowledge and the learning
activity. To improve this knowledge estimation, the Bayesian filtering approach
can be used (Eqs. 6.2 and 6.3), in which the estimated belief in a knowledge level
is the summation of all possible previous knowledge levels that may reach the
estimated knowledge level (Eq. 6.2), i.e.:

�belðSKtÞ ¼
X

SKt�1
p ðSKtjSKt�1;UtÞbelð SKt�1Þ ð6:2Þ

In which �belðSKtÞ is the estimated student’s knowledge at time t and belðSKt�1Þ is
the belief in the previous learner’s knowledge. An effective, useful, and yet simple
partitioning of the performance level is to classify it into four categories of weak,
average, good, and excellent knowledge levels. In other words, the stereotype
model is used to represent the knowledge level of a learner into four stereotypes,
i.e. stereotype one as weak learners, stereotype two as average learners, stereotype
three as good learners, and stereotype four as excellent learners. Obviously, it is
possible to change the stereotype models based on the domain knowledge if
needed, such as the case that has been conducted in knowledge analysis studied in
PeRSIVA [14] in which 8 stereotypes are defined. The estimated belief in the
knowledge can be corrected (modified) by observing the knowledge through
performance evaluation (Eq. 6.3).

belðSKtÞ ¼ gp ðSKtjSKt�1;UtÞ �belðSKtÞ ð6:3Þ

In other words, by having the learning materials and activities, it is possible to
guess the extent to which the students have met the learning objectives. By
measuring the performance, we can correct the guess, and determine the real
learning acquired. It should be noted that determining how much a learning
material or activity can affect learners’ knowledge is an important issue. This is
what talented and experienced educators have empirically learned.

On the other hand, the probability of a performance assuming a given knowl-
edge (Eq. 6.4) depends on many factors such as the probability of slip or guess
[11] and the performance evaluation materials.

p ðSPtjSKtÞ ð6:4Þ

Since the extent to which a student has met the learning goals in the process of
learning is the measure of successfulness of an educational system, it becomes
important to accurately determine the knowledge level of a learner.

Although the above model can help to better evaluate the current knowledge of
a learner, the early prediction of his/her knowledge remains an important issue in
order to improve the learning process and the educational system. The following
sections address this issue in more detail.

6 Students’ Performance Prediction Using Multi-Channel Decision Fusion 155



6.3 Performance Prediction

One of a learner’s characteristics is his/her current knowledge, which is evaluated
using his/her performance in an assignment or examination. From the learner’s
point of view, the performance evaluation can be formative [15], such that it would
give appropriate feedback to the learner on his/her current state, or summative [15]
that summarizes the knowledge of the learner at the end of the learning period.
From the system’s point of view, or an instructor’s point of view, this evaluation
can be used in diagnostic, predictive and evaluative forms to improve the learning
process.

Due to the importance of the performance prediction, which allows on the fly
adjustment to the learning materials in improving the learning process outcomes,
this chapter is devoted to performance prediction using assignment categories. In
other words, based on the current performance, i.e. SPt, in different assignments
the most accurate predicted performances for the midterm, i.e. SPt¼midterm, and for
the final exam, i.e. SPt¼final, are needed.

In the following, the position of the performance prediction in a general student
modeling module is explained. Later, its position in an ITS and the data mining
approaches used for performance prediction are explained. A comprehensive list of
research studies using Educational Data Mining (EDM) has been prepared by
Romero and Ventura [16].

6.3.1 Performance Prediction in ITS

Although performance prediction is useful for all learning environments, from
traditional face-to-face learning environments, to e-Learning and ITS, nonetheless,
it becomes more valuable for e-Learning and ITS, since it tries to compensate the
shortcomings caused by the lack of face-to-face interaction of a human expert.

It should be noted that assessing a learner’s knowledge, especially through
performance evaluation, is difficult because (1) part of the learner’s proficiency
evaluation comes from visual observation which is not available in online systems,
in ITS, and even in large traditional classrooms since the instructor is incapable of
having direct interaction with most of the learners, (2) due to low reliability and
validity of most available testing instruments, the learner’s performance in an
exam or quiz may not be a perfect reflection of the learner’s knowledge and
proficiency in a field, and (3) the fact that the state of the learner’s knowledge
changes over time.

Additionally, the information gathered through human–computer interaction
might not clearly and/or uniquely represent real world situation. Consequently, it is
important to design a data mining system capable of correctly and efficiently
process the data to predict the performance.
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It should also be noted that the predicted performance can be represented in the
typical scale format, i.e. 0–4 or 0–20 depending on the educational setup, or it can
be represented in a few major classes such as weak, normal, good, and excellent.
The later one is more appropriate since all the predictions are not 100 % accurate,
and providing the predicted performance in the scale might create unnecessary
expectations.

6.3.2 Data Mining Approaches for Prediction

Based on the fact that the performance, in any measurable setup such as exams or
homework assignments, is a representation of the knowledge of a learner, a wide
range of research studies have been performed to model and estimate performance.
Decision Trees, classification methods and Bayesian Networks [13, 16, 17] are
from the most widely used approaches. For instance, TELEOS is a learning
environment in which Bayesian network is used to diagnose the student’s
knowledge state [18].

A set of research studies using Data Mining approaches have focused on
considering the possibility of answering questions correctly/incorrectly, i.e. slip
and guess, by chance [11]. The effects of slip and guess have also been considered
in the Bayesian Knowledge-Tracing (BKT) approach [14].

Classification and regression trees [19, 20] are typical machine-learning
methods for constructing prediction models from data. The models are obtained by
recursively partitioning the data space and fitting a simple prediction model within
each partition.

C4.5 and CART [20] (Classification and Regression Tree) are two classification
tree algorithms that follow the general recursive tree building approach. C4.5 uses
entropy for its impurity function, whereas CART uses a generalization of the
binomial variance called the Gini index. These approaches first grow an overly
large tree, and then prune it to a smaller size to minimize an estimate of the
misclassification error. By default, CART employs tenfold cross validation,
whereas C4.5 uses a heuristic formula to estimate error rates. CART estimates the
dependent variable, while C4.5 estimates the class to which dependent variable
belongs. In the proposed multi-channel decision fusion approach, in which the
nearest neighbor approach is employed for classification, CART is used.

Chi-squared Automatic Interaction Detection (CHAID) [21] employs yet
another strategy. If the input is ordered, its data values in the node are split into 10
intervals and one child node is assigned to each interval. If the input is unordered,
one child node is assigned to each value of the input. Then, CHAID uses signif-
icance tests and Bonferroni corrections to try to iteratively merge pairs of child
nodes. This approach has two consequences. First, a few nodes may be split into
more than two child nodes. Second, considering the sequential nature of the tests
and the inaccuracy in the grading, the method is biased toward selecting variables
with fewer distinct values.
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Due to the fuzzy nature of the human performance, fuzzy approaches have been
widely used in the field [22, 23]. At the end, it should be mentioned that Pardos
et al. [24] showed that an ensemble of different approaches could result in better
predicting a student’s knowledge level.

6.4 Multi-Channel Decision Fusion Performance
Prediction

To predict performance in a course or in a learning setup, available grades from
different assignments such as homework, lab assignments, projects, and online
quizzes, which we will refer to them as assignment categories, can be used. As
mentioned earlier, one approach to performance evaluation and/or prediction is to
use all available grades from different assignments to determine the performance
level, and to predict the performance in the midterm or final exam (Fig. 6.2a).
However, this approach does not directly consider the importance and impact of
each assignment category in the prediction and evaluation of the performance.

This becomes important when assignments are from different categories and
each has its own characteristics and importance. For instance, the performance
level that is represented by the homework assignment category, in which the
students have adequate time to think, consult friends, or the teaching assistants, is
completely different from the performance level that in class quizzes represent, in
which the students have limited time and should analyze and answer the questions
individually. Figure 6.2b represents a multi-channel decision fusion approach, in
which the performance in each assignment category is determined, and those
performance levels are used to determine the overall performance.

Fig. 6.2 Different approaches in performance prediction. a One shot performance prediction, in
which the performances in assignments are used to predict the performance in the exam. b The
multi-channel decision fusion for performance prediction in which each assignment category has
a performance level, based on the related assignments, and the overall performance level is
determined using only the performance in assignment categories
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In order to conduct the performance prediction, a training phase is needed to
learn the relationship between the performance in assignment categories and the
overall performance, which is normally conducted based on the data provided
from the previous runs of a course. In the case of the multi-channel decision fusion
performance prediction, this training phase should be performed in order to
determine the performance in assignment categories, the overall performance
level, and the mapping between the two, i.e. from the performance in assignment
categories to the overall performance. The overall training and estimation phases
are shown in Fig. 6.3. In the following subsections, these three are explained.

6.4.1 Determining the Performance Level in Assignment
Categories

As shown in Fig. 6.3, the first step in the training phase is to classify students into
a few groups, which normally consists of four groups of expert, good, average and
weak. Each group is represented by a normal distribution, i.e. N (l, r2), with l
representing the mean, and r2 representing the variance. These groups are deter-
mined based on the data collected from previous runs of the course, which includes
all the grades and final performance of the students in the course.

This classification can be made manually by an instructor or an expert, or by
using intelligent methods such as K-means. The number of groups can also be
determined manually or detected automatically. It does worth mentioning that the
automatic approach normally results into more accurate classification than
the fixed human classification. In the human classification, typically the mean for
the expert performance level is set for 18.5 and its minimum is set for 17 in a scale
of 20. However, in an automatic classification, 18.2 were determined to be the

Fig. 6.3 The proposed multi-channel decision fusion approach consists of two phases, the
training phase and the estimation phase. In the training phase, the data from previous semesters is
used to create the mapping, from assignment categories to overall performance, which can be
used in the current or future semesters
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mean and 17.40 as the minimum for the expert class. This happens to be more
realistic based on the specific grades achieved in a specific course and was verified
by an expert. Also the standard deviation is determined more accurately and can be
updated over time.

After classifying the students into four performance levels, the grade distri-
bution for each assignment category is determined (Fig. 6.4). By analyzing
Fig. 6.4 several interesting points which are consistent with the reality can be
observed:

1. The impact of plagiarism: There is no significant difference between groups of
‘‘average’’ and ‘‘good’’ learners in online quizzes. Perhaps it could be due to the
fact that the learners collaborated together in answering the questions, which
was confirmed by our indirect observations.3 Plagiarism also shows its impact
in homework assignments. Although it was possible to detect plagiarism in

Fig. 6.4 The grade distribution for each assignment category in the four performance levels:
a lab assignments, b homework, c quizzes, and d projects. The performance distributions are
represented using Gaussian distribution (Table 6.3), in which the horizontal axes are the grades
out of 100

3 A survey was performed to validate this observation which has been explained at the end of
Section 6.5.
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homework assignments, it is not as easy as detecting plagiarism in program-
ming projects, for which MOSS4 is used to detect similar codes and the students
had to orally deliver the projects. In the case of lab assignments, the fixed
structure of the lab assignments does not allow adequate discrepancy between
performance levels.

2. The impact of interaction between close performance level groups: It is fairly
visible that in case of collaboration and/or plagiarism, the learners tend to
interact with peers in their own performance group or in a performance group
close to them. For instance, the learners in the ‘‘weak’’ group tend to interact
and get help from the learners in the ‘‘average’’ group. That is why their scores
are closer to each other. Similarly, the learners in the ‘‘average’’ group tend to
get help from the learners in the ‘‘good’’ performance level group. This phe-
nomenon is more visible between the top three groups rather than the weak
group. The reason could be that the weak learners, who mostly constitute at-risk
students, tend to lose their motivation for better achievement, while the learners
in average and good performance level groups still have hope to gain better
grades through cheating and collaboration with their stronger peers.

Although the above two facts reduce the effectiveness of assignment categories
in predicting the overall performance level, especially for lab and quiz assign-
ments, these still provide clear distinction between ‘‘weak’’ and other groups,
especially the ‘‘excellent’’ group.

That is actually the main reason that multi-channel decision fusion provides
better prediction since these features/characteristics of the assignment categories
can be clearly considered in the prediction.

6.4.2 Determining Overall Performance Levels

The overall performance is typically determined based on the result in the final
assessments, i.e. final exams in an educational system. On the other hand, midterm
exams are used to provide feedback to both learners and instructors such that they
can adjust their activities for better results. These methods of performance
assessment are chosen as the ground truth of the performance level since:

1. These assessment methods suffer less from noise since these are conducted in a
controlled setup, in which there is a lower possibility of plagiarism.

2. These assessments show the sole understanding and knowledge of a learner,
since learners should answer questions on their own. In other words, in case of
homework, they cannot get help from others or hide behind the performance of
others, in case of team projects.

4 http://moss.stanford.edu.
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3. They represent the intermediate and final performance levels, one as a for-
mative assessment and the other as a summative assessment.

4. These are accepted assessments approaches for performance evaluation.

Consequently, to determine the overall performance, the midterm and final
grades from previous semesters are classified into the four groups. Similar to the
approaches considered to determine the performance level in assignment catego-
ries, the four groups of performance level in midterm and final exams can be
determined using manual or automatic classification.

Figure 6.5 shows the clustering performed on the final exam for a course using
K-means. In this specific course, the four performance levels have clear distinction
from each other. A comparison between Figs. 6.4 and 6.5 shows how midterm and
final exams have stronger differentiating capability between the performance level
groups, compared to assignment categories. This could be due to the noise
involved in the assignment categories so it cannot be a clear representation of the
learner’s knowledge.

6.4.3 Mapping from the Performance in Assignment
Categories to Overall Performance

Based on the discussion in the previous subsection, the mapping from the per-
formance in assignment categories to overall performance is based on the midterm
and final exam grades. To develop the mapping between the performance level in
assignment categories and exam grades, different data mining approaches can be
used. The simplest approach can be linear regression. Other possible approaches
can be CHAID and CART. Even an ensemble of different methods can be used to
take advantage of the strength of each method. A study on a specific course shows

Fig. 6.5 The clustering of
the students into four
distinctive performance
levels
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that linear regression has the best performance among these three, which would be
discussed in the experimental results section.

After selecting the right method for mapping between the assignment categories
and the overall performance, the training data is used to train the map. In the
prediction phase, the mapping is used to find the overall performance of a learner
based on the available grades in the assignment categories.

The nearest neighbor, i.e. the performance level with the closest average per-
formance to the performances determined in the training phase, is considered as
the performance level of the learner. The nearest neighbor is determined by
Euclidean distance between the means of two groups. In the case that the distances
between the means are too close, the distance between variances is also
considered.

In the last step, the accuracy of the mapping between the performance levels in
the assignment categories and the final performance level is measured using the
current midterm and final exams. Then, the mapping is updated to reduce the
mapping error.

6.4.4 The Characteristics of Assignment Categories

To better understand the importance of multi-channel decision fusion performance
prediction, it is necessary to compare the assignment categories based on the
features that have impact on evaluating the knowledge level.

The following list (Table 6.1) is a set of important features proposed in this
chapter. Other features may be added in the future. The importance of a feature in

Table 6.1 Typical assignment categories and their features

Plagiarism Plagiarism
detection

Time
limit

Discriminatory Legitimate
help

Slip and
guess

Team
work

e-Homework + + - + 0 - -

Homework + - - + + - -

Coding Projects + + - + + - -

Hardware projects 0 0 - + + - -

Online quiz + - - 0 - + -

In-class quiz - - + 0 - + -

Laboratory 0 0 0 - + - -

e-Essay + + - + + - -

Essay + - - + + - -

Take home exam + - 0 + - - -

Exams - - + + - 0 -

Team projects 0 + 0 0 + - +
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any of the assignment categories is shown by ‘‘-’’, when it is not important, ‘‘0’’
when it is neutral, and ‘‘+’’ when it is important.

• Plagiarism: This feature shows the possibility of cheating in a given assignment.
For example, it is harder to plagiarize in essay exams, compared to coding
projects.

• Detecting Plagiarism: This feature shows the capability of detecting plagiarized
materials. For instance, hard copy assignments are difficult to be checked against
others while checking electronics assignments is easier.

• Time limit: This feature shows if a learner can be under pressure due to the
limited time for completing the assignment.

• Discriminatory: Which shows that the assignment can clearly discriminate
between different knowledge levels or not. For instance, laboratory assignments
are too structured and less discriminatory since the answers are normally fixed.

• Legitimate help: Which shows if asking for help and guidance is allowed for a
given assignment or not. It shows if the instructed materials have been com-
pletely absorbed, or the learner still needs guidance to make use of his/her
knowledge.

• Slip or guess: That shows if slip and guess can easily happen in a given
assignment. For instance, in coding projects, guessing is hardly possible, while
in quizzes, assuming multiple choice or true/false quizzes, it is easy.

• Team work: This refers to the fact that in the assignments completed in groups,
it is difficult to evaluate the contribution shares, i.e. the knowledge level and the
effort of each team member.

Table 6.1 shows the importance of each of the above features in a set of typical
assignment categories. If a new assignment is designed, its features can be com-
pared to the listed features in this table to decide whether it should be considered
as a new category or it can be included into an existing category.

6.5 Experimental Results and Discussion

In order to evaluate the proposed method, 387 students who took the ‘‘Introduction
to Computers and Programming’’ course at the school of ECE, University of
Tehran, in the fall semesters of 2009–2010, have been selected. The majority of
these students are freshmen, taking this course at the university level for the first
time and in the first semester after entering college. Since these students have to
pass the national entrance exam to enter the school, most of the students are among
the top 1,000 students in the country.

The course includes four assignment categories, i.e. online quizzes, laboratory
assignments, homework, and projects with 5, 15, 5 and 15 % of the total grade
respectively. The course is conducted in the combined traditional face-to-face and
online format, in which Moodle is used as LMS to deliver quizzes, slides
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and readings, assignments, grades, and to provide online collaborative features,
such as discussion forums and news. Consequently, the LMS contains all the
grades and data about the course. 80 % of the data is used for training and clas-
sification and 20 % is used for testing. The data processing and normalizations are
performed using Weka.5

Table 6.2 shows automatic data classification that has distinguished four dif-
ferent performance levels, i.e. expert, good, average, and weak, which matches
human intuition. 30.16 % of the students have been categorized with expert per-
formance level, 26.6 as Good, 26.2 as average and 16.7 % as weak (Fig. 6.6).
Total represents the total number of students in each performance level. It should
be noted that the number of students below 10 were very small, and did not
constitute a group with adequate data.

Figure 6.5 shows four clear levels of performance existing in the course. It
should be noted that k-means is used to perform clustering in this step. We have
observed that k-means clusters in four or five groups based on the given data in the
class. Thus, k-means is setup to get four groups to have a fixed set of groups for all
the data sets, i.e. grades in different assignment categories. Also, this automatic
approach has more accurate clustering than the fixed human clustering since the
learning setup would be slightly/greatly different from semester to semester. This
difference could be based on the individual differences between students,
instructors teaching the course, changes in the course materials and assignments,

Table 6.2 Extracted skill levels from K-means classification

Min Max Mean SD Total

Expert 17.40 19.5 18.20 0.55 92
Good 15.30 17.3 16.35 0.56 81
Average 12.90 15.2 14.12 0.63 80
Weak 10.00 12.8 11.53 0.81 51

Fig. 6.6 The distribution of
the grades in the four
categories of expert, good,
average and weak. The
percentages of the grades in
each range are shown for two
different semesters, i.e. fall
2009 and fall 2010. The
grades are out of 20

5 Waikato Environment for Knowledge Analysis.
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and the variations in the teaching assistants helping with the course. In the human
clustering, normally the mean for an expert is set for 18.5 and its minimum is set
for 17. However, in automatic clustering, 18.2 is determined to be the mean and
17.40 as the minimum for the expert class. Also the standard deviation is deter-
mined more accurately, and can be updated over time.

After determining the four overall performance levels in the course, the grades’
normal distribution for each assignment category in each class of performance
level is determined. Figure 6.4 shows the results of analyzing the assignment
category distribution into four performance levels.

After determining the four overall performance levels in the course, the grade
distribution for each assignment category in each class of performance level is
determined. It is interesting to see that in the labs and online quizzes, the grade
distribution between different performances levels do not differ significantly. In
contrast, the grade distribution for the homework and projects differ between the
four performance levels.

This could be due to the fact that the lab assignments are so systematic that the
results are fairly close to each other, and does not allow differentiation between
different performance levels. On the other hand, the possible reason that the online
quizzes are not reliable measures to differentiate between different performance
levels is that the students might cheat and work together to answer the online
quizzes. It should be noted that although the labs and online quizzes are not good
measures for differentiation among all the performance levels, however, they can
be used to differentiate between expert and weak performance levels.

This can be justified based on the fact that the students who work together to
answer quizzes are within the group or groups who feel closer together to col-
laborate with each other. For instance, weak and average students may work
together to answer an online quiz, while students in good and expert groups tend to
work together. Table 6.3 shows the distribution of the grades in each assignment
category in the four performance levels.

In this step, the distributions of students’ grades are calculated for these four
assignment categories. Then each performance level that has the closest mean and
standard deviation from the distribution of a student’s grades is considered as the
performance level of that specific student.

The estimation of the final performance through the assignment categories can
be done using different methods. As mentioned in the previous section, three
methods have been used and compared to each other for this estimation. The

Table 6.3 Calculated grade range for the learning objects

Lab Quiz Homework Project

l r l r l r l r

Expert 94.2 7.7 73.7 9.7 92.0 8.4 97.2 5.3
Good 91.0 8.5 68.3 13.0 88.4 12.2 87.8 14.3
Average 88.1 12.2 64.8 15.9 81.6 16.2 75.9 20.5
Weak 82.1 14.6 54.2 18.4 74.7 17.1 61.7 23.2
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results are shown in Table 6.4 An advantage of CART and CHAID is that the
results are shown in a hierarchical tree, and the results can be analyzed easier.
Figure 6.7 shows a branch of the tree generated by CHAID and Figs. 6.8 and 6.9
show the result of CART and CHAID trees, respectively.

In this branch, the root node consists of all samples. At this point, it is possible
to predict the midterm grade with 76.5 % accuracy. At the second level, the
algorithms try to come up with a range, i.e. 95.6–98, in the LAB grades to improve
the prediction. The accuracy has dropped to 72.3 %. Including the homework
grades increased the accuracy to 78 % at the 3rd level and the projects could
increase the accuracy to 92.9 %. It should be noted that at the root level, no
assignment category is considered and the classification is done based on the raw
assignment grades. Thus, it clearly shows the advantage of multi-channel decision
fusion approach to the basic approach with 16 % increase in the prediction rate.

As shown in Table 6.4, CHAID classified the students with 64.3, 46.2, 33.3 and
87.5 % accuracy in expert, good, average, and weak classes, respectively. As it can
be seen, CHAID performs better in good class than CART, while CART performs
better in expert and weak. Both approaches were not very successful in classifying
students in the good group. As it can be seen in the table, regression approach
outperforms the other two approaches. Consequently, linear regression is more
suitable for performance level estimation than the other two approaches.

Prediction of a student’s final performance level, as soon as possible, is very
important in adjusting the course materials. Also, as mentioned earlier, this is
crucial for helping at-risk students, especially in the first year of college or uni-
versity [1]. Consequently, the lower the number of assignment categories needed
to effectively predict the performance of a student, more suitable the item to be
used for performance level prediction. That is why the results in the ‘‘Introduction
to Computers and Programming’’ course has been analyzed to determine the best
learning objects for performance level prediction. The result shows that the per-
formance of a student can be predicted by using two to three homework or project
grades. Using three to four grades can determine the performance level with high
confidence.

Table 6.4 The comparison of different methods for performance level classification. It is clear
that, over all, regression has better results than the other two

CHAID CART Regression CHAID CART Regression

Estimated Was Expert Was Good
Expert 64.3 82.1 96.6 19.2 42.3 26.9
Good 35.7 14.3 3.4 46.2 42.3 73.1
Average 00.0 3.6 00.0 34.6 15.4 00.0
Weak 00.0 00.0 00.0 00.0 00.0 00.0
Estimated Was average Was weak
Expert 25.0 15.4 0.0 0.0 0.0 00.0
Good 50.0 15.4 15.4 6.3 6.3 00.0
Average 33.3 7.7 38.5 6.3 00.0 12.5
Weak 00.0 61.5 61.5 87.5 93.7 87.5
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As mentioned earlier, the grades for quizzes and lab assignments do not have
clear differentiation power between all four performance levels and cannot be used
for this purpose. Furthermore, four to six grades are needed to be able conduct
performance level classification. Consequently, those would not be used for the
purpose of early classification.

To further evaluate the effectiveness of the proposed approach, the approach
was conducted in the Artificial Intelligence course, at the school of electrical and
computer engineering, University of Tehran, with 60 registered students. Two
assignment categories have been used in this course. Since the study was only
performed in one semester and the data from other semesters was not available,
both training and testing were performed on the same data from one semester.
Consequently, to train the system, beside the assignment categories, the midterm
results are used as the performance level ground truth. Also, 80 % of the data is

Fig. 6.7 The figure shows a
branch of the tree generated
by CHAID which is shown in
Fig. 6.8. In this example, it is
shown how the midterm
prediction for a skill level is
conducted based on lab, then
HW, followed by the project.
‘‘n’’ represents the number of
students predicted, ‘‘%’’ the
percentage of the students
predicted in this group and
‘‘predicted’’ represents the
accuracy of prediction
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used as the training set and 20 % as the test set. Since the students normally
perform well in this course, k-means clustered the students in three groups based
on their performances, i.e. excellent, good, and average. Interestingly, the
importance of the homework assignment category in performance prediction was
lower than the importance of the projects.

This could be due to the fact that the students could easily cheat in homework,
while it was harder to plagiarize in projects. Furthermore, the result shows 75 %
accuracy in predicting the midterm exam grades only by having two homework
grades and one project grade. This shows that this approach is effective even in a
new course with limited assignment categories, in order to predict the performance
level of a learner. Table 6.5 shows the distribution of the grades in the Artificial
Intelligence course, in which the grades are classified into three groups.

It should be mentioned that in this course, the same conclusion, i.e. regression
outperforms CART and CHAID, has been made. Regression correctly predicted
the performance level of 12 students out of the 16 test cases. Meanwhile, CART
only predicted five cases correctly, and CHAID could not make the decision tree in
two performance levels.

The reason behind the better performance of linear regression over CART and
CHAID can be in the fact that linear regression does not ignore the possible
correlation between the variables, i.e. the assignment categories in this problem.
However, CART and CHAID consider each variable separately to make the
classification. The results show that the correlation between these variables is not
negligible, and should be considered.

As mentioned earlier, it was observed that the interaction between students in
groups may reduce the differentiation between the groups, specially the average
and good groups which are at the middle of the group spectrum. To validate this
observation, the students were asked to give the name of three classmates with
whom they have interacted the most in completing their assignments. Eighty-three
students responded to this survey. The average grade of each set of students, whom
interacted with each other were, used to classify them to their nearest performance
level group. The standard deviation of these set of students is 1.96, confirming the
fact that the students have high tendency to interact within their performance level
group or close groups.

Table 6.5 The distribution of the grades in the Artificial Intelligence course in three groups

Homework CA Midterm Final Total

l r l r l r l r l r

Expert 84.67 6.62 85.91 3.73 78.40 6.64 73.00 7.87 15.93 0.80
Good 72.88 7.79 78.31 10.17 66.53 5.22 63.41 7.17 13.94 0.75
Average 44.31 9.22 53.33 20.18 57.22 14.06 50.00 10.63 11.17 1.00
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6.6 Conclusion and Future Work

Performance level prediction is important, because it can be used to adjust the
learning materials to improve the learning experience of students. It becomes very
crucial for helping at-risk students, especially in the first year of college or uni-
versity. The result of performance level prediction can be used by a human
instructor or by an intelligent agent in an intelligent tutoring system. In this
chapter, a multi-channel decision fusion approach is proposed to determine the
performance level as early as possible based on determining the performance
levels in assignment categories such as homework and projects.

This approach consists of two phase of training and estimation. The advantages
of the proposed method are:

• The student’s performance level can be determined at early stages of a course,
based on a few important assignment categories. In the case of our ‘‘Introduction
to Computers and Programming’’ course, it can be determined up to 5 weeks
after the beginning of the semester based on the homework and projects. In other
words, evaluation via the assignments and the programming projects will
accelerate the recognition of performance level.

• The system can determine which assignment category helps improve the quality
of a student’s performance. Consequently, a human instructor or an intelligent
tutoring system can use this information to tailor the course for the best
performance.

The importance of the proposed approach, compared to the other proposed
approaches such as fuzzy skill level estimation, Bayesian networks, and Factor-
ization methods, is in using assignment categories levels, rather than the overall
performance levels to estimate the future performance levels.

It should be mentioned that since normal distribution is used to model the
performance levels, at least 30 samples are needed for each level to correctly
model the performance level. If lower number of samples is available, then Z or T
distributions may be used.

The future work would focus on using neural networks for better learning the
mapping between the performance level in assignment categories and the final
performance level. Furthermore, we will study the use of fuzzy logic to better
represent the fuzziness in the data. Also, as it was discussed in Sect. 6.5, the
correlation between the assignment categories could be very important and it
should be further investigated.

Although we planned to consider the learning style effects in the performance
prediction, the learning style of the students at the engineering school might be
limited to certain classes. Consequently, a wider study needed to be done to
analyze the impact of the learning styles in performance prediction. Finally, the
possibility of using the interaction of the user with system through non-assessment
learning objects would be investigated.
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Chapter 7
Predicting Student Performance
from Combined Data Sources

Annika Wolff, Zdenek Zdrahal, Drahomira Herrmannova
and Petr Knoth

Abstract This chapter will explore the use of predictive modeling methods for
identifying students who will benefit most from tutor interventions. This is a
growing area of research and is especially useful in distance learning where tutors
and students do not meet face to face. The methods discussed will include deci-
sion-tree classification, support vector machine (SVM), general unary hypotheses
automaton (GUHA), Bayesian networks, and linear and logistic regression. These
methods have been trialed through building and testing predictive models using
data from several Open University (OU) modules. The Open University offers a
good test-bed for this work, as it is one of the largest distance learning institutions
in Europe. The chapter will discuss how the predictive capacity of the different
sources of data changes as the course progresses. It will also highlight the
importance of understanding how a student’s pattern of behavior changes during
the course.
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CS Course signals
GUHA General unary hypotheses automaton
MOOC Massive open online course
OU Open university
SVM Support vector machine
TMA Tutor marked assessment
VLE Virtual learning environment

7.1 Introduction

Predicting student performance, in time to make interventions for improving
student performance and reducing drop out or failure, leads to benefits for both
students and teaching institutions. In traditional classroom learning, tutors use a
range of information sources to judge whom to help, including their personal
interactions with the students. In distance education, where students interact with
learning materials on a virtual learning environment (VLE), machine-learning
methods can be applied to combined sources of student data to predict which
students will benefit most from an intervention and allow tutors to better judge
whom to offer their assistance to.

Whilst VLE’s have been used to deliver course materials for quite some time,
their use for really large-scale delivery is a recent phenomenon. Previous course
statistics have focused largely on providing data for a whole course, after com-
pletion, using only demographic data and historical analysis. For example, Kabra
and Bichkar [1] use decision trees to predict failing engineering students, using
past performance as the main feature for building the tree, but less emphasis on
demographic data such as age or background.

Baradwaj and Pal [2] also chose decision trees over other possible methods to
predict student outcome using student performance on a course combined with
other information such as attendance to lectures. Pandey and Sharma [3] did very
similar work with decision trees, but included demographic data with their student
performance data. This work focused on comparing different decision tree meth-
ods, these were J48, Simple CART, Reptree and NB tree. J48 produced the most
accurate outcome for their dataset.

Real-time prediction, incorporating student activity data from a VLE is less
explored, since VLE learning (especially on a large scale) is quite recent. This type
of educational data mining is focused on real-time predictive analysis of large
student data sets to produce immediately accessible information upon which stu-
dents, tutors and faculties can act to effect learning outcomes [4]. The course signals
(CS) system developed by Purdue [5, 6] is a well developed and tested system for
mining data from the Purdue course management system (CMS) and presenting
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information to teachers using a colour-coded traffic light system for easy visual-
isation. The goal is early detection of struggling students and the improvement of
student retention. The underlying predictive methods used are heavily weighted to
take into account a students effort, which is defined by their interaction with the
VLE compared to their peers. It also takes into account performance in the course to
that point, prior academic history and student demographic data.

In this chapter we will propose how to incorporate the VLE data whilst still
making use of the existing static data from demographic data sets, students past
history and their assessment results. This type of predictive analytics from VLE
data becomes ever more relevant with the emergence of Massive Open Online
Courses (MOOC), such as FutureLearn and Coursera, and where even conventional
teaching institutions offer online alternatives to traditional lecture-hall teaching.

First of all, the development of predictive models will be introduced. Next a
case study will be introduced which will explore some of the issues encountered
when developing such models in an institutional context. Finally, we will propose
how the methods can extend to new context.

7.2 Defining the Problem

The work described in this chapter has been developed in the context of the OU.
The OU is a purely distance learning institution that offers modules of study which
can be undertaken in isolation or as part of a degree. Where the remainder of this
chapter refers to modules these are equivalent to what are more commonly referred
to as courses in other institutions. Extensive use is made of a VLE to deliver
modules to large numbers of students. Tutors don’t see students face to face and so
predictive models can be very useful for identifying at-risk students.

In this chapter we are interested in developing models to predict students’
performance within a single module. We do not attempt to answer the question as
to what is the probability that the student will complete the degree or diploma, or
that the selected curriculum will satisfy student’s expectations etc.

The only contextual information that may be available is whether the student
already has experience with another OU course. There are different tasks of pre-
dictive modeling depending on the stage of the module and the goal of modeling.
The suitable modeling algorithms also depend on the available data.

Successful predictive modeling requires that models developed using the past
presentation of the same module is valid for future presentations. This condition
requires a certain level of module stability and similar demographic structure of
cohorts across presentations. The satisfaction of the first condition can be guar-
anteed by selecting suitable modules. The second one must take into account
changes of the socioeconomic conditions of students. Data used for constructing
our predictive models have been selected so that both conditions are satisfied. The
validity of models across different presentations has been included as a part of
the task.
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The module data for which we develop predictive models have the following
structure. In early stages, no module-related data is available. The predictive
model can be constructed only from demographic data and from the characteristics
of the module.

As the module proceeds, additional student data become available as a result of
a number of assessments and the data collected from student engagement with the
VLE. Thus, predictive modeling can be more supported by these data types and
rely less on the expected impact of demographic data.

In our scenario, each course has a well-defined criterion of success and failure,
which is based on a student’s performance during the course and on the final exam,
which is required for most of the modules. The success criterion is not defined in
terms of a student’s engagement with the VLE, although this information is
available for predictive modeling. The assessments and the final exam are marked
on the scale from 0 to 100 and the values have associated weights in accordance
with their importance for the module curriculum.

The student succeeds in the module if the weighted sum of scores of the
required assessments and the final exam are above a predefined Spass, typically
Spass = 40. The availability of data in time is schematically shown in Fig. 7.1.

A number of useful modeling tasks can be defined for different stages of the
module presentation. We will first introduce four problem specifications that have
both informed, and been refined as a result of the predictive modeling work
described in the remainder of the chapter. Next we will introduce two further
problem specifications that will form the basis of future work in this area.

7.2.1 Problem Specification 1

Input: Demographic data of registered students.
Goal: Calculate the probability that the student will submit the first assessment

A1 and that the score of this assessment will be higher than 40.
Problem specification 1 does not take into account students’ behavior in the

module. It may happen that the student registers but for some reason never gets
engaged with the module. The solution to the problem (model) can be constructed
prior to the start of the module to identify the most vulnerable part of the cohort.
The problem can be extended if VLE information is available.

Fig. 7.1 Module data in time
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7.2.2 Problem Specification 2

Input: Demographic data of registered students, scores of assessments A1, …,Ak,
and VLE activities up to the assessment Ak+1, i.e. Vle1, …, Vlek (Fig. 7.1).

Goal: Calculate the probability that the student will achieve a pass/fail at the
final outcome.

This model gives a broad view of student outcome at different moments
throughout the module. However, it does not address the problem of identifying
students at the point of failure.

7.2.3 Problem Specification 3

Input: Demographic data of registered students and the data from student’s activity
prior to assessment A1, Vle1 (in Fig. 7.1).

Goal: Calculate probability that the student submits the first assessment A1 and
that the score of this assessment will be higher than 40.

The model can be built just before the deadline of A1. The modeled value can
be compared with the real score of A1 and the impact of the VLE for each
individual student in the early stages can be evaluated. In the later stages of
module presentation, more informative models can be constructed.

7.2.4 Problem Specification 4

Input: Demographic data of registered students, scores of assessments A1, …,Ak,
and VLE activities up to the assessment Ak+1, i.e. Vle1, …, Vlek (in Fig. 7.1).

Goal: Calculate probability that the student scores more than a given value in
assessment Ak+1.

7.3 Sources of Student Data

In order to develop a predictive model it is necessary to first understand the
different data sources and what they can tell us about a student.

The models have been developed on a number of historic datasets from fairly
typical OU modules, across different faculties, which meet the requirements laid
out in the previous section. The modules are anonymous within this chapter. From
this data, we have identified four main sources of student data that we will discuss
within this chapter. We do not include communication data (such as email, tele-
phone exchange, logs for service requests) as in our experience this type of data is
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hard to categorize accurately as often the content and/or purpose of the exchange is
unknown. We will demonstrate how models are built and applied to the OU data,
but with the goal of demonstrating more general predictive models that can apply
in different contexts.

7.3.1 Student Activity Data from the Virtual Learning
Environment

The OU is Europe’s largest distance learning institution. As such, it has been a
forerunner in the use of VLE to deliver module content to students. When a user
interacts with a VLE their clicks are logged. The VLE can be configured to capture
data at different levels of granularity. At the highest level, each click is counted,
but not categorized. At the lowest level, each page access is identified with a time-
stamp. In between, it is possible to categorize clicks according to different types of
activity, such as access to learning materials, interactive quizzes, or forums.

7.3.2 Demographic Data

Demographic data usually includes the student’s age, gender and postcode. Other
demographic data might inform of a student’s other employment, how their study
is funded (e.g. if they are self-funded, receiving financial assistance, or being
funded by their employer), if they have declared a disability, their marital status
and if they have any dependents. The demographic make-up of a cohort can vary
not only between institutions but also from module to module, but is not always
easy to predict.

For example, it can be expected that the age group 65+ is more likely to enroll
into an art course than into a course of computer hardware. However, a more
detailed analysis of the OU data has revealed that in many cases these stereotypes
are wrong. It is also possible to assume that members of an older age group will
study out of personal interest rather than as a need for their job. This can lead to
less importance being placed on taking an exam to achieve a formal qualification.
This apparent ‘failure’ of the module is, in the mind of the student, actually a
success.

These differences can be important to consider when developing predictive
models. For this reason (and because this type of data can be considered sensitive)
the exact nature of demographic findings will not be discussed here. Instead,
methods applied using demographic data will be presented in fairly broad terms,
but we suggest that when carrying out this type of work it is important to always
repeat the process to find the best demographics for predicting outcome in a
particular institutional and module context.
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7.3.3 Past Study

Past study data indicates the student’s past academic achievements. This can
include both previous courses and past modules of the current course. For
example, if the student has completed the first year of a course, then their outcome
on this phase of learning can be included in data when predicting their perfor-
mance on a ‘current’ second year of study.

7.3.4 Assessment Data

Most modules include some form of continuous assessment in the form of
coursework or exams. Student performance on these assessments for a current
module of study can be a good predictor of future performance.

7.4 Feature Selection and Data-Filtering

The different data sources can be combined to provide a set of features for building
a classifier. This section describes a process for selecting which features to use in
building models. It is important to use a number of features that is appropriate for
the size of the datasets that will be used to build the predictive models, otherwise
problems such as over-fitting can occur. There are a number of different methods
that can be used for feature selection, especially for datasets with a large number
of features (e.g. see [7] for a discussion). The methods used for features selection
for the different data types available are now discussed.

Of the three types of data, only the demographic data is available for a student
when they begin their studies. Analysis of variance (ANOVA) has been used to
determine which demographic feature had the strongest effect on the prediction.
The ANOVA was repeated for all of the modules. Some demographic information
was found to be consistently predictive across modules whereas others, particu-
larly age, varied. The ANOVA was mainly used to confirm knowledge about the
predictive capacity of the various demographic features that was already known
through past experience of running historical analysis on module data. Due to the
relatively low number of demographic features available it was also possible to run
correlations to eliminate features that were highly correlated.

The VLE activity data, in the form of clicks, becomes available as soon as the
module starts. The VLE clicks were analyzed against success and failure. This
analysis revealed that it is possible for students who do not click at all to still pass
the course, whereas those who click a lot might fail. It is not possible to predict
failure through counting clicks, but rather what is important is the amount of
activity between assessment periods, and more crucially how this activity
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compares to the students own previous activity. Therefore, VLE data can usefully
be represented in terms of an activity drop between one period of prediction and
another. An additional strong trend that can be seen from analyzing VLE clicking
patterns is that students often increase clicking immediately prior to submission of
an assessment.

This can clearly be seen looking at data for two modules (known as modules A
and C within this chapter), where the peaks of activity correspond with the period
of time directly before submission of an assessment was due. Also to be seen is an
overall trend of steadily decreasing activity over time (Figs. 7.2 and 7.3). There-
fore, the period of prediction, when using VLE data, is most useful when it is
conducted in time periods between assessments. This is in contrast to the Purdue
Course Signals which, as mentioned previously, defines a measure of effort which
is a student interaction with the VLE compared to their peers [5, 6].

Analysis of the different data categories within the VLE revealed that there was
little benefit to filtering activity types from the data, since the most informative
sources of data (the learning activities) were not fine-grained but were dominant.
Other activities such as logging into change personal details or to do a blogging
activity were too infrequent to impact on the accuracy of results. However, this was
due to a large extent on the coarse-grained recording of the different activity types.

Students who did not engage at all with the VLE were filtered from the data set
prior to building models, based on the previously mentioned findings that such
students could equally pass or fail depending, presumably, on their (unknown)
reason for not engaging with the VLE.

Fig. 7.2 Module A clicks
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Assessment data can be either represented according to the assessment score or
in terms of a defined threshold (e.g. the boundary between pass and fail). However,
this presents a fairly naïve view of the importance of an individual assessment
score in assessing a students progress.

This is due to the students having knowledge of how a module pass/fail is
calculated, which allows them to apply strategies such as deliberately not sub-
mitting or failing assessments under circumstances where they can still achieve a
pass on the module (e.g. at the end of the module their lowest assessment score
will be omitted from the weighted average score). We later propose methods for
addressing this issue. For the work conducted here, a simple model is used to find
whether students are dropping below a pass level for an individual assessment at a
given point in time.

Finally, once a student passes from one module to the next, there is the pos-
sibility to include information about their past study. This is the last data type to
become available on the students educational pathway through the institution. This
type of data can vary from a relatively simple flag to indicate whether the student
is new or continuing (from some sort of previous study)—which in our case, was
the level of data readily available. Also of interest might be to obtain assessment
scores, final outcomes or even to analyze patterns of behavior during previous
modules to determine if the student had used any strategies.

Fig. 7.3 Module C clicks
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7.5 Classifiers for Predicting Student Outcome

A classifier assigns each item within a data set to a class, based on its feature
values. So in this case, each item is a student, represented by their values for the
selected features and the class is, for example, whether or not the student passes or
fails the course. Classifiers are commonly developed from a set of representative
cases and then tested by applying to new data.

There are many different types of classifier, any of which might be used for
developing a predictive model. The choice of which to use may depend both on the
data and the extent to which it is required to be able to inspect the model. For
example, SVM are optimized towards binary classification (although multiclass
variants do exist) and decision trees are suited to problems where the user wants to
understand which features have been most informative for developing the model.
Both of these methods are discussed in the Sect. 7.5.1.

We have tested several different approaches over two distinct iterations of
developing and testing predictive models on the Open University data. The
available data varied in each period of development and testing, as did the precise
purpose and therefore focus of the work. Therefore it was not possible to test all
models on the same data for a full comparison. The following sections explore the
possible benefits of each approach and how they can be used.

7.5.1 Support Vector Machines and Decision Trees

In a first iteration of model building, SVM (the single binary classifier) and
decision trees (specifically, C4.5 which is a version of Quinlan’s ID3 [8]) were
tested using as features either assessment scores only, VLE clicks only, or a
combination of both (but without demographic data). The overall goal of this work
was to establish whether it was possible to use the VLE data for predicting the
student outcome and to identify a plausible model to use in this task. Models were
developed and tested on historical data from three modules (which we will call
modules A, B and C) using tenfold cross-validation. These models were imple-
mented using WEKA [9].

Table 7.1 shows how the different modules compared in terms of the number of
registered students and the total number of clicks within the VLE. The classes to
predict were either performance drop (predicting that a student would pass below a
threshold value in a future assessment) or final outcome (predicting pass/fail of the

Table 7.1 Profiles of the three selected modules for developing and testing models

Module ID Number of students Number of VLE clicks

A 4,397 1,570,402
B 1,292 2,750,432
C 2,012 1,218,327
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module). These relate to problem specifications 2 and 3 respectively, albeit
without including the demographic data. VLE clicks were counted within a time
period between assessments. Different windows of time—periods between
assessments—were investigated.

Overall, the SVM performed badly on this data set. This corresponds to pre-
vious findings such as in [2] and [3]. The decision-tree models, however, were
demonstrated to be accurate at predicting both performance drop and final out-
come. Figure 7.4 shows some results for predicting performance drop across the
three modules.

It can be seen that both precision and recall were very high for Modules B and C.
Precision (P) is a measure of the accuracy of the result (is the model accurately
predicting failure, or did some of those students actually pass?). Recall (R) is a
measure of how many relevant cases are found (were all failing students identified?).

The F-measure considers both precision and recall. Whilst recall was a little
lower for Module A, a decent precision was still achieved, in other words, the
algorithm was not incorrectly predicting when performance drop would occur,
although some cases of performance drop were being missed for Module A.
Interestingly, when predicting performance drop, the VLE clicking in the time
immediately leading up to the assessment that was being predicted was the most
informative, suggesting that a student who used to work with the VLE before but
then stopped is likely to show a drop in their performance.

Figures 7.5, 7.6 and 7.7 compare the prediction of final outcome for Modules A,
B and C at the time of the third assessment using VLE data, assessment data or
both combined. These figures show that assessment data on its own is not very
good for predicting final outcome.

VLE data on its own, or combined with assessment data, gave much better
results. This depended to some extent on the module: prediction for Module B was
marginally better when using only VLE data. The difference in the effect of VLE
data on the prediction could be explained by differences in the way that VLE
activities were used in different modules. Overall it looks as though the combined
VLE and assessment data is best.

Fig. 7.4 Predicting
performance drop, using VLE
and TMA (Tutor Marked
Assessment) data, with a
window size k = 3
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Further studies on this data, using decision trees, revealed that demographic
data could improve prediction (see Table 7.2) and that it was even possible to
apply models both to a future presentation of the same module with little reduction
in accuracy and even to different modules with some success, although in this case,
accuracy was further reduced (see Table 7.3). All models in WEKA used the
default parameters, e.g. for J48 which is Quinlan’s C4.5 algorithm, the configu-
ration was ‘‘weka.classifiers.trees.J48-C 0.25-M 2’’. Improvements could no doubt
be made by adjusting the parameters, using techniques such as nested cross-
validation, however in terms of validating the approach it was demonstrated that a
good result can be obtained using only the default.

Fig. 7.5 Predicting final
outcome at TMA 3 for
Module A—comparing
TMA, VLE and combined

Fig. 7.6 Predicting final
outcome at TMA 3 for
Module B—comparing TMA,
VLE and combined
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Fig. 7.7 Predicting final
outcome at TMA 3 for
Module C—comparing TMA,
VLE and combined

Table 7.2 Comparing accuracy with and without demographic data

Assessment number With demographics Without demographics

p R F1 p r F1

2 0.62 0.23 0.34 0.73 0.21 0.32
3 0.7 0.37 0.49 0.65 0.37 0.47
4 0.7 0.35 0.47 0.74 0.33 0.46

Table 7.3 Applying model across modules

Assessment period 2 3 4

Trained on Applied to P r F1 p r F1 p r F1

Module C Module C (c-v)a 0.90 0.44 0.59 0.69 0.52 0.59 0.38 0.16 0.22
Module C (all)b 0.91 0.44 0.60 0.75 0.59 0.66 0.94 0.29 0.45
Module A 0.52 0.28 0.37 0.63 0.44 0.52 0.60 0.19 0.29
Module B 0.84 0.42 0.56 0.72 0.40 0.51 0.95 0.26 0.41

Module A Module A (c-v) 0.73 0.21 0.32 0.65 0.37 0.47 0.74 0.33 0.46
Module A (all) 0.85 0.19 0.31 0.78 0.47 0.59 0.87 0.44 0.58
Module C 0.98 0.17 0.29 0.63 0.63 0.63 0.38 0.65 0.48
Module B 0.85 0.41 0.55 0.73 0.44 0.55 0.90 0.34 0.50

Module B Module B (c-v) 0.79 0.54 0.64 0.63 0.49 0.55 0.65 0.49 0.56
Module B (all) 0.82 0.55 0.66 0.96 0.61 0.74 0.96 0.36 0.52
Module C 0.40 0.60 0.48 0.23 0.78 0.36 0.22 0.77 0.34
Module A 0.26 0.86 0.39 0.25 0.43 0.31 0.14 0.91 0.24

a ‘c-v’ refers to tenfold cross-validation setting
b ‘all’ refers to experiments using the same complete data set for training and testing
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7.5.2 General Unary Hypotheses Automaton

GUHA [10] mines data for rules that can then be used on unknown samples to
predict an outcome. One advantage of GUHA is that, similar to decision trees, it
offers the possibility to discover which features are implicated in determining the
predicted outcome. GUHA has been tested on a small scale to see whether the
rules that are generated can be applied from one module to the next.

We used LISp-Miner [11] to implement GUHA on the same historical module
data that was described above. This produced hypotheses about failing students in
the form of a set of association rules.

Parameters were determined through several iterations of building and applying
the rules. The settings that produced the best outcome was 0.700 for confidence
(which meant that rules were included only if their confidence value was a 70 % or
higher) and 0.001 for support. The reason for the low value for support is due to
the small number of cases to predict within the dataset, in other words there are not
that many students within the dataset who will fail therefore requesting a high
number of examples to fit a rule for failure will lead to no rules being returned. The
maximum number of antecedents for any given rule was set to 5.

The GUHA method confirmed previous findings that click totals alone were not
predictive. Therefore, the VLE feature selected for generating hypotheses was the
percentage change in users owns clicking behavior, between one assessment and
the next. Clicking categories were obtained by dividing VLE data into 8 categories
of equal frequency. Assessments were also divided into categories. The model was
trained to predict overall module failure.

It was demonstrated that GUHA rules that were learned from the test data of
one module was accurate in predicting outcome using data from the same module
in its next presentation. As an example, from a module presented first in 2010 (on
which GUHA rules were learnt) and then tested on the same module in 2011, a fail
in a particular assessment could predict failure with 88 % confidence in 2010 (537
cases) and 83 % confidence in 2011 (516 cases). GUHA produced a more specific
version of this rule that included the change in VLE activity between two addi-
tional assessments that improved performance to 94 % confidence in both 2010
(472 cases) and 2011 (394 cases). Table 7.4 shows an example of these rules and
results.

However, the drawbacks of GUHA were that it took a long time to generate the
many plausible hypotheses from the data, and also the time it took to find the
optimal parameter setup values and that it was not robust to change in these.

Table 7.4 Example of rules produced by GUHA and applied a cross module presentations

2010 2011

Conf Supp Conf Supp

Tma4(\0;40)) 0.88 0.1696 0.83 0.15
Tma4(\0;40)) and Vle6_vle7(\-133;-30)… \0;1)) 0.94 0.1578 0.94 0.13
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7.5.3 Bayesian Networks and Regression

The next iteration of model building has investigated the use of Bayesian modeling
for predicting student outcome, and compared it to other methods, namely linear
regression, logistic regression and weighted average score. Of interest was the
potential for including the demographic data that wasn’t used for the previous
models. This is particularly important since—as mentioned previously—at the
start of the module this is all that is known about the student. Three historic data
sets were used for development and testing.

One of these was Module A, as used in the previous examples. Two alternative
modules were chosen for the other data sets. Data was available for 3 presentations
of the module for modules A and D, and 2 presentations of module E. Table 7.5
shows enrollment figures for these modules (note that enrollment does not always
equate to the number of students who end up registered on and starting the course).

Firstly, the impact of VLE data for modeling students performance is shown on
an example of predicting the result of the first assessment, based only on their
demographic data alone and then in combination with their interactions with the
VLE system in the very first period of the module, i.e. prior to the deadline of the
first assessment. The data was taken from Module A.

The example is simplified by considering only 3 demographic variables: gender
S (female, male), previous experience X with the OU courses (new, continuing—n
or c) and previous qualification Q divided into 5 disjunctive classes q1, q2, q3, q4
and q5. The interactions V with the VLE system were also quantified into 5
classes: 0, 1–20, 21–100, 101–800 and more than 801 interactions. These are
denoted as v1, v2, …, v5 respectively.

The predicted hypothesis A1 states that the student submits the assessment and
achieves a score above 40 points. The goal is to find out who are the students that
do not satisfy the hypothesis, i.e. *A1. Variables S, X, Q and V serve as evidence
for proving/disproving the hypothesis.

This goal can be expressed as finding the value of conditional probability
P(*A1|S, X, Q, V) for all values of S, X, Q and V. In this simplified problem the
joint probability P (A1, S, X, Q, V) must be defined for 2 * 2 * 2 * 5 * 5 = 200
values of arguments which is computationally feasible. For conditional probability
the Bayes formula holds, as in Eq. (7.1).

PðA1jS;X;Q;VÞ ¼ PðS;X;Q;V jA1Þ � PðA1Þ
PðS;X;Q;VÞ ð7:1Þ

Table 7.5 Enrollment figures for Modules A, D and E

Module Presentation 1 Presentation 2 Presentation 3 Total

Module A 4,568 3,149 4,253 12,060
Module D 4,100 2,939 3,244 10,283
Module E 555 544 1,099

23,443
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The available data set of a student cohort may include tens of multinomial
demographic variables. Moreover, the VLE data can be further classified
according to the activities in which the students are engaged. Such problems would
not be practically solvable without providing additional domain knowledge. This
is typically introduced by specifying which variables are mutually independent
[12, 13]. In our simplified example we will use a strong assumption of conditional
independence of evidence shown in Eq. (7.2) that would significantly reduce the
computational complexity. Equation (7.1) can be rewritten to Eq. (7.3) where Z is
a normalization factor.

PðS;X;Q;V jA1Þ ¼ PðSjA1Þ � PðXjA1Þ � PðQjA1Þ � PðV jA1Þ ð7:2Þ

PðA1jS;X;Q;VÞ ¼ 1
Z

PðSjA1Þ � PðXjA1Þ

� PðQjA1Þ � PðV jA1Þ � PðA1Þ ð7:3Þ

The resulting algorithm is called naïve Bayes classifier, shown in Fig. 7.8.
Since the assumption in Eq. (7.2) is usually not fully satisfied, the results produced
by the naïve Bayes classifier are only an approximation of the Bayes classification
according to Eq. (7.1).

As a part of attribute selection for this example, we have tested pairwise statistical
dependencies of 10 different demographic variables including those selected in this
example. In some cases, tests were parametrised by a third variable. In addition to
the selected variables tests included age, address, motivation, employment and
others. Out of the total of 45 tested pairs approximately half of them were dependent
and this dependence could not be removed by different quantification and clustering
of variables. The purpose of this experiment was twofold:

• Comparison of the results of naïve Bayes classifier of Eq. (7.3) with the full
Bayes classification as defined by Eq. (7.1);

• Assess the impact of VLE data on the classification calculated only from
demographic data. This evaluation makes it possible to judge to what extent the
student results are affected by behavior during the course and whether their
activities can ‘‘overwrite’’ their demographic predispositions.

Fig. 7.8 Naïve Bayes
classifier
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Out of many studies, we describe four cases differentiated by their success
probability based purely on demographic variables: one at the lower end, two in
the middle of the scale and one at the high end of success scale. As explained
earlier, we calculate the probability that the student does not submit the first
assessment or submits and scores below 40 points. This obviously does not mean
that the student will fail in the module, however it indicates his/her initial prob-
lems. The results can be found in Tables 7.6, 7.7, 7.8, 7.9, 7.10, 7.11, 7.12, 7.13.

Case 1 Highest probability of failing based on demographic data
Case 2 Medium high probability of failing based on demographic data
Case 3 Medium low probability of failing based on demographic data
Case 4 Lowest probability of failing based on demographic data

These cases illustrate that what the student does on the module quickly becomes
more important to their chance of success than their demographic profile. Next,
models were developed and tested for giving monthly predictions of a student’s
final outcome, using three types of data: demographic, assessment data and VLE
activity.

Table 7.6 Only demographic data (case 1)

Demographic only

Bayes classification P(*A1|S, X, Q) 0.23, i.e. 23 % chance of failing
Naïve Bayes classifier P(*A1|S, X, Q) 0.185, i.e. 18.5 % chance of failing

Table 7.7 Demographic data combined with VLE activities (case 1)

Clicks Naïve (3) (%) Full Bayes (1) (%) Number of students

0 64 75 4
1–20 44 66 3
21–100 26 20 5
101–800 6.3 0 14

Table 7.8 Only demographic data (case 2)

Demographic only

Bayes classification P(*A1|S, X, Q) 0.068, i.e. 6.8 % chance of failing
Naïve Bayes classifier P(*A1|S, X, Q) 0.077, i.e. 7.7 % chance of failing

Table 7.9 Demographic data combined with VLE activities (case 2)

Clicks Naïve (3) (%) Full Bayes (1) (%) Number of students

0 39 34 4
1–20 22 19 3
21–100 11.2 11.8 5
101–800 2.4 1.5 14
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A Bayesian model was built using Microsoft’s Infer.NET [14]. A Bayesian
network is a directed acyclic graph, with the nodes representing variables and the
connections between them representing the conditional dependencies between
them. Several versions of the model were developed and tested to determine the
nodes and structure. An abstracted example of the final resulting model (masking
demographic features) can be seen in Fig. 7.9.

Models for linear and logistic regression were also tested, using the same
features that were used within Infer.NET, as well as a simple prediction based
solely on grades of previous assessments in the module (the weighted average
score). This weighted average score and the linear regression were run using the
built in R functions. Logistic regression was implemented using WEKA.

7.6 Evaluation Framework

Results were evaluated by comparing errors in prediction. Figures 7.10 and 7.11
show a comparison of the tested methods and the drop in the error (the proportion
of misclassified students) of the predictions over time for Module A and Module
D. A benchmark (all unsuccessful) assumes failure.

Table 7.10 Only demographic data (case 3)

Demographic only

Bayes classification P(*A1|S, X, Q) 0.061, i.e. 6.1 % chance of failing
Naïve Bayes classifier P(*A1|S, X, Q) 0.060, i.e. 6.0 % chance of failing

Table 7.11 Demographic data combined with VLE activities (case 3)

Clicks Naïve (3) (%) Full Bayes (1) (%) Number of students

0 33 54 13
1–20 18 24 41
21–100 9 6 101
101–800 1.8 2.3 305

Table 7.12 Only demographic data (case 4)

Demographic only

Bayes classification P(*A1|S, X, Q) 0.056, i.e. 5.6 % chance of failing
Naïve Bayes classifier P(*A1|S, X, Q) 0.045, i.e. 4.5 % chance of failing

Table 7.13 Demographic data combined with VLE activities (case 4)

Clicks Naïve (3) (%) Full Bayes (1) (%) Number of students

0 26.4 20 10
1–20 14 13 27
21–100 6.5 14.3 56
101–800 1.3 2.6 189
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As these figures show, the accuracy of the predictions was always similar
regardless of the method used. Also, accuracy increased with more data used,
which suggests that selecting features is more critical for improving the quality of
predictions rather than the actual model used. Figure 7.12 shows a comparison of a
drop in error after adding demographic information, data from the VLE (from the
first month since the start of the module) and scores from the first assignment to
the model.

It is also possible to classify the prediction error into two groups of type I and
type II errors. A type I error represents the situation when our model predicts that
students will pass while they actually don’t.

Fig. 7.9 An example of the Bayesian model in Infer.NET

Fig. 7.10 Comparing
methods on data from
Module A
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On the other hand a type II error represents those situations when our model
predicts students will not pass and they actually do. Minimising the type I error is
crucial for improving student pass rates in the modules. The proportion of type I
and type II errors of two of the methods we tested is shown in Fig. 7.13.

Fig. 7.11 Comparing
methods on data from
Module D

Fig. 7.12 Drop of prediction
error after adding different
data to the model
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As before, the models were tested on different presentations of the same module
as well as on different modules, with good results. We have seen that subsequent
presentations of the same module exhibit very similar patterns. As mentioned
previously, our analysis has however shown that different modules exhibit
somewhat different patterns and thus focusing on separate modules or group of
modules during the design of the models could yield better results.

Overall, the outcome was fairly similar regardless of the method used, what is
more important is the selection of features for building the model. Regression
methods were much quicker to implement than the Bayes model, which required
much more time invested to create the model and would require similar effort to
adapt it for every new scenario, such as for different modules or if the existing
module structure changed.

However, a benefit of the Bayes model is that the visual nature makes it useful
for seeing how variables are related, and it also allows questions about different
parts of the model, such as the difficulty of assessments or the ability of each
student. Table 7.14 briefly summarises the methods used and the data they were
applied to. The demographic data that was considered include education, financial
assistance, occupation, ethnicity, continuation, gender, disability and postcode.
However, not all of these demographic features were used.

Fig. 7.13 Type I and type II
prediction errors on Module
D
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7.7 Real-Time Prediction

While the above offers a view of the efficacy of prediction methods at different points
in time, it does not demonstrate how to provide ‘real time’ information. This has
been demonstrated through the use of a dashboard through which the decision-tree
models could be built for selected modules. Once a model was built it could then be
applied to student data for that module, for any given moment in time, to produce a
list of students who were predicted to fail according to various ‘risk’ factors. One
risk factor was the output of the predictive model. However, other risk factors were
also included, such as whether or not they had engaged with the VLE, or if they had
failed to submit, or received a below-pass mark score for an assessment.

None of these factors, in themselves, necessarily lead to failure, but when
combined can add up to increased risk for an individual student. This information
was presented through the dashboard using a traffic light system (Fig. 7.14).

Thus a lecturer could organize a list of students by their risk category (red,
amber or green), then view which factors contributed to the risk assessment, as
well as an overall view of how many students fell into each risk category. In
Fig. 7.14, medium risk students have been selected and the risk factors are shown
on the right hand side of the dashboard screenshot. Due to the need for a data
warehouse to be fully in place to integrate the required features for building and
running modules, the dashboard has not yet been used on ‘live’ data or used to
offer real-time data to tutors from whom they can decide to offer appropriate
support to at risk students.

7.8 Revisiting the Problem Specification in Light of Results

We previously described some problem specifications. We will now revisit and
expand upon problem specification 4, and also introduce two new ones. These
represent the proposed future work, based both on the findings from the described
predictive modeling work and also based on information that came to light about
differences in module structure, while the work was ongoing.

Table 7.14 Summary of methods and data sources

Model Data applied to

SVM VLE and assessment data
C4.5 ID3 Decision trees VLE and assessment data (separately and combined)
GUHA VLE and assessment data
Naïve Bayes Demographic data
Infer.NET VLE, assessment and demographic data
Linear regression VLE, assessment and demographic data
Logistic regression VLE, assessment and demographic data
Weighted average score Assessment data
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7.8.1 Problem Specification 4 (Revised)

Problem specification 4 (in Sect. 7.2) was as follows:
Input: Demographic data of registered students, scores of assessments A1, …, Ak,

and VLE activities up to the assessment Ak+1, i.e. Vle1, …, Vlek (in Fig. 7.1).
Goal: Calculate probability that the student scores more than a given value in

assessment Ak+1.
Problem specification 4 has various modifications. For example, values Ai may

not represent the real score but could be expressed on a coarse-grained scale. We
may define 4 bands: 0–40, 40–60, 60–80, 80–100. If the overall objective is to
identify students who are at risk of failing, getting to the band 0–40 indicates that
the overall student’s score moves towards the failing category. However, this may
not always be the case. The pass/fail decision for the module depends on the
overall weighted score; this is shown in Eq. (7.4)

S 1; nð Þ ¼ 1
n

Xn

i¼1

wi � Ai ð7:4Þ

If the student is in the middle of the module, say after assessment Ak, his/her
score earn so far is as in Eq. (7.5) and there is still Eq. (7.6) to be earned.

S 1; kð Þ ¼ 1
n

Xk

i¼1

wi � Ai ð7:5Þ

S k þ 1; nð Þ ¼ 1
n

Xn

i¼kþ1

wi � Ai ð7:6Þ

Fig. 7.14 Screenshot of the dashboard
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If as in Eq. (7.7), the student will pass regardless of the score earned from the
next n–k assessments.

1
n

Xk

i¼1

wi � Ai� Spass ð7:7Þ

If as in Eq. (7.8), the student will fail regardless of his/her score in the
remaining assessments of the module.

1
n

Xn

i¼kþ1

wi � Ai\Spass �
1
n

Xn

i¼1

wi � Ai ð7:8Þ

The results of assessments Ak+1 … An are not yet known and can be only
estimated based on student’s history and characteristics of the module. Identifying
border cases, where Eq. (7.9) is approximately equal to Eq. (7.10) are the most
important result of predictive modeling. We therefore define the modeling problem
as in problem specification 5.

1
n

Xn

i¼kþ1

wi � Ai ð7:9Þ

Spass�
1
n

Xn

i¼1

wi � Ai ð7:10Þ

7.8.2 Problem Specification 5

Input: Demographic data of registered students, scores of assessments A1, …, Ak,
weights of assessments w1, …, wn, and VLE activities up to the assessment Ak+1,
i.e. Vle1, …, Vlek in Fig. 7.1.

Goal: Identify the subset of students whose score satisfy condition Eq. (7.11)
where the score denoted with prime, A

0
i is an estimate of scores Ak+1 … An.

1
n

Xn

i¼kþ1

wi � A0i � Spass �
1
n

Xn

i¼1

wi � Ai ð7:11Þ

As previously discussed, after the k-th assessment there are students who based
on their results are guaranteed to pass, those who already cannot satisfy the module
conditions and who will fail and those on the border between the pass and the fail.
The ultimate purpose of predictive modeling is to identify at risk students and
provide them with additional support that would help them to pass.

The problem can be assessed on the bases of costs incurred and saved. Each
student who fails incurs loss, expressed by cost Ci for the university (and for
themselves). Also each intervention from the university has associated cost C.
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For example in terms of university staff that intervenes, cost of identifying at risk
students etc. This cost Cis; is justified if the probability of useful and successful
intervention, PðintÞ is high and Cint\Closs � Pðis. The probability PðintÞ after
assessment Ak, depends on the difference Eq. (7.12) and on the estimate Eq. (7.13).
The problem specification that takes into account costs can be defined as in problem
specification 6.

Dk ¼ Spass�
1
n

Xn

i¼1

wi � Ai ð7:12Þ

1
n

Xn

i¼kþ1

wi � A0i ð7:13Þ

7.8.3 Problem Specification 6

Input: Demographic data of registered students, scores of assessments A1, …, Ak,
weights of assessments w1, …, wn, and VLE activities up to the assessment Ak+1,
i.e. Vle1, …, Vlek in Fig. 7.1.

Goal: Identify the subset of students whose score from the past assessments and
estimate score from the future assessments satisfy condition Eq. (7.14).

Cint \ Closs �P intð Þ ð7:14Þ

Note that for students who satisfy condition Eq. (7.15) probability P(int)
because the intervention is not useful (students pass anyway). Similarly, P(int). for
students who satisfy Eq. (7.16), because no intervention can help them.

1
n

Xk

i¼1

wi � Ai� Spass ð7:15Þ

1
n

Xn

i¼kþ1

wi � Ai\Spass �
1
n

Xn

i¼1

wi � Ai ð7:16Þ

7.9 Developing and Testing Models on Open University
Data (A Case Study)

The above methods have been developed and tested on data from modules of the
OU. Data at the OU was, as in many institutions, distributed across different
departments and not held in a data warehouse. Similarly, the knowledge about how
to interpret each data source with respect to students and modules was not
centralized.
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In order to fully understand what was meant by each feature name in each
database, and the meaning of each value in the range of values for that feature,
required a number of meetings with staff in different departments ranging from the
IT department, the department already involved in statistical analysis of different
types of student data (mainly historical) and also the teams responsible for the
modules that had been chosen for development and testing. This was important
since each module is structured differently, albeit within a reasonably well defined
range of parameters.

These parameters include the exact criteria for passing the module, as well as
the number of assessments that need to be passed and whether it is possible or not
to substitute marks from one assessment for another. The process of obtaining and
understanding data with respect to individual modules has been very informative
for improving the models. This is important when extrapolating from the results
obtained and applying them in other contexts, whether the new context is a dif-
ferent Open University module or a course from a different institution.

The OU results can inform some features to investigate when developing a
predictive module and it can propose some general findings such as to focus on
clicking behavior of different student types (heavy clickers compared to low
clickers) but what is always needed is for each institution to combine their own
data sources, develop their own understanding of how their data relates to the
course that is on offer and also to investigate their own demographic data, since it
is not certain that the demographics of OU students will be equivalent to other
students, e.g. those doing a MOOC where the motivation, or age of students, might
differ.

7.10 Beyond OU: Applying Models on Alternative Data
Sources

The trialed methods are appropriate for predicting student performance from data
in a distance learning environment, provided that appropriate feature selection and
data filtering is carried out. Variations amongst how modules are structured and
delivered, as well as differing student demographics for different types of learning,
preclude simply taking a set of features from one scenario and plugging it into
another.

However, taking into consideration the work described above in conjunction
with other cited works for predicting student performance [1–6], it is fair to claim
that the overall approach has been demonstrated to yield good results in different
domains, when thinking in terms of different types of data to include in the model,
instead of the individual features. The biggest difference between institutions is the
source of the student activity data, which provides a measure of engagement.

In purely distance learning (including MOOC), student activity data is obtained
from VLE clicking, as demonstrated throughout this chapter. In a blended learning
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environment, a student might spend some time in face to face teaching, such as a
lecture or seminar. Students are sometimes even given a choice of which mode of
learning to adopt at any time and can switch between one and the other. Therefore,
it is not possible to rely purely on VLE data as a measure of engagement, but to
also take into account attendance in lectures, etc., assuming that this data is
available.

There is also the possibility to extend the models within an institutional context
to take into account a students pathway across modules to a final outcome. Care
must be taken in being sensitive to differing requirements of modules even within
one specific program of study, especially if using VLE data or assessments, where
the module structure dictates to a large extent how a student will behave.

7.11 Conclusions

This chapter has defined a set of problem specifications for predicting student
performance. A series of models have been developed, tested and compared using
data from Open University modules. The key findings are that VLE activity is a
useful data source to include for predicting student outcome; however it should not
be viewed as an absolute measure of engagement, but rather with reference to a
student’s own past behavior. Further, feature selection has a big impact on the
reliability of a model generated from the data, regardless of which model type is
chosen.

Even within the same institution, it has been demonstrated that different
modules require different methods, since the module profiles differ in terms of
what assessments a student must undertake and how they are required to interact
with the VLE. Therefore, a suggested approach for developing predictive models
is to first understand and model the different possible module parameters, then to
classify modules according to a metadata profile. This would have the effect of
simplifying the transferal of a predictive method developed for one module to
another.
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Chapter 8
Predicting Learner Answers Correctness
Through Eye Movements with Random
Forest

Alper Bayazit, Petek Askar and Erdal Cosgun

Abstract The aim of this research is to predict learners’ achievement by using a
data mining technique: Random Forest (RF). For this purpose, learners eye
movements were recorded by an eye-tracker and their answers to questions were
collected via an online assessment tool. Online tests were administered to the
students and computer interface was divided into two equal parts, which includes
web browser and image processing software. Questions were asked through the
browser and participants pencil usage (mouse click counts) was recorded by
graphic tablet via the software. Results showed that eye metrics and mouse click
counts can be used to predict the answer correctness. While mouse click counts
were found to be an important factor for predicting answers in questions that
require quantitative operations, fixation count and visit duration metrics are found
to be important in questions which include visual elements like graphics. Total
fixation duration, number of mouse clicks, fixation count and visit duration were
found being the most important eye metrics that predict answers in reasoning
questions. Results also showed that changing the presentation modality of a
question causes changes in relative importance of each eye metric.
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Abbreviations

AOI Area of interest
CART Classification and regression trees
GA Genetic algorithm
GRE Graduate record examinations
LMS Learning management systems
MCAS Massachusetts comprehensive assessment system
mtry Number of descriptors randomly sampled for potential splitting
RF Random forest
SIS Student information systems

8.1 Introduction

Assessments are used to determine the knowledge gained by students and to
determine if adjustments need to be made to either the teaching or learning pro-
cess. Online assessment is also used to assess cognitive and practical abilities. In
an online assessment environment, students manage cognitive processes as she/he
engages in question solving via computer screen.

As an instructor, if we knew the learners’ cognitive processes during test taking
and we could predict whether she/he answers a question incorrectly then we could
give them more accurate feedback. Therefore eye-tracking technology can be used
for that kind of information. Because eye movements reveal real-time information
about learners’ cognitive activities while processing multimedia information [1].
Additionally, fixated zones help researchers and instructors understand students’
problem solving strategies [2].

In this study we aimed to predict learners’ achievement by using a data mining
technique: RF. Data mining can support recommendations that are appropriate for
learners’ situation, the time they have available, the devices they can access, their
current role and their future goals [3]. The adoption of educational data mining by
higher education as an analytical and decision making tool is offering new
opportunities to exploit the untapped data generated by various student informa-
tion systems (SIS) and learning management systems (LMS) [4].

Application of data mining algorithms usually has one of two purposes:
description and prediction. Prediction attempts to discover relationships between
variables, in order to predict the unknown or future values of similar variables [5].
Several researchers of the educational data mining community have used these
variables to predict learner performance [6]. Thus, characteristics of successful and
at-risk students can be identified [7].

The approach discussed in this chapter contributes to ‘‘prediction of users’
behaviors and achievements’’ topic. Therefore, in terms of data mining, we created
a predictive model which is based on eye movement metrics and evaluates learners’
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achievement. The application presented has classification task which uses Random
Forest method and Classification and Regression Trees (CART) algorithm.

8.2 Background

8.2.1 Related Work

Pardos et al. [8] applied the ASSISTment online tutoring system to over
600 students. Each student used the system as part of their math classes 1–2 times
a month, doing on average over 100+ state-test items, and getting tutored on the
ones they got incorrect.

The ASSISTment system has 4 different skill models, each at different grain-
size involving 1, 5, 39 or 106 skills. Their goal was to develop a model that will
predict whether a student will get correct a given item.

They compared the performance of these models on their ability to predict a
student state test score, after the state test was ‘‘tagged’’ with skills for the
4 models. The best fitting model was the 39 skill model, suggesting that using
finer-grained skills models is useful to a point.

Each tutoring item, which they call an ASSISTment, is based upon a publicly
released Massachusetts Comprehensive Assessment System (MCAS) item to
which they added ‘‘tutoring.’’ Students get this tutoring, referred to as scaffolding,
when they answer an original question incorrectly.

They believe that the ASSISTment system has a better chance of showing the
utility of fine grained skill modeling due to the fact that they can ask scaffolding
questions that breaks the problem down in into parts. Allowing us to tell if the student
answered incorrectly because she/he did not know one skill versus another. They have
found good evidence that fine-grained models can produce better tracking of student
performance as measured by ability to predict student performance on a state test.

Bidgoli et al. [9] presented an approach to classifying students in order to
predict their final grade based on features extracted from logged data in an edu-
cation web-based system. They design, implement, and evaluate a series of pattern
classifiers and compare their performance on an online course dataset. A combi-
nation of multiple classifiers leads to a significant improvement in classification
performance. Furthermore, by learning an appropriate weighting of the features
used via a genetic algorithm (GA), they further improve prediction accuracy.

The GA is demonstrated to successfully improve the accuracy of combined
classifier performance, about 10–12 % when comparing to non-GA classifier. This
method may be of considerable usefulness in identifying students at risk early,
especially in very large classes, and allow the instructor to provide appropriate
advising in a timely manner. These studies especially focused on predicting stu-
dents’ performance by web based systems. In our research, eye movements were
used for this purpose. In this view, our research will support the other studies and
show different data can be used to predict students’ performance.
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8.2.2 Cognitive Processes

Attention. Studies in cognitive psychology show that, attention does not focus on
more than one object at the same time. It is not possible for the cognitive system to
process all of the rich inputs from sense organs altogether. Necessary information
is selected by the attention and unnecessary one is eliminated in order to avoid the
needles occupation of the system. Attention is mind’s deliberately foregrounding
one of the objects or events that appear simultaneously. Selective attention means
focusing on the object which is thought to be more important and keeping other
objects in the background when one looks at the spatial area [10].

Distinctive objects are recognized at 50 ms. This is called the ‘‘salience effect’’.
According to Treisman, this process realizes in two steps. The first one is the pre-
attention stage in which the medium is scanned. The second one is a stage in which
the objects are discriminated according to their physical characteristics and coded
on cognitive maps [10]. Which element is distinguished initially in the design of
questions can be determined by the first fixation time and first fixation point.

According to theories that concern attention and selective attention, first fixa-
tion time and first fixation point may vary in different variations of the question.
Distinctive features such as color, size, direction or movement should be con-
sidered when designing the question in order to highlight significant elements.
However, using over-abundant or unnecessary elements may cause distraction.
Drawing attention is achieved by underlining the negative auxiliary verb (not) in
questions.

In general terms, attention is described as a set of mechanisms which selec-
tively filters the inputs of a system, thereby reducing its work-load. The intense
data input received by the eyes is filtered in many levels in the human brain,
whereby constructing the visual attention system. The fact that data processing in
the brain is limited in terms of physical resources (using oxygen or allocating
neurons etc.) may be seen as the primary reason why such a system is needed.
Since the selection process of the attention mechanism used for filtering the visual
data shapes the information, it represents information more effectively, thus
reducing the work-load of the higher cognitive functions [11]. Visual attention
mechanism is involved in the following activities [12]:

• Selecting an area of interest.
• Selecting the values and characteristics of interest.
• Controlling the information in the neuron networks that form the visual system.
• Shifting to one selected area from another one in time.

Perception. In short terms, perception can be described as interpreting what we
sense. Perceptions may be affected from pre-experiences, prejudices and our
former hypotheses. Perceptual space is described as our short-term experiences.
Studies on the perceptual space start with the eye because eye is easier to study
when compared to all other senses [10]. In the design, perceptual space is the
information that users obtain on the screen in an unit of time. When we consider
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that, reading practices for the perceptual space is limited to 4–5 words at a time;
the font size on the screen has a significant effect on the distances between the
objects and determining the sizes and positions of the graphical elements used for
designing questions. Perception is particularly important for the spatial skill
questions asked in GRE-like examinations. It is necessary to determine the effects
of differences in the design of such questions on their perception, performance and
responding time.

In his Generative Multimedia Learning Theory, Mayer [13] examined the
presentation of a single material in different forms (auditory, visual, and motional)
and clarified the presentations in learning environments utilizing various cognitive
theories. According to Mayer’s Spatial Contiguity Principle, when it is required to
write explanations about visuals, it is more suitable to write the words on the
emphasized places rather than presenting the visual and the text at the same place.
Visuals and texts on the screen should be properly lined and associated to help
reduce the eye fatigue and accelerate association on the mind. The content should
be designed to be presented in full screen in order to avoid any distractions.

Some questions require interpreting table-graphics. Such questions may either
contain a graphic, or the relevant values may be presented in tables. Considering
the limited capacity of individuals, it is important to determine eye movements
which help predict the correct answer in cases where questions are asked only as
graphics, tables or texts. According to the Dual Coding theory, visual and auditory
data is processed via separate data processing channels [14]. Each data processing
channel has a limited capacity and processing data in separate channels is an active
cognitive process which is designed to configure proper cognitive models [15].

8.2.3 Eye Movement Data

Tracking eye movements is a technique that examines where and how often an
individual looks at and shifts his/her eyes from one point to another in any given
moment. Thanks to tracking eye movements, researchers who work on Human–
Computer interaction are able to study elements that affect visual data processing
and disposability of the system interfaces. It also enables people with eye disorders
to use their eye movements as an input device without using a mouse or a key-
board [16]. In this context, two main data, Fixation and Saccade, and their sub-
derivatives come into prominence in gathering information about cognitive
processes.

Fixation. Fixation point defines which data is processed at a given time. Fix-
ation may be interpreted in different forms depending on the context in which the
study is conducted. In an encoding task, dense fixations observed at a single point
may indicate that, the relevant area might be important for completing the task. It
may also be interpreted as; there might be a difficulty in encoding the relevant
area. However, different meanings can be attributed to these data in a visual
search. A large number of singular fixations or clusters of fixations indicate
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perplexities in recognition of the object [17]. According to Goldberg and Kotval
[18] long lasting fixations are not as meaningful as fixations that last shorter.

Number of Fixation. It gives the number of fixations on objects which appear on
the screen. Excessive number of fixations and fixations that have spread across the
screen may be interpreted as; the user is ‘‘confused’’. Increased amount of fixations
in a visual search means that, an ineffective search process has been recorded [18].

Fixation Duration. It gives in milliseconds (ms) for how long an object on the
screen was processed. Increased fixation duration indicates a difficulty in pro-
cessing the relevant object.

Number of Fixations Per Area of Interest. An area of interest is an area which
has been pre-determined by the researcher. Usually menus, links, pictures and
tables of importance are determined as areas of interest. Number of fixations on
these areas indicates ‘‘the importance that users give’’ on these areas [16].

Repeat Fixations. Repeated fixation made on a certain object may mean that,
the object ‘‘couldn’t be identified’’ or the visual was not ‘‘seen’’ or it was ‘‘blurry’’
[18].

First Fixation Duration. It enables to determine the first distinctive element in
the design. If a crucial element does not attract the primary attention, it may be
interpreted as a problem with respect to utility.

Gaze Duration. It is the total fixation duration on a certain point. It may mean
that, the user may have trouble with identifying that object or the object is located
somewhere which is faulty in terms of context.

Saccade. Saccades are rapid ocular movements that are made by orienting the
eyeballs in order to bring the desired section of the visual area over fovea. These
movements can be both deliberate and reflex. Eye saccades may take up from 10 to
100 ms. Eye saccades are considered to be ballistic and stereotype. Stereotype is
the repeated occurrence of certain movement templates. In a ballistic saccade, the
target point of an eye saccade is predetermined.

The target needs to be determined before ballistic eye saccade begins; however,
this target should be selected using low-clarity peripheral vision due to the fact
that, the target tends to be out of the fovea [19].

Saccade is usually regarded as an indication to the fact that, focus of attention
has been deliberately changed. No coding is made during saccades. Thus, no
information is given about the recognition of an object. Nevertheless, repeated
saccades and rollbacks may indicate a difficulty in recognizing the object [20].
Saccades that are observed during the reading process are quite small. They are
usually made along two or three letters. Increased number of saccades may indi-
cate difficulties in comprehending the text.

Number of Saccade. Increased number of saccades may indicate a poor design
or an ineffective search process. Saccade Amplitude shows that, saccade occurs
instantaneously onto a distant object that appeared afterwards and attracted
attention all of a sudden. Regressive Saccades mean that, an object is slightly
identified [18].
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8.2.4 Random Forest

In last decades researchers prefer to investigate the non-linear relations between
variables rather than descriptive statistics. Therefore we have used RF, one of the
most popular and accurate method to predict the correctness of questions. It has
been scientifically proved that RF has a highest accuracy among the tree-based
methods (CART, CHAID, ID3) [21]. In this study, we prefer to use RF as a feature
selector. The major reason for using the RF is that it gives the importance of
variables.

This is very useful for instructors to understand the reasons of right, wrong,
blank answers and have important information for the cognitive processes during
question solving. Another reason is RF used bootstrap selection for variables and
samples. This means: every step of iteration RF algorithm used all combinations of
variables and samples. With this way our bias on predictive problems will be
smaller than classical statistical methods. On the other hand, RF has invented as a
Machine Learning method. It means researchers can use this method in small data
sets for their future projects. They will create a base model and select important
variables for their predictions. We have used ‘‘Random Forest’’ package from
R.2.15.0 version.

Random Forests are a combination of tree predictors such that each tree
depends on the values of a random vector sampled independently and with the
same distribution for all trees in the forest. The generalization error for forests
converges to a limit as the number of trees in the forest becomes large. The
generalization error of a forest of tree classifiers depends on the strength of the
individual trees in the forest and the correlation between them. The algorithm is
shown as follows an illustrated in Fig. 8.1.

1: Draw a bootstrap sample from the data. Call those not in
the bootstrap sample the ‘‘out-of-bag’’ data.

2: Grow a ‘‘random’’ tree, where at each node, the best split
is chosen among m randomly selected variables. The tree is
grown to maximum size and not pruned back.

3: Use the tree to predict out-of-bag data.

Fig. 8.1 Random forest
algorithm
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4: Use the predictions on out-of-bag data to form majority
votes.

5: Repeat, N times and collected an ensemble of N trees.
Prediction of test data is done by majority votes from
predictions from the ensemble of trees.

[Random forest algorithm]

Variable Importance on RF Models. RF determines the relative importance
of each sample, through various methods, such as calculation of the Gini Index,
which assesses the importance of the variable and carries out accurate online
assessment system’s variable selection. In this study, variable importance is also
used to investigate whether or not the changes in question presentation modality
effects to the importance of each eye metric.

RF creates many decision trees. The most important advantage of creating high
number of tree is finding an importance of all variables. RF uses two stage internal
validation. First of all it divides data into training (80 %, 46 individuals in this
work) and test set (20 %, 11 individuals in this work) then creates two data set
from training set (inBag-2/3, out-of bag-1/3).

Therefore users do not have to do extra cross-validation analysis [21]. For each
variable in the tree, permute the variables values and compute the out-of-bag error,
compare to the original out-of-bag error, the increase is an indication of the
variable importance. According to this indication variable importance means that
average increase in out-of-bag error over all trees and assuming a normal distri-
bution of the increase among the trees, determines an associated p value [21].

8.3 Method

8.3.1 The Purpose of the Study

The purpose of this study is to determine which eye movement metrics can be used
for predicting the answers given to questions and the level of their contribution to
predict the results. The study also aims to determine whether there are any changes
in eye-metrics which are used for predicting the correct answer when the pre-
sentation modality of the questions is changed. Thus, two tests were prepared
which were named Application-1 and Application-2.

8.3.2 Design

Participants took two online tests and their eye movements were recorded during
this process. The sequence of participating in the applications was randomly
selected and the questions in applications were randomly aligned for the purpose
of eliminating the primary effect.
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8.3.3 Pre-Application

Pre-application was conducted on 6 research assistants in order to specify prob-
lems that may arise during the application. Following arrangements were included
as per the feedbacks obtained:

• Decreasing the number of questions for each session.
• Running tests on local network in case there are any glitches with the internet

connection.
• Eliminating the time limitation in tests.
• Performing a pilot test with four questions before the exam in order to famil-

iarize students with answering questions using graphic tablet and the online
testing tool.

8.3.4 Application

Online tests were applied on 57 students between April and August 2011. Each test
consisted of 6 Turkish GRE questions and a minimum of 4-week period was
placed between the tests thereby eliminate recalling that may occur while
answering similar questions.

All of the questions were asked to Turkish students in Turkish language. 28
participants took the Application-1 test and the remaining 29 took the Application-
2 test which consisted of the same questions asked in a different presentation
modality. Which participants would take the tests first was determined randomly.
All of the participants were informed about the application and purpose of the
study prior to the application.

Participants were familiarized with the graphic tablet and pen via a 4-question
pilot test which was conducted before the application. User interface of the testing
tool was also introduced. Participants were specifically mentioned that, there was
no time limitation in the exam but they were supposed to answer the questions
correctly as soon as possible. They were also instructed that, they could omit a
question if they did not feel like answering it or get tired but they wouldn’t be able
to return to that question later on. Before the application, participants were asked
to take any sitting position with which they felt comfortable and keep that position
as long as possible in order to maintain calibration.

8.3.5 Study Group

A total of 57 postgraduate and undergraduate volunteers at Hacettepe University
participated in the study. Some of them were seniors who were preparing for Turkish
GRE and studying at the Department of Computer Education and Instructional
Technology. Other students were studying at various other departments that accept
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students based on their quantitative and equal-weighted scores at the student
placement examination. Participants were informed about the goal of the study and
what they were expected to do during the data collection process; and they were
accepted for the application by appointment.

8.3.6 Data Collection Instruments

Application–1 and Application–2 Tests. In order to reach the purpose of the
study, 12 Turkish GRE questions which had been asked between the years
2004–2010 were selected. Research questions were also considered while selecting
the aforementioned questions. In the end, a set of questions were determined which
required equations, logical reasoning and spatial skills. The way these questions
presented was altered and a parallel test was included.

Application–1, which consisted of the exact same questions that had been asked
in the examinations, and Application–2, which consisted of the same questions
asked in a different presentation modality, were transferred to online testing tool
and they were presented via an internet browser. These questions are given in
supplementary.

After altering the way the questions were presented, two experts who graduated
in Mathematics Education were consulted about the equivalency of the questions.
Required amendments were made on the questions based on the experts’ opinions.

Online Assessment Tool. The online assessment tool was developed by the
researcher. The tool was written in PHP programming language and it uses
MySQL database. It also enables adding images to questions and options. The tool
records answers given by each participant and reports the number of correct and
incorrect answers at the end of the exam.

Time limitation feature of the testing tool was not used in order to gather more
accurate data. Participants were not allowed to change their answers and they were
instructed to pass to the next question after answering one. Correct answers were
scored 1 point, wrong or omitted answers were scored 0 point.

Eye tracker. Tobii T70 series eye tracker device was used in the study in order
to record eye movements that were made by participants while answering ques-
tions in the online testing tool. Eye metrics that were recorded by the eye tracker
for the purpose of answering research questions are as follows [22]

• Total fixation duration
• First fixation duration
• Fixation count
• Visit duration
• Mouse click count
• Time from first fixation to next mouse click.
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Total Fixation Duration–seconds. This metric measures the sum of the duration
for all fixations within an Area of Interest (or within all AOIs belonging to an AOI
group), thus the value used to calculate descriptive statistics is based on the
number of recordings. If during the recording, the participant returns to the same
media element then the new fixations on the Area of Interest (AOI) are included in
the calculations of the metric. If at the end of the recording, the participant has not
fixated on the AOI, the Total Fixation Duration is not computed and the recording
will not be included in the descriptive statistics calculations.

First Fixation Duration–seconds. This metric measures the duration of the first
fixation on an Area of Interest. When using AOI groups, the measured fixation
corresponds to the first fixation on any of the AOIs belonging to the group. If at the
end of the recording, the participant has not fixated on the AOI, the First Fixation
Duration value is not be computed and that participant will thus not be included in
the descriptive statistics calculations.

Fixation Count–count. This metric measures the number of times the participant
fixates on an AOI or an AOI group. If during the recording the participant leaves
and returns to the same media element, then the new fixations on the media will be
included in the calculations of the metric. If at the end of the recording the par-
ticipant has not fixated on the AOI, the Fixation Count value will not be computed
and the recording will not be included in the descriptive statistics calculations.

Visit Duration–seconds. This metric measures the duration of each individual
visit within an AOI (or AOI group). The value used to calculate descriptive sta-
tistics is based on the number of visits. A visit is defined as the interval of time
between the first fixation on the AOI and the next fixation outside the AOI.

If during the recording the participant returns to the same media element then
the new fixations on the AOI will be included in the calculations of the metric. If at
the end of the recording the participant has not fixated on the AOI, the Visit
Duration value will not be computed and thus that recording will not be included
in the descriptive statistics calculations.

Mouse Click Count–count. This metric measures the number of times the
participant left-clicks with the mouse on an AOI or an AOI group. If during the
recording the participant leaves and returns to the same media element, then the
new Mouse clicks on the media will be included in the calculations of the metric.
If at the end of the recording the participant has not clicked on the AOI, the Mouse
Click Count value will not be computed and the recording will not be included in
the descriptive statistics calculations.

Time from First Fixation to Next Mouse Click–seconds. This metric measure
how long it takes before a participant left-clicks with the mouse on an AOI or AOI
group once he/she has fixated on it. The time measurement starts when the par-
ticipant fixates on the AOI for the first time and stops when the participant clicks
on the same AOI.

If during the recording the participant views a different media between the first
fixation and the Mouse click, the time spent viewing the other media element is
excluded from the calculations. If at the end of the recording the participant has
not fixated and clicked on the AOI, the Time from First Fixation to First Mouse
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Click value will not be computed and that recording will thus not be included in
the descriptive statistics calculations.

Participants used graphic tablet and pen rather than paper-and-pencil for the
purpose of monitoring their answering processes. A screen image for an exemplary
question is shown below. As shown in Fig. 8.2, the computer screen was divided
into 2 equal sections and on the left side of the screen, there is a browser window
containing questions in the exam; and on the right side of the screen, there is an
image processing software used for pencil usage.

8.4 Analyses of Results

We have used Random Forest method (RF) to predict the answer correctness. We
have created 100 trees for this analysis. The one tuning parameter for RF is ‘‘mtry’’
which is the number of descriptors randomly sampled for potential splitting at each
node during tree induction. This parameter can range from 1 to p (the number of
predictors). We have used -p/3 = 2— as recommended for classification and
regression problems [23].

Fig. 8.2 Screen image for the question and solution area
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In this study we have 2 class (Correct–Wrong answers) and 9 variables for RF
classification model. While creating the RF model we used 6 variables. 3 questions
were excluded because of having an unbalanced class distribution. They have only
one or two correct class. This problem decreased our model performance. RF is not
good at un-balanced databases. These questions exclude at the data pre-processing
step [24].

Since our aim was to find the reason of correct-false answers, variable
importance is the key point at this study. We applied RF to 6 variables and sort
them according to their classification model. Variable importance has a relative
scale. Most important variable gets ‘‘1.0’’, least important variable gets ‘‘0.0’’.
‘‘Time from First Fixation to Next Mouse Click’’ is the top variable for RF model.

Question-1 (Table 8.1) is the text version of the equation question and requires a
pencil usage for the calculations. When random forest method was applied, time
from first fixation to next mouse click, mouse click count and fixation count metrics
were found to be the most important variables for predicting whether participants
would answer this question correctly, incorrectly or whether they would omit it.
Total fixation duration however, has the least significance in predicting the correct
answer. Accuracy percentage for all the metrics in predicting the answer is 59 %.

Question-2 (Table 8.2) is the graphical version of Question-1. The presence of a
graphic and the increased amount of visual materials in the question caused the
visit duration and total fixation duration metrics to have higher importance in
predicting the answer. Since the question also requires forming equations, mouse
click count has 61 % significance in predicting the answer, which indicates a
regression compared to text version of the question having 78 % significance.

‘‘Time from first fixation to next mouse click’’ metric, which was the most
important variable in the textual presentation modality, has been the least

Table 8.1 Question-1 analysis results for the random forest method

Eye-metrics Variable importance

Time from first fixation to next mouse click 1.00
Mouse click count 0.78
Fixation count 0.78
Visit duration 0.59
First fixation duration 0.58
Total fixation duration 0.31

Table 8.2 Question-2 analysis results for the random forest method

Eye-metrics Variable importance

Visit duration 1.00
Total fixation duration 0.91
Mouse click count 0.61
First fixation duration 0.53
Fixation count 0.42
Time from first fixation to next mouse click 0.38
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important variable in the graphical presentation modality in predicting the accu-
racy of the question. Accuracy percentage for all the metrics in predicting par-
ticipants’ answer is 68 %.

Question-3 (Table 8.3), which contains a table also requires calculations and
forming equations. Since it requires mathematical transactions, mouse click count
metric is important in predicting the answer. Similarly, time from first fixation to
next mouse click has a greater significance along with the visit count. First fixation
duration and fixation count variables have primary significance in this table
question in predicting, whether the answer is correct or incorrect. Accuracy per-
centage for all the metrics in predicting the answer is 58 %.

Question-4 (Table 8.4) represents the graphical modality of Question-3, which
has a table modality. The values in the table are asked here graphically. It is seen
that, mouse click count metric has a higher significance.

From this point of view, it can be considered that, participants did not need to
note the values in the table, yet they did note the values in the graphic. Time from
first fixation to next mouse click and fixation count variables is also important in
predicting the accuracy of the question. However, visit count, first fixation dura-
tion and total fixation duration variables are not very important in predicting the
accuracy of the question. Accuracy percentage for all the metrics in predicting the
accuracy is 68 %.

Question-5 (Table 8.5) has table presentation modality. It requires participants
to use the values in the table and form equations. It can be answered by using a
pen, or by eye movements or by moving from the options. In this question, visit
duration, first fixation duration and time from first fixation to next mouse click are
the most important variables in predicting whether participants would answer it
correctly, incorrectly or whether they would omit it. Mouse click count and

Table 8.3 Question-3 analysis results for the random forest method

Eye-metrics Variable importance

Time from first fixation to next mouse click 1.00
Mouse click count 0.68
Visit duration 0.54
Total fixation duration 0.49
Fixation count 0.45
First fixation duration 0.26

Table 8.4 Question-4 analysis results for the random forest method

Eye-metrics Variable importance

Mouse click count 1.00
Time from first fixation to next mouse click 0.66
Fixation count 0.50
Total fixation duration 0.37
First fixation duration 0.29
Visit duration 0.29
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fixation count are not as important as the other metrics. Accuracy percentage for
all the metrics in predicting the accuracy of the answer is 57 %.

Question-6 (Table 8.6) has a graphical modality and it requires reading values
in the graphic and calculating their percentages. Since it requires calculations,
mouse click count is the most important variable in predicting the answer. Other
important variables are total fixation duration, time from first fixation to next
mouse click and visit duration. Fixation count metric is not very significant in this
question in predicting the answer. Accuracy percentage for all the metrics in
predicting the answer is 71 %.

Question-7 (Table 8.7) is a field measurement question. Whereas total fixation
duration, fixation count and mouse click count are significant in this question in
predicting the answer, visit duration and first fixation duration are not that sig-
nificant. Given that it is impossible to make drawings on the question using a pen,
some participants tried to answer the question by drawing it in the solution area.
The ones who could not make drawings tried to calculate the area of the triangle by
using eye movements. This indicates that, first the fixation duration and fixation
count and then, the mouse click count should be important in predicting the

Table 8.5 Question-5 analysis results for the random forest method

Eye-metrics Variable importance

Visit duration 1.00
First fixation duration 0.99
Time from first fixation to next mouse click 0.77
Total fixation duration 0.56
Fixation count 0.44
Mouse click count 0.32

Table 8.6 Question-6 analysis results for the random forest method

Eye-metrics Variable importance

Mouse click count 1.00
Total fixation duration 0.87
Time from first fixation to next mouse click 0.81
Visit duration 0.54
First fixation duration 0.47
Fixation count 0.32

Table 8.7 Question-7 analysis results for the random forest method

Eye-metrics Variable importance

Total fixation duration 1.00
Fixation count 0.75
Mouse click count 0.63
Time from first fixation to next mouse click 0.61
First fixation duration 0.56
Visit duration 0.34
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accuracy of the answer. Percentage for all the metrics in predicting the accuracy of
the answer is 68 %.

Question-8 (Table 8.8) is a spatial skill question. It also requires mental rotation
skills. A pen is not necessarily required to answer the question. It is possible to
reach the answer using eye movements in order to determine how many times
shape two is repeated in shape one. The analyses show that, the most important
variables in predicting the answer are fixation count, visit duration, total fixation
duration and mouse click count. First fixation duration and time from first fixation
to next mouse click metrics are also important, but not as important as the others.
Accuracy percentage for all the metrics in predicting the answer correctly is 66 %.

Question-9 (Table 8.9) is the same as Question-8 with inverted background and
figure colors. It is a spatial skill question and the entire metrics are important in
predicting the answer, just as in Question-8. Only this time, their order of
importance is different. The most important variables in predicting the answer in
this question are mouse click count, time from first fixation to next mouse click,
visit duration and fixation count. The significance of the first fixation duration
metric in predicting the answer is very similar with what it was Question-8.
Accuracy percentage for all the metrics in predicting the answer is 61 %.

8.5 Conclusion and Discussion

The purpose of this study is to determine which eye movement metrics can be used
for predicting the answers given to questions and whether these metrics change
depending on the presentation modality. To that end, random forest method was
used.

Table 8.8 Question-8 analysis results for the random forest method

Eye-metrics Variable importance

Fixation count 1.00
Visit duration 0.67
Total fixation duration 0.62
Mouse click count 0.61
First fixation duration 0.52
Time from first fixation to next mouse click 0.52

Table 8.9 Question-9 analysis results for the random forest method

Eye-metrics Variable importance

Mouse click count 1.00
Time from first fixation to next mouse click 0.91
Visit duration 0.76
Fixation count 0.70
Total fixation duration 0.58
First fixation duration 0.55
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According to the obtained data, first fixation duration, total fixation duration,
fixation count, visit duration, mouse click count and time from first fixation to
mouse click are the metrics which could be used for predicting whether students’
answers would be correct or incorrect.

Analyzed questions also include question pairs whose presentation modality has
been changed. When these pairs were examined within themselves and when
questions with the same presentation modality were examined, it was seen that
metrics which were used for predictions changed from one question to another;
and in some cases, similar metrics could be used for predictions.

Time from first fixation to mouse click, mouse click count and fixation count
metrics predicted the answer in a textual question. On the other hand, total fixation
duration and mouse click count metrics are the most important ones in a graphical
question for predicting the answer. In a question with a table however, time from
first fixation to mouse click, visit duration and total fixation duration metrics are
the most significant ones for predicting whether the question will be answered
correctly or incorrectly. When questions are examined in general, it can be claimed
that, mouse click count metrics become prominent in questions requiring quanti-
tative operations whereas fixation count or visit duration metrics come to the fore
in questions containing visual elements like graphics.

Changing a question’s presentation modality caused a change in metrics which
were used for predicting the answer. For instance, whereas the time from first
fixation to mouse click was the most important metric, it turned into the least
important one when an equation question in textual modality was transformed into a
graphical question. Likewise, whereas visit duration had little importance in pre-
dicting the answer, it became the most critical metric for predicting the answer in
graphical modality. Nevertheless, there is no difference in metrics used for pre-
dicting the answer when a table question is transformed into graphical modality.

According to random forest analysis made on a table question and a parallel
question which was transformed into graphical modality, the most important
metrics in predicting the answer are the time from first fixation to mouse click and
mouse click count. However, the significance of the visit duration has decreased
while the significance of the fixation count has increased. In spatial skill questions,
changing the presentation modality did not significantly affect the metrics used for
predicting the correct answer. When the background and object colors were
inverted in a spatial skill question, eye movement metrics had the same degree of
significance in predicting the answer. In both presentation modalities, the most
important metrics in predicting the answer are fixation count, visit duration and
mouse click count. The least important metric is the first fixation duration.

Our application is very important for educational data mining field. Because in
last decades researchers prefer to investigate the non-linear relations between
variables rather than descriptive statistics. Therefore, we have used RF, one of the
most popular and accurate method to predict the correctness of answers. The major
reason for using the RF is that it gives the importance of variables. Another reason
is RF used bootstrap selection for variables and samples. This means: every step of
iteration RF algorithm used all combinations of variables and samples. With this
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way our bias on predictive problems will be smaller than classical statistical
methods.

This approach extends to several educational systems (ES), such as: e-learning
systems, intelligent tutoring systems and online quizzes. Students’ eye movement
behaviors can be recorded during the interaction with formative assessment part of
given ES. The application of a data mining technique (Random Forest) assists to
educational designers, teachers and students. A real-time feedback can be given to
the students while they are interacting with the questions on the screen.

A notice can be given to educational designers and teachers by the system. So
they can have information about students’ cognitive processes and behaviors to
make the questions more accurate by changing their presentation modalities.

8.6 Future Work

In this study we used random forest method to predict the correctness of answers.
Other data mining techniques like support vector machine, naive Bayes and rele-
vance vector machine can be used to analyze the eye metrics. We did not use the
demographic variables like gender, age and educational level. Investigating their
correlations with the eye-metrics by using different data mining techniques can help
us to find the complex patterns and hidden interactions during the assessment process.

A.1 Appendix: Supplementary

A.1.1 Question-1

There are X, Y, Z, V sub tests in a 90-question test. Test X has 45, test Y has 19,
test Z has 14 and test V has 12 questions. A student’s score in this exam is
calculated as follows:

• Each correct answer adds 2 points in test X, 1.5 points in test Y, 1 point in test Z
and 0.5 point in test V.

• No point is reduced for incorrect or omitted questions.

According to data: A student who answers all of the questions in test V cor-
rectly, has 6 times more correct answers in test Y than in test X.

Now that this student has 38 correct answers in total and his score in the exam is
44, what is the number of correct answers he has in test Z?

A) 3
B) 4
C) 5
D) 6
E) 7
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A.1.2 Question-2

The Fig. A.1 shows the number of questions in 4 sub tests and the points given for
each correct answer. No point is reduced for incorrect or omitted questions.

According to data: A student who answers all of the questions in test V cor-
rectly, has 3 times more correct answers in test Y than in test X.

Now that this student has 30 correct answers in total and his score in the exam is
132, what is the number of correct answers he has in test Z?

A) 2
B) 4
C) 6
D) 8
E) 10

A.1.3 Question-3

The Table A.1 gives the planting areas of crops planted in a 1,200-decare land and
the distribution of 600 tons of harvested crops in percentage.

Fig. A.1 Number of
questions in X, Y, V, Z tests
and the points given for each
correct answer

Table A.1 Planting areas of crops planted and the distribution of harvested crops in percentage

Crop Planting area (%) Harvested crop (%)

Wheat 60 50
Corn 25 30
Barley 10 8
Sunflower 5 12
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According to this, how many tons greater is the harvested corn than the har-
vested sunflower?

A) 90
B) 96
C) 102
D) 104
E) 108

A.1.4 Question-4

The Fig. A.2 gives the planting areas of crops planted in a 1,200-decare land and
the distribution of 600 tons of harvested crops in percentage.

According to this, how many tons greater is the harvested corn than the har-
vested sunflower?

A) 15
B) 30
C) 45
D) 60
E) 75

A.1.5 Question-5

The Table A.2 shows some activities performed by a sportsman and the amount of
calories he burned after an hour of performing these activities.

Fig. A.2 Planting areas of
crops planted and the
distribution of harvested
crops in percentage

Table A.2 Activities and the amount of burned calories

Activity Burned calorie

Walking 180
Gymnastics 170
Tennis 280
Biking 320
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Now that this sportsman burns 1,130 calories by performing 1 h of activity A,
5 h of activity B; what are activities A and B?

A) Walking—Tennis
B) Walking—Gymnastics
C) Gymnastics—Tennis
D) Tennis—Gymnastics
E) Tennis—Biking

A.1.6 Question-6

The Fig. A.3 shows the amounts of a country’s imports and exports from 1999 to
2004. How many percent is this country’s exports in 2004 constitute of its total
exports for six years?

A) 25
B) 28.5
C) 30.5
D) 35
E) 50

Fig. A.3 Amounts of a country’s imports and exports from 1999 to 2004
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A.1.7 Question-7

See the Fig. A.4 and respond: How many unit squares is the above polygonal
zone’s area?

A) 6
B) 6.5
C) 7
D) 7.5
E) 8

A.1.8 Question-8

As for Fig. A.5, Mert wants to obtain parts in Fig. A.5II by slicing the square in
Fig. A.5I.

How many parts can he obtain at most?

A) 4
B) 5
C) 6
D) 7
E) 8

Fig. A.4 Polygonal zone in
question-7

Fig. A.5 Figures in
question-8
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A.1.9 Question-9

Regarding Fig. A.6, it is wanted to obtain parts in Fig. A.6II by slicing the square
in Fig. A.6I.

How many parts can be obtained at most?

A) 4
B) 5
C) 6
D) 7
E) 8
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Chapter 9
Mining Domain Knowledge for Coherence
Assessment of Students Proposal Drafts

Samuel González López and Aurelio López-López

Abstract Often, academic programs require students to write a thesis or research
proposal. The review of such texts is a heavy load, especially at initial stages. One
feature evaluated by instructors is coherence, i.e. the interrelationship of the
various elements of the text. We present a coherence analyzer, which employs
latent semantic analysis (LSA) to mine existing corpora to further assess new
drafts. We designed the analyzer as part of an Intelligent Tutoring System, con-
sidering seven common sections. After mining domain knowledge, experiments
were done on graduate and undergraduate corpora to define a grading scale.
Another experiment that involved human reviewers was set to validate the process.
The technique allowed evaluating the coherence of the different sections, reaching
an acceptable result and hinting that the level reached so far is adequate to support
online review. An innovative exploration across sections was performed, uncov-
ering a consistent interrelationship, according to methodology authors.

Keywords Coherence � Writing support � Latent semantic analysis � Intelligent
tutoring system
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SPM Student progress module
SVD Singular values decomposition

9.1 Introduction

Academic programs or courses in educational institutions often conclude requiring
students to elaborate a thesis or research proposal. A customary process followed
by students is to write a first draft and then improve it after iterated reviews and
recommendations of the instructor.

Some institutions provide guides that support students in structuring the pro-
posal draft. However, this is insufficient in many cases, i.e. students often need
help on how to structure and write every aspect of their draft. This demands that
the academic advisor or instructor spends extra time on the reviewing process.

Data mining (DM), whose aim is to identify novel, potentially useful and
understandable correlations or pattern from data, can adhere to one of two
approaches: seek to build models or find patterns.

Educational data mining has similar aim and approaches but working on data
obtained from educational settings [1]. An educational setting of interest is college
education, where the heavy load of draft review can be ameliorated by the use of
information technologies and methods.

One way to achieve this objective is to mine existing corpora of research
proposals and theses to build models of different features (e.g. topics, language
models, or argumentation) to analyze in new drafts of students. In particular,
employing data mining, we can characterize the semantics of the domain of
information technologies and computer science to assess coherence in drafts.

This chapter focuses on examining coherence in documents written in Spanish.
Coherence is defined as the connection of all parts of a text into a whole [2]: the
interrelationship of the various elements of the text. Therefore, coherence within
proposal drafts is important because if a document does not have each of the
elements related into a whole, or sections are not close to a topic, it would seem
incoherent.

In this chapter, we present a global coherence analyzer, which employs Latent
Semantic Analysis technique and tool to mine existing corpora of research pro-
posals and theses to further assess proposal drafts of college students in infor-
mation technologies and computer science. Its main aim is to help students to
improve their coherence in drafts during the writing process, especially in the early
stages. Furthermore, we intend that this analyzer, implemented in a system,
indirectly helps the academic advisor by reducing the time dedicated to the draft
review, enabling to focus on content.

We designed the analyzer considering seven common sections in drafts, and is
in-tended as part of an intelligent tutor system (ITS), supporting students online.
To assess global coherence after mining domain knowledge, experiments were
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done on graduate and undergraduate corpora to validate the process. Experiments
involved human reviewers to compare the results of the analyzer with those of the
reviewers, so we computed agreement measures. From mined domain knowledge,
an exploration across sections was performed, as an additional validation
procedure.

The results on coherence analysis reported here are parts of a larger project that
may help students to evaluate their drafts early, and facilitate the reviewing pro-
cess of the academic advisor.

The approach contributes to DM with a method to employ the results of latent
semantic analysis (LSA) to grade and support students online to improve their
writings, and a process for further exploration of mined knowledge.

This chapter is structured as follows. Next Section reviews previous related
research. Section 9.3 describes the coherence analyzer. Section 9.4 details the data
employed to mine and validate the experiments. Experiments validating the
approach are presented in Sect. 9.5. Section 9.6 discusses results and their anal-
ysis. Section 9.7 includes an overview of the ITS. Finally, Sect. 9.8 details the
conclusions and future work.

9.2 Background

Three themes are central to this research; coherence, data mining employing latent
semantic analysis, and previous approaches for the mining of learners essays. We
review concepts and related work in the following subsections.

9.2.1 Global Coherence

Coherence is classified based on its scope: global and local. Global coherence
means that a document is related to a main topic, i.e. it is not consistent when its
elements have no such main topic. Local coherence is defined within small textual
units [3]. Recently, [4] reported a study of different factor conducing to cohesion
and coherence in texts coming from student discussion forums.

An exploration of how foreign language learners express cohesion and coher-
ence in their writings is reported in [5], employing topical structure analysis. An
analysis of several methods for assessing coherence in the context of automated
assessment of learners’ responses is given in [6]. In [7], the authors define four
aspects related to local and global coherence, one of which relates to the topic
developed in the essay respect to the required topic by the teacher. Despite
focusing on local coherence, [8] highlights specific areas of research for NLP in
essay scoring. None of these studies of coherence is on proposal writings and they
are predominately to grade essays already written, i.e. not to support directly the
writing process.
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9.2.2 Latent Semantic Analysis

LSA at first known as latent semantic indexing (LSI) [9], is an automatic indexing
and retrieval technique, which was initially designed for improved detection of
relevant documents on the basis of search queries. This is a dimensionality
reduction technique based on statistical analysis that allows uncovering the
implicit (latent) semantics (structure) in a collection of texts. Afterward, Landauer
and Dumais developed the LSA technique [10].

They define the LSA as a theory and method for extracting and representing the
contextual meaning of words in use, through statistical computation applied to a
large corpus.

In [11], they evaluated the textual coherence using LSA technique. This paper
shows the coherence prediction by analyzing statement by statement a set of four
texts, with a 300-dimensional semantic space, which is constructed based on the
first 2,000 characters of each of the 30,473 articles of the Encyclopedia of
American Academic Groliers. After separation of the four individual sentences
texts, the vector of each text was calculated as the sum of the weights (each term),
subsequently being compared with the next vector, so the cosine of these two
vectors showed the semantic relationship or coherence.

One of the discussions in this paper is whether the LSA technique is a model of
text-level knowledge of an expert or novice. They state that it depends on the
training that the LSA system has received in the application domain. This tech-
nique focuses on the latent semantic aspect, which is a relevant feature to our
work.

Alternative techniques related to LSA are: Probabilistic Latent Semantic
Analysis (PLSA) and Non-negative Matrix Factorization (NMF). PLSA [12] has a
well-developed statistical foundation, defining a proper generative data model; and
uses a generalization of Expectation Maximization algorithm for training, with
some gains in performance.

NMF [13] applies a non-negativity constraint when factorizing a term-docu-
ment matrix, leading to a more intuitive representation of documents as addition of
topics. A comparison of four popular text mining methods is reported in [14],
including LSA. An alternative way to mine regularities, and in consequence assess
coherence, is proposed in [15].

9.2.3 Related Work

Several previous works have focused on evaluating educational aspects using the
LSA technique. In the educational field, different kinds of documents are gener-
ated, such as documents written by teachers related to learning activities, student
essays or textbooks [16]. Our work focuses on proposal drafts of undergraduate
students, specifically in the Spanish language.
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A different application of mining is presented in [17], where the aim is to reveal
the processes involved during collaborative writing. In [18], they take a data
mining perspective to do essay scoring, with LSA as one of the methods to
consider content.

Given that the coherence analyzer is intended to help students when preparing
their text, our work is also related to intelligent writing support systems and tools,
such as Glosser [19] that supports students when writing essays by formulating
questions and providing content clues to answer them, employing data mining. A
more recent work [20] goes a step further by generating questions from student
writings citations and content elements.

Despite in essence the coherence analyzer described in the chapter performs
student text grading, this is done from text in process of improvement (i.e. prior to
submission), not from static given text (post submission) as mainstream essay
grading (e.g. [8, 18],). The approach also extends previous applications of LSA
with a method to exploit its output to grade and support students online.

9.3 Analyzer Model of Global Coherence

Many text definitions include coherence as a necessary feature. Coherence in
proposal drafts of students is important because if it is not present in each of the
elements, the central idea loses all meaning. Different approaches have been pro-
posed by researchers, some techniques have focused on the semantic aspect when
seeking to achieve overall coherence evaluation, while other studies have worked
the syntactic aspect, as a way to attack the local coherence. Both approaches were
developed in different ways in [21, 22], but our work focuses in global coherence, as
the first step to improve the proposal drafts of undergrad students.

Our model seeks to evaluate the global coherence in seven sections of a pro-
posal draft: problem statement, justification, objective, research questions,
hypothesis, methodology, and conclusions. The global coherence refers to the
thematic similarity between the section subject to evaluation and the semantic
space, mined from an existing corpus in the domain of computer science and
information technologies.

For example, if the text under evaluation contains concepts thematically close
to biology, their measure of coherence will be poor, since our corpus is of the

Student
Draft

Latent
Semantic

Coincidence Semantic
Space of Computer

and ITs

Fig. 9.1 Global coherence
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computer and information technologies domain. Figure 9.1 depicts the concept of
global coherence. Under this concept of global coherence, we designed our model
as illustrated in Fig. 9.2.

Knowledge Source Corpus. The first step was to gather documents in Spanish,
such as student theses and research proposals, previously reviewed and approved.
Both kinds of documents were of under-graduate and graduate level. With this
corpus, the semantic spaces were extracted for each section, i.e. there were seven
corpora to mine. Corpus description is presented in detail in the following section.

Semantic Space. To extract the semantic space, terms of the input elements of
a proposal draft were truncated (stemmed). Images, tables and figures were
ignored. The goal of the stemming process is to reduce the variations of each word.
For example the words ‘‘computer’’ and ‘‘computers’’ (in Spanish computadora,
computadoras) are similar, so the process would produce a word stem ‘‘comput’’.
We used the Freeling tool for stemming. In this way, many related terms are
grouped, reducing the dimensionality of terms. Afterward, each corpus of the
sections was processed by removing stop words (empty words), such as articles,
prepositions, pronouns, conjunctions, etc. for instance, ‘‘of’’, ‘‘the’’, ‘‘by’’ (in
Spanish de, la, por). These stop words were supplied by NLTK-Snowball.

Having the vocabulary of each section, a term-document matrix is built. This
matrix was processed to compute weights according to tf-idf, where tf represents
the absolute frequency of appearance of a term in a document, and idf is the
inverse frequency of the term in the documents of the collection, i.e. the weight of

Semantic Space

Sections to Evaluate

Section Evaluation

Results of Global 
Coherence : Low, 
Medium or High

Knowledge 
Source 
Corpus

Student

Preprocessing

Fig. 9.2 Coherence evaluation model
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a term in a document increases if this occurs frequently in such document and
decreases if appears in many (most) of the documents.

LSA then reveals the (latent) meaning of words, discarding the words occa-
sionally used in specific contexts and focusing on what is common in all contexts
[23]. This is achieved by the core process in LSA, Singular Value Decomposition
(SVD). So, after preprocessing the corpus, the algebraic SVD algorithm is used.
SVD allows reducing the dimensionality of the original matrix to a more man-
ageable number and also reduces noise or irrelevant information in the matrix. The
SVD produces three matrices:

• Orthogonal Matrix U. Obtained by linear processing of number of columns in
the original matrix A. This matrix represents terms as vectors in space of words.

• Transpose matrix VT. Obtained by permuting the rows with columns, providing
an orthogonal arrangement of the elements of the row. Through this transpo-
sition, documents are represented as vectors in space of words.

• Diagonal matrix R. Calculated by linear processing from number of rows,
number of columns and the number of dimensions of the original matrix A. The
diagonal matrix represents singular values of A. The singular value decompo-
sition of the matrix is illustrated in Fig. 9.3

Once the three matrices are obtained, we can generate the matrix A, but
depending on the singular values maintained, it would be a matrix close to matrix
A, i.e. an approximation to A with the most relevant information.

Sections to Evaluate. These correspond to the sections that the student wants to
evaluate, so they are analyzed one a time (i.e. there is no need to parse sections). Our
analyzer allows evaluation of seven sections of a proposal: problem statement, jus-
tification, objective, research questions, hypothesis, methodology, and conclusions.

Preprocessing. This part of the model considers the stemming, stop word
removal and computation of the tf-idf weights on the section to be evaluated. Once
these processes have been applied, the text is ready to compare against the cor-
responding semantic space to measure similarity.

Section Evaluation. The section under evaluation is compared against the
corresponding semantic space. For this purpose, the cosine similarity measure is
applied to the input vectors obtained from the section and those vectors coding the
semantic space. The expression for the computation is:

A
Original Matrix

U

Singular Value

VTTerms 
Vectors=

Documents 
vectors

Fig. 9.3 SVD algorithm [24] representation
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cos ðA;BÞ ¼ A � B

jjAjj � jjBjj : ð9:1Þ

According to this expression, the similarity is one when the angle between the
two vectors is 0�, that is, the vectors are pointing in the same direction and are
parallel. This result expresses the highest coherence in the text. We get 0 when the
vectors are orthogonal and correspond to no coherence at all.

Results of Global Coherence. Instead of reporting a numerical value as result
of the coherence evaluation, the result is expressed in terms of three levels: High,
Medium and Low. To achieve this qualitative scale of coherence, a process was
applied, setting thresholds to determine each level.

This information was obtained taking as reference the graduate corpus, under
the premise that the level of graduate students writing is better than those at
undergrad level. Next, we describe the corpus used to extract the domain
knowledge, as well as the threshold to define the discrete values for grading.

9.4 Data Description (Corpus)

We gathered a corpus of different elements in proposal documents in Spanish. We
distinguished two kinds of student texts: graduate proposal documents, and
undergraduate drafts. The first kind of texts includes documents reviewed and
approved by faculty, so they are considered as reference or examples for knowl-
edge mining. The second kind of documents is used as test examples. The whole
corpus consists of a total of 410 collected samples as detailed in Table 9.1. The
corpus domain is computing and information technologies. They were then pre-
processed as detailed above.

9.5 Experiments

This experiment focused on evaluating the sections of student’s proposal draft from
the aspect of global coherence. We selected LSA because it captures the documents’
latent semantic, something we want to mine from different sections in a proposal.

Table 9.1 Corpora Sections Graduate Undergraduate

Problem statement 40 14
Justification 40 18
Objectives 60 20
Research questions 40 10
Hypothesis 40 20
Methodology 40 14
Conclusions 40 14
Total 300 110
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9.5.1 Experimental Design

An experiment was set to validate the proposed online reviewing process,
involving human reviewers to compare the results of the analyzer against their
grades, calculating an agreement measure. In particular we computed agreement in
terms of Fleiss or Cohen Kappa. From mined domain knowledge, an exploration
across sections was performed, exploring their interrelationship.

All the collection was sent for evaluation to two or three instructors serving as
reviewers, that have experience in advising students in the preparation of their
drafts in the computing and information technologies. The reviewers did not know
beforehand the level (graduate or undergraduate) of each sample. Each reviewer
was requested to assign a level to each sample, using the scale: High, Medium and
Low coherence, where the high level meant that the text has a strong coherence or
relationship to the domain of computing and information technologies and the low
level meant that the relationship is weak relative to the domain. Two examples of
High and Low coherence in the objectives section are given next.

High Coherence. Analyze problems that arise in the system development of
software architectures of Enterprise type.

We can observe that the word ‘‘systems’’ and ‘‘software’’ are very close to the
domain, including the term ‘‘architecture’’ in the context of the previous terms fit
within the domain of computing. Likewise, words with less thematic load such as
‘‘development’’ or ‘‘analyze’’ are often used in the domain.

Low Coherence. Identify the effect of feedback on the learning of the business
leader, to allow being more effective.

Notice that even though terms like ‘‘learning’’ or ‘‘feedback’’ may have some
proximity to the domain, the words or phrases ‘‘business’’, ‘‘leader’’ or ‘‘be more
effective’’ are the central topic and are barely used in the domain of interest.

The assessments provided by our reviewers allowed to exclude those examples
in our knowledge mining set considered low by at least two, or those where they
did not agree, since they will bias the construction of the semantic spaces. For
instance, if an objective was labeled as High by two or three of the human
reviewers, this example will be part of our training corpus since, according to the
reviewers; such objective is indeed highly coherent with the domain. In case that
only one reviewer assigned High grade, this objective will not be part of the
training corpus since there is a doubt about its coherence, and can introduce noise
into the corresponding semantic space.

On the other hand, the assessments on the test set allow comparing the auto-
matic evaluation of coherence, after extracting the semantic space and defining a
grading scale. Once instructors evaluated the whole collection (training and test
subsets) detailed in previous section, we then evaluate the level of agreement
among them.

These human reviews allow getting the subset of examples subject to mine their
knowledge, i.e. those contributing for the construction of the semantic space. Once
we computed the semantic spaces, we can set the thresholds that define the scale
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after analyzing all samples that human reviewers assigned a high level of coher-
ence (see Table 9.2).

The thresholds for levels High, Medium and Low in our system were estab-
lished using as a basis the average obtained when evaluating the training corpus
(elements labeled with a high level) with a cross-validation. It was a one-fold
validation, i.e. the element was removed from the corpus and the semantic space
was generated with the remaining examples.

Then, we calculated the standard deviation of the values obtained, and the high
level is calculated as the average plus one sigma and low as the average as minus
one sigma. Previously, we corroborate the normality of the data, with 95 % of
confidence. With the use of one sigma for thresholds, we can ensure that the results
will be in a close range to the average obtained with the best documents (labeled as
high). In this case if the result is closest to the upper limit, it means that the text is
closer to the domain of computing and shows strong evidence of global coherence.

Also having the semantic spaces for the different sections of our mining subset,
then one can evaluate automatically the corresponding section in the test subset.
Then, we have the elements to evaluate the level of agreement between the grade
assigned by the system and by instructors.

9.5.2 Agreement Evaluation

Each section was tagged by human reviewers (two or three reviewers). For each
section, Fleiss and Cohen Kappa measures [25] were computed, depending on the
case to be presented, i.e. two or three evaluators. In addition, we calculated the
Cohen Kappa to evaluate the level of agreement between the analyzer and human
reviewers.

We proceed to describe the grades assigned by human reviewers and the level
of agreement among them first, and then the result of agreement between the grade
assigned by the coherence analyzer and humans. We also provide the values
obtained from mined semantic spaces and used to define the thresholds deter-
mining the grading levels. These results are presented for each of the section under
analysis at a time.

Table 9.2 Training and test corpus

Sections Training Test Tagged as high level

Problem statement 40 14 23
Justification 40 18 20
Objectives 60 20 40
Research questions 40 10 36
Hypothesis 40 20 20
Methodology 40 14 27
Conclusions 40 14 24
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Objective. Figure 9.4 shows the percentages of level of coherence assignment
by each human reviewer. Note that the first and second human reviewer has similar
percentages obtained in each of the levels. The third evaluator presented an inverse
behavior to the first two reviewers; we assume that this rater was stricter than the
other, when evaluating objectives.

The Fleiss Kappa coefficient of agreement was computed for the three
reviewers considering the test corpus. Table 9.3 shows the Fleiss Kappa results for
each level, for the objective section.

The reviewers had a Substantial agreement for the Low and High grades, and a
Poor agreement in Medium grades. For the results obtained, we conclude that
reviewers clearly identified High and Low levels but not those in the middle. The
overall level achieved between evaluators was 0.54, this corresponds to a Mod-
erate confidence of agreement for the experiment.

These levels allow automating the evaluation of the coherence analyzer. In
particular, for the objective section, we got an average of 0.49 with a standard
deviation of 0.17, resulting in the highest threshold of 0.64 and the lowest
threshold at 0.28.
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First Reviewer Second Reviewer Third Reviewer

Human reviewers results of coherence
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Fig. 9.4 Results of three human reviewers (objective)

Table 9.3 Kappa for test corpus

Kappa Reviewers (Fleiss) Analyzer versus reviewers (Cohen)

High 0.6862 0.0000
Medium -0.0378 0.2609
Low 0.7353 0.4218
Overall 0.5458 0.2237
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Once the scale is defined, we evaluated the test samples with the aim to
compare the results produced by human evaluators. In this case, Cohen’s Kappa is
pertinent to compare the level of agreement between human and our coherence
analyzer results. Table 9.3 also shows the Cohen’s Kappa results for the human
versus coherence analyzer, being Fair and Moderate for Medium and Low levels,
with a Fair overall agreement. In addition, despite that the High level does not
reach an acceptable level yet, low and medium levels of coherence are already
detected, giving certain confidence to the instructor of the analyzer can identify
objectives with deficiencies.

Problem Statement. For this section, the level of agreement of the three
reviewers was very low and only two of them assigned high level grades. Therefore,
we decided to consider only two reviewers in the experiment, using for mining their
high level grades. The second reviewer did not assign low values as shown in
Fig. 9.5, whereas first reviewer assigned the three levels of coherence on the corpus.

As Table 9.4 depicts, there were high values of agreement between reviewers,
but only for high and medium grades. For the results obtained, we conclude that
reviewers clearly identified High and Medium levels of coherence in this section.
The overall level achieved between evaluators was 0.68, this giving Substantial
confidence of agreement for the experiment. These levels allow automating the
evaluation of the coherence analyzer. For this section, after getting the semantic
space, we obtained a low average of 0.127 with and standard deviation of 0.057,
leading to setting the thresholds at 0.07 for Low and 0.18 for High.

As observed in the Kappa values between analyzer and reviewers, there is a
Perfect level of agreement in High grades but a margin for improvement in the
Medium grade since this is Fair as the overall agreement.

35%

83%

70%

53%

30%

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

First Reviewer Second Reviewer

Human reviewers results of coherence

Low Medium High

Fig. 9.5 Results of two
human reviewers (Problem
Statement)

240 S. G. López and A. López-López



Since human reviewers did not agree on tagging problem statements with a low
grade in the test set, we cannot expect any agreement with the analyzer. But, to
find out if our approach can identify the low grades, we took examples labeled as
low in graduate corpus. These examples were not included in the training set, but
for exploration purpose, we evaluated the examples with the coherence analyzer
and add them to previous results obtained with test set. With these results we
computed the Cohen kappa between human reviewers and analyzer.

According to the results, the kappa showed an improvement for low and
medium level. High level maintained the level of agreement, the medium and low
level of Fair changed to Moderate, with 0.43 and 0.40 respectively. The overall
agreement level was 0.49 which represents a Moderate level.

Hypothesis. Figure 9.6 shows the percentages of grades assigned by human
reviewers, the first reviewer assigned the High grade more often, while the second
reviewer had a more balanced performance. However, this is a normal behavior of
human reviewers in the classroom. As in problem statement, we only used two of
the human reviewers.

As Table 9.5 details, Kappa results between human reviewers were Acceptable
with 0.301, similarly as the Kappa between our analyzer and human reviewers was
Acceptable with 0.2558. However, it was lower than in the objective and problem
statement sections. For the purpose of automating the evaluation of the coherence
analyzer for the hypothesis section, we got an average of 0.636 with a standard
deviation of 0.236, resulting in the high threshold of 0.87 and the low threshold at 0.4.

Table 9.4 Kappa for test corpus

Cohen kappa Reviewers Coherence analyzer versus reviewers

High 1.000 1.0000
Medium 1.000 0.3300
Low 0.000 0.0000
Overall 0.680 0.4000
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For particular levels, there is a Moderate value in the Kappa scale for High
level, among human reviewers and our analyzer. The zero value of agreement
among human reviewers affects the outcome of the analyzer to the low level.
Although only examples with High level were used to mine, the human reviewers
distribution was unbalanced. Low grades in Hypothesis presented a similar com-
plication as the Problem Statement section, where reviewers did not agree tagging
examples with low grade. Again, to find out whether our approach can identify low
grades, we took the examples labeled as low in graduate corpus.

Then, we evaluated the examples with the coherence analyzer and add them to
previous results obtained with test set. When executing Cohen kappa between
human reviewers and the analyzer, the values high, medium and low were 0.6363,
0.111 and 0.333, respectively. It was observed that Kappa for High level is
‘‘Substantial’’. The medium level remains at ‘‘Slight’’ level and the Low moved
from ‘‘Poor’’ to ‘‘Fair’’. The overall level of agreement was ‘‘Fair’’.

In this case, despite the medium grade did not reach an acceptable level, the low
level reach an acceptable agreement. The analyzer can give certain confidence to
the instructor that a hypothesis with deficiencies will be identify by our system,
and can suggest students to improve their Hypothesis.

Justification. In this section, human reviewers had a more balanced distribution
across the three coherence levels. The kappa values achieved were lower compared
to the previous sections; even so the level is Acceptable or Fair. Figure 9.7 shows the
percentages of levels assigned by the two reviewers. For the justification section,
after computing the semantic space, we obtained an average of 0.137 with a standard
deviation of 0.066 leading to set the thresholds at 0.07 for Low and 0.2 for High.

An Acceptable level was obtained between the reviewers and the analyzer with
0.39 (Table 9.6). Moreover, high level had a Moderate agreement and the medium
level was Acceptable. Observe that the levels of agreement between human reviewers
were Fair, despite having a balanced assignment of grades. The reason could be that
the high grade was assigned with a similar percentage but not to the same samples.

Unlike the previous two sections, in this section the human reviewers tagged
some examples with low grade in the test set, showing a Fair agreement in terms of
kappa value.

A strategy implemented to raise the agreement results for low grades was using
half sigma to define the thresholds. The results improved for low level, but affected
the medium level. The kappa values for the High and Low level were 0.33 and
zero respectively.

Table 9.5 Kappa for test corpus

Cohen kappa Reviewers Coherence analyzer versus reviewers

High 0.3953 0.5294
Medium 0.2528 0.1428
Low 0.0000 0.0000
Overall 0.3010 0.2558
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Another attempted alternative to improve results was training a classifier (Naive
Bayes), using as input vector the LSA value provided by the semantic space and the
grade (class) assigned by the reviewers. As training examples, we used the set of
graduate and undergraduate texts, evaluated as low and medium. After training, the
classifier had a precision of 0.714 and recall of 0.5 for the low grade. The medium
level reached a precision of 0.706 and recall of 0.857. The level of agreement was
Acceptable in terms of kappa. These results indicate that the classifier is a prom-
ising alternative to predict medium and low grades for this section.

Conclusions. For this section the instructors identified the three grade levels at
different rates (Fig. 9.8). The first reviewer was probably more rigorous than the
second since assigned 35 % to high level, while the second reviewer duplicated the
value, assigning a 65 % to high grade.

As expected from the percentages, the agreement results for this section were
not satisfactory. The level of agreement between reviewers was 0.31, corre-
sponding to the Acceptable level.

In this section, we got an average of 0.268 with a sigma of 0.247 allowing to set
the thresholds for Low at 0 0.021 and for High level at 0.514. Also there was a
0.1666 level of agreement among human reviewers and the analyzer, this means a
Slight level of agreement.
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Fig. 9.7 Results of two human reviewers (Justification)

Table 9.6 Kappa for test corpus

Cohen kappa Reviewers Coherence analyzer versus reviewers

High 0.2200 0.5800
Medium 0.2075 0.3600
Low 0.2758 0.0000
Overall 0.2283 0.3900
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High and medium grades were Acceptable according to a kappa of 0.28. The
value of agreement was zero for low grade. This was probably due to the low
coincidence of examples labeled as high. As observed in results of previous sec-
tions, our analyzer results regarding human agreement levels are close, indicating
that our analyzer is directly dependent on the level of agreement between humans.

In addition, the kappa level between human reviewers for low level was null,
since none of the examples was graded as low (see Table 9.7). But to know
whether our approach can identify low grades, we took examples labeled as low in
the graduate corpus. The result again was unfavorable, since the values were low,
according to previous values.

Subsequently, we decided to try a classifier (Naive Bayes) to improve results.
For training, we used examples of the graduate corpus, tagged as medium and low.
After training, we obtained the values of precision and recall.

The results were favorable, reaching a precision value of 1 and recall of 0.556
for the medium class, while for the low class reached a precision of 0.556 and
recall of 1. Kappa value was of 0.447, higher than using thresholds.

These results indicate that for this section, the use of a classifier for predicting
medium and low class seems more promising than using sigma to define the scale.
The classifier was trained with medium and low classes, since our analyzer was
built with the high class.
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Table 9.7 Kappa for test corpus

Cohen kappa Reviewers Coherence analyzer versus reviewers

High 0.2857 0.2857
Medium 0.4000 0.2857
Low 0.0000 0.0000
Overall 0.3103 0.1666

244 S. G. López and A. López-López



Research Questions. Human reviewers had a similar assignment percentage of
the low grade level. For medium and high percentages, they were unevenly
(Fig. 9.9). This behavior was reflected in the values of Kappa. In the figure, we can
notice that the first reviewer assigned a 30 % of medium grades, while the second
reviewer assigned 55 %. This led to have an average of 0.432 with a sigma of 0.286,
allowing to set the Low Level at 0 0.227 and the High level at 0.638, for this section.

We can observe in Table 9.8 that the Medium grade level had a zero percent
agreement, which was expected since the level of agreement was very uneven
between reviewers. For high grade, reviewers reached a value of 0.50 and for low
grade reviewers obtained a kappa of 0.46, which corresponds to a Moderate
agreement.

The agreement results between human reviewers and our analyzer were 0.33 for
High and Low grades. This corresponds to an Acceptable level according to the
range of kappa. We can notice clearly that the reviewers and our analyzer iden-
tified High and Low grades.

Methodology. Figure 9.10 shows that human reviewers had a significant dif-
ference between percentages of assignments of coherence level. This distribution
was one of the reasons for low levels of agreement. For this section, one can notice
quite unbalanced percentages of grades.

The Kappa for High level was 0.19 between reviewers, i.e. Slight agreement. An
average = 0.315 with a standard deviation of 0.158 allowed to set the Low grade
level at 0.156 and the High grade level at 0.474, for automating the grades of the
analyzer for this section. Among human reviewers and our analyzer, a value of 0.12
of agreement was obtained for High grades. Both values are in poor performance
based on Kappa. One possible cause is that the undergrad methodologies tend to
have fewer steps and a simpler elaboration than graduate level methodologies.
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Finally, Table 9.9 shows that the overall agreement values are lower among
reviewers than our analyzer. For Low grade, the agreement amounts to zero. We
could not approach this section as a classification task since one of the reviewers
did not tag low grades and the rest of the reviewers did not coincide on their
grades. One possible cause of this can be the variety in writing in this section that
favored a disagreement between human reviewers.

Table 9.8 Kappa for test corpus

Cohen kappa Reviewers Coherence analyzer versus reviewers

High 0.5000 0.3333
Medium -0.0230 0.0000
Low 0.4666 0.3333
Overall 0.2727 0.2000
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Table 9.9 Kappa for test corpus

Kappa Reviewers (Fleiss) Analyzer versus reviewers (Cohen)

High 0.1923 0.1250
Medium 0.1900 0.2750
Low -0.0500 0.0000
Overall 0.1250 0.1764

246 S. G. López and A. López-López



9.5.3 Across Section Exploration

Given that we mined the semantic spaces for the different sections, we were in the
position of performing an analysis among sections. So, our second experiment
allowed extracting and identifying a behavior pattern between the different sec-
tions evaluated. This exploration was motivated by the relationships that different
authors state in research methodology. These relationships are suggested to stu-
dents when they write their research proposal by their academic advisors.

The relationships found are from the perspective of global coherence, i.e. these
are thematic relationships that allow identifying similar concepts. For example,
from the corpus of research questions, ten items were taken randomly and were
evaluated in the semantic space of the objectives section. The same was done with
the remaining sections. It is noteworthy that these inter-sections coincide with
what methodology authors suggest. These authors of methodology books suggest
that once the objective is defined, this can suggest one or more research questions,
which would lead the student to maintain coherence between these elements [26].

The diagram in Fig. 9.11 shows the relationships revealed among the different
semantic spaces of sections. The intensity of the gray in the lines represents the
strength or degree of relationship, darker color represents higher relation.

Inter-Relations. There is a high relationship among Objective, Research
Questions and Hypotheses sections.

• The diagram shows a medium relation between Hypotheses and Research
Questions.

• Another aspect shown in the diagram is the low relation between Objectives and
Justification elements.

• Also Objective and Conclusions sections show a medium relation.
• Hypothesis, Research Questions and Conclusions showed a medium relation

between semantic spaces and elements of their corresponding corpus.

Questions

Hypothesis

Justification

Problem

ObjetiveConclusions Methodology

Fig. 9.11 Pattern of inter-relations among sections
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These observed behaviors were revealed from corpora. Somehow, the recom-
mendations that instructors provide to their students, lined up when crossing
semantic spaces. This knowledge was supposed at the beginning of our experi-
ments, but the detected behaviors reinforce the academic advisors recommenda-
tions (from the perspective of global coherence).

9.6 Analysis and Discussion of Results

We observed that the levels of agreement in the Low case is Moderate and
Medium level is Fair, the overall level of agreement between humans and the
analyzer was Fair. We conclude that the analyzer would have an acceptable
support for the student and academic advisor in the process of preparing the
proposal draft.

After comparing the statistical results in terms of the Kappa coefficient of
agreement, we also performed a qualitative analysis between the results of
coherence analyzer and the process of reviewing a proposal draft, i.e. the advisor
would expect that the analyzer was a first filter so that when the drafts reach him,
at least have a Medium or High Level.

Under this premise, the results of our analyzer match the concept of a strict
filtering reviewer, because it provided low and medium values in most test sec-
tions. We can observe that if our system does not achieve at this time a higher level
of agreement in the High grade level, this is not a problem since the analyzer is
being strict to assign the high level.

In the experiment, the analyzer evaluated as Medium the few highest levels
assigned by the reviewers. If the analyzer behaves more flexible and allows high
level to sections that have to be of a medium or low level, this could cause a
burden to the academic advisor, failing to support in review.

Finally we note that between the coherence analyzer and human evaluators, the
agreement is Moderate for low levels, bringing confidence that the analyzer is
identifying those sections that were classified as Low by reviewers. After assessing
coherence, the analyzer as part of a system, can trigger feedback to the student for
any of the seven selected sections in the draft. This is further elaborated later on in
this chapter.

9.6.1 Across Section Exploration

Given the results depicted in Fig. 9.11, we can suggest that a student should
review these three elements together when elaborating a proposal draft: objectives,
questions and hypotheses.
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The diagram also showed a medium relation between hypotheses and research
questions sections, suggesting that the questions should be considered when
drafting the hypothesis.

Another detail shown in the diagram is the low relation between Objectives and
Justification sections. This relationship can be caused by the varied nature of
justifications, since these can be economic, efficiency, capacity, to response to a
need for the project, and so on, and could not be related to the stated objectives.

Hence, a student can have some freedom to write independently these two
section when writing the proposal. This does not mean that both sections do not
have to agree with the Problem Statement.

9.7 System Overview

Despite in essence the coherence analyzer described in the chapter performs student
text grading, this is intended for text in process of improvement (i.e. prior to sub-
mission). In consequence, our approach final aim is to support students online. So,
the coherence analyzer is embedded in an ITS, to enable students to improve their
first draft, working on each section at a time, either by typing or pasting for analysis.
In addition, students receive feedback so they can improve the document in progress.

9.7.1 Intelligent Tutoring System

The intelligent tutor is illustrated in Fig. 9.12 where the Domain Module includes
information (material) concerning the definition of global coherence and what is
expected to contain the different sections, regarding the concept of coherence. Also
we present material about the structure that should contain a proposal draft.

Student

Domain Module
(Material)

Evaluation Test

Coherence Analyzer

Student Progress
Module

Fig. 9.12 Model of intelligent tutoring system
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A test is applied to validate the reading of materials and then practical exercises
are suggested and applied using the Coherence Analyzer to achieve a high level of
coherence in the student text productions. The results of the test and coherence
analysis are sent to the student progress module (SPM) to update the knowledge
state of the student, represented in a network. The SPM records the student’s
progress in the network representation, which is partially depicted in Fig. 9.13
(only four of the seven sections are illustrated to avoid clutter the diagram). When
the student completes the test, the value of the test node element is updated and the
SPM calculates the student’s progress for the parent node, considering the weights
assigned to each question in the test.

Similarly, when doing the exercises with the Coherence Analyzer, the corre-
sponding node in the network is updated and the SPM estimates the student’s
progress for the parent node using the weights assigned. Figure 9.13 illustrates the
weights assigned to each node according to the experience of instructor.

For instance, in the Test node of the Problem Statement, a weight of 50 % of
the parent node (Statement) is assigned, which includes five questions to verify
that the student has read the pertinent information.
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Fig. 9.13 Network used in student progress model of tutor

Fig. 9.14 Coherence analyzer (in Spanish)
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9.7.2 Web Interface

The ITS is developed in PHP for easy access via web and the network structure is
stored in a MySQL database, the coherence analyzer is developed in Python given
the easy access to processing tools for natural language.

Figure 9.14 shows the graphical interface (in Spanish) of the tutoring system in
which we can observe the login section to the left.

Figure 9.15 depicts the menu on the top to access the elements (sections) of the
writing project (in Spanish Elementos del proyecto). For each element, there are
three sections: material, test, and practical evaluation.

Fig. 9.15 Main menu of ITS (in Spanish)

Fig. 9.16 Coherence analyzer (in Spanish)
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Figure 9.16 below shows the coherence analyzer and the report of student
progress (in Spanish Avance) in percentages in the bottom left part of the screen.
This screen snapshot also illustrates an objective text ready for coherence analysis.

The report generated by the coherence analyzer can be seen in Fig. 9.17. In this
case the level of coherence found in the text is Low. In consequence, the tutor
makes suggestions to the student, who has to rewrite the objective text. Once the
student reaches a High level in coherence, the progress on the left side is updated,
and he can move to work the next section of the draft.

9.8 Conclusions

The mining technique allowed evaluating the global coherence of seven sections in
proposal drafts, reaching an acceptable result of the percentage of agreement
respect to human reviewers. It was crucial to have a gold standard to compare our
results.

The exploration across sections performed after mining domain knowledge,
uncovered a consistent interrelationship among them, according to methodology
authors. This was a newly developed technique for additional exploration and
validation of mined knowledge.

Fig. 9.17 Results of coherence analyzer (in Spanish)
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We will continue increasing the size of the corpus, so that the analyzer has a
wider coverage, since the computing and information technologies domain is quiet
extensive and constantly growing. We also need additional good examples for
certain sections (e.g. conclusions or justification) to mine and improve their
assessment.

In these initial experiments, the evaluation of coherence analysis was important
to identify the student level, but could be improved by evaluating additional
aspects in texts such as lexical richness [27] or local coherence. This will help
students to improve their writing, and academic adviser would have more time to
review the contents of the proposal documents.

We expect that this computational tool generates in students a motivation to
develop their proposal drafts and this analyzer will contribute to the advance in
their writings. We currently have a web interface for the student to evaluate the
draft in coherence analysis. Bringing our model to a different domain does not
seem too challenging, neither moving it to a different language, assuming similar
language processing resources and corpus are available.

The approach discussed in this chapter contributes to the following topics: (a)
web mining of educational sources; (b) mining of assessment produced by the
learner educational system interactions; (c) DM applied to the personalization of
educational content and services; and (d) information repositories oriented to the
educational field.

As far as we are aware of related work, this coherence analysis is the first to
mine existing resources by proposal sections and specific for computer science and
information technologies. Besides coherence, we also plan to mine language
models to guide in the formulation of specific sections in proposal texts. Also we
are in the process of developing a method to identify answers to methodological
questions within the elements and objective justification of a proposal draft. In
addition, it has the potential to be extended to other engineering domains (e.g.
electrical, electronics, control, mechanical, etc.).

We foresee an experiment that includes a pilot test with a control and experi-
mental group of students.
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Chapter 10
Adaptive Testing in Programming
Courses Based on Educational Data
Mining Techniques

Vladimir Ivančević, Marko Knežević, Bojan Pušić and Ivan Luković

Abstract Designers of student tests, often teachers, primarily rely on their
experience and subjective perception of students when selecting test items, while
devoting little time to analyse factual data about both students and test items. As a
practical solution to this common issue, we propose an approach to automatic test
generation that acknowledges required areas of competence and matches the
overall competence level of target students. The proposed approach, which is
tailored to the testing practice in an introductory university course on program-
ming, is based on the use of educational data mining. Data about students and test
items are first evaluated using the predictive techniques of regression and classi-
fication, respectively, and then used to guide the test creation process. Besides a
genetic algorithm that selects a test most suitable to the aforementioned criteria,
we present a concept map of programming competencies and a method of esti-
mating the test item difficulty.

Keywords Programming competencies � Concept maps � Test creation �
Classification of test items � Genetic algorithms
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C2 Criterion2
CAT Computerized adaptive testing
CBA Computer-based assessment
CR Correct ratio
DF Difficulty
DM Data mining
EDM Educational data mining
FIT Fitness
FTS Faculty of Technical Sciences
GA Genetic algorithm
GC Generation count
IC Item count
IRT Item response theory
M Mean
MAX Maximum
MDF Mean difficulty
MF Mean fitness
MGC Max generation count
MH Math
MIN Minimum
MT Mean completion time
NDF Natural difficulty
NDFC Natural difficulty category
OWL Web ontology language
PAS Past assignment
PLADS Programming languages and data structures
PS Population size
PTS Past test
RA Random approach
RDF Resource description framework
SC Student capacity
SCR Student capacity rank
SD Standard deviation
SDF Standard deviation for fitness
SGC Student group capacity
SK Skewness
SPDF Specified difficulty
SVM Support vector machine
TPS Test pool size
TS Test
TSR Test ratio
WRST Wilcoxon rank sum test
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10.1 Introduction

Computerized testing represents an area that has emerged together with the rising
popularity of personal computers and their increased availability. With their
introduction into schools and universities, a large number of students could be
swiftly evaluated and graded using tests administered in computer classrooms.
Furthermore, the switch to digital tests provides numerous benefits to both teachers
and students.

The teacher’s burden of grading each individual test using a same key is greatly
reduced because the solution and grading process need to be specified only once
while a computer may execute it as many times as necessary. Moreover, computer
tests exist only in digital form, which eliminates the need for official storage space,
as well as the time and costs associated with the copying of test forms. Additional
advantage is that students may retrieve test results immediately after the com-
pletion of the test, thus obtaining timely feedback on their performance. Testing
based on computers is suited primarily to tests with precisely defined structure and
solutions. Multiple choice tests, which are in widespread use across different levels
of education and research, fit this format very well.

Although this rigidity may appear to exclude many other forms of educational
assessment and impose severe restrictions on the testing process, there have been
many studies devoted to ‘‘intelligent’’ approaches to computerized testing that
allow for very complex evaluation of student knowledge. The most important
activity in the testing process, irrespective of the testing format, is the creation of a
test. A test designer is responsible for forming a set of test items that encompass all
relevant areas at the prescribed level of knowledge. This activity is sensitive to
changes, as seemingly minor test modifications may cause noticeable differences
in student performance. The knowledge gap between teachers and students,
together with other distinctions between these two groups, may introduce addi-
tional difficulties into test creation. A teacher may assume that students have
acquired necessary competencies, although the teaching process may not have
been completely successful. For these reasons, we devise an approach that could
overcome some of the aforementioned problems.

Our goal is to create software infrastructure for the computerized testing of
programming knowledge that supports adaptation of tests to the competence of a
target student group in a university course. We focus on the automatic creation of
static tests for introductory university courses on structured programming, par-
ticularly the C language, and data structures. Tests created in this manner could be
used as exercises tailored to a student group or even as finely tuned assessments
determining the final grade. They should provide good separation of students into
different classes according to their level of programming knowledge and be
concise yet thorough in the examination. In this manner, generated tests could
overcome the following problems:
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• The bias of an examiner during the construction of tests.
• Long testing times, which is especially important in settings with limited

technical facilities and many students.
• Unsatisfactory correspondence between the test results, and actual student

understanding and competencies, which is usually caused by the unadjusted
difficulty of the administered test.

The proposed approach is not necessarily restricted to computerized testing, but
it may be best applied in such setting, since data required for test generation should
be in electronic format. The identified problem is suitable for the application of
educational data mining (EDM) [1] because the testing process may yield large
data sets and the tuning of the test creation algorithm depends on the analysis of
historical data concerning students and test items.

The foundation for the administration of such tests would be the Otisak testing
system [2], which is a web-based software solution extensively used at the Faculty
of Technical Sciences (FTS) in Novi Sad, Serbia. For this reason, the imple-
mentation of the proposed approach is tailored to the testing practice employed in
an introductory programming course and information available at FTS. In the
Otisak system, assessment of student knowledge is primarily conducted using
multiple choice and short answer tests on programming. We intend to utilize
assessment logs generated by this system that include student scores and copies of
individual tests with recorded student answers. In the analysis of these logs, we
may rank and evaluate test items [3] by utilizing classification algorithms.

Moreover, by mapping test items to programming language concepts, we form
a concept-based foundation for the automatic creation of comprehensive pro-
gramming tests. Information about previous student performance on related tests
may be used in the additional refinement of tests, i.e., we mine available records
with the goal of creating a student model [4].

This would allow for explicit acknowledgement of differences between specific
groups of students during the construction of tests. In other words, testing may be
considered adaptive because generated tests are suited to the actual competencies
of the target groups of students. Therefore, the two key requirements that drive test
generation are adequate coverage of the specified areas of competence and spec-
ified difficulty, which may be automatically calculated for a group of students.

In order to acknowledge both requirements, we create a genetic algorithm (GA)
[5] that is designed to discover the best test with respect to the two criteria.
Moreover, we also evaluate the efficacy of the generated tests [6, 7], by comparing
them with those created using a random method generator. The research activities
that lead to the implementation of the approach include:

• Creation of a formal model of programming concepts and competences that is
suitable for a university course on programming (primarily for the C language).

• Mapping of previously used test items to programming concepts and
competencies.

• Classification of test items according to their difficulty.
• Formal definition of the structure of a student profile.
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• Estimation of current student competency.
• Creation of an algorithm for test generation that acknowledges student com-

petencies (or explicitly specified difficulty), test item classes, and test
comprehensiveness.

• Evaluation of tests created in this manner.

The rest of this chapter is organized in the following manner: in Sect. 10.2, an
overview of the related work on computerized testing is given; in Sect. 10.3,
background information about the testing method and the programming course is
provided; in Sect. 10.4, a model of programming concepts and competencies is
presented; in Sect. 10.5, we demonstrate how item difficulty and student compe-
tence may be predicted; in Sect. 10.6, the genetic algorithm for test creation is
presented; in Sect. 10.7, an application of the proposed approach is illustrated; and
in Sect. 10.8, the chapter is closed with concluding remarks and ideas for future
research.

10.2 Related Work

Automated preparation and administration of tests in programming has become a
necessity because competencies related to the computer and programming skills
have become the norm in various disciplines and many professionals need to be
rapidly trained. However, this field also has a relatively long history, as many
custom solutions have been built over the past few decades.

As discussed in [8], computer-based assessment (CBA) brings many benefits to
higher education. Contrary to the popular opinion, CBA allows various types of
assessment, which are beneficial for students. The author illustrates how multiple
choice tests, which are sometimes regarded as suitable for the evaluation of factual
knowledge and too simple for advanced assessment, may be used to give complex
problems to students. Their integration with randomization techniques, despite
high initial costs to set up, could save significant time, especially in environments
that are stable. In the context of the course from which the assessment data are
retrieved for the study presented herein, multiple choice items have also proved to
be a valuable tool when assessing more advanced competencies in programming.
Thus, the proposed approach to generation of multiple choice tests could be
viewed as a beneficial method of test creation, both in terms of the shortened
design time and the reduced possibility of error, but under the condition that the
individual test items are carefully designed.

Another group of valuable programming assessments are laboratory exams,
where students have to write a working program in the computer laboratory, while
being observed by the invigilators [9]. This also represents one of the applied
methods in the course that we analyze. However, the authors also employ a special
web system that is used in the whole assessment process, from the presentation of
program specification, to program testing and storing of the final result.
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More information about the rich history of automated assessment systems and
techniques in computer sciences may be found in [10]. The authors also identify
some of the problems associated with automated assessment and recognize the
need for a human assessor, while the assessment systems should act as a support in
the education process. A study on more recent advances in automatic assessment
for programming exercises is presented in [11]. According to the authors, one of
the big problems in this area is the lack of open solutions that may be freely
applied by others. This leads to the proliferation of in-house solutions and the need
to implement standard system features from scratch. The creation of a student test,
together with the selection of adequate test items, is a delicate activity that is not so
rarely based on intangible factors guiding the process. An important part of
designing a test typically relies on the experience of a teacher/designer to estimate
the difficulty of items.

Item Response Theory (IRT) [12] provides a powerful framework for test
construction and tuning, in which items have a central role. The probability of a
correct response to an item is modelled by a set of item parameters and depends on
the examinee’s ability. As a result, such approach allows for shorter assessment
times, as well as adaptive testing, which represents assessment tailored to the
individual ability. It has also boosted the development of computerized adaptive
testing (CAT). However, despite the relatively long history and considerable
research effort behind this theory, its strong requirements, difficult interpretation,
and formal background have most likely been the reasons for its slow adoption
among teachers. Owing to the static nature of tests and the lack of a dynamic
assessment system in the analyzed course, we could not fully utilize the main
benefits provided by IRT. This has partially motivated us to adopt a somewhat
different approach to test adaptation that could be more acceptable for some
educational settings.

Moreover, as reported in [3], Proportion Correct, a simple item difficulty
estimate based on the proportion of correct answers, outperformed other more
advanced estimates. By relying on the proportion of correct answers to estimate
item difficulty, we defined an easily understandable set of item difficulty classes
and a process in which items could be categorized. We also supported addition of
new items, which is typical of the analyzed course, and allowed for immediate use
of items without having to conduct experimental difficulty estimation. For this
purpose, among several variables, we also utilized the expert estimate of item
difficulty in the categorization of new items. During the creation of an item dif-
ficulty classifier, we corroborated the finding reported in [3] that the expert esti-
mate is not always one of the best methods, since we found that the number of
different concepts associated with an item correlates better with the proportion of
correct answers as opposed to the expert estimate.

Formalizing the representation of knowledge in some area is another important
element in the test design that allows for an approach which is less subjective and,
most probably, less error-prone. Ontologies are typically used to represent
concepts and their relationships in a domain. An educational ontology for the
programming in the C language is presented in [13]. The authors also provide a
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number of guidelines on creating a ‘‘beautiful ontology’’, i.e., one that should be
clear, symmetrical, and well-organized. The actual ontology is publicly available
in [14].

However, ontologies were originally devised to specify concepts that should be
shared on the Semantic Web and automatically processed by computers. Such
environment implies that a single ontology for some domain should be created,
published, and shared by participants that are not necessarily known in advance.
Unlike the aforementioned knowledge representations, our model of the pro-
gramming knowledge is a particular solution, a concept map specifically created to
match the requirements in a university course on programming and data structures.
The omission of the required concepts would render our map incomplete, while the
inclusion of concepts not discussed in the course would further complicate the map
without any actual benefit for the people involved. Moreover, its primary users,
teachers involved with the course, may not be that familiar with ontologies in
general. Another benefit is that a concept map may be more readily comprehended
and modified, if needed. More information about the ontologies and concept maps
is given in the introductory part of Sect. 10.4.

10.3 Background

The creation of estimations of students and test items requires mining of logs [15]
from the student testing system, which have to be parsed and imported into a
specially designed database. Since the complexity of student models and item
difficulty estimates depends on the richness of the extracted information, the
proposed approach is primarily tailored to the quality of the available data. In order
to implement and evaluate the approach, we relied on the testing logs collected
during the organization of a university course on programming. More information
about the environment from which the data originate, as well as about the data set,
may be found in the following two subsections.

10.3.1 Environment

The data used in this study represent records associated with student tests that were
organized as part of the Programming Languages and Data Structures (PLADS)
course. This course is held at FTS (University of Novi Sad, Serbia), as a first year
introductory course on programming for students of Computing and Control.

All the programming is taught using the C programming language, with the
special attention devoted to the data structures. More information about the
structure of the course may be found in [16].

The final grade in the course is determined by the score in pre-exam assess-
ments, which are conducted in practical classes during the semester; and the score
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in the written theory exam, which is organized at the end of the semester. How-
ever, we restrict our analysis to the tests conducted during practical classes, which
are held in a computer laboratory. There are two programming assignments, which
require writing a C program, and typically three to four tests on programming.

The laboratory was specially designed for courses in computer science [17]. It
features a computer-based student testing system named Otisak, which supports
multiple choice, multiple response, and fill-in-the-blank test items.

Student activity during testing, together with test items and student answers, is
recorded in the form of electronic logs and database entries. These records rep-
resent the main source of data to implement and test the approach proposed in this
chapter.

10.3.2 Data Set

The data produced by the Otisak system is imported to a separate database that is
used solely in the analysis of data about previous tests, student scores, and indi-
vidual items. The database schema is shown in Fig. 10.1.

The stored data cover the period from 2008 to 2013. They are related to several
computer science courses held at FTS, including the PLADS course.

There is basic information about each conducted test (table Test), assessed
student (table Students), test items (table Question), test item options (table
QuestionAnswer), and the corresponding course (table Course).

For each test, there are records describing which students took the test (table
StudentTakenTest) and which test items (questions) were used (table Question-
Test). For each test item that a student was answering, there are records about the
system events (table AnswerLog).

For test items, there are records about the covered knowledge areas (table
QuestionInfo) and item difficulty (table QuestionDifficulty) with respect to some
course.

There is information about 1,055 tests (including all courses, and many tests for
the debugging and preparatory purposes), while 124 tests are related to the ana-
lysed introductory course on programming.

10.4 Modeling Programming Knowledge

In order to generate comprehensive tests about programming, basic information
about a test item (e.g., for multiple choices items a designer provides a stem and a
set of options) should be extended with the specification of important areas and
competencies covered by that particular item.

The simplest solution would be to create an unordered list of areas and com-
petencies, and to assign to each test item one or more list elements. Although the
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creation of such list would not require a special set of skills except possessing
domain expertise, the final product would be largely impractical as any non-trivial
domain or subdomain typically features at least several hundred concepts.

As a result, navigating a large unordered list in search for an adequate concept
would be very time-consuming and tiring for a domain expert. Furthermore, such
representation of the domain may not adequately transfer domain knowledge to
non-experts, namely students who could only benefit from the access to the
domain model.

Fig. 10.1 The test log database schema
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On the other hand, ontologies and standards associated to the Semantic Web,
such as Resource Description Framework (RDF) [18], Web Ontology Language
(OWL) [19], and OWL2 [20], could be utilized as a formal basis for the
description of a domain and its concepts with the added benefit of having func-
tional semantic reasoners. Approaches based on the Semantic Web have many
proponents as numerous applications, tools and new versions of standards are
continuously being developed.

The OWL ontology specification language, which actually includes three sub-
languages (Owl Lite, OWL DL, and OWL Full), is a formally defined text-based
language. Although the availability of the three sublanguages was expected to
offer significantly different levels of expressiveness, numerous problems persisted,
which led to the creation of OWL 2 [21]. However, the formality, textual nature,
and web orientation of these languages may be the biggest obstacles that a domain
expert should overcome before successfully using them. The domain expert should
be knowledgeable about classes, properties, and data types, as well as be aware of
semantic implications associated with the concrete ontology design. Moreover, the
textual syntax may be quite cumbersome for human users.

There are many visualization solutions for OWL ontologies [22–24], however,
the OWL languages were not primarily created to be human readable. One pos-
sible solution to the problem of flexible domain description may be the use of
concept maps [25], which are diagrams featuring concepts and relationships be-
tween them. The graphical nature of concept maps represents a benefit when
describing knowledge, as these maps were invented in order to reflect mental
processes and associative relations between concepts.

Some positive effects of directly using concept maps as means of student
assessment in schools have been observed [26], but numerous challenges to their
general adoption in assessments still remain [27]. Moreover, CmapTools [28] is a
software tool that was developed to allow knowledge modeling and sharing using
concept maps. It supports map export to text propositions, CXL format (an XML
representation of the concept map diagram), numerous image formats, etc.

One of the benefits of using concept maps is that they may be freely created to
capture relevant knowledge, unlike OWL ontologies, which are restricted by
numerous rules as they are expected to be interpreted by computers. This freedom to
create arbitrary concepts and relationships without the overhead caused by many
formalisms also facilitates communication between domain experts who are creating
a concept map, as well as between students who are exploring the modeled domain.

The structure of the map diagram is not limited to tree structures but allows for
any graph, i.e., several connections may point to a single concept. In case the map
needs to be programmatically processed, its CXL representation may be parsed.
For these reasons, we have opted for a concept map to express the programming
knowledge. We primarily require that the knowledge representation may be rel-
atively easily created and understood by a layperson, as well as programmatically
accessed and analysed when estimating individual test items. In the remainder of
this section, we propose a model of programming competencies and concepts,
which was created using the CmapTools software.
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10.4.1 Programming Knowledge Overview

In order to simplify the concept map and its parsing, a tree structure of concepts was
created by a teaching assistant from the analyzed course, together with a set of
auxiliary links that are not parent–child links, which are known as cross-links. In the
resulting knowledge model, excluding the cross-links, each concept may have zero
or more child concepts. On the other hand, each concept has exactly one parent
concept, save for the root concept, which does not have a parent. A link between
concepts (typically marked with a noun) includes a linking phrase (marked with a
verb) and a set of connections between the concepts and the linking phrase.

The resulting concept map was created to match the knowledge outcomes of the
PLADS course organized at FTS. It includes 309 concepts, 93 linking phrases, and
401 connections. It has a single root concept labeled Programming in C. All of the
relevant concepts are divided into two groups: one containing concepts related to
general competencies associated with structured programming and the other
containing specificities of the C language. The root concept of the first group is
Programming Competencies, while the second group starts from the concept C
Language Elements. Between the two subtrees starting from the two abovemen-
tioned concepts, there are many crosslinks matching programming competencies
with concrete constructs and keywords of the C language. The first two levels of
the concept map are presented in Fig. 10.2. The concept map represents a solution
that has been created for a concrete university course, as well as the test generation
problem which we are attempting to solve.

This is mainly evident from the structure of the Programming Competencies
subtree, which includes some common programming principles embodied in
Algorithmic Thinking and Code Styling. Although these principles are universal,
the exact structure and level of detail with which they are presented to students
may differ between institutions. Moreover, teachers are expected to design a
course according to the restrictions imposed by a study program, such as class
duration and frequency.

For these reasons, some teachers may find the concept map too detailed or even
limited in scope, depending on the objectives of the programming courses that they
teach. On the other hand, the C Language Elements subtree contains the technical

Fig. 10.2 The two initial
levels of the programming
knowledge model
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terms from C that are standardized, which makes this portion of the map reusable
in different institutional and educational contexts.

In the following subsection, some of the general concepts from the two subtrees
are presented. In the model, each concept that denotes a subtree corresponding to a
module graded in the practical portion of the programming course has an under-
lined label—there are 19 such concepts in total. In order not to clutter the diagrams
with numerous connections, cross-links are excluded from the provided map
excerpts.

10.4.2 Modeling Programming Competencies

Programming competencies are organized by areas, such as Variable Manipula-
tion, String Manipulation, Flow Control, Command Line Arguments, Numeral
Systems, and Data Structures (see Fig. 10.3). They typically correspond to the
mastery of a basic command (or a set of them) that have similar outcomes in
different programming languages. The presented portion of the concept map
includes skills that are typical of the structured programming paradigm and mostly
transferable between various languages, e.g., C, C++, and Java. The listed con-
cepts are further decomposed. For example, the Data Structures concept encom-
passes 29 other concepts.

The majority of these competencies are graded (13 in total), while student
knowledge in areas Algorithmic Thinking and Code Styling, which are taught and
encouraged throughout the course, is not explicitly assessed during computerized
testing.

Fig. 10.3 The two initial levels of the programming competencies subtree
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10.4.3 Modeling Programming Concepts of the C Language

We organized the key constructs and capabilities of the C language into three
broad categories: Variables, Statements, and Auxiliary Program Elements. Some
of the most prominent members of these categories are presented in Fig. 10.4.

There are in total 6 key areas belonging to the C Language Elements sub tree of
the knowledge model (underlined in Fig. 10.4), which are thoroughly covered in
student assessments: Variables, Expressions, Selection Statements, Iteration
Statements, IO Functions and Memory Functions.

The suggested ‘‘taxonomy’’ should not be viewed as a strict scientific overview
of a generic programming language, but as a model of the features of the C
language, as presented in the educational context of an introductory course on
programming. Many of the directly linked concepts do not conform to the ‘‘is-a’’
relationship. They rather represent arbitrary associations between concepts, in the
way they may be mentally formed by students during classes and individual study.
As a result, a concept may be further linked to other concepts that designate
subclasses, properties, or behaviour of their parent concept. An example of these
relationships may be observed for the Variable concept (see Fig. 10.5).

For instance, program variables may be classified as plain, pointer, array, or
matrix variables. Each variable has several properties: scope, address, value, name,
and type. A variable may be declared or initialized. However, not all information
about variables in C is covered by the Variable subtree of the model.

There may be a cross-link to the Statements subtree, namely the Expressions
concept, whose subtree is the most populous in the model. Expressions in C may
involve variables, thus specifying additional operations applicable to variables.
Due to the complexity of many concepts, information about a single concept

Fig. 10.4 The most important concepts in the C Language elements subtree
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cannot be contained within a single subtree. In order to create an intuitively
understandable model, the model designer has to choose global demarcation lines
between concept groups, which may be connected using cross-links when needed.

10.5 Estimating Test Difficulty

Student performance in an assessment is primarily influenced by the requirements
level of the assessment (test difficulty) and the competence of the assessed stu-
dents. When creating a new test, both factors should be taken into account. The test
should cover all topics relevant for the particular assessment and have an adequate
level of difficulty, as determined by the difficulty of individual test items. How-
ever, these two requirements are not easy to fulfill in practice. The testing time is
often limited by the available time during regular classes, which restricts the
number of items in the test and, consequently, the test comprehensiveness.

Furthermore, teachers may not always correctly estimate the difficulty of a
single item. They may misjudge the knowledge of students, thus creating a test in
which students perform very bad or very well. An algorithm for automatic test
creation, which attempts to overcome these problems, utilizes available data about
items, students and previous tests, in order to generate a test satisfying the
aforementioned conditions. By performing educational data mining, we estimate
the difficulty of items and future performance of a group of students who need to
be assessed.

Fig. 10.5 The most
important concepts in the
variables subtree
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As a result of the process, the predicted values may be passed to the test
generation algorithm, which further uses them as guidance during the automatic
selection of items for a test. Once the selection of items is finished, the resulting
test may be administered to the target students. In this manner, we obtain a test
with the required number of fixed items that is tailored to the estimated ability of a
student group as a whole and not to the individuals. In the following two sub-
sections, we demonstrate how item difficulty and student performance may be
represented and predicted in the context of the PLADS course at FTS.

10.5.1 Estimating Test Item Difficulty

Tests used in the practical assessment of students in the analyzed course primarily
include multiple choice questions as items. In order to build a test of the required
difficulty, for each possible item there should be a numerical estimate of its dif-
ficulty. With this information, the test difficulty could be calculated as the arith-
metic mean of the difficulty values matching the pertaining items.

The individual item difficulty is neither explicitly modeled nor evaluated dif-
ferently for each student, because, in the analyzed course, a test is always
administered to a student group and each student receives the same set of items
that cannot be modified once the test has started. The simplest solution would be to
calculate item difficulty using the percentage of correct answers for an item in the
past tests. However, there are two problems with such solution.

The first problem is that the proposed solution is possible only when there are
sufficient records in the assessment log about each item. For the analyzed course,
we observed that the percentage of correct answers for an item may increase if that
item is often repeated in different assessments, most probably because assessed
students readily share information about the completed tests with their peers. For
this reason, new items are constantly being added to the item pool. Nonetheless,
these items do not have their own percentage of correct answers and, hence, their
difficulty cannot be estimated. In case that the item’s difficulty is unknown, there is
a non-negligible risk that a new test item might be too difficult (or easy) for
students, which may lead to an unjustified change in scores and overall student
performance. The second problem is related to the meaning of the difficulty
estimate. The percentage of correct answers for an item is an exact value, but for
teachers this value alone may not be sufficient to understand the difference
between items with respect to their difficulty or know exactly for which percentage
of correct answers the item becomes difficult. In other words, there is no suitable
interpretation of these values for the purpose of test creation.

In order to remedy the identified problems, in this subsection, we present how
the difficulty of test items may be represented to offer a more manageable inter-
pretation for teachers. Furthermore, we also demonstrate how the newly defined
difficulty may be estimated for an item in two scenarios: when the item has been
extensively used in past assessments and when the item is previously unknown or
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rarely used. For the purpose of illustrating the estimation process, as well as the
identification of important variables related to item difficulty, we have selected a
sample of 172 items from the test records database.

All of the items were annotated with the matching programming concepts
defined in the model from Sect. 10.4. As demonstrated in this section, concepts
mapped to an item also provide valuable information about the item’s difficulty.
The individual items were chosen so that they reflect different type of program-
ming questions which typically appear in student assessments. For each item, there
is also the percentage of correct answers (CorrectRatio, CR) recorded during past
assessments, which is the key variable in the estimation of item difficulty.

In order to add the meaning to the difficulty of an item that has been extensively
used, we decided to first simplify the estimation problem, by discretizing the
percentage of correct answers. The percentage range for the analysed sample is
automatically divided into three intervals using the Jenks natural breaks classifi-
cation method [29], whose implementation is available in R environment for
statistics and data analysis [30]. As a result, we obtain the categories for the
difficulty of test items (NaturalDifficultyCategory, NDFC). The generated parti-
tion, including the meaning for each category, is shown in Table 10.1, while the
histogram for CR is presented in Fig. 10.6.

As our aim was to provide a limited number of difficulty levels that are suffi-
ciently separated but enclose a comparable number of items, according to the
distribution of CR values, we defined exactly three readily interpretable categories,
where easy items are denoted by 1, items of moderate difficulty by 2, and difficult
items by 3.

In the automatic calculations involving item difficulty, we are using more
precise (and more informative) values in addition to the three integers. For an item
it with a known value of CR, the exact value of NaturalDifficulty (NDF), which
lies inside the interval [0.5, 3.5], may be calculated using the formula (10.1):

NDFðitÞ ¼ ndc� 0:5þ ðUndc � CRðitÞÞ=ðUndc � LndcÞ; ð10:1Þ

where ndc is the natural difficulty category of the item it, Lndc the lower bound of
the item’s CR for the category ndc, and Undc the upper bound of the item’s CR for
the category ndc. In this manner, if the CR value of an item is the midpoint of the
interval defined by Lndc and Undc, the corresponding NDF is equal to the item’s
NDFC, while the NDF for the other CR values typically falls somewhere between
the integer values matching the three categories.

Table 10.1 Natural segmentation of the percentage of correct answers

Natural difficulty category Correct ratio range Number of items in
the category

Lower bound Upper bound

1 (Many correct answers) 0.76 (exclusive) 1 (inclusive) 50
2 (Majority of correct answers) 0.4688 (exclusive) 0.76 (inclusive) 65
3 (Minority of correct answers) 0.0323 (inclusive) 0.4688 (inclusive) 57
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In the estimation of the difficulty of a new or rarely used item, i.e., when the
item’s CR value is unknown or not representative of the item’s difficulty, we
predict NDFC of an item using other item-related variables. In this scenario, the
exact difficulty (NDF) is not predicted but only the corresponding category (class)
due to the predictive quality of the available variables.

The simplest solution would be to have an expert give a difficulty estimate for
each new test item (ExpertDifficulty). For this purpose, a teaching assistant from
the analysed course rated all available test items on an integer scale from 1 to 3,
where 1 denotes an easy item while 3 denotes a difficult item.

The principal criterion for assigning labels was the complexity of the problem
presented in a test item. An item is considered easy (label 1) if it requires basic
reproduction of some piece of information presented in the course, or an analysis
of a simple statement written in C. A moderate item (label 2) is the one that
typically combines from two to four language constructs (or a combination of
practical and theoretical ideas) and requires an analysis of their interaction or
relationship.

A difficult item (label 3) requires a careful analysis of a program code featuring
a combination of advanced concepts (typically including pointers) with complex
flow controls and strong dependencies between presented code sections.

An overview of the expert classification of test items is given in Table 10.2. For
each difficulty category, we present the label, number of items from the sample
that are assigned to that particular label, and examples of what is typically being
evaluated in that category.

However, the expert estimate of the difficulty of an item has a weak-to-mod-
erate correlation with CR, which is closely related to NDFC, and the items are less
evenly distributed between the categories as opposed to NDFC. Therefore, we
included other item-related variables in the estimation, for which we hypothesized

Fig. 10.6 Histogram for the
ratio of correct item response
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that there should be a positive relation to item difficulty. For each item in the
analyzed sample, we calculated three additional values:

• AreaCoverageall (ARCall). A number of all 19 relevant areas from the knowl-
edge model (underlined concepts in the model from Sect. 10.4) that are at least
partially covered by the item, i.e., the item is associated to a concept within one
of the 19 relevant subtrees.

• StemLength. A number of characters in the stem, where an occurrence of
multiple consecutive whitespace characters counts as a single character.

• KeywordCount. A number of the reserved words in the C language that appear
in the stem.

In Table 10.3, for the three aforementioned variables and the expert difficulty
estimate, we present mean (M), standard deviation (SD), minimum (MIN), maxi-
mum (MAX), skewness (SK), and Pearson’s correlation coefficients with respect to
CR. With respect to correlation with CR, the best variable is AreaCoverageall,

Table 10.2 Overview of categories associated with expert difficulty estimation

Expert difficulty
category

Number of items in
the category

Examples

1—Easy 42 • Use of terminal
• Basic knowledge of types
• Analysis of simple selection statements
• Analysis of simple iteration statements
• Understanding of memory addresses
• Basic command of memory functions
• Basic operations on arrays
• Basic operations on strings
• Basic operations on files
• Basic understanding of C structures
• Calculation of memory requirements for concrete

data storage
• Understanding of numeral systems (binary, octal,

decimal, and hexadecimal)
2—Moderate 99 • Use of pointers

• Advanced use of expressions (in selection and
iteration statements)

• Advanced string operations
• Bitwise operations (operators and masks)
• Functions (declaration, definition, calling)
• Advanced knowledge on types (duality of certain

types and type conversion)
• Use of command line arguments
• Use of memory functions for custom data structures
• Analysis of moderately complex code

3—Difficulty 31 • Analysis of very complex code featuring
competencies from all categories
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which surpasses even the expert estimate (ExpertDifficulty), the second best
variable.

On the other hand, KeywordCount exhibits weak correlation, while StemLength
appears to be linearly unrelated to CR. As a result, the estimation of the difficulty
of an item without its CR value is performed using a classifier that is created
including the following independent variables:

• ExpertDifficulty.
• AreaCoverageall.

• StemLength.
• KeywordCount.

The only dependent variable is:

• NDFC.

Although the preliminary analysis of variables StemLength and KeywordCount
does not indicate that they have significant predictive quality, they are included in
the classifier because their presence offered small improvements in the prediction
rate, as discovered in the initial experiments with the classifier.

For illustrative purpose, after the data preparation phase on the set of the 172
test items, we tested four different types of classifiers, which are available as part
of the R environment. The classifier performance was evaluated with respect to the
training error, cross-validation error (for 10 folds and 100 experiments), and
Fleiss’ kappa.

The results are presented in Table 10.4. The support vector machine (SVM)
classification using the Crammer-Singer native multi-class method [31] has the
lowest errors overall and the top kappa value. The best results for this algorithm
are obtained using the radial basis function (Gaussian) kernel with parameters
C = 80 (the parameter in the cost function) and sigma = 80 (the kernel function

Table 10.3 Summary statistics and correlation for predictor variables

Variable M SD MIN MAX SK Correlation to CR

ExpertDifficulty 1.936 0.65 1 3 0.063 -0.276
AreaCoverageall 0.142 0.069 0.1 0.26 0.238 -0.392
StemLength 175.878 55.32 74 325 0.464 0.032
KeywordCount 4.395 2.306 0 12 -0.105 -0.150

Table 10.4 Classifier performance on the testing set

Classifier Training error Cross-validation error Kappa

Support vector machine 0.081 0.490 0.877
K-nearest neighbor 0.081 0.515 0.877
Decision tree 0.267 0.531 0.597
Naive Bayes 0.467 0.506 0.277
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parameter), as indicated by the results of a two-step grid search for good parameter
values.

The first error value, which most probably is lower than it could be expected for
a set of new items, illustrates how much the model is misclassifying the training
data. The second error value, which is calculated when performing the k-fold cross
validation, generally provides a more realistic perspective on the performance of
the classifier on new data. However, this error describes a classifier trained without
using one kth of the potentially valuable data. The kappa value indicates the
agreement with the used data over the one expected by chance.

Given all the aforementioned information, the difficulty estimate (Difficulty,
DF) for any available item may be made in the following manner (10.2):

DFðitÞ ¼

3; valid CRðitÞ ^ NDFðitÞ[ 3

NDFðitÞ; valid CRðitÞ ^ 1�NDFðitÞ� 3

1; valid CRðitÞ ^ NDFðitÞ\1

NDFCðitÞ; not valid CRðitÞ

8
>>><

>>>:

: ð10:2Þ

When there is a representative CR value for an item, we may calculate a more
precise estimate, while, for all the other cases, the trained SVM classifier is utilized
to estimate the item difficulty by predicting the item’s NDFC.

By using the difficulty estimates of available items, we may evaluate the student
capacity to do well in assessments with respect to item difficulty, as well as
parameterize the test generation algorithm to construct a test matching the capacity
of a group of students.

10.5.2 Estimating Student Capacity

In the proposed approach, the term student capacity denotes the ability of a student
to perform well in a given course, i.e., achieve good scores in the assessments
conducted by course teachers. There are three primary requirements when esti-
mating student capacity for the purpose of test creation. First, there should be a
predictive model for student scores in programming. Second, there should be a
measure of student capacity that is related to student scores and has meaning for
teachers, similarly to the case of item difficulty from the previous subsection.
Third, there should be a clearly defined relationship between the measure of stu-
dent capacity and measure of item difficulty because such relationship would allow
direct comparison between the capacity of a student group and the difficulty of a
test with its pertaining items. In this manner, the quality of an automatically
generated test could be evaluated with respect to the capacity of the target student
group. In the remainder of this subsection, we present our solutions to the three
issues.

It is difficult to predict the exact performance of students in tests that are held
during the PLADS course because the course is organized in the winter semester
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(the first semester) of the first year of study, when there are still almost no data
about the academic achievement of students. For the initial portion of the semester,
the only available information includes student scores from the university entrance
exam. Given the fact that the entrance exam is used to evaluate the proficiency in
mathematics, the resulting student score is not directly related to the score in a
programming test. However, there is moderate positive correlation between the
score in the entrance exam on mathematics and score in the programming tests in
the analyzed course.

The value of the Pearson’s correlation coefficient for the two variables in the
academic year 2011–2012 is 0.477 (0.475 for the Spearman’s correlation coeffi-
cient). Moreover, once the initial programming assessments are completed, it is
possible to improve capacity prediction by utilizing student scores from the
already completed programming tests and assignments.

Owing to the preliminary findings, we opted for the multiple linear regression
as means for estimating student score in some of the na programming tests that are
conducted during a semester. The independent variables include the entrance exam
score in mathematics (Math, MH), the total score in the first i programming
assignments (PastAssignment, PAS), and the total score in the first i programming
tests (PastTest, PTS), while the dependent variable is the total score in the na -

i remaining tests in the programming course (Test, TS). The i value is an integer
from [0, na - 1]. For a student s, the regression model is of the following form
(10.3):

TSðs; iÞ ¼ b3ðiÞ � PTSðs; iÞ þ b2ðiÞ � PASðs; iÞ þ b1ðiÞ �MHðsÞ þ b0ðiÞ; ð10:3Þ

where b3, b2, and b1 are the regression coefficients for the predictors PTS, PAS,
and MH respectively, while b0 is the intercept. The regression coefficients and
intercept depend on the number of already completed tests in a semester, which is
marked by i. Because each test marks a milestone during a semester, a semester
part is defined as a period between two consecutive tests, including the special case
of a period before the first test.

Therefore, an i value also denotes the (i ? 1)th part of the semester. As students
complete programming tests, i.e., progress from one semester part to the next one,
there is more information about students’ programming knowledge. This infor-
mation, which is present in the cumulative test scores, may be used to predict
performance in the remaining tests. However, it also changes throughout the
semester.

As a result, for each part of the semester, we utilize a different regression
formula with its own set of values of the coefficients and intercept. For illustrative
purpose, in Table 10.5, we present information about all regression formulae for
144 students enrolled in the winter semester of the academic year 2011–2012,
when there were three programming tests (na = 3).

The values of the regression coefficients, together with the allowed ranges for
TS, PTS, PAS, and MH, indicate that, as a semester progresses (i increases), the
PTS variable becomes more important and the variables PAS and MH less
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important in the prediction. This is evident primarily from the more rapid decrease
in the values of b2 and b1 as opposed to b3.

Other regression models were also evaluated with respect to Eq. (10.3): models
excluding the MH predictor, models with the added squared term for PTS and/or
PAS, and models with the added interaction between PTS and PAS. Nonetheless,
when compared to the original model in terms of the residual standard error, the
other models performed worse or, for certain i values, equally well but with the
added burden of unnecessary terms.

In order to link the predicted TS value for a student to the matching difficulty of
test items, we introduce auxiliary variables. For (10.4) a non-empty set of nitems

test items Items, let:

rank : Items! f1; . . .; nitemsg; ð10:4Þ

be a ranking function that assigns to each item a different integer, so that an item it
has a lower rank value when compared to all the other items with a higher CR
value, while the ranks of items with equal CR may be ordered according to items’
identifiers within the database presented in Sect. 10.3.2. The formula (10.5) for
calculating TestRatio (TSR) is:

TSRðs; iÞ ¼ TSðs; iÞ=TSmaxðiÞ; ð10:5Þ

where TSmax(i) is the maximum allowed value for TS(s, i), which is given in
Table 10.5 for different i values.

The formula (10.6) for StudentCapacityRank (SCR) is

SCRðs; iÞ ¼
ceilðnitems � ð1� TSRðs; iÞÞÞ; TSRðs; iÞ 6¼ 1

1; TSRðs; iÞ ¼ 1

�

: ð10:6Þ

For each student, we may estimate the DF value corresponding to the student’s
capacity by using the Eq. (10.2) in the Eq. (10.7) for StudentCapacity (SC):

SCðs; iÞ ¼ DFðrank�1ðSCRðs; iÞÞÞ: ð10:7Þ

For a non-empty set of ns students Students, the StudentGroupCapacity (SGC),
which is the difficulty of a matching test for that student group (10.8), is within the
[1, 3] range and calculated as the arithmetic mean of individual values of SC:

Table 10.5 Details about regression formulae for student programming performance

i Allowed range b3 b2 b1 b0 R2 p-val

TS PTS PAS MH

0 0–40 / / 0–60 / / 0.230 21.253 0.198 \10-7

1 0–30 0–10 0–15 0–60 0.387 0.342 0.087 13.507 0.271 \10-7

2 0–10 0–30 0–15 0–60 0.198 0.090 0.022 -0.147 0.228 \10-7
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SGCðStudents; iÞ ¼ ð1=nsÞ �
X

s2Students

SCðs; iÞ: ð10:8Þ

Equations (10.4–10.8) formally describe a process responsible for matching
student capacity to item difficulty. The predicted student performance is expressed
as a ratio (TSR) between the predicted score and the maximum score in Eq. (10.5).
For a given student performance, there is a matching rank SCR from 1 (best) to
nitems (worst). The process of transforming the student performance ratio to its rank
is started by sorting existing test items in the decreasing level of difficulty, as
expressed by CR, using the rank function from Eq. (10.4). Next, the bottom TSR
percentage of ranked items is removed and the rank of the least difficult item
remaining (or the most difficult item removed) becomes the rank matching the
student capacity, which is expressed in Eq. (10.6).

Finally, the student capacity is mapped to the difficulty of the item with the
same rank in Eq. (10.7). For example, if a student’s predicted score ratio in a test is
0.9 (90 %), then the student is expected to give a correct answer for 90 % of items,
on the average. For this scenario, the student’s capacity equals the difficulty of the
item that separates the top 10 % of items from the rest. In this manner, for each
student, the corresponding capacity is defined as the difficulty of the most difficult
item for which that student is expected to give a correct answer.

10.6 Test Generation Algorithm

The test generation algorithm is designed as a genetic algorithm that searches for a
combination of test items, which, as a group, should cover as many specified areas
as possible, but at the same time be as close to the specified mean difficulty as
possible. As the stated problem belongs to the field of multi-criteria optimization,
in this case exhibited by the need to attain the specified coverage and difficulty,
genetic algorithms are chosen as the method of test construction. Therefore, if a set
of available test items, together with a set of arguments, is passed to the algorithm,
the output is a combination of test items matching the aforementioned criteria and
argument values.

Once the test generation process is finished, we may conduct an assessment, in
which all target students have to give answers for the same items within the
generated test. As with any genetic algorithm, there are several common steps.
First, a random group (population) of solutions (individuals) is generated and set
as the current population. Next, the population evolves through the specified
number of iterations (generations), with the possibility of terminating the process
early if the population becomes homogenous (becomes entirely composed of
similar or same solutions) or a solution of a desired quality is found.

In each generation, some individuals are selected (selection) according to their
Fitness (FIT), which represents the quality of an individual and is calculated using
a custom fitness function. The selected individuals enter the phases of crossover
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(two or more individuals are combined to generate a new individual) and then
mutation (selected new individuals are randomly modified), thus producing new
individuals, which, as a group, are generally expected to be better than the current
population. The new individuals comprise a new population, which replaces the
current population and enters the next iteration. The concrete elements that have to
be specified in this generic procedure include:

• Algorithm arguments.
• Structure of a solution.
• Selection process.
• Crossover process.
• Mutation process.
• Fitness function for the solution.

The following algorithm arguments are required in the proposed approach:

• Items. The set of potential test items, where each item has an identifier, diffi-
culty, which is calculated using Eq. (10.2) from Sect. 10.5.1, and list of
knowledge areas that it covers.

• ItemCount (IC). The exact number of chromosomes (test items) in individuals,
i.e., the desired number of items in the generated test.

• SpecifiedDifficulty (SPDF). The student group capacity of students who would
take the generated tests, which may be manually set to a value from [1, 3] or
calculated using Eq. (10.8) from Sect. 10.5.2.

• ConceptMap. The concept model containing all knowledge areas (presented in
Sect. 10.4).

• Required. The set containing knowledge areas (presented in Sect. 10.4) that
needs to be covered by the generated test.

• PopulationSize (PS). The size of the population, i.e., the exact number of
individuals within the population (preferably an even number).

• MaxGenerationCount (MGC). The maximum number of generations, after
which the algorithm should terminate.

• FitnessThreshold. The minimum fitness measure that leads to the termination if
observed in an individual (the observed individual is considered the best
solution).

• Convergence. The maximum deviation in mean population fitness over a
specified number of latest generations that leads to the termination.

• CrossoverCount. The number of chromosomes that will be exchanged between
individuals during the crossover phase.

• MutationChance. The chance that a mutation will occur in an individual.
• Elitism. Indicator about whether to allow elitism, which is a process when best

fitted individuals (elites) skip the crossover phase and directly enter the new
population.

• ElitismMutation. The indicator about whether to allow elitism mutations, which
is a case when an elite individual, who directly passes to the new population,
also undergoes the mutation phase.
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Each individual contains an array of different test item identifiers. The length of
the array is equal to the chromosome count specified before algorithm execution.
Before the crossover phase, pairs of individuals are randomly formed, where the
number of pairs is equal to one half of the population size. However, since the
proposed algorithm employs roulette wheel selection, fit individuals, which have a
high fitness value, are more likely to transit to the crossover phase and, conse-
quently, propagate their chromosomes (a set of test items) to the next generation.

During the crossover, the specified number of chromosomes (item identifiers) is
swapped between the individuals who were coupled in the selection process. In the
mutation phase, given the initially specified mutation chance, a randomly selected
value corresponding to a valid test item identifier is set as a new value of a single
chromosome. The target chromosome is either selected randomly or it represents
an item whose difficulty varies the most from SPDF within the individual. The
fitness function is one of the key elements in the algorithm. For a set of test items
encompassed by the individual, the fitness function provides a numerical indicator
of the quality of the test that would contain these items. It takes as input an
individual ind and calculates to which extent the two criteria are satisfied:

• Criterion1 (C1). The required knowledge areas (Required) are covered by the
items within the individual ind.

• Criterion2 (C2). The mean difficulty of the items within the individual ind
matches the specified student group capacity (SPDF).

The first criterion is expressed by the following formula (10.9):

C1ðindÞ ¼ ARCrequiredðindÞ=nrequired; ð10:9Þ

where ind is an individual (a set of items), ARCrequired the number of the required
areas from the Required set (an argument passed to the algorithm) that are covered
by the individual ind, and nrequired the total number of the required areas (the
cardinality of the Required set). The second criterion is expressed by the following
formula (10.10):

C2ðindÞ ¼ ð2� jMDFðindÞ � SPDFjÞ=2: ð10:10Þ

where MeanDifficulty (MDF) is the mean difficulty for the test items enclosed
within the individual ind, and SPDF the desired difficulty of the generated test (an
argument passed to the algorithm). For both criteria, the allowed range is [0, 1],
where 0 denotes the worst fitness and 1 the best fitness of an individual. The fitness
function is of the following form (10.11):

FITðindÞ ¼ 0:5 � C1ðindÞ þ 0:5 � C2ðindÞ: ð10:11Þ

For some typical use scenarios in practice, with the presented fitness formula,
area coverage may have greater influence on the fitness measure of an individual
than the distance between the obtained and specified test difficulty. However, this
may be a case more acceptable than the opposite situation because good knowl-
edge coverage of the test is one of the primary goals in the analyzed course. In case
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the opposite criterion may need to be encouraged, the constant factors in the two
addends from the fitness formula may be modified.

Moreover, as evidenced in the Sect. 10.5.1, area coverage of a test item is
positively correlated with the difficulty of the items. If a great coverage of all
possible areas is required together with a less demanding test featuring just a few
items, which may be one of the typical scenarios in practice, the proposed
approach is generally expected to discover a solution matching both criteria only
to some extent. However, this tradeoff may be somewhat avoided by increasing the
number of required items or extending the pool of potential items with those that
individually satisfy such requirements.

10.7 Application and Results

For teachers who are primarily interested in obtaining a test for student assess-
ment, there are three especially important algorithm arguments: the exact number
of test items (IC), student group capacity of target students (SPDF), and knowl-
edge areas that need to be covered by the test (Required). For the purpose of
illustrating the use and performance of the algorithm, we formulate three distinct
assessment scenarios:

• S1. The creation of a 5-item test of low difficulty (IC = 5, SPDF = 1.5), which
is an example of a short assessment that may be frequently administered.

• S2. The creation of a more difficult test with 10 items (IC = 10, SPDF = 2.5),
which is an example of an assessment that requires greater concentration and
competence from students.

• S3. The creation of a very difficult test with 20 items (IC = 20, SPDF = 3),
which is an example of an assessment useful for discerning between the best
students.

In all three cases, the target test was created from a set of 172 items and
expected to cover all 19 knowledge areas from the analyzed course. The proposed
approach is compared to the random approach incorporating a random generator
that randomly chooses items to create a specified number of tests (TestPoolSize,
TPS) and then selects the best one as the solution. The random approach represents
a benchmark, as its variant is currently used to generate tests in the analyzed
programming course.

The tests from the two groups were evaluated using the metrics built within the
fitness function of the genetic algorithm. For each scenario, an experiment was
conducted in N = 10 iterations using the two approaches. In each iteration, two
tests were automatically generated, one using the random approach (RA), the other
using the proposed genetic algorithm approach (GA). In all three scenarios, the
most important settings for the GA approach were:
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• FitnessThreshold = 1
• CrossoverCount = 0.4 9 IC
• MutationChance = 20 %
• Elitism = true
• ElitismMutation = false

In order to facilitate the comparison of the two approaches, we chose such a
TPS value for the RA approach so that it leads to the mean completion time which
approximately matches the one of the GA approach. The results of the evaluation
are presented in Table 10.6. For both approaches, there are the mean fitness of the
solution (MF), standard deviation for the fitness of the solution (SDF), and mean
completion time (MT) in seconds. For the GA approach, there are also the argu-
ment PS, and mean generation count (GC). For the RA approach, there is also TPS.
The comparison of solution fitness between the two approaches is done using the
Wilcoxon Rank Sum test (WRST). The obtained results indicate that, for each of
the three scenarios, the GA approach significantly outperforms the RA approach
for similar completion times, as evidenced by the differences in MF values and the
p-values for the significance test. Moreover, in each scenario, the GA approach
always yielded solutions with the same fitness value, i.e., the GA approach pro-
duced consistently good solutions.

The GA convergence, as represented by the change of mean population fitness
across generations, is illustrated in Fig. 10.7. The scenario S1, which required the

Table 10.6 Comparison of the GA and RA approach for N = 10 iterations

S GA RA WRST (N = 10)

PS GC MF SDF MT TPS
(k)

MF SDF MT

S1 100 149.7 0.843 0 4.43 39 0.82 0.008 4.45 W = 95 p � 0.01
S2 400 22.9 1 0 9.58 48 0.895 0.012 9.83 W = 100

p � 0.01
S3 500 73.7 0.95 0 93.5 281 0.842 0.012 93.88 W = 100

p � 0.01

Fig. 10.7 The genetic algorithm convergence for three scenarios
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most generations and resulted in the suboptimal solution, was the most demanding
most likely because of the insufficient number of test items for the posed
requirements. On the other hand, with the increased number of items in S2, the GA
search ended prematurely after fewer generations due to the discovery of the
perfect solution, which had maximum fitness. However, when the further increased
number of items was coupled with the need for the extreme difficulty, as in the
case of S3, the search could not yield the perfect solution but the population
managed to converge.

These findings suggest that the proposed GA approach may provide solutions
for different assessment scenarios and generate tests in reasonable time. As a
result, it should be considered for use in practice in the analyzed course.

10.8 Conclusion and Future Work

In the application of the proposed approach to generation of computer based tests
on programming, we utilize the EDM techniques to estimate the difficulty of a test.
The difficulty estimate is one of the two important pieces of information that is
used to guide the search for a good test, which is conducted using a genetic
algorithm. Four variables are used to train a multi-class SVM classifier for the
estimation of the difficulty of a new test item, while a regression model is used to
estimate the competency of students that should take the test. With this infor-
mation, the proposed algorithm for test creation attempts to find a test with the
minimum difference between the test difficulty and student competency.

The other important piece of information is the test coverage of important
programming areas. For the purpose of automatic calculation of coverage, an
extensive concept map of the programming competencies and C language ele-
ments was designed. Furthermore, each test item was annotated with the matching
knowledge areas specified in the concept map. As a result, the algorithm also
favors tests that cover more of the required knowledge areas. The benefits of the
proposed approach are demonstrated in an evaluation where the presented algo-
rithm is compared to a solution that randomly searches within the item space to
find an adequate test.

Our primary goal was not to make a contribution to the field of data mining
(DM) but to use existing open implementations of DM algorithms suitable to our
needs. The proposed approach includes student modeling, item difficulty estima-
tion and creation of tests for programming assessments. It is modular as it features
a separate component for each activity, which may be reused or improved without
severely affecting the rest of them. Its primary setting is a university course on
programming that features computerized testing of students, i.e., advanced soft-
ware solution for testing students.
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However, the approach could also be applied in any environment where auto-
matic construction of programming tests may provide benefits, including assess-
ments within distance learning systems, as well as within the primary and
secondary education. On the other hand, the performance of the approach may be
significantly influenced by the quality of the assessment data set. It is required that
previous records feature a comprehensive set of student data and items corre-
sponding to various levels of competence and difficulty, respectively. The proposed
predictive models should be trained and used on such representative data sets.

There are several possible directions for the future research on the presented issue.
The quality of estimates of item difficulty and student competence is also tightly
related to the structure of available data. For the purpose of improving these pre-
dictions, we may deploy additional mechanisms that would record additional vari-
ables related to student performance in programming tests. By merging the
accessibility of the proposed approach with the formality and power of IRT, we could
further enhance the precision in the assessment process and reduce testing times.

Moreover, we may also create an ontology matching the presented concept
map, as a way of providing additional means to its use in different environments.
In some scenarios, it may be needed to generate a similar test for different groups
of students, where each test should have as few common items with other tests as
possible. For this purpose, the algorithm may be extended to generate a set of non-
overlapping tests, while the fitness function would have to be modified to include
this additional criterion.
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Chapter 11
Plan Recognition and Visualization
in Exploratory Learning Environments

Ofra Amir, Kobi Gal, David Yaron, Michael Karabinos
and Robert Belford

Abstract Exploratory Learning Environments (ELEs) are open-ended software in
which students build scientific models and examine properties of the models by
running them and analyzing the results (Amershi and Conati, Intelligent tutoring
systems. LNCS. Springer, Heidelberg, 463–472, 2006); Chen (Instr Sci,
23(1–3):183–220, 1995); (Cocea et al., 2008). ELEs are generally used in classes
too large for teachers to monitor all students and provide assistance when needed
(Gal et al., 2008). They are also becoming increasingly prevalent in developing
countries where access to teachers and other educational resources is limited
(Pawar et al., 2007). Thus, there is a need to develop tools of support for teachers’
understanding of students’ activities. This chapter presents methods for addressing
these needs. It presents an efficient algorithm for intelligently recognizing stu-
dents’ activities, and novel visualization methods for presenting these activities to
teachers. Our empirical analysis is based on an ELE for teaching chemistry that is
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used by thousands of students in colleges and high schools in several countries
(Yaron et al., Science, 328(5978), 584–585, 2010).

Keywords Plan recognition � Visualization � Exploratory learning environments �
Recognition algorithm � Virtual labs

Abbreviations

AI Artificial intelligence
CCD Create correct device action
ELEs Exploratory learning environments
ITS Intelligent tutoring systems
MS Mix solution
MSC Mixing solution components
MSI Mixing the solution using an intermediate flask
SDP Solving the dilution problem

11.1 Introduction

There are several aspects to students’ interactions that make plan recognition in
ELEs particularly challenging. First, students can engage in exploratory activities
involving trial-and-error, such as searching for the right pair of chemicals to
combine in order to achieve a desired reaction. Second, students can repeat
activities indefinitely in pursuit of a goal or sub-goal, such as adding varying
amounts of an active compound to a solution until a desired molarity is achieved.

Third, students can interleave between activities, such as preparing a solution
for a new experiment while waiting for the results of a current experiment.
Explicitly representing all possible combinations of these activities is computa-
tionally infeasible.

The recognition algorithm presented in this paper addresses these challenges by
using a recursive grammar to generate plan fragments for describing key chemical
processes in the lab. The algorithm receives as input students’ complete interaction
sequence with the software, as well as a grammar describing possible activities. It
expands activities from the grammar using a heuristic that chooses (possibly non-
contiguous) actions from students’ interaction and outputs a hierarchical plan that
explains how the software was used by the student. The algorithm was evaluated
using real data obtained from students using the ELE to solve six representative
problems from introductory chemistry courses. Despite its incompleteness, the
algorithm was able to correctly infer students’ plans in all of the instances given
that appropriate grammar rules were available. It was able to identify partial
solutions in cases where students failed to solve the complete problem, as well as
capture interleaving plans.
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We used two novel visualization methods to present students’ activities to
teachers. One of the methods visualized the plans that were inferred by the rec-
ognition algorithm. The second method visualized students’ actions over a time-
line. A user study with chemistry teachers was conducted that compared these
visualization methods with a baseline technique consisting of movies showing the
students’ application window during their work. The results showed that teachers
preferred the temporal- and plan-based methods over the movie visualization,
despite the fact that the movie was easier to learn. Both the plan- and temporal-
based visualization methods were found useful by teachers, and improved teach-
ers’ understanding of student performance. These visualization methods will be
incorporated into a separate application that will be available for use by teacher
and student users of Virtual Labs.

These results demonstrate the efficacy of combining computational methods for
recognizing users’ interactions with intelligent interfaces that visualize how they
use flexible, open-ended software. It is a first step in creating systems that provide
the right machine-generated support for their users. For teachers, this support
consists of presenting students’ performance both after and during class. For
students, this support will guide their problem-solving in a way that maximizes
their learning experience while minimizing interruption.

This chapter integrates and extends a past study for recognizing students’
activities in ELEs Amir and Gal [7] in several aspects. First, it introduces novel
visualization methods of students’ work with exploratory learning environments,
one of which is informed by the recognition algorithm. Second, it demonstrates the
efficacy of these visualization methods in the real world by showing they support
teachers in the analysis of student performance in ELEs. Lastly, it evaluates the
recognition algorithm on a significantly larger scale.

The rest of this chatper is organized as follows. Section 11.2 presents related
work in two different areas: plan recognition and student assessment. Section 11.3
presents the ELE domain which is the focus of our empirical methodology.
Section 11.4 presents the plan recognition algorithm and demonstrates its per-
formance on student data.

Section 11.5 describes a user study for comparing different visualization
methods of students’ activities to teachers. Section 11.6 concludes this work and
discusses its significance for the goal of creating collaborative systems in
exploratory domains.

11.2 Related Work

The work reported in this book chapter relates to two different areas of prior work
and a range of approaches within each: plan recognition and assessment of stu-
dents’ activities with software. The subsections below discuss related work in
these two areas respectively.
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11.2.1 Plan Recognition

Plan recognition is a cornerstone problem in artificial intelligence (AI) which aims
to infer an agent’s goals and plans given observations of its actions. Applications
of plan recognition can be found in a wide range of fields, such as natural language
dialog Carberry [8]; Grosz and Sidner [9], software help systems Baueret al. [10];
Mayfield [11], story understanding Wilensky [12]; Charniak and Goldman [13]
and human–computer collaboration Lesh et al. [14].

Past works have used plan recognition to infer students’ plans from their
interactions an ELE for teaching statistics Gal et al. [4]; Reddy et al. [15]; Gal
et al. [16]. Specifically, Reddy et al. [15] proposed a complete algorithm which
modeled the plan recognition task as a Constraint Satisfaction Problem (CSP). Gal
et al. [4] devised a heuristic algorithm that matched actions from students’ logs
with the recipes for the given problem. These approaches do not support recursive
grammars, which are essential for capturing the type of exploratory activities that
characterize the ELE in our setting, such as indefinite repetition. We further extend
these works by visualizing students’ activities to teachers.

Other works have implemented plan recognition techniques to model students’
activities in Intelligent Tutoring Systems (ITS) VanLehn et al. [17]; Conati et al.
[18, 19]; Anderson et al. [20]; Corbett et al. [21]; Vee et al. [22]. In these systems,
the tutor takes an active role in students’ interactions, providing feedback and
hints. Plan recognition has also been used to recognize users’ activities when
programming in UNIX Blaylock and Allen [23], or interacting with medical
diagnosis and email notification systems Bauer [24]; Horvitz [25]; Lesh [26]. All
of the above settings are significantly more constrained than ELEs, severely
limiting the amount of exploration that students can perform. Thus these
approaches are not suitable for recognizing students’ activities in ELEs. Our work
also extends the plan recognition literature more generally. Traditional approaches
to plan recognition Kautz [27]; Lochbaum [28] did not consider incomplete
information of the agent, mistakes, extraneous actions, interleaving and multiple
plans, which are endemic feature of ELEs.

More recently, Geib and Goldman [29] proposed a probabilistic model of plan
recognition that recognized interleaving actions and output a disjunction of
plans—rather than a single hierarchy—to explain an action sequence.

It also accounted for missing observations (e.g., not seeing an expected action
in a candidate plan makes another candidate plan more likely). Our work is distinct
from this approach in several ways. First, the settings studied by Geib and
Goldman do not account for agents’ extraneous actions, which are common to
students’ interactions in ELEs. Second, we show the efficacy of our approach on
real-world data obtained from students using pedagogical software, whilst Geib
and Goldman use synthetic data.
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11.2.2 Assessment of Students’ Activities

The visualization methods in this paper relate to several strands of research for
analyzing and assessing students’ interactions with pedagogical software. Some
systems work on-line, visualizing predefined features of students’ interactions to
teachers. The following describe notable examples. The student tracking tool
Pearce-Lazard et al. [30]; Gutierrez-Santos et al. [31] is part of the MiGen project
for improving 11–14 year-old students’ learning of algebraic generalization. This
tool monitors students’ activities during their sessions with an ELE for teaching
algebra. The tracking tool visualizes ‘‘land-marks’’ which occur when the system
detects specific actions or repetitive patterns carried out by the student.

The FORMID-Observer Gueraud et al. [32] monitors students’ activities in
simulation-based work sessions with the FORMID-Learner. A teacher can specify
specific situations to be monitored representing certain system states, possible
student mistakes, and tests that can be triggered by the student. These activities are
visualized in the teacher interface which shows the situations and results of val-
idation requests of each student, using a coloring scheme of green for correct
activities and red for incorrect activities.

Other systems work post hoc, and generate reports to teachers based on stu-
dents’ complete interaction histories. These systems do not display the students’
activities but rather summarize performance measures such as the number of hints
requested and success rates in problems. Relevant examples include the AS-
SISTment system Feng and Heffernan [33] and Student Inspector Scheuer and
Zinn [34].

Lastly, data mining techniques have been used to analyze students’ perfor-
mance with pedagogical software. The DataShop Koedinger et al. [35] system
generates learning curves reports for students, error reports and general perfor-
mance reports of students. The Tool for Advanced Data Analysis in Education
(TADA-Ed) Merceron and Yacef [36] system discovers correlations between
students’ mistakes in different problems. Sao Pedro et al. [37] and Montalvo et al.
[38] trained decision tree detectors to identify two types of students’ planning
approaches in microworlds, a simulation based educational software. Their mod-
elling is based on features such as action frequencies and latency between actions.
Amershi and Conati [39] have used data mining techniques to cluster and classify
students’ interaction behaviors in ELEs as either effective or ineffective for
learning. Kardan and Conati [40] extended this work to extract association rules of
each cluster and use these rules for both online classification of new learners as
well as for post analysis of the behaviors that were effective for learning.

Our work differs from these data mining approaches in that it provides an
individual analysis of students’ problem-solving behavior. For example, while the
approach described in Kardan and Conati [40] will classify a student as belonging
to either a high-learning gain group or a low-learning gain group, our approach
provides a temporal and hierarchical visualization of the student’s interaction.
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11.3 The Virtual Labs Domain

In this section we describe the ELE that provides the empirical setting for this
paper. Virtual Labs simulates a real chemistry lab and used in the instruction of
college and high school chemistry courses worldwide. It allows students to design
and carry out experiments which connect theoretical chemistry concepts to real
world applications Yaron et al. [6]. We will use the ‘‘dilution problem’’, posed to
students that use VirtualLabs in an introductory chemistry course, as a running
example to demonstrate our approach.

Your objective is to prepare a solution containing 800 milliliters (ml) or more of
HNO3 with a desired concentration of 7 M1 You are allowed a maximal deviation
of 0.005 M in either direction.

To solve this problem in VirtualLabs, students are required to pour the correct
amounts of HNO3 and H2O to an empty flask which will contain the diluted
solution. Despite the simplicity of this problem, students solve it in different ways.
A possible solution for this problem is to repeatedly mix varying quantities of
HNO3 with H2O until achieving the required concentration. We describe a stu-
dent’s interaction adapted from our empirical analysis which follows this para-
digm. The student began by pouring 100 ml of an HNO3 solution with a
concentration of 15.4 M to a 100 ml intermediate flask, and transferred the content
of the intermediate flask to an empty destination flask.2

This activity was repeated four times, resulting in 400 ml of HNO3 in the des-
tination flask. The student proceeded to dilute this solution by mixing it with 510 ml
of H2O. This activity was carried out in two steps, one adding 10 ml of H2O (using
an intermediate flask of 10 ml) and another adding 500 ml of H2O (using an
intermediate flask of 500 ml). At this point the molarity of HNO3 in the destination
flask was too low (6.666 M), indicating that too much H2O had been poured. To
raise the concentration to the desired level, the student began to pour small amounts
of HNO3 to the destination flask using an intermediate 10 ml flask, while checking
the concentration level of the resulting compound. The student first poured 10 ml of
HNO3, then poured another 10 ml of HNO3, and finally added 5 ml of HNO3 to the
destination flask, which achieved the desired concentration of 7 M.

Figure 11.1 shows a snapshot of Virtual Labs taken right after the student added
510 ml of H2O to the destination flask. The panel on the left shows a stockroom of
chemicals which can be customized for different activities.

One of the flasks, labeled ‘‘15.4 M HNO3’’ (outlined in red in the figure)
contains an HNO3 solution with a concentration of 15.4 M. The middle panel
shows the ‘‘workbench’’ of the student, used to carry out activities in the

1 In chemistry, ‘M’ denotes the measure of Molar concentration of a substance.
2 Intermediate flasks are commonly used in Virtual Labs to help measure solutions accurately, as
in a physical laboratory.
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laboratory. This panel shows the flask containing HNO3 with a concentration of
15.4 M, the H2O flask, and the destination flask (a 1,000 ml volumetric flask).
It also shows one of the intermediate flasks used by the student (a 500 ml volu-
metric flask). The ‘‘Solution Information’’ panel on the right shows the volume and
concentration of selected compounds. It shows that the concentration level of
HNO3 in the destination flask is 6.77 M (outlined in red in the figure).

The student’s interaction described above highlights several aspects endemic to
scientific inquiry that are supported by the Virtual Labs software. First, the concept
of titration, which repeatedly adding a measured compound to a solution until a
desired result, is achieved. This is apparent in the student repeatedly adding small
quantities of HNO3 to the destination flask. Second, the interleaving of actions that
relate to different activities. This is apparent in the student beginning to pour
HNO3 to the destination flask, then switching to pour H2O, and then returning to
pour more HNO3. Lastly, performing exploratory actions and mistakes. This is
apparent in the student adding too much H2O to the destination flask, and pro-
ceeding to increase the concentration of the compound by adding more HNO3.

Whereas the student in the example interaction described above used a trial-
and-error approach to solve the dilution problem, there are other possible solution
strategies. For example, students can pre-calculate the exact amounts of H2O and
HNO3 that should be mixed to achieve the desired molarity. After calculating these
quantities students can proceed to immediately mix them in Virtual Labs and
achieve the desired concentration.

Fig. 11.1 Snapshot of interaction in virtual labs
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11.4 Plan Recognition in Virtual Laboratories

This section describes the devised grammar and plan recognition algorithm. We
define the plan recognition problem in Virtual Labs, the formalisms used by our
approach, and the proposed recognition algorithm. Finally, we present the results
of an empirical evaluation performed on real data taken from students’ interactions
with VirtualLabs.

11.4.1 Actions, Recipes, and Plans

Our plan recognition algorithm is based on a generative grammar that captures the
experimental nature of students’ activities in ELEs. We use the term basic actions
Pollack [41] to define rudimentary operations that cannot be decomposed. Com-
plex actions describe higher-level, more abstract activities that can be decomposed
into sub-actions, which can be basic actions or complex actions themselves. In our
example, basic actions may be ‘‘taking out a solution from the stockroom’’ or
‘‘pouring 10 ml of H2O to an intermediate flask’’, while complex actions may
consist of ‘‘solving the dilution problem’’, or ‘‘mixing together H2O and HNO3

four times’’.
A recipe for a complex action specifies the sequence of operations required for

fulfilling the complex action, called sub-actions. Formally, a recipe is a set of
sub-actions and constraints such that performing those sub-actions under those
constraints constitutes completing the action. The set of constraints is used to
(1) specify required values for action parameters; (2) enforce relationships among
parameters of (sub-) actions, such as chronological order; and (3) bind the

SDP[s_id1, vol1, s_id2, vol2, d_id1] 

MSC[s_id1, d_id1, sc1 = H2O, vol1], 

MSC[s_id2, d_id2, sc2 = HNO3, vol2] 

 d_id1 = d_id2 

MSC[s_id1, d_id1, sc1, vol = vol1 + vol2] 

MSC[s_id1, d_id1, sc1, vol1], 

MSC[s_id2, d_id2, sc2, vol2] 

s_id1 = s_id2, d_id1 = d_id2, sc1 = sc2 

MSC[s_id, d_id, sc, vol ]  MS[s_id, d_id, sc, vol ] 

MSC[s_id, d_id, sc, vol ]  MSI[s_id, d_id, sc, vol ] 

(a)

(b)

(c)

Fig. 11.2 Recipes for
a solving the dilution
problem; b repetition of
activities; c using
intermediate flasks
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parameter values of a complex action to the value of the parameters in its con-
stituent sub-actions.

Figure 11.2a presents a recipe for the complex action of Solving the Dilution
Problem (SDP) composed of two complex sub-actions for Mixing Solution
Components (MSC), namely H2O and HNO3. In our notation, complex actions are
underlined, while basic actions are not. Actions in VirtualLabs are associated with
identifiers that bind to recipe parameters. For example, the parameters of the action
MSC[s_id1; d_id1; sc1 = H2O; vol1] of pouring = H2O in Fig. 11.2a identify the
source flask (s_id) from which a source chemical (sc) is poured, the destination
flask (d_id), and the volume of the solution that was poured (vol). The constraints
for this recipe require that the destination flask identifier for both MSC actions is
the same (d_id1 = d_id2) in addition to specifying the type of chemicals in the mix
(sc1 = H2O and sc2 = HNO3).

Recipes may be recursive, capturing activities that can repeat indefinitely, as in
titration. This is exemplified in the recipe shown in Fig. 11.2b for the complex
action (MSC) of adding a solution component of volume vol from flask s_id1 to
flask d_id1. The constituent actions of this recipe decompose the MSC action into
two separate MSC actions for adding vol1 and vol2 of the solution using the same
source and destination flask. This recipe effectively clusters together repetitive
activities. Also shown is the ‘‘base-case’’ recipe for MSC that includes a Mix
Solution (MS) basic action.

Figure 11.2c presents another recipe for an MSC complex action which
decomposes into a constituent sub-action for Mixing the Solution using an
Intermediate flask (MSI).3 We say that a recipe for a complex action is fulfilled by
a set of sub-actions if there is a one-to-one correspondence from each of the sub-
actions to one of the recipe’s constituents that meets the recipe constraints. For
example, in the student’s interaction described in Sect. 11.3, the complex sub-
actions for mixing H2O with HNO3 fulfill the recipe for the complex action SDP of
solving the dilution problem. These actions are labeled ‘‘1, 2’’ and ‘‘14’’ in
Fig. 11.3a.

A plan is a set of complex and basic actions such that each complex action is
decomposed into sub-actions that fulfill a recipe for the complex action. A hier-
archical presentation of a (partial) plan used by the student to solve the dilution
problem is shown in Fig. 11.3a. Time is represented in the Figure from top to
bottom, thus crossing edges signify interleaving between actions.

The hierarchy emanating from the root node SDP (the action labeled ‘‘1’’)
shows that the student was able to solve the dilution problem by mixing together
425 ml of HNO3 from flask ID 1 (the action labeled ‘‘2’’) with 510 ml of H2O
from flask ID 4 (the action labeled ‘‘14’’) in destination flask ID 2. These actions
further decompose to their respective constituent actions. For example, the path in
bold, from left to right, shows part of the plan for the complex action of pouring

3 For brevity, we omit the recipes for the MSI action. The complete recipe library for the dilution
problem can be found in Sect. 11.8.
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425 ml of HNO3 from flask ID 1 to flask ID 2 (the action labeled ‘‘2’’). Here, the
student poured 25 ml of HNO3 from flask ID 1 to flask ID 2 (the action labeled
‘‘3’’) using intermediate flask ID 3 (the action labeled ‘‘4’’). The action labeled
‘‘4’’ is decomposed to the two subactions for pouring the solution from flask ID 1
to intermediate flask ID 3, and pouring from flask ID 3 to the destination flask ID 2
(actions labeled ‘‘5’’and ‘‘6’’). For brevity, we do not expand the complex actions
in Fig. 11.3a down to the leaves.

Figure 11.3b describes the student’s use of titration. This plan expands the
action of pouring 25 ml from flask ID 1 to flask ID 3 (action labeled ‘‘5’’) down to
the basic-level actions corresponding to the student’s interaction with the software
(the three MS actions at the leaves). The constituents of this action consisted of
two separate pours from flask ID 1 to flask ID 3, one pouring 20 ml (action labeled
‘‘7’’) and the other pouring 5 ml (action labeled ‘‘10’’). The action labeled ‘‘10’’
was further decomposed to the basic action of adding 5 ml of HNO3 to flask ID 3
(action labeled ‘‘13’’).

11.4.2 The Plan Recognition Algorithm

As described in Sect. 11.3, students take diverse approaches to solving the dilution
problem. They perform an indefinite number of mixing actions, choose whether to
use intermediate flasks and interleave activities. For example, Fig. 11.3a shows the
constituent sub-actions of the action labeled ‘‘14’’ occurred in between the con-
stituent sub-actions of the action labeled ‘‘2’’. This reflects that the student
interleaved the actions for adding HNO3 and H2O. A brute-force approach
involves non-deterministically finding all ways in which a complex action may be
implemented in students’ interaction sequences. Such an approach was used by
Reddy et al. [15] in an ELE for teaching statistic. Due to the exploratory and
repetitive nature of students’ actions in Virtual Labs, naively considering each of
these possibilities is not possible.

The proposed algorithm shown in the program code for Bottom-up plan rec-
ognition method, incrementally builds a plan which describes students’ activities
with Virtual Labs. The algorithm BUILDPLAN(R,X) receives as input a finite
action sequence representing a student’s interaction, denoted X, and the set of
recipes for the given problem, denoted R. At each step t, the algorithm maintains
an ordered sequence of actions, denoted Pt and an open list OL. The action
sequence P0 is initialized with the original action sequence, X. During each step,
the algorithm attempts to replace subsets of actions from Pt with the complex
actions they represent. Each of the complex actions in Pt is a partial plan that
explains some activity in the user’s interaction. The algorithm iterates over the
recipes in R (step 3) according to the following (partial) ordering criteria: if the
complex action C2 is a constituent sub-action for a recipe for a complex action C1,
then recipes for action C2 are considered before the recipes for action C1.
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Note that the recipe language allows for cycles, but in practice recipes cannot
be applied indefinitely in Virtual Labs, because interaction sequences are finite. An
ordering over recipes can always be created (possibly by duplicating or renaming
actions), such that it meets the sorting constraint. The algorithm repeatedly sear-
ches for a match for each recipe RC for action C in the open list by calling the
function FindMatch(RC,OL) (step 5), which is described later in this section.
FindMatch(RC,OL) returns a set of actions MC 2 OL such that MC fulfills RC.

For each match MC that fulfills RC, BUILDPLAN performs the following: First,
the values of the parameters in C are set based on the values of the parameters of
the actions in MC and the restrictions specified in the recipe RC (step 7). This
incorporates into C the effects arising from carrying out the constituent actions in
RC. Second, the action C is added to the action sequences in Pt+1 and OL, in the
position held by the latest action in MC (step 8). This is done to preserve the
temporal ordering of the actions in the open list, which facilitates checking tem-
poral constraints when matching recipes to actions in the open list. Adding the
action to OL supports recursive recipes, in that it allows the action C itself to be
part of the action set that fulfills RC in the next iteration. Third, the action C in Pt+1

is made a parent of all of the actions in RC in Pt (step 10). This creates the
hierarchy between a complex action in Pt+1 and its constituent actions in Pt.
Finally, the actions in MC are removed from both the open list OL and Pt+1 (step
11). Removing the actions in MC from the open list prevents the same actions from
fulfilling more than one recipe. Once no more matches for RC can be found, (i.e.,
FindMatch(RC, OL) returns Ø), the BUILDPLAN algorithm proceeds to consider a
new recipe, and terminates once all recipes have been considered.

FINDMATCH, shown in the program code for the algorithm for finding a
match using depth-first search, iterates over the actions in the open list OL per-
forming a complete depth-first search for actions that together fulfill the complex
action C, as defined by the recipe. The algorithm maintains an action set denoted
MC, which at each step of the algorithm contains a subset of actions from the open
list that match the sub-actions in the recipe. At each step, the algorithm removes
the next action aP from the open list (step 8), and attempts to add it to the current
match MC. The procedure makes use of the EXTENDS function, a Boolean
function that takes as input an action aP, a partial match MC, and recipe RC (step 9).
The function EXTENDS returns true if aP can be added to MC, such that (1) aP

corresponds to one of the constituent sub-actions of RC and is not already in MC

and (2) the addition of aP to MC will not violate any of the recipe constraints in RC.
For example, given MC = Ø, the action MSC[sid : 1; did : 3, sc : H2O; vol_1 :
100] extends the recipe for SDP shown in Fig. 11.2a. If the action aP extends the
recipe, it is added to the match MC, and a recursive call to FINDMATCH is
performed, with the updated open list and match.

Each time FINDMATCH is called, it performs a call to the Boolean function
FULFILLS(MC, RC) (step 12), which returns true if MC is a complete match for the
recipe RC. We then say that MC fulfills RC. For example, the actions MSC[sid : 1,
did : 3, sc : H2O, vol_1 : 100] and MSC[sid : 2, did : 3, sc : HNO3, vol_1 : 200]
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fulfill the recipe for SDP shown in Fig. 11.2a. Note that MC can include both basic
and complex actions.

1: procedure BUILDPLAN (R,X).
2: P0 / X
3: for RC2 SORTRECIPES (R) do
4: Pt+1, OL / Pt
5: MC = FINDMATCH (RC,OL)
6: while MC = Ø do
7: BINDPARAMS (C, MC, RC)
8: Add C to OL and Pt+1 positioned after last a 2 MC
9: for all a 2 MC do

10: Create a branch from C in Pt+1 to a in Pt
11: Remove MC from OL and Pt+1
12: MC = FINDMATCH (RC, OL)

[Bottom-up plan recognition method]
The algorithm backtracks when it does not succeed in finding a match, by

removing aP from MC and searching for another action to add to the match. It is
therefore complete and guaranties to find a match for RC, given that there is a
subset of actions in the open list which fulfill the given recipe. Note that a match
can contain non-continuous actions, as long as the constraints defined in the recipe
hold, thus allowing for interleaving plans to be found.

We demonstrate this process using the plan in Fig. 11.3b describing the stu-
dent’s use of titration. At step P1, the MS basic action (labeled ‘‘11’’) was chosen
to match the recipe for the complex MSC action (labeled ‘‘8’’) using the second
recipe in Fig. 11.2(b). At step P2, the MSC actions labeled ‘‘8, 9’’ were chosen to
match the recipe for the MSC action labeled ‘‘7’’.

1: procedure FINDMATCH(RC,OL) .RC: a recipe, OL: open list
2: return FINDMATCH (RC, OL, null)
3: procedure FINDMATCH (RC, OL, MC) .MC: a partial match
4: if FULFILLS (MC, RC) then
5: return (MC, OL)
6: OL0 / OL
7: for aP 2OL do . aP: an action
8: remove aP from OL’
9: if EXTENDS (aP, MC, RC) then

10: Add aP to MC

11: (MC,OL) = FINDMATCH (RC, OL’, MC)
12: if FULFILLS (MC; RC) then
13: return (MC, OL)
14: remove aP from MC
15: return (null, OL)

[Algorithm for finding a match using depth-first search]
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We note that BUILDPLAN is capable of inferring multiple hierarchies, rep-
resenting students’ failed attempts to solve a problem, or exploratory activities that
are exogenous to the actual solution path. Such behavior occurred in our empirical
evaluation that is described in the next section.

Although FINDMATCH is complete, BUILDPLAN is a greedy algorithm.
Once an action set MC matches a recipe RC, it does not backtrack and consider any
of the actions in MC for alternative recipes. Thus, it may fail to recognize a
student’s plan.

The complexity of BUILDPLAN is dominated by the complexity of the
FINDMATCH algorithm, denoted CFM. Let |R| and |X| be the number of recipes in
R and the number of actions in the action sequence X, respectively. Then,
BUILDPLAN calls FINDMATCH at most |X| times per recipe, yielding an overall
complexity of O(|R| � |X| � CFM). Since FINDMATCH was implemented as a depth
first search, its complexity is exponential in the size of the action sequence X,
which dominates the complexity of the overall approach.

11.4.3 Empirical Methodology

We evaluated the algorithm on real data consisting of 20 students’ interactions
with VirtualLabs. These interactions were sampled from a depository of log files
describing homework assignments of over 100 students from an R1 private uni-
versity in a second semester general chemistry course (the sessions with Virtu-
alLabs were not controlled in any way). The sampled interactions included
students’ solutions to six problems intended to teach different types of experi-
mental and analytical techniques in chemistry, taken from the curriculum of
introductory chemistry course using VirtualLabs (students were not repeated
across problems). One of these was the dilution problem that was described in
Sect. 11.3. A detailed description of all of the problems is given in Sect. 11.7. For
diversity, the chosen students’ logs varied greatly in size, ranging from 20 actions
to 187 actions.

The recipes were created by transforming written descriptions of students’
possible solution processes for each problem. These written descriptions were
obtained from a domain expert who is a chemistry researcher and one of the
developers of VirtualLabs. In addition, we also randomly sampled 5–6 of the
students’ logs for each problem from the depository of homework assignments
described above and added recipes if they were not already given by the domain
expert. The log files used in process of creating recipes were not used in the
evaluation of the algorithm.

We ran the algorithm on each of the 20 log files using the recipe library of the
corresponding VirtualLabs problem. The outputted plans ranged in depth from 3 to
21 levels. The algorithm was evaluated by the domain expert. For each problem
instance, the domain expert was given the plan(s) outputted by BUILDPLAN, as
well as the student’s log. We consider the inferred plan(s) to be ‘‘correct’’ if the
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domain expert agrees with the complex and basic actions at each level of the plan
hierarchy that is outputted by the algorithm. If the student was able to complete the
problem, the outputted plan(s) represent the student’s solution process. Otherwise,
the outputted plan(s) represent the students’ failed attempts to solve the problem.

The results revealed that BUILDPLAN correctly inferred students’ plans for 19
out of the 20 problem instances. Specifically, the algorithm was able to capture
trial-and-error approaches as well as explorations and mistakes. For instance, one
of the students performed three separate attempts to solve the dilution problem.
The first two attempts resulted in a wrong molarity of the solution, and after each
of these unsuccessful attempts the student started over using different flasks. The
algorithm represented each of these three attempts in a separate plan hierarchy.
This is an important capability, as it allows teachers to gain important insights
regarding students’ problem solving processes by reviewing their plans. We
demonstrate this capability in the user study described in Sect. 11.5.

The reason for the sole incorrect plan was revealed to be a recipe that was
lacking a temporal constraint for enforcing an ordering between its constituent
actions. It is important to note that this incorrect inference was not caused by the
greediness of the BUILDPLAN algorithm, but by an incomplete recipe data base.
This does not impede on the algorithms correctness, as it was always able to infer
students’ plans given that recipes were available.

Table 11.1 summarizes the performance of the algorithm according to several
measures: N, representing the number of instances for each problem; log size,
representing the size of the interaction history that serves as input to the algorithm;
plan size, representing the number of nodes in the plan(s) outputted by the algo-
rithm; plan depth, representing the length of the longest path in the inferred
plan(s); run time of the algorithm (in seconds) on a commodity quad-core com-
puter. All of the reported results were averaged over the different instances in each
problem. As shown in the table, the overall average time for inferring students’
plans was 0.68 s, with a relatively high variance (std. 0.79), due to the diversity of
the students’ interactions and the experimental processes required to solve each of
the problems. The longest time to infer students’ plans occurred for interactions
relating to the ‘‘oracle’’ problem (1.06 s.) and ‘‘coffee 2’’ problem (1.0), which
also resulted in the largest plans (57.75 and 62 nodes respectively). The key

Table 11.1 Performance measures for the recognition algorithm

N Log size Plan size Plan depth Run-time (s)

Coffee 4 33.25 41.75 12 0.28
Oracle 4 92.75 57.75 6.25 1.06
Dilution 4 63 39.75 8 0.54
Unknown

acid
4 54.25 56.25 12 0.8

Camping 2 76 31.5 5 0.4
Coffee 2 2 67.5 62 12 1.0
Overall 20 63 48.45 9.35 0.68
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determinant of the algorithm’s runtime was the size of the log that described the
student’s interaction. These results show the feasibility of using the proposed
algorithm in practice, as students’ interactions are finite and limited.

11.4.4 Complete Algorithms

In this section we present two plan recognition algorithms that are complete. Both
algorithms work by converting the plan recognition problem into one or more
constraint satisfaction problems and using standard techniques for their solution.
A limitation of this approach is that it is constrained to non-recursive grammars, in
which actions cannot be repeated indefinitely. To this end we employed a different
exploratory learning environment called TinkerPlots, used world-wide to teach
students in grades 4–8 about statistics and probability Konold and Miller [42].

TinkerPlots is an educational software system used world-wide to teach stu-
dents in grades 4 through 8 about statistics and mathematics [42]. It provides
students with a toolkit to actively model stochastic events, and to create and
investigate a large number of statistical models [43]. As such, it is an extremely
flexible application, allowing for data to be modeled, generated, and analyzed in
many ways using an open-ended interface.

To demonstrate our approach towards recognizing activities in TinkerPlots we
will use the following running example, called: The probability of rain on any
given day is 75 %. Use TinkerPlots to compute the probability that it will rain on
each of the next four consecutive days. This problem is a simple example drawn
from a set of problems posed to students using TinkerPlots in schools and to
subjects during our data collection procedure.

One of the possible approaches towards modeling this problem in Tinker Plots
are shown in Fig. 11.4. The top part of the figure shows a sampler object con-
taining ‘‘spinner’’ devices used to model distributions. The spinner device in the
left-hand model contains two possible events, ‘‘rain’’ and ‘‘sun’’. The likelihood of
‘‘rain’’ is three times that of ‘‘sun’’, as determined by the surface area of these
events within the spinner. Each draw of this sampler will sample the weather for a
given day. The number of draws is set to four, making the sampler a stochastic
model of the weather on four consecutive days.

The basis of the complete approaches make use of a structure called a plan tree
for representing and reasoning about recipes in the database, essentially a search
tree for capturing the set of possible plans consistent with the recipe database.
A plan tree has two types of nodes: AND nodes, whose children represent actions
that must be carried out to complete a recipe, and or nodes, whose children
represent a choice of recipes for completing an action. The root, action C, is an OR
node. For each recipe for C, a child AND node is added to the root and labeled
with the sub-actions of that recipe. The children of this AND node are the plan
trees of each sub-action. A branch terminates when a basic action is reached, as a
basic action has no recipe by definition.
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Fig. 11.4 Snapshots of tinkerplots interaction when solving the problem. a Using four spinners.
b Plotted results

Fig. 11.5 A partial plan tree for the CCD complex action
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An example of a plan tree for an activity in TinkerPlots called Create Correct
Device Action (CCD) is shown in Fig. 11.5. The AND nodes contain set brackets,
while OR nodes do not. Triangles denote unfinished subtrees which were omitted
for expository convenience.

The basis of the complete approach is the EXPAND function, shown in the
program code for the algorithm for generating expanded recipes, to convert plans
to flat representations containing solely basic actions, called expanded recipes. An
expanded recipe is a series of basic actions (with associated restrictions) that the
user may perform to realize a potential plan. To create an expanded recipe, a path
is traversed through the plan tree, beginning at the root and ending with basic
actions at the leaves. This path provides a trace of the plan corresponding to the
expanded recipe. For example, one expanded recipe can be achieved by traversing
the plan tree in Fig. 11.5 and choosing the left-most recipe at each OR node.
Notice that the path taken matches the plan in Fig. 11.3. In this expanded recipe,
each complex AED action and its restrictions are replaced with two basic actions,
ALE and CEL, and corresponding restrictions.

The method EXPAND(TA) takes as input a plan tree TA for complex action
A and returns a set of expanded recipes for A. Each AND node represents a
possible recipe for its parent node, a complex action. For each AND node, The
EXPAND recursively generates all expanded recipes for each sub-action of the
recipe. This algorithm alternates between two sub-procedures, DIRECTSUM and
UNION. Given a recipe, the DIRECTSUM procedure computes all possible
replacements of complex sub-actions with basic actions. Each time a complex
action is replaced, DIRECTSUM ensures that all restrictions involving the com-
plex action are propagated to its sub-actions. Lastly, the UNION sub-procedure
takes the union over the expanded recipes generated for each recipe of A.

The complexity of EXPAND is costly in the worst case. Let S be the maximum
number of complex sub-actions for each recipe, N be the maximum number of
recipes for a single complex action, and C be the number of distinct complex
actions. A plan tree has depth of at most C ? 1, as we do not allow for recursive
recipes. At the lowest depth of the plan tree, all actions are basic and do not have
recipes. At the second lowest depth, complex actions have at most N expanded
recipes, as none of the N recipes contain any complex sub-actions. At the third
lowest depth, each recipe for a complex action may contain at most S complex
sub-actions, and each sub-action may have at most N recipes. The DIRECTSUM
procedure then creates at most NS expanded recipes per recipe.

1: procedure Expand (TC) . TC: the plan tree for action C
2: ERs[C] / Ø . ERs [C]: the expanded recipes for C
3: for all rj, a child of C do . rj: a recipe
4: ERs [rj] / Ø
5: for all ai, a child of rj do .ai: an action
6: ERs [rj] / DIRECTSUM (EXPAND (Tai), ERs [rj])
7: ERs [a] / UNION(ERs [a], ERs [rj])
8: if ERs [a] = Ø then
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9: ERs [a] / {a}
10: return ERs [a]

[Algorithm for generating expanded recipes]
The UNION procedure collects the expanded recipes resulting from each recipe

for that action, resulting in a maximum of N(N)S, or NS+1, recipes. At the fourth
lowest depth, each complex action can again have at most N recipes with at most
S complex sub-actions in each. Each of these S sub-actions can contain at most
N(N)S expanded recipes. So, the DIRECTSUM and UNION procedures create at

most N(N(N)S)S, or NS2þSþ1, expanded recipes per recipe. Continuing this rea-
soning, the top level action can have at most (11.1) recipes, yielding an overall

complexity of N0ðSCÞ.

N

PC�1

i¼0

Si

ð11:1Þ

Constraint Satisfaction Algorithm. In this subsection we explain how to
combine an expanded recipe and action sequence to create a constraint satisfaction
problem (CSP). A solution to the resulting CSP is the plan representing the users’
activities. Formally, a CSP is a triple (X, Dom, C), where X = {x1,…, xn} is a finite
set of variables with respective domains Dom = {D1,.., Dn}, each a set of possible
values for the corresponding variable, Di ¼ vi

1; v
i
k

� �
, and a set of constraints

C = {c1,…,cm} that limit the values that can be assigned to any set of variables.
The algorithm CONVERTTOCSP, shown in the program code for converting

an expanded recipe and action sequence to a CSP, receives as input an expanded
recipe EA and an action sequence X and returns a CSP. If a solution exists for this
CSP, a subset of the actions in X realize the expanded recipe EA. We first show
how to create variables in the CSP, and we use as a reference Fig. 11.6, which
provides a graphical representation of the CSP resulting from some action
sequence and expanded recipe. We used a graphical layout suggested by Dechter
[44]. Note that parameters belonging to actions are not pictured unless they par-
ticipate in some constraint.

Let S = {s1,…, sn} and R be the set of sub-actions and restrictions in the
expanded recipe, respectively. Each action in S becomes a unique variable in the
CSP by calling the subroutine ADDVARIABLEANDDOMAIN(s, X). Based on

Fig. 11.6 CSP resulting from an action sequence and an expanded recipe
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the expanded recipe, six variables are added at this time: ADS, ALE1, CEL1,
ALE2, CEL2, and CPD. These variables appear, outlined, in the graph of Fig. 11.6.

1: procedure CONVERTTOCSP(EA = (S,R), X) . EA: an expanded
recipe S and restrictions R for complex action A, X: an
action sequence

2: for all s 2 S do . S: a set of sub-actions
3: ADDVARIABLEANDDOMAIN (s, X)
4: for all r 2 R do . R: a set of restrictions
5: ADDRESTRICTIONCONSTRAINT (r)
6: for all s 2S do
7: ADDREDUNDANCYCONSTRAINT (S)

[Converting an expanded recipe and action sequence to a CSP]
Each variable’s domain is then derived from the actions in the action sequence.

For each occurrence of action s in the action sequence, a value is added to the
domain of s in the CSP. The right-hand box of Fig. 11.6 gives the resulting domain
for each variable based on the action sequence.

Lastly, we add restrictions to our CSP. For each restriction r in R over actions
{s1,…, sm} in S, a constraint over the corresponding CSP variables is added to the
CSP using the ADDRESTRICTIONCONSTRAINT(r) subroutine. Directed edges
in the Fig. 11.6 represent temporal constraints between two variables. Undirected
edges represent other parametric constraints. The edge from ADS to ALE1

expresses the constraint ADS � ALE1 as well as the constraint ADS[is, id] =

ALE1[is, id].
For variables corresponding to the same action, additional redundancy con-

straints are added using the ADDREDUNDANCYCONSTRAINT subroutine.
These constraints ensure that such variables are assigned distinct values, as these
variables share the same domain. An example is the constraint connecting the
ALE1 and ALE2 variables, which requires that these variable assignments have
distinct pos parameters.

A solution for a CSP provides a match between an expanded recipe and an
action sequence. In this section we present two algorithms that use CSPs to output
a plan from an action sequined X for a desired complex action C given a set of
recipes R.

The algorithm shown in the program code for brute force algorithm takes a
brute force approach, calling EXPAND to generate each expanded recipe for C,
converting it to a CSP and solving the CSP. This algorithm returns the first
solution found to the CSP or Ø if no solution is found.

1: procedure CSPBRUTE (TC,X) . TC: the plan tree for action
C, X: an action sequence

2: E / EXPAND(TC) . E: a set of expanded recipes
3: for all e 2 E do
4: C / CONVERTTOCSP (e, X) . C: a CSP
5: solution / SOLVE(C)
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6: if solution = Ø then
7: return solution
8: return Ø

[Brute force algorithm]
The complexity of CSPBRUTE can be analyzed in terms of the FINDMATCH2

and EXPAND procedures. Recall that calling EXPAND results in at most NOðSCÞ

expanded recipes, where N is the maximum number of recipes for a single com-
plex action. In the worst case, all expanded recipes are considered, and for each
expanded recipe a CSP solver must be run. The complexity of this CSP solver can
be bounded by the complexity of a complete backtracking search, which we have
seen to be jXj!=S!. So, an overall worst-case complexity of CSPBRUTE is (11.2).

NOðSCÞO
jXj!
S!

� �

ð11:2Þ

To evaluate the complete approach, we collected interaction sequences of
people’s interaction with TinkerPlots. Each subject received an identical 30 min
tutorial about TinkerPlots and was then asked to complete four problems in suc-
cession; these problems are detailed in Sect. 11.7. TinkerPlots is equipped with a
logging facility that records the basic actions that make up users’ action sequences.
As in the VirtualLabs domain, we noted whether each problem was solved, and we
constructed the (possibly multiple) plans used to solve the problem. The analyzed
user logs range in length from 14 to 80 actions. The average length of an inter-
action sequence for problems collected from adult subjects was 35 actions. Adults
solved the assigned problems 70 % of the time. In contrast, the average length of
an interaction sequence for problems collected from students was 68 actions.
Students solved the assigned problems 60 % of the time. Also, people engaged in
exploratory behavior using the software. For example, there were on average 15
exogenous actions in each problem that was obtained from adults. As expected, the
complete approaches were able to achieve perfect performance on all of the logs.
They also took reasonable time, measuring from 2 to 4 s on the logs.

11.5 Visualizing Students’ Activities

This Section presents visualization methods that were designed for the purpose of
presenting students’ activities to teachers. It then describes a user study that
evaluated these different methods with chemistry teachers.

4 We used the Prefuse package to implement this application Heer et al. [45].
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11.5.1 Visualization Methods

We hypothesized that showing students’ plans to teachers would facilitate their
understanding of students’ work. In addition, we wished to evaluate an alternative
visualization method that emphasizes the temporal aspects of students’ interac-
tions, which is lacking in the plan visualization. We therefore used the following
three visualization methods that differ in the type of data they present as well as the
way in which this data is presented.

The plan visualization method presents students’ plans as they are inferred by
the recognition algorithm. The plan is presented using an interactive interface that
enables to explore the plan tree.4 An example of this visualization on a student’s
plan for solving the dilution problem is shown in Fig. 11.7. The plan is presented
as a tree. Each of the nodes in the tree represents a student’s activity. The leaves of
the plan represent the basic actions of the student that constitute students’ inter-
actions with VirtualLabs. The other nodes represent higher level activities that
were inferred by the algorithm. As shown by the nodes ‘‘solve dilution problem
attempt 1’’ and ‘‘solve dilution problem attempt 2’’, the student made two attempts
at solving the dilution problem. The descendants of these nodes decompose the
activities that constitute each of the attempts. When clicking on a node in the plan,
the parameters of the action that corresponds to this node are displayed in the
information panel shown at the bottom of the Fig. 11.7. As can be seen, the
complex action ‘‘dilute with H2O’’ consisted of pouring a total of 210.23 ml of
H2O to dilute the acid. The ‘‘resulting flask contents’’ shows the solution consis-
tency in the flask after this dilution activity. The child node of the ‘‘dilute with
H2O’’ action is ‘‘repeated pour’’. Clicking on this node will show the two separate
pours from the H2O bottle that comprises the dilution activity.

The Temporal visualization presents students’ interactions over a time line. The
vertical axis displays the objects used by the student, while the horizontal axis
displays students’ actions in the order in which they were created. An example of a
temporal visualization of a student’s interaction with VirtualLabs when solving the
dilution problem is shown in Fig. 11.8. This student’s interaction consisted of
mixing solutions in flasks, and each arrow in the figure represents one of these
mixing actions. The base of the arrow represents the source flask, while the head of
the arrow indicates the recipient flask. Thicker arrows correspond to larger vol-
umes of solution being mixed. The information panel at the bottom of the figure
describes the parameters of the mixing action represented by the boxed arrow in
Fig. 11.8. It shows that the student poured 743.8 mL of H2O, to a 1,000 ml
Volumetric Flask. Also shown is the resulting consistency of the solution in the
recipient flask.

The Movie visualization describes students’ actions exactly as they occurred
during their interactions with VirtualLabs, and is analogous to a teacher that is
looking over the shoulder of a student. This is the only type of support that is
currently available to teachers. This visualization replays the actions from the log
in the order they were created by the student, but does not reflect the actual
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passage of time between students’ actions. The movie can be stopped, rewound
and fast-forwarded to focus on the students’ display at particular points in their
interaction. A snapshot of this visualization for one of the students solving the
dilution problem is shown in Fig. 11.9. In the snapshot the student is pouring NH3

to a 500 ml Erlenmeyer flask. On the right side of the figure, the current contents
of the selected flask are shown (in the ‘‘Solution Info’’ panel).

These three visualizations differ widely in the way they present information to
teachers. First, both the movie and the temporal visualization methods render
students’ activities directly from the log. The plan visualization supersedes these
visualizations in that it also visualizes higher level activities as inferred by the
recognition algorithm. Second, the movie presents snapshots of the user’s appli-
cation window, while the temporal and the plan visualizations present a more
expansive account of the student’s work-flow. In particular, the temporal and plan
visualization specify the amount of solution being poured from flask to flask, while
this information is not directly shown in the movie.

To illustrate these differences, we describe how teachers and researchers may
use each visualization method to identify that a student made several attempts to
solve the dilution problem. Using the movie visualization, teachers need to keep
track of which flasks the student used to mix acid with H2O, and pause the movie
after each mixing action to observe the resulting concentration of the solution in
the flask in the ‘‘Solution Info’’ panel. Because the movie visualization presents a
single action at each time-frame, it can be difficult to distinguish whether a mixing
action using a new flask represents the commencement of a new attempt to solve
the problem or an exploratory action (or a mistake). Using the temporal visuali-
zation, teachers can observe the set of flasks used by the student to dilute the acid,
and the pouring actions that are associated with each flask.

To characterize the activities making up each of the student’s attempts, teachers
need to identify the relevant actions over the time line, starting from the action that
poured acid to a new flask and terminating in the pouring action that resulted in the
diluted solution. The temporal aspect of this presentation makes it easy to identify
such sets of pouring actions when they occur close together in time. This is
illustrated in Fig. 11.8, in which the three contiguous actions pouring solutions
into Flask ID 1 and the 3 contiguous actions pouring solutions into Flask ID 3
represent two distinct attempts (and the next 4 pours represent additional two
distinct attempts). However, this procedure may be difficult to do when students’
interactions are long, or when students interleave activities, as any two adjacent
actions may belong to different attempts.

Lastly, the plan visualization separates each of the students’ dilution attempts
into a separate branch, and the nodes in each branch comprise those pouring
actions that characterize each attempt. This is illustrated in Fig. 11.7, in which
each attempt aimed at solving the problem is a sub-plan that emanates from the
‘‘Solve_Dilution_Problem_Attempt1’’ and ‘‘Solve_Dilution_Problem_Attempt2’’
nodes. However, the plan does not order students’ actions along a time line, and
thus it is difficult to recognize the order in which actions were performed.
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11.5.2 Empirical Methodology

A user study with chemistry educators was conducted to evaluate these three
visualization methods. The goals of this study were to determine how each of these
visualizations contributes to teachers’ analysis of students’ work in VirtualLabs
and which visualization methods teachers found helpful.

The interactions in the study were taken from the log files of students solving
two problems (out of the six problems for which we collected data). These log files
were also used in the evaluation of the plan recognition algorithm, such that the
plans were validated as correct by a domain expert prior to the user study.

One of the two problems was the dilution problem described in Sect. 11.3. The
other problem (called ‘‘coffee’’) required students to add the right amount of milk
to cool a cup of coffee down to a desired temperature. These problems differed in
the type of reasoning they demanded from students. The dilution problem was
characterized with longer, more complex student solutions. For example, students
solving the dilution problem used more intermediate flasks and more attempts to
solve the problem. To illustrate, the average log size of solutions to the dilution
problem was 51 actions, whereas the average log size of solutions to the coffee
problem was 29.67 actions. Thus, we were able to evaluate the visualization
methods on two problems with significantly different solution processes.

Fig. 11.9 A movie visualization of a student’s solution to the dilution problem
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Seventeen participants took part in the study. Fifteen of the participants were
graduate students of chemistry and chemistry engineering serving as teaching
assistants (14 students from Ben-Gurion University, and one student from the
Weizmann Institute). Two of the participants were a professor of chemistry from
the University of British Columbia who uses VirtualLabs in the classroom and a
professor of education and technology at Haifa University with a master degree in
chemistry.

All participants received an online survey that included all of the materials used
in the study (tutorials of VirtualLabs and the visualization methods, and ques-
tionnaires for the evaluation of the visualizations). The participants first watched
an identical video tutorial of VirtualLabs and were asked to perform several tasks
using the software to demonstrate their understanding. Participants were also
provided with an identical tutorial about each of the three visualization methods.
Each subject was presented with three student interactions solving the same
problem. Each of these interactions was shown using one of the three visualization
methods, and the order in which the visualizations were presented varied across
participants. To avoid biasing the participants, each interaction that was visualized
was chosen from a different student. For each problem, participants were presented
with interactions that were similar in length and complexity of the student’s
solution.

Each participant was asked to comment on the visualization methods by
answering the following questions: (1) Based on the presentation can you tell
whether the student solved the problem?; (2) Based on the presentation can you
tell how the student solved the problem?; (3) Assuming you were using Virtu-
alLabs in your class, would you be likely to use this presentation style to under-
stand students’ work after a classroom session?5 After seeing all of the
visualizations, participants were asked to quantitatively compare between the
different methods according to the same set of criteria, and were also asked to
compare how easy it was to learn how to use the different methods. For this
comparison participants were requested to rate each visualization method using a
Likert scale of 1–7 (where 1 stands for ‘‘strongly disagree’’, 7 stands for ‘‘strongly
agree’’, and 4 being a neutral answer of ‘‘neither’’). Finally, participants were
asked whether they preferred one visualization to the others, and how they would
combine some or all of the visualizations. One of the researchers was present
throughout each of the sessions, answered any questions participants had about the
visualization methods, and validated that teachers’ conclusions about students’
work was correct not.6 That is, when participants reported that they could infer
whether or how a student solved the problem, the researcher validated that their

5 We also asked participants to explain each of their answers. The full questionnaire can be
found in Sect. 11.9.
6 The researcher was physically present in the laboratory with all of the graduate students from
Ben-Gurion University, and used VoIP technology (Skype) to connect with the other three
participants.
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inference was correct. In all cases participants that reported to have understood
students’ solutions, did so correctly.

11.5.3 Results

In this section we present the analysis of the responses we received from the
participants in the user study. First, we describe a qualitative analysis of partici-
pants’ responses with regards to the visualizations, followed by a quantitative
analysis of their comparisons of the different visualization methods.

Qualitative Analysis of the Visualization Methods. We first describe par-
ticipants’ responses with regards to the movie visualization. When asked if the
movie visualization demonstrated whether the student had solved the problem,
participants’ responses depended on the type of problem they were shown. Most of
the participants (7 out of 9) who viewed solutions to the coffee problem claimed
that they were able to tell whether the student had solved the problem, while the
other two participants reported that this information was not apparent to them.
Those participants that inferred how the students solved the problem did so by
observing the final contents of the flasks used by the student. A typical response
was ‘‘Yes, by following the temperature and volume meters on the right side and
watching the actions the student took.’’

Half of the participants (4 out of 8) who viewed solutions to the dilution
problem could not infer whether the student had solved the problem. These par-
ticipants reported that the movie was too fast and difficult to follow. A typical
response was ‘‘No, I can not. The added amounts are not clear and the appearance
and disappearance of elements on the screen are confusing.’’ Only 2 of 8 partic-
ipants reported that the movie clearly demonstrated whether the problem was
solved by the student, in contrast to 7 out of 9 participants who could infer this
information from the coffee problem. A possible explanation for this discrepancy
is the length of students’ interactions. The average length of students’ interactions
for the dilution problem was significantly longer than the average length of stu-
dents’ interactions for the coffee problem. This made it more difficult for partic-
ipants to keep track of students’ actions using the movie visualization.

The participants expressed a more homogeneous opinion when asked whether
they understood how the student had solved the problem, and these responses were
not dependent on the problem shown. Ten of the participants reported that the
movie enabled them to determine how the student solved the problem. A typical
response explained, ‘‘It is easy to see the steps the student used to solve the
problem.’’ Three of the participants stated that they were not able to determine
how the student solved the problem. One of them stated ‘‘The presentation
[visualization] created a confusion. Irrelevant steps, such as moving flasks were
shown, which created a confusion and made it difficult for me to distinguish
important actions.’’ Four participants claimed they could determine how the
problem was solved in general terms, but were missing the exact quantities mixed
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by the students. Lastly, only four of the participants reported they would be likely
to use the movie visualization in their class. The other participants found it to be
too slow to be useful. A typical response was ‘‘This method seems to be much
slower that could be a problem when checking 30 students or so…’’.

When evaluating the temporal visualization, all participants but one answered
that this visualization method clearly demonstrated whether and how the student
had solved the problem, and would be likely to use this method in their class.
However, two participants were concerned that if a problem solution would
require many steps, the method may not be useful. One of them explained: ‘‘[…] If
an exercise requires moving many solutions from beaker to beaker, and lots of
mixing, this method might not be as clear and become a bit messy.’’

In their evaluation of the plan visualization, all but one of the participants
reported that the visualization demonstrated whether the student had solved the
problem, and 14 out of the participants found that the plan visualization demon-
strated how the students solved problems. Several of the participants specifically
commented on the higher level activities that were represented in this visualiza-
tion: ‘‘The presentation [visualization] focuses on the important actions and
summarizes the student’s activities.’’, or ‘‘I can read the final concentration in an
easy way at each stage and the [different] attempts of the student are very clear.’’

Three of the participants commented that they have found the plan visualization
difficult to understand. One of them explained: ‘‘This presentation [visualization]
was more complicated. I had to click the nodes and observe the volumes and
students actions at each step.’’ In all, 14 out of 17 participants reported they would
be likely to use the plan visualization in their classroom.

After observing and evaluating all of the visualization methods, we asked
participants which visualization method they preferred. Six participants expressed
a strict preference for the plan visualization and six participants preferred the
temporal visualization. Only one participant strictly preferred the movie visuali-
zation over the other two proposed visualizations. Another participant stated an
equal preference for the movie and temporal visualizations, while one participant
claimed that he would prefer using the temporal visualization for simple problems,
and the plan visualization for complex problems. Table 11.2 summarizes the
qualitative responses described in this section. The table only includes the number
of participants who expressed a non-ambiguous positive answer to each of the
questions discussed above.

Finally, we were interested to see whether teachers would want to use a
combination of some or all of the visualizations, given their distinct differences.
Seven participants suggested combining the temporal visualization with the plan
visualization. Three participants suggested combining the temporal visualization
with the movie visualizations, while two participants suggested combining the
plan visualization with the movie, and one participant said he would want to
combine all visualizations. Several participants indicated in their response that
they believe teachers may have different preferences, and therefore suggested to
provide all visualizations and let the teacher choose which of them to use. They
further envisioned using different visualizations for different purposes, for example
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using the plan visualization to get a one-image quick view of the solution structure,
and then use the temporal visualization for a more in depth exploration of solutions
they found more interesting.

Analysis of Quantitative Responses. After observing and separately evaluat-
ing each of the visualizations, participants were asked to make a quantitative
comparison of the different methods. Fig. 11.10 shows the average score given by
participants to each of the visualization methods when using a Likert scale of 1–7.
N = 17 for each of the questions as all participants responded to all questions. As
shown in the Fig. 11.10, the movie had a higher average score than the other
methods with respect to ease of learning (Mean = 6.23, STD. = 1.35). The plan
visualization was the hardest to learn (Mean = 4.17, STD. = 2.19), and also
exhibited the highest variance in scores.

The plan visualization scored highest with respect to demonstrating whether the
student solved the problem (Mean = 5.94, STD. = 1.89), closely followed by the
temporal visualization (Mean = 5.53, STD. = 1.94). The movie was ranked last
(Mean = 4.18, STD. = 2.27). The temporal and plan visualization methods
scored highest with respect to demonstrating how the student solved the problem
(Mean = 5.88, STD. = 1.65), followed by the plan visualization (Mean = 5.53,
STD. = 1.56). Again, the movie visualization was ranked last (Mean = 4.65,
STD. = 2.06). The plan (Mean = 5.88, STD. = 1.54) and temporal
(Mean = 5.88, STD. = 1.54) visualizations scored highest with respect to being
used in the classroom. The movie was ranked last (Mean = 3.41, STD. = 2.2).

We used the Friedman non-parametric test for analysis of variance to distin-
guish between participants’ quantitative responses and found a significant effect of
visualization type in all of the questions (X2 [ 6.3, P \ 0.05). Post-hoc analysis
with Wilcoxon Signed-Rank Test was conducted with a Bonferroni correction
applied.

Median scores for ease of learning were 7 (3 to 7), 6 (1 to 7) and 4 (1 to 7) for
the movie, temporal and plan visualizations respectfully. Both the movie and
temporal visualizations were significantly easier to learn than the plan visualiza-
tion (Z \ -2.55, P \ 0.011). The plan, with median score 7 (1 to 7), was sig-
nificantly more helpful than the movie, with median score 5 (1 to 7), when
inferring whether the student solved the problems (Z = –2.61, P = 0.003).

No significant difference was found between the temporal visualization with
median 6 (1 to 7) and the other visualizations (Z [ –2.1, P [ 0.031). The temporal

Table 11.2 Summary of qualitative responses

Demonstrates whether the
student solved the problem

Demonstrates how the
student solved the problem

Likely to
be used

Strictly
preferred

Movie 9/17 10/17 4/17 1/17
Temporal 16/17 16/17 16/17 6/17
Plan 16/17 14/17 14/17 6/17

For each visualization the table shows the number of participants who expressed a clear positive
response to each of the questions
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visualization was found to be significantly more helpful than the movie when
inferring how the student solved the problem (Z = -2.23, P = 0.011) with
medians 6 (1 to 7) and 5 (1 to 7) respectfully. There was no significant difference
between the plan with median 6 (1 to 7) and the other visualizations (Z [ -1.51,
-P [ 0.075). Lastly, the temporal visualization with median 6 (1 to 7) was found
significantly more likely to be used than the movie visualization with median 3 (1
to 7) (Z = -3.05, P = 0.001). The differences between the plan visualization with
median 5 (1 to 7) and both temporal and movie visualizations were not significant
(Z [ -1.96, P [ 0.027).

11.5.4 Discussion

A challenge to performing this user study was the relatively large overhead
involved in teaching participants about the three visualization methods, and the
requirement that participants have prior teaching experience in chemistry. The fact
that many of our conclusions reported above were found to be statistically sig-
nificant is striking given these limitations.

The study revealed, unsurprisingly, that the movie was the most intuitive
visualization style and the easiest to learn. However, it was also ranked the least
useful for understanding students’ work, as can be attested by one of the partici-
pants: ‘‘Even though the movie style is the easiest to learn it is the hardest to use.’’
The movie was a ‘‘playback’’ of students’ work in the lab, and presented both

Fig. 11.10 Average scores for the quantitative questions
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significant actions and irrelevant steps without distinction. All subjects used the
added functionality provided by the movie visualization (pausing, rewinding, fast-
forwarding). However, fewer participants were able to infer students’ solutions
using the movie than the other visualizations. This was due to the inherent con-
tinuous nature of the movie, in which the system state constantly changes, making
it difficult for teachers to identify those actions that are salient to the students’
solution.

In contrast to the movie visualization, both the temporal and plan visualization
methods provided a higher level and more comprehensive description of students’
activities. They were preferred by most of the participants in all of the criteria. The
results comparing between the plan and the temporal visualizations were more
mixed. On the one hand, most participants preferred the plan visualization to the
temporal visualization for inferring whether the student solved the problem.

On the other hand, the temporal visualization was rated higher for inferring how
students used VirtualLabs to solve problems. Also, most participants consistently
rated the temporal visualization highly in all criteria while exhibiting a signifi-
cantly higher variance when ranking the plan visualization.

To explain this discrepancy, we note that it was easy for participants to discern
whether the student solved the problem by looking at the root of the plan hier-
archy, while this information was not explicitly represented in the temporal
visualization. We hypothesize that the hierarchical nature of the plan visualization
was harder for participants to learn than the temporal visualization. This may
explain why they preferred the temporal visualization to the plan visualization
when inferring how students solve problems.

We found a 0.7 correlation between the likelihood of using the plan visuali-
zation and its ease of learning, and a 0.56 correlation between determining how the
student solved the problem and its ease of learning. There was limited time in our
lab study for participants to practice the plan visualization method, which was
harder to understand than the other methods. However, this result suggests that
teachers who understand the plan visualization are likely to adopt it, and that the
plan visualization may be very useful to teachers in practice.

Lastly, the diversity of participants’ suggestions for combining the various
visualizations methods and the possible uses of the visualizations emphasizes the
need to adjust to different educators preferences. There is no ‘‘silver bullet’’
visualization that is most useful in all cases and to all users. This was supported by
participants’ responses which suggested different uses of the visualization meth-
ods, and their suggestions for combining the different methods.

11.6 Conclusion and Future Work

This chapter presented novel methods and algorithms for augmenting existing
pedagogical software for science education. It addressed two main problems:
automatic recognition of students’ activities in open-ended pedagogical software
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and the visualization of these activities to teachers in a way that supports their
analysis of students’ interactions with such software. To address the first problem,
the chapter presented a general plan recognition algorithm for exploratory learning
environments. The algorithm was successfully able to recognize students’ plans
when solving six separate problems in VirtualLabs, as verified by a domain expert.
To address the second problem, the paper presented novel methods for visualizing
students’ interactions with VirtualLabs. Both of these methods were preferred by
participants in a user study to a movie of students’ interactions with the software.

Our long term goal is the design of collaborative systems for supporting the
interaction of students and teachers in a variety of pedagogical domains. These
tools embody the principals of collaborative decision-making, in that the system
provides the best possible support for its users while minimizing the amount of
intervention.

Our future work will extend the methods and algorithms proposed in this
chapter in order to build such collaborative systems. To do so we intend to extend
our work on both the plan recognition and visualization methods. One limitation of
the plan recognition approach is the reliance on domain experts to construct
appropriate recipes in a formal way.

In future work we will design novel methods for automatically extracting
recipes and allowing teachers to design recipes in a straightforward way. We also
intend to design new plan recognition algorithms that recognize students’ activities
in real time, during their interaction with the software. We will construct computer
agents that use these recognition algorithms to generate interventions with the
student while minimizing the amount of intrusion.

We will extend the work on visualization methods to study how other types of
state-based visualizations affect teachers’ understanding of students’ activities,
such as showing selected snapshots of students’ interactions. Also we intend to
develop aggregate visualization methods for describing groups of students.

Although our techniques were demonstrated on one software system their
applicability has been shown to other open-ended pedagogical software Gal et al.
[16]. We also plan to apply our approach to other types of domains in which users
engage in exploration, such as Integrated Development Environments (IDEs).

11.7 Experimental Problems

We detail the six VirtualLabs problems used in our empirical evaluation.
DILUTION: You are a work study for the chemistry department. Your super-

visor has just asked you to prepare 500 ml of 3 M HNO3 for tomorrow’s under-
graduate experiment. In the stockroom explorer, you will find a cabinet called
‘‘Stock Solutions’’. Open this cabinet to find a 2.5 L bottle labeled ‘‘11.6 M
HNO3’’. The concentration of the HNO3 is 15.4 M. Please prepare a flask con-
taining 500 ml of a 3 M (±0.005 M) solution and relabel it with its precise
molarity. Note that you must use realistic transfer mode, a buret, and a volumetric
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flask for this problem. Please do any relevant calculations on the paper supplied.
As a reminder, to calculate the volume needed to make a solution of a given
molarity, you may use the following formula: C1V1 = C2V2

ORACLE: Given four substances A, B, C, and D that are known to react in
some weird and mysterious way (an oracle relayed this information to you within a
dream), design and perform virtual lab experiments to determine the reaction
between these substances, including the stoichiometric coefficients. You will find
1.00 M solutions of each of these chemical reagents in the stockroom.

COFFEE: During the summer after your first year at Carnegie Mellon, you are
lucky enough to get a job making coffee at Starbucks, but you tell your parents and
friends that you have secured a lucrative position as a ‘‘Java engineer’’. An
eccentric chemistry professor (not mentioning any names) stops in every day and
orders 250 ml of house coffee at precisely 95 �C. He then adds enough milk at
10 �C to drop the temperature of the coffee to 90 �C. (a) Calculate the amount of
milk (in ml) the professor must add to reach this temperature. Show all your work,
and circle the answer. (b) Use the Virtual Lab to make the coffee/milk solution and
verify the answer you calculated in (a). Hint: the coffee is in an insulated travel
mug, so no heat escapes. To insulate a piece of glassware in Virtual Lab, Mac-
users should hold down the command key while clicking on the beaker or flask;
Windows users should right click on the beaker or flask. From the menu that
appears choose ‘‘Thermal Properties’’. Check the box labeled ‘‘insulated from
surroundings’’. The temperature of the solution in that beaker or flask will remain
constant.

COFFEE 2: During the summer after your first year at Carnegie Mellon, you are
lucky enough to get a job making coffee at Starbucks, but you tell your parents and
friends that you have secured a lucrative position as a ‘‘java engineer.’’ An
eccentric chemistry professor (not mentioning any names) stops in every day and
orders 250 ml of Sumatran coffee. The coffee, initially at 85 �C. is way to hot for
the professor, who prefers his coffee served at a more reasonable 65.0 �C. You
need to add enough milk at 5.00 �C, to drop the temperature of the coffee.

How much milk do you add? Calculate the amount of milk (in ml) you must add
to reach this temperature. In the previous part of the problem, you solved it
assuming that both coffee and milk have the same specific heat capacities and
densities as water. Since milk is a mixture of water, fat and proteins, its specific
heat capacity is likely to be different than the one assumed. Solve again the same
problem determining the specific heat of milk and considering it in your calcu-
lations. Assume the density is 1.000 g/ml for milk and coffee and the specific heat
capacity is 4.184 J/(g �C) for coffee.

CAMPING: You and a friend are hiking the Appalachian Trail when a storm
comes through. You stop to eat, but find that all available firewood is too wet to
start a fire. From your Chem 106 class you remember that heat is given off by some
chemical reactions; if you could mix two solutions together to produce an exo-
thermic reaction, you might be able to cook the food you brought along for the
hike. Luckily, being the dedicated chemist that you are, you never go anywhere
without taking along a couple chemical solutions, just for times like this. The
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Virtual Lab contains aqueous solutions of compounds X and Y of various con-
centrations. These compounds react to produces a new compound, Z, according to
the reaction: x ? y ? z. The following activities will guide you in using this
reaction to produce the heat needed to warm up your food. Use the virtual lab to
measure the enthalpy of the reaction shown above.

UNKNOWN ACID: The ‘‘Homework Solutions’’ cabinet contains a solution
labeled ‘‘Unknown Acid’’, which is a weak mono-protic acid with an unknown Ka
and with an unknown concentration. Your job is to determine the concentration
and Ka to two significant figures.

11.8 The Recipe Library for the Dilution Problem

This section lists the complete recipe library for the dilution problem. Table 11.3
provides a key to the action abbreviations used in the recipes.

11.8.1 Dilution Problem Recipes

1. MSC[sc, dt; sid, did, vol, scd, dcd, rcd] ? MS[sc, dt; sid, did, vol, scd, dcd,
rcd]

2. MSC[sc, dt, sid, did, vol = vol1 ? vol2, scd2, dcd2, rcd2] ? MSC[sc, dt, sid,
did, vol1, scd1, dcd1, rcd1], MSC[sc, dt, sid, did, vol2, scd2, dcd2, rcd2]
sid1 = sid2, did1 = did2, scd1 = scd2

3. MSI[sc, dt, sid, did, vol, scd, dcd, rcd] ? MSC[sc : H2O, dt, sid; did; vol; scd,
dcd, rcd]

4. MSI[sc, dt, sid, did, vol, scd, dcd, rcd] ? MSC[sc : 15:4 M HNO3, dt, sid, did,
vol, scd, dcd, rcd]

5. MSI[sc1, dt2, sid1, did2, vol1] ? MSI[sc1 : H2O, dt1, sid1, did1, vol1, scd1, dcd1,
rcd1], MSC[sc2, dt2, sid2, did2, vol2, scd2, dcd2, rcd2][0] did1 = sid2,
rcd1 = scd2

Table 11.3 Abbreviation key for complex actions used in recipes

Abbreviation Action Meaning

MS Mixing solution Basic solution mix operation as observed directly
from log files

MSC Mixing solution
component 2

A complex action representing repeated mixing of a
solution to the same destination

MSI Mixing solution through
intermediate flask

A complex action representing the use of
intermediate flasks when mixing solution

SDP Solve dilution problem The root of the plan(s), composed of mixing H2O and
the solution to be diluted
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6. MSI[sc1, dt2, sid1, did2, vol1] ? MSI[sc1 : 15:4 M HNO3, dt1, sid1, did1, vol1,
scd1, dcd1, rcd1], MSC[sc2, dt2, sid2, did2, vol2, scd2, dcd2, rcd2][0] did1 = sid2,
rcd1 = scd2

7. MSC[sc, dt, sid, did, vol, scd, dcd, rcd] ? MSI[sc, dt, sid, did, vol, scd, dcd,
rcd]

8. MSC[sc, dt, sid, did, vol = vol1 ? vol2, scd2, dcd2, rcd2] ? MSC[sc, dt, sid,
did, vol1, scd1, dcd1, rcd1], MSC[sc, dt, sid, did, vol2, scd2, dcd2, rcd2]
sid1 = sid2, did1 = did2, scd1 = scd2

9. SDP[sc, dt, sid, did, vol = vol1 ? vol2, scd2, dcd2, rcd2] ? MSC[sc : H2O, dt,
vol1, did1], MSC[sc : 15:4 M HNO3, dt, vol2, did2]

11.8.2 Recipes Explanation

Recipes Explanation: Recipes 1 and 2 capture repeated pouring activities, where
users pour the same solution from the same source flask to the same destination
flask (1 is the base of the recursion). Recipes 3 and 4 capture the activity of using
an intermediate flask when pouring H2O (i.e. pouring from flask 1 to flask 2 and
then from flask 2 to flask 3). Recipes 5 and 6 are the same as 3 and 4, only for
HNO3. Recipes 7 and 8 are the same as 1 and 2, only now they can capture higher
level activities which served the same overall goal (for example pouring from flask
1 to flask 2 through intermediate flask 3, and pouring from flask 1 to flask 2
through intermediate flask 4, both serve the same goal of pouring from flask 1 to
flask 2). Recipe 9 forms the root of a plan, as it is composed of the pouring actions
that involved H2O and those of pouring HNO3.

11.9 User Study Questionnaire

After observing each of the visualization methods, the participants responded to
the following questions:

• Based on the presentation, can you tell WHETHER the student solved the
problem? Please describe how you can tell whether the student solved the
problem, or why you can’t.

• Based on the presentation, can you tell HOW the student solved the problem?
Please describe how the presentation helps you understand the student solution,
or what information is missing.

• Assuming you were using VirtualLabs in your class, would you be likely to use
this presentation style to understand a student’s work after a classroom Virtu-
alLabs session? Why?

• Additional comments. For example: What are the problems of this presentation
style? How would you improve it? What information did you find helpful? What
information was missing?
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In the second part of the questionnaire participants stated their level of
agreement (on a scale of 1–7) with the following statements with regards to each
of the visualization methods:

• This presentation style was easy for me to learn.
• This presentation style demonstrates WHETHER the student solved then

problem.
• This presentation style demonstrates HOW the student solved the problem.
• Assuming I would be using VirtualLabs in my class, I am likely to use this

presentation style to understand a student’s work after a classroom VirtualLabs
session.

There was also space for additional comments after each of these statements.
Finally, participants responded to the following two open questions:

• Did you prefer one style to all of the others? If so, which? Would you use one or
some of the styles rather than the other/s to visualize students’ work?

• Would you combine some or all of these presentation styles together? If so, can
you list, for each presentation style, which aspects of a students’ interaction are
best visualized by that style?
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Chapter 12
Finding Dependency of Test Items
from Students’ Response Data

Xiaoxun Sun

Abstract In this chapter, we propose a new approach to find the most dependent
test items in students’ response data by adopting the concept of entropy from
information theory. We define a distance metric to measures the amount of mutual
independency between two items, and it is used to quantify how independent two
items are in a test. Based on the proposed measurement, we present a simple yet
efficient dependency tree searching algorithm to find the best dependency tree
from the students’ response data, which shows the hierarchical relationship
between test items. The extensive experimental study has been performed on
synthetic datasets, and results show that the proposed algorithm for finding the best
dependency tree is fast and scalable, and the comparison with item correlations has
been made to confirm the effectiveness of the approach. Finally, we discuss the
possible extension of the method to find dependent item sets and to determine
dimensions and sub-dimensions from the data.
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12.1 Introduction

Data mining is the analysis step of the knowledge discovery in databases process,
and it is the process of discovering novel and potentially useful information and
patterns from large data sets. There are different data mining technologies lying at
the intersection of artificial intelligence, machine learning, statistics and database
systems.

The goal of data mining is to extract useful and previously unknown infor-
mation out of large complex data collections. Data mining techniques have been
applied to many other fields. In the context of educational research, educational
data mining refers to developing methods for exploring the unique types of data
that come from educational settings, and using existing data mining or developing
new methods to better diagnose students’ performance and design tests that better
suits students.

Students’ response data contain the responses of students to a set of test
questions. It can be used to determine the knowledge of a student has learned, and
it can also be used to discover the relationship between the test items latent or
underlying attributes.

Such relationship may take the form of attempting to find out which variables
are most strongly associated with a single variable of particular interest, or may
take the form of attempting to discover relationships between any two variables
are strongest.

Students’ response data are beneficial to both test developers and course
instructors. Students’ response data contains valuable information that can be used
to improve the effectiveness of test items, and for course instructors, students’
performance on the test is important to instructors for the guidance and
improvement of teaching.

In this chapter, we apply the concept of entropy to propose a distance metric to
evaluate the amount of mutual information among records in students’ response
data, and propose a method of constructing best dependency tree from the data.
Finally, the experimental studies on synthetic data sets show the effectiveness and
efficiency of the proposed method. We discuss the possible extension of the
method to handle the dependency structure among item sets and to determine
dimensions and sub-dimensions.

12.2 Related Work

The work is related to the application of dependency tree of information theory in
data mining and databases. The dependency tree has been used in finding
dependency structure in the features which improve the classification accuracy of
the Bayes network classifiers [1, 2] used the dependency tree to represent a set of
frequent patterns, which can be used to summarize patterns into few profiles.
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Kovács and Szántai [3] presented large node dependency tree, in which the
nodes are subsets of variables of dataset. The large node dependency tree is
applied to density estimation and classification. As far as its application to
educational database, fewer results are obtained. In this chapter, we apply the
concept of entropy to capture the amount of mutual information among records in
students’ response data.

There is some existing research applied to students’ response data, [4] reported
an approach to classify students in order to predict their final year grade based on
the features extracted from logged data in an educational web-based system, [5]
used clustering algorithms on students’ response data to characterize similar
behaviour groups in unstructured collaboration, [6] developed a hybrid system of
association rule mining algorithm with fuzzy set theory and inductive learning
algorithm to find embedded information that could be fed back to teachers for
refining or reorganizing the teaching materials and test, [7] applied genetic algo-
rithms together with data mining classification process to improve the prediction
accuracy.

The focus of the existing research is given to students’ performance extracted
the students’ response data rather than discovering the relationship among test
items based on the students’ response data. This work is loosely related to the
association rule mining. In the context of educational data mining, association rule
mining technique has been used to perform crucial analysis in the educational
environment.

Romero et al. [8] used association rule mining technique to discover patterns
from student online course usage and [9] introduced a Test Result Feedback model
that analyzes the relationships between students’ learning time and the corre-
sponding test results.

12.3 Mutual Independency Measure

The work presented in this chapter is based on information theory, and is related to
the application of dependency tree of information theory in students’ response
data. In this section, we first introduce the concept of entropy, and the mutual
information measure, which captures the mutual independency between test items.

12.3.1 Preliminaries

In the information theory, the main concept is entropy. It is defined to measure the
expected uncertainty or the amount of information provided by a certain event. We
feel more surprised when an unlikely event happens than a likely one occurs. One
useful measure of the extent of surprise of an event is to use the logistic function.
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Suppose the probability of an event happening is p then the extent of surprise of
such event can be defined as �logk p, in which k refers to the base of the logistic
function. From this definition, it can be seen that the less the probability is, the
higher the amount of information the event would provide. Given the example of
students’ response data, items that have been answered correctly by a small portion
of students contains much more useful information for course instructors than the
items that have been answered fully correct.

The choice of the base of the logarithm is not important as long as it is used
consistently, as the change of the base only results in a rescaling. For the sim-
plicity, base 2 logarithm will be used in this chapter. Formally, given a random
variable X, the entropy of X is defined by:

HðxÞ ¼ �
X

x

PðX ¼ xÞ log2 PðX ¼ xÞ ð12:1Þ

with 0log20 ¼ 0 by convention. It can be shown that 0�HðXÞ� log2 jXj. If X is
uniformly distributed, H Xð Þ ¼ log2jXj. This is because for uniform distribution,
PðX ¼ xÞ ¼ 1=jXj for all x 2 Xj.

For the students’ response data, X could be the item of the test, x is the student’s
score on that item. If the item X is dichotomously scored (either correct or
incorrect), P X ¼ xð Þ could be the proportion of students who answered correctly or
incorrectly. In the rest of the chapter, we consider the dichotomously scored items.

12.3.2 Mutual Information Measure

In order to study the interaction between items, we use the concept of conditional
entropy. The conditional entropy measures the uncertainty about X when Y is
known. The conditional entropy HðYjXÞj of a random variable Y given X is then
defined as:

HðY jXÞ ¼ �
X

x;y

pðx; yÞ log2 pðyjxÞj ð12:2Þ

where p x; yð Þ is the joint distribution of variables X and Y. The conditional entropy
has the following properties.

Proposition 1 Let HðYjXÞ be the conditional entropy for Y given X, then,

0�HðY jXÞ�HðYÞ ð12:3Þ

HðX; YÞ ¼ HðXÞ þ HðY jXÞ ¼ HðYÞ þ HðXjYÞ ð12:4Þ

HðX; YÞ�HðXÞ þ HðYÞ ð12:5Þ
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The proof of Proposition 1 is given in [10]. According to the proposition, the
conditional entropy HðYjXÞ can be rewritten as: H Y jXð Þ ¼ H X; Yð Þ � H Xð Þ,
which provides an alternative and easy way to compute the conditional entropy
HðY jXÞ. We adopt the conditional entropy to measure the mutual information,
which is a distance metric.

Definition 1 (Mutual Information Measure) The mutual information measure
with regard to two random variables A and B is defined as:

MIðA;BÞ ¼ HðAjBÞ þ HðBjAÞ ð12:6Þ

Mutual information measure is a measure of how independent is the two
random variables when the value of each random variable is known. Two events
A and B are independent if and only if their mutual information measure achieves
the maximum H Að Þ þ HðBÞ. Therefore, the less the value of the mutual infor-
mation measure is, the more dependent the two random variables are. According to
this measure, A is said to be more dependent on B than C, if MIðA;BÞ�MIðA;CÞ.

Theorem 1 The mutual information measure MIðA;BÞ satisfies the following
properties:

non-negativityð Þ MIðA;BÞ� 0 ð12:7Þ

symmetryð Þ MIðA;BÞ ¼ MIðB;AÞ ð12:8Þ

triangle inequalityð Þ MIðA;BÞ þMIðA;CÞ�MIðA;CÞ ð12:9Þ

It is easy to verify that MIðA;BÞ ¼ 0 if and only if there is a one-to-one function
mapping between A and B. Since when HðBjAÞ ¼ 0 B is a function of A, then when
MI A;Bð Þ ¼ 0 if and only if HðBjAÞ ¼ 0 and HðAjBÞ ¼ 0, i.e., there is a one-to-one
function mapping between A and B. In this sense, the mutual information measure
MIðA;BÞ we defined is a distance metric.

12.3.3 Finding the Best Dependency Tree

Dependency tree was introduced by Chow and Liu [10], in which they introduced an
algorithm for fitting a multivariate distribution with a tree (i.e., a density model that
assumes that there are only pair wise dependency between variables). In the maxi-
mum likelihood sense, the dependency tree is the best tree to fit the dataset, and it uses
mutual information measure to estimate the dependency of two random variables.

The dependency tree has been used in finding dependency structure in the
features which improve the classification accuracy of the Bayes network classifiers
[1]. Ma et al. 2] used the dependency tree to represent a set of frequent patterns,
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which can be used to summarize patterns into few profiles. Kovács and Szántai [3]
presented a large node dependency tree, in which the nodes are subsets of variables
of datasets.

The large node dependency tree is applied to density estimation and
classification.

Definition 2 (Dependency Matrix) Given students’ response data T with n test
participants fr1; r2; . . .rng, where each participant responds to m test items
fA1;A2; . . .Amg, the dependency matrix D T is defined as:

D T ¼ ðMIði; jÞÞmxm ð12:10Þ

where MIði; jÞ is the mutual information measure, i; j 2 fA1;A2; . . .;Amg. With the
dependency matrix, we could construct a fully connected weighted graph G ¼
ðV;E;xÞ where V ¼ fv1; v2; . . .; vmg is the set of vertices, which corresponds to
the test items in T, and for each pair of vertices ðvi; vjÞ there is an edge eij

connecting them, and xðeijÞ refers to the weight of each eij between vi and vj,
which can be obtained from the dependency matrix.

Definition 3 (Subgraph) Let G ¼ ðV;EÞ be a graph, where V is the set of vertices
and E is the set of edges. We say G0 ¼ ðV 0;E0Þ is a subgraph of G if V 0 2 V and E0 2 E.

Definition 4 (Dependency Tree)
Let G ¼ ðV ;E;xÞ be a weighted graph. A dependency tree T G of G is a

subgraph that is a tree and connects all the vertices together. A best dependency
tree is a dependency tree with weight less than or equal to the weight of every
other dependency trees.

The following theorem (Theorem 2) proves the subgraph property of the best
dependency tree, which is that any sub-structure of the best dependency tree is also
the best dependency tree of that sub-structure.

Theorem 2 (Subgraph Property) Let T G be the best dependency tree of G with
the set of vertices G. Let G0 be a subgraph of G with the set of vertices V 0, if G is a
tree, then G is also the best dependency tree in G.

We observe that xðeijÞ represents to what extent vertex vi (or attribute Ai) is
dependent on vj (or Aj). Although, in the worst case, any pair of attributes can be
dependent, however, as stated in [10].

We could simplify by using an approximation which ignores the conditions on
multiple attributes, and retaining only dependency in at most a single attribute at a
time, which results in a tree-like structure. It is easy to see that in the fully
connected weighted graph G, there are a large number of trees, each of which
represents a unique approximation dependency structure.

Here, in order to reduce the uncertainty in the dataset and maximize the mutual
information among the attributes simultaneously, we find a best dependency tree
from the fully connected graph G with the least total weight based on our proposed
mutual information measure.
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Theorem 2 provides a theoretical foundation for a greedy algorithm for finding
the best dependency tree. Because of the subgraph property, we can start con-
structing the best dependency tree with the following steps. First, the candidate
edges are sorted in increasing order of their weights (i.e. mutual information
measure).

Then, starting with an empty set E0, the algorithm examines one edge at a time
(in the order resulting from the sort operation), checks if it forms a cycle with the
edges already in E0 and, if not, adds it to E0. The algorithm ends when m� 1
edges have been added to E0, where m refers to the number of vertices in G. The
algorithm for finding the best dependency tree is included in Algorithm 1.

12.3.4 An Example

For better understanding, in this section, a simple example will be included to
show the concepts that have been introduced before. Table 12.1 shows a sample
student response data which contains 12 students and their responses to 6 ques-
tions. All questions are dichotomous items, and the students’ responses have been
scored as 0 (wrong) and 1 (right).

As discussed, for each question, we defined the probability PðQi ¼ xÞ as the
fraction of rows whose projection onto Qi is equal to x, where x 2 f0; 1g. In this
example, it is equivalent to say that PðQi ¼ 1ð0ÞÞ is the proportion of students who
have answered Qi correctly (incorrectly).

For instance PðQ1 ¼ 1Þ ¼ 1=3, PðQ3 ¼ 0Þ ¼ 1=6 and PðQ1 ¼ 1;
Q2 ¼ 0Þ ¼ 1=12. The entropy can be calculated as HðQ1Þ ¼ 0:9183, similarly,
HðQ2Þ ¼ 0:9183 and HðQ1;Q2Þ ¼ 1:5546. By using Proposition 1(2), the condi-
tional entropy can be calculated. In out example, HðQ1jQ2Þ ¼ 0:6363, and
HðQ2jQ1Þ ¼ 0:7433.

Table 12.1 Sample data

Student Q1 Q2 Q3 Q4 Q5 Q6

Student 1 0 0 0 1 1 1
Student 2 0 1 1 0 1 0
Student 3 1 1 0 1 0 0
Student 4 0 0 1 1 1 1
Student 5 0 1 1 1 0 0
Student 6 0 0 1 0 0 1
Student 7 1 1 1 0 0 1
Student 8 0 1 1 0 0 0
Student 9 1 1 1 0 1 1
Student 10 0 1 1 1 0 1
Student 11 0 1 1 1 0 0
Student 12 1 1 1 1 1 1
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1. Compute the mutual information measure between every item pair in T and
construct the dependency matrix DT . There are C2

m ¼ mðm� 1Þ=2 weight need
to be calculated, if T has m items.

2. Construct a fully connected graph, where the nodes correspond to items in
T. The weight of each edge refers to their mutual information measure.

3. Order the edges in an increasing order of its weights.
4. Starting from empty set E0.
5. Choose the edge with minimum weight, and if it forms cycle with the edges

already in E0, then skip to next.
6. Otherwise add the edge into E0 Repeat Step 5 until there are m� 1 edges

selected.

(Algorithm 1. Finding best dependency tree)
By applying Algorithm 1, the best dependency tree of Table 12.1 is shown in

Fig. 12.1. We can summarize patterns from the best dependency tree. For sum-
marizing the item set into k patterns, we delete the k � 1 largest weight edges from
the dependency tree. For instance, from Fig. 12.1, three patterns can be observed
ffQ2;Q3;Q6g;Q1;Q5g in T G. According to Theorem 2, the best dependency tree
of questions Q2;Q3;Q6 is also a best dependency tree that could be constructed
from the fully connected graph with vertices Q2;Q3;Q6.

From the structure of the best dependency tree, it might be used to determine all
the dimensions and sub-dimensions of the data. In Fig. 12.1, it seems that 6
questions can be divided into 3 dimensions, where questions Q2;Q3;Q6f g belong
to dimension 1, and Q1 and Q5 are loaded in second and third dimension. From the
definition of dependency tree, the most dependent items are organized in a tree
structure, and this method can be used to discover or confirm the dimensionality of
the data.

For example, in this scenario, Q2;Q3;Q6f g might be the math questions, Q1

might be the literacy question, and Q5 might be the science question. If all the
questions are maths questions, this classification may suggest three sub-dimensions
in the maths questions that have been observed from the data.

Fig. 12.1 a Fully connected
graph G, b the best
dependency tree of G
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12.3.5 Extensions

In this chapter, we apply the entropy-based distance metric to measure the mutual
information between two test items, and the method described in the chapter can be
easily extended to be capable of handling two item sets, each of which consists of
different items. For example, suppose 6 items in Table 12.1 can be organized into 3
groups G1, G2, and G3 where G1 ¼ fQ1;Q2Þ, G2 ¼ fQ3;Q4Þ and G3 ¼ fQ5;Q6Þ.

The best dependency tree can be constructed from 3 item sets rather than 6
items. This extension is useful in the sense that it could provide the dependency
relationship in a higher level. Still using Table 12.1 as an example, G1, G2, and G3

may refer to different sub-strands in a test, and the extended method is able to
generate the dependency between different sub-strands, which makes entropy-
based dependency method superior to the traditional correlation method.

As mentioned in Sect. 12.3.4, the generated best dependency tree could be used
to determine dimensions and sub-dimensions of the data. This can be done by
summarizing patterns from the best dependency tree, and k patterns could be found
by deleting the first k � 1 largest edges from the dependency tree.

12.4 Proof-of-Concept Experiments

The aim of the experimental studies is twofold. First, we compare the method of
calculating mutual dependency with the method of calculating items’ correlation,
and this is to make sure that the method of constructing dependency tree indeed
finds most correlated items. Second, we compare the scalability of the proposed
algorithm for finding best dependency tree.

12.4.1 Data

In this experiment, we used the three synthetic data sets generated from normal
distributions Nð0; 1Þ. They represent the students’ responses from short, medium and
long tests respectively. The data generation specifications are shown in Table 12.2.

In addition to the synthetic data, we also used the International School’s
Assessment (ISA). The ISA assessment program (reading, mathematical literacy

Table 12.2 Data specification

Dataset Number of items Number of cases

Data1 5 50
Data2 20 200
Data3 50 500
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and writing) is designed especially for students in international schools in Grades
3–10. It is based on the internationally endorsed reading, mathematical literacy
and scientific literacy frameworks of the OECD’s Programme for International
Student Assessment (PISA). The data used for this chapter is Mathematics Grade 4
in 2012 October’s sitting. The test contains 32 questions, and there are both
multiple choice and open response questions, and all the questions are scored as 0
or 1.

12.4.2 Results on Synthetic Data Sets

First, we evaluate the running time of the dependency tree algorithm. Figure 12.2
shows the execution time of calculating the dependency among items and con-
structing the dependency tree. Figure 12.2a plots the time overhead comparison
for simulated datasets data1, data2 and data3, which contains 5, 20 and 50 items
respectively. From the graph, it can be seen that the time overhead is increasing as
the number of items increases. This is expected, as the number of items increases,
the number of combinations of 2-item sets is growing rapidly as well, and it takes

Fig. 12.2 Comparisons of
execution time when
constructing dependency tree,
a comparison or running
time, b comparison or
running time for 50 item
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more time to compute the mutual dependency and construct the dependency
matrix.

Figure 12.2b presents the comparison of the running time by using simulated
dataset data3 by varying the case percentage from 20 to 100 %. As seen from the
graph, the running time is increasing as the number of cases increases, and the plot
is almost a line, which proves the scalability of the algorithm when applying to
large datasets.

Next, we compare the mutual independency measure with the correlation
coefficients. The correlation is a way to measure how associated or related two
variables are. Since the mutual independency measures how independent two
variables are. The value of the correlation ranges from -1 to +1.

When the value of correlation is greater than 0, it is called positive correlation.
In a positive correlation, as the values of one of the variables increase, the values
of the second variable also increase. Likewise, as the value of one of the variables
decreases, the value of the other variable also decreases.

When the value of correlation is less than 0, it is called negative correlation, and
in a negative correlation, as the values of one of the variables increase, the values
of the second variable decrease.Likewise, as the value of one of the variables
decreases, the value of the other variable increases.

No matter whether the correlation is positive or negative, the absolute value of
the correlation reflects the strength of the correlation. As the correlation score gets
closer to 1, it is getting stronger. In this study, we compare the strength of the
correlation against the mutual information measure between two variables. In
general, the more independent two variables are, the more related two variables
should be. In this sets of experiments, we graph the relationship between mutual
independency measure and the correlation of two test items.

Figure 12.3 shows the relationship between the mutual independency measure
and the correlations. Figure 12.3a plots the relationship among items in a short
test, Fig. 12.3b plots the relationship among items in a medium test, and Fig. 12.3c
plots the relationship among items in a long test.

From Fig. 12.3a, since 5 items are included in the simulated data, the number of
2-item combinations is C2

5 ¼ 10, for Fig. 12.3b, 20 items will produce C2
20 ¼ 190

different combinations of 2-item sets and for Fig. 12.3c, there are C2
50 ¼ 1225

combinations for 50 items.
From all figures, it can be seen that the slopes of the regression line are neg-

ative, which confirms the fact that the more the mutual independency between two
variables, the less correlated they are. R2 is the indication of how strong the linear
relationship is. In all cases, the values of R2 are greater than 0.65, and in
Fig. 12.3a, R2 indicates a strong linear relationship, while that relationship is
stronger in Figs. 12.3b, c.

Figure 12.4 displays the best dependency tree structure calculated from the
simulated data1 and data2. There are two patternsfQ1;Q3;Q4g, fQ2;Q5;g observed
from Fig. 12.4a and in Fig. 12.4b, all the questions are highly dependent on Q13.
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12.4.3 Results on Real Data

As discussed in the previous section, the entropy-based distance metric can be
used to identify the substrands of each test. The aim of this subsection is to validate
the accuracy of substrand identification by the new proposed method. In the study
of real data, for example, questions 13 and 21 are showing high mutual infor-
mation, and from the test description, these two questions belong to substrand
‘‘Quantity’’ in mathematics test. On the contrary, questions 5 and 28 are showing
very low mutual information, and these two questions belong to substrands ‘‘Space
and Shape’’ and ‘‘Quantity’’ respectively.

From the best dependency tree, the mutual information between two items
reflect the best dependency, and we calculate the agreement between the entropy-
based method and the item descriptions, and in the ISA Grade 4 Mathematics data,

Fig. 12.3 Comparisons
between mutual
independency measure and
correlations a comparison
between correlation and
mutual independency for 5
items b comparison between
correlation and mutual
independency for 20 items.
c Comparison between
correlation and mutual
independency for 50 items
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78 % of substrands confirms with what have been defined the item descriptions.
Such a high agreement ensures that the entropy-based distance metric enables
accurate sub-dimension detection.

12.5 Conclusions and Future Work

In this chapter, we apply the concept of entropy to propose a distance metric to
evaluate the amount of mutual information among records in students’ response
data, and propose a method of constructing dependency tree from the data. The
experimental results confirm the effectiveness and efficiency of the proposed
method.

There is some potential work on the research agenda. First, the information
theory based method presented in this chapter finds the dependent item pairs, and it
can be extended to calculate the dependency between item sets. Second, it would
be interesting to apply the association rules mining method to see whether there
are any pattern with the rules and the mutual information measure.
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Chapter 13
Mining Texts, Learner Productions
and Strategies with ReaderBench

Mihai Dascalu, Philippe Dessus, Maryse Bianco,
Stefan Trausan-Matu and Aurélie Nardy

Abstract The chapter introduces ReaderBench, a multi-lingual and flexible
environment that integrates text mining technologies for assessing a wide range of
learners’ productions and for supporting teachers in several ways. ReaderBench
offers three main functionalities in terms of text analysis: cohesion-based assess-
ment, reading strategies identification and textual complexity evaluation. All of
these have been subject to empirical validations. ReaderBench may be used
throughout an entire educational scenario, starting from the initial complexity
assessment of the reading materials, the assignment of texts to learners, the
detection of reading strategies reflected in one’s self-explanations, and compre-
hension evaluation fostering learner’s self-regulation process.
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Abbreviations

AA Adjacent agreement
CAF Complexity, accuracy and fluency
CSCL Computer supported collaborative learning
DRP Degree of reading power
EA Exact agreement
FFL French as foreign language
ICC Intra-class correlations
LDA Latent Dirichlet allocation
LMS Learning management system
LSA Latent semantic analysis
NLP Natural language processing
POS Part of speech
SVM Support vector machine
TASA Touchstone Applied Science Associates, Inc
Tf-Idf Term frequency – inverse document frequency
WOLF WordNet Libre du Français

13.1 Introduction

Text mining techniques based on advanced Natural Language Processing (NLP) and
Machine Learning algorithms, as well as the ever-growing computer power, enable
the design and implementation of new systems that automatically deliver to learners
summative and formative assessments using multiple sets of data (e.g., textual
materials, behavior tracks, meta-cognitive explanations). New automatic evaluation
processes allow teachers and learners to have immediate information on the learning
or understanding processes. Furthermore, computer-based systems can be integrated
into pedagogical scenarios, providing activity flows that foster learning. Reader-
Bench is a fully functional framework based on text mining technologies [1].

It may be seen as a cohesion-based integrated approach that addresses multiple
dimensions of learner comprehension, including the identification of reading
strategies, textual complexity assessment and even Computer Supported Collab-
orative Learning (CSCL). In the later context, special emphasis is given to con-
sidering participant involvement and collaboration [2]. However, this facility will
not be introduced in this chapter for readability’s sake.

In addition to a fully functional NLP processing pipeline [3], in terms of
Educational Data Mining, ReaderBench encompasses a wide variety of techniques:
Latent Semantic Analysis (LSA) [4], Latent Dirichlet Allocation (LDA) [5] and
specific internal processes addressing topics extraction, extractive summarization,
identification of reading strategies, as well as textual complexity assessment, all
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deduced from a cohesion-based underlying discourse structure. In this context,
ReaderBench provides teachers and learners information on their reading/writing
activities: initial textual complexity assessment, assignment of texts to learners,
capture of self-explanations reflected in pupil’s textual verbalizations and reading
strategies assessment [2].

The remainder of this chapter is as follows. The next section introduces a
general perspective in terms of educational applications. The third section is an
overview on how learner comprehension can be modeled and predicted while
introducing an educational scenario that makes use of a wide variety of educa-
tional activities covered by ReaderBench. The fourth section is centered on
cohesion, the core text feature from which almost all ReaderBench measures are
computed. The next four sections present the main functionalities of our system:
topic extraction, cohesion analysis, reading strategies analysis and textual
complexity assessment. The ninth section focuses on the validation of the provided
facilities, while the latter section compares ReaderBench to other systems, high-
lighting pros and cons for each approach.

13.2 Data and Text Mining for Educational Applications

Learning analytics aims at measuring, collecting, analyzing and ‘‘reporting data
about learners and their contexts, for purposes of understanding and optimizing
learning and the environments in which it occurs’’ (Society for Learning Analytics
Research, http://www.solaresearch.org/). While the main focus of this approach is
to gather data about learners (e.g., their behavior, opinions, affects, social inter-
actions), very few researches are performed to infer what learners actually under-
stand and the learning contexts are rarely taken into account (e.g., which learning
material is used, to what pedagogical intent, within which educational scenario) [6].

Educational data analyzed from computer-based approaches typically comes
from two wide categories: knowledge (e.g., textual material from course information)
and behavior (e.g., learners’ behavior in Learning Management Systems from log
analysis). Whereas a substantial amount of research is centered on behavioral data
[7], relatively few researches encompass the analysis of textual materials, presented
beforehand to learners. Raw data is ideally and easily computable with data mining
techniques [8], but the inferences necessary to uncover learners’ cognitive processes
are far more complex and involve comparisons to human experts judgments.

Our approach stems from a very broad idea. Cohesion, seen as the relatedness
between different parts of texts, is a major determinant of text coherence and has
been shown to be an important predictor of reading comprehension [9]. In turn,
cohesion analyses can be applied on a wide range of data analyses in educational
contexts: text readability and difficulty, knowledge relatedness, chat or forum
group replies. The next section addresses learner comprehension, its relationships
with textual complexity, and how the comprehension level can be inferred from
learner’s self-explanations.
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13.2.1 Predicting Learner Comprehension

Learner’s comprehension of textual materials during reading depends both on text
properties and on the learner’s reading skills. It has long been recognized that the
comprehension performance differs according to lexical and syntactical com-
plexity, as well as to the thematic content and to how information is structured [10,
11]. Of particular importance are the cohesion and coherence properties of texts
that can support or impair [12] understanding and, moreover, interact with reader’s
personal characteristics [11, 13]. On the reader’s side, his/her background
knowledge and the reading strategies (s)he is able to use to process the provided
information are also strong predictors of reading comprehension, in addition to
personal word recognition abilities and semantic skills [14–16].

Therefore, our aim consists of designing an integrated system capable of sup-
porting a wide range of educational activities, enabling in the end three kinds of
work-loops (see Fig. 13.1) in which teacher/learners can be freely involved, thus
triggering self-regulated learning [17]. It is worth noting that these three loops do
not generate behavioral data per se, to be analyzed in turn in the automatic system.

The first loop addresses reading: learners read some material (e.g., course text,
narrative) and can, at any moment, get information about its textual organization.
The second one is a gist selection loop, which is a bit more interactive than the
previous. Learners produce keywords or select main sentences of the read texts
and submit their selection to either the teacher or the automatic evaluation system,
which prompts feedback. The third is a writing loop that gives learners the
opportunity to develop at length what they understood from the text (e.g., sum-
maries) or the way they understood (strategies self-explanation). Besides these
three loops, the teacher can use automatic tools to select appropriate textual
materials according to learners’ level. Each of the main activities presented in in
Fig. 13.1, either tutor or learner centered, are presented from a computational point
of view in subsequent sections. The remainder of this section elaborates more on
the two main factors of text understanding: textual features (through textual
complexity) and readers’ abilities (through the identification of reading strategies).

13.3 Textual Complexity Assessment for Comprehension
Prediction

Teachers usually need valid and reliable measures of textual complexity for their
day-to-day instruction in order to select materials appropriate to learners’ reading
level. This proves to be a challenging and cumbersome activity since different
types of texts (narrative, argumentative or expository) place different demands on
different reading skills [18, 19]. For example, McNamara and her colleagues [19]
found that narrative texts contain more familiar words than scientific texts, but that
they have more complex syntactic sentences, as well. Narratives were also found
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to be less cohesive than science expository texts, the latter more strongly requiring
background knowledge. In conclusion, different skills must be involved in com-
prehending different types of texts and the same reader can be more or less able to
comprehend a text corresponding to his/her reading and/or grade level.

Two approaches usually compete for the automated assessment of text com-
plexity: (1) using simple statistical measures that mostly rely on word difficulty
(from already-made scales) and sentence length; (2) using a combination of
multiple factors ranging from lexical indicators as word frequency, to syntactic
and semantic levels (e.g., textual cohesion) [20].

As an in-depth perspective, text cohesion, seen as the relatedness between
different parts of texts, is a major determinant for building a coherent represen-
tation of discourse and has been shown to be an important predictor of reading
comprehension [9]. Cohesiveness understanding (e.g., referential, causal or tem-
poral) is central to the process of building textual coherence at local level, which,
in turn, allows the textual content to be reorganized into its macrostructure and
situation model at global level. Highly cohesive texts are more beneficial to low-
knowledge readers than to high-knowledge ones [21]. Hence, textual cohesion is a
feature of textual complexity (through some semantic characteristics of the read
text) that might interfere with reading strategies (through the inferences made by a
reader). Moreover, inference skills and the ability to plan and organize information
have been shown to be strongly tied to the comprehension performance of more
complex texts [18]. These findings let us consider cohesion as one of the core
determinants of textual complexity.

13.3.1 The Impact of Reading Strategies Extracted
from Self-Explanations for Comprehension
Assessment

Moving from textual complexity to readers’ comprehension assessment is not
straightforward. Constructing textual coherence for readers requires that they are
able to go beyond what is explicitly expressed. In order to achieve this, readers
make use of cognitive procedures and processes, referred to as reading strategies,
when those procedures are elicited through self-explanations [22]. Research on
reading comprehension has shown that expert readers are strategic readers. They
monitor their reading, being able to know at every moment their level of under-
standing. When faced with a difficulty, learners can call upon regulation proce-
dures, also called reading strategies [23].

Reading strategies have been studied extensively with adolescent and adult
readers using the think-aloud procedure that engages the reader to auto-explain at
specific breakpoints while reading, therefore providing insight in terms of the
comprehension mechanisms they call upon to interpret the information they are
reading. In other words, reading strategies are defined here as ‘‘the mental

350 M. Dascalu et al.



processes that are implicated during reading, as the reader attempts to make sense
of the printed words’’ [24, p. 40].

Four types of reading strategies are mainly used by expert readers [25].
Paraphrasing allows the reader to express what she understood from the explicit
content of the text, and can be considered the first and essential step in the process
of coherence building. Text-based inferences, for example causal and bridging
strategies build explicit relationships between two or more pieces of information in
texts. On the other hand, knowledge-based inferences build relationships between
the information in text and the reader’s own knowledge and are essential to the
situation model building process. Control strategies refer to the actual monitoring
process when the reader is explicitly expressing what she has or has not under-
stood. The diversity and richness of the strategies a reader carries out depend on
many factors, either personal (proficiency, level of knowledge, motivation), or
external (textual complexity).

We performed an experiment [26] to extend the assessment of reading strate-
gies with children ranging from 3rd to 5th grade (8–11 years old). Children read
aloud two stories and were asked at predefined moments to self-explain their
impressions and thoughts about the reading material. An adapted annotation
methodology was devised starting from McNamara’s [25] coding scheme,
covering the strategy items: paraphrases, textual inferences, knowledge inferences,
self-evaluations, and ‘‘other’’. The ‘‘other’’ category is very close to the
‘‘irrelevant’’ category [25] as it aggregates irrelevant, as well as unintelligible
statements. Two dominant strategies were identified: paraphrases and text-based
inferences; text-based inferences frequency increases from grade 3 to 5, while
erroneous paraphrases frequency decreases; knowledge-based inferences remain
rare, but their frequency doubled from grade 3 to 5, amounting from 4 to 8 % of
the identified reading strategies within the appropriate verbalizations.

Three results are noteworthy. Firstly, self-explanations are a useful tool to
access the reading strategies of young children (8–11 years old) who already
dispose of all the strategies older children carry out. Secondly, we found a relation
between the ability to paraphrase and to use text-based inferences, on one hand,
and comprehension and extraction of internal text coherence traits, on the other. A
better comprehension in this age range is tied to less false paraphrases and more
text-based inferences (R2 = 0.18 for paraphrases and R2 = 0.16 for text-based
inferences). Thirdly, mediation models [27] showed that verbal ability partially
mediates the effect of text-based inferences and that age moderates this mediating
effect. The effect of text-based inferences on reading comprehension is mediated
by verbal ability for the younger students while it becomes a direct effect for older
students. Starting from the previous experiments and literature findings, one of the
goals of ReaderBench is to enable the usage of new texts with little or no human
intervention, providing both textual complexity assessments on these texts, and a
fully automatic identification of reading strategies as a support for teachers. The
textual complexity assessment aims at calibrating texts before providing them to
learners.
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13.4 Cohesion-Based Discourse Analysis: Building
the Cohesion Graph

Text cohesion, viewed as lexical, grammatical and semantic relationships that link
together textual units, is defined within our implemented model in terms of: (1) the
inverse normalized distance between textual elements expressed in terms of the
number of textual analysis elements in-between; (2) lexical proximity that is easily
identifiable through identical lemmas and semantic distances within ontologies
[28]; (3) semantic similarity measured through LSA [4] and LDA [5].

Additionally, specific natural language processing techniques [3] are applied to
reduce noise and improve the system’s accuracy: spell-checking (optional) [29,
30], tokenizing, splitting, part of speech tagging [31, 32], parsing [33, 34], stop
words elimination, dictionary-only words selection, stemming [35], lemmatizing
[36], named entity recognition [37] and co-reference resolution [38, 39].

In order to provide a multi-lingual analysis platform with support for both
English and French, ReaderBench integrates both WordNet [40] and a serialized
version of Wordnet Libre du Français (WOLF) [41]. Due to the intrinsic limitations
of WOLF, in which concepts are translated from English while their corresponding
glosses are only partially translated, making a mixture of French and English
definitions, only three frequently used semantic distances were applicable to both
ontologies: path length, Wu–Palmer [42] and Leacock–Chodorow’s normalized
path length [43].

Afterwards, LSA and LDA semantic models were trained using three specific
corpora: TextEnfants [44] (approx. 4.2 M words), Le Monde (French newspaper,
approx. 24 M words) for French, and Touchstone Applied Science Associates
(TASA) corpus (approx. 13 M words) for English.

Moreover, improvements have been enforced on the initial models: the reduction
of inflected forms to their lemmas, the annotation of each word with its corre-
sponding part of speech through a NLP processing pipe (only for English as for
French it was unfeasible to apply to the entire training corpus due to the limitations
of the Stanford Core NLP in parsing French) [45–47], the normalization of
occurrences through the use of term frequency-inverse document frequency (Tf-Idf)
[3] and distributed computing for increasing speedup [48, 49].

LSA and LDA models extract semantic closeness relations from underlying
word co-occurrences and are based on the bag-of-words hypothesis. Our experi-
ments have proven that LSA and LDA models can be used to complement one
other, in the sense that underlying semantic relationships are more likely to be
identified, if both approaches are combined after normalization.

Therefore, LSA semantic spaces are generated after projecting the arrays
obtained from the reduced-rank Singular Value Decomposition of the initial term-
doc array and can be used to determine the proximity of words through cosine
similarity [4]. From a different viewpoint, LDA topic models provide an inference
mechanism of underlying topic structures through a generative probabilistic
process [5]. In this context, similarity between concepts can be seen as the opposite
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of the Jensen-Shannon dissimilarity [3] between their corresponding posterior
topic distributions.

From a computational perspective, the LSA semantic spaces were trained using
a Tagged LSA engine [45] that preprocesses all training corpora (stop-words
elimination, Part of Speech (POS) tagging, lemmatization) [46, 47], applies Tf-Idf
and uses a distributed architecture [48, 50] to perform the Singular Values
Decomposition. With regards to LDA, the parallel topics model used iterative
Gibbs sampling over the training corpora [49] with 10,000 iterations and 100
topics, as recommended by [5]. Overall, in order to better grasp cohesion between
textual fragments, we have combined information retrieval specific techniques,
mostly reflected in word repetitions and normalized number of occurrences, with
semantic distances extracted from ontologies or from LSA- or LDA-based
semantic models.

In order to have a better representation of discourse in terms of underlying
cohesive links, we introduced a cohesion graph [2, 51] (see Fig. 13.2) that can be
seen as a generalization of the previously proposed utterance graph [52–54]. We
are building a multi-layered mixed graph consisting of three types of nodes [55]:
(1) a central node, the document that represents the entire reading material,
(2) blocks, a generic entity that can reflect paragraphs from the initial text and
(3) sentences, the main units of analysis, seen as collections of words and gram-
matical structures obtained after the initial NLP processing. The decomposition is
applied to chat conversations or forum discussion threads where blocks are
instantiated by utterances or interventions.

In terms of edges, hierarchical links are enforced by inclusion functions
(sentences within a block, blocks within a document) and two types of links are
introduced between analysis items of the same level: mandatory and relevant links.
Mandatory links are set between adjacent blocks or sentences and are used for best
modeling the information flow throughout the discourse, thus making possible the
identification of cohesion gaps. Adjacency links are enforced between the previous
block and the first sentence of the next block and, symmetrically, between the last
sentence of the current block and the next block. Links ensure cohesiveness
between structures at several levels within the cohesion graph, disjoint with
regards to the inclusion function, and augment the importance of the first/last
sentence of the current block, in accordance with the assumption that topic sen-
tences are usually at the beginning/ending of a paragraph and ensure in most cases
a transition from the previous paragraph [56].

Optional relevant links are added to the cohesion graph for highlighting fine-
grained and subtle relations between distant analysis elements. In our experiments,
the use as threshold of the sum of mean and standard deviation of all cohesion values
from within a higher-level analysis element provided significant additional links for
the proposed discourse structure. As cohesion can be regarded as the sum of semantic
links that hold a text together and give it meaning, the underlying cohesive structure
influence the perceived complexity level. In other words, the lack of cohesion may
increase the perceived textual complexity as a text’s proper understanding and
representation become more difficult to achieve. In order to better highlight this
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perspective, two measures for textual complexity were defined, later to be assessed:
inner-block cohesion as the mean value of all the links from within a block (adjacent
and relevant links between sentences) and inter-block cohesion that highlights
semantic relationships at global document level.

13.5 Topics Extraction

The identification of covered topics or keywords is of particular interest within our
analysis model because it enables us to grasp an overview of a document, but also
in observing emerging points of interest or shifts of focus. Tightly connected to the
cohesion graph, topics can be extracted at different levels and from different
constituent elements of the analysis (e.g., the entire document or conversation, a
paragraph or all the interventions of a participant). The relevance of each concept
mentioned in the discussion and depicted by its lemma is defined by combining a
multitude of factors:

1. Individual normalized term frequency—1 ? log(no. occurrences) [57]; in the
end, we opted for eliminating inverse document frequency, as this factor is
related to the training corpora and we wanted to grasp the specificity of each
analyzed text.

2. Semantic similarities through the cohesion function (LSA cosine similarity and
inverse of LDA Jensen–Shannon divergence) with the analysis element and to
the whole document for ensuring global resemblance and significance.

3. A weighted similarity with the corresponding semantic chain multiplied by the
importance of the chain; semantic chains are obtained by merging lexical
chains determined from the disambiguation graph modeled through semantic
distances from WordNet and WOLF [58] through LSA and LDA semantic
similarities and each chain’s importance is computed as its normalized length
multiplied with the cohesion function between the chain, seen as an entity
integrating all semantically related concepts, and the entire document.

In addition, as an empirical improvement and as the previous list of topics is
already pre-categorized by corresponding parts of speech, the selection of only
nouns provided more accurate results in most cases due to the fact that nouns tend
to better grasp the conceptualization of the document.In terms of a document’s
visualization, the initial text is split into paragraphs, cohesion measures are
displayed in-between adjacent blocks and the list of sorted topics with their cor-
responding relevance scores is presented to the user, allowing him to filter the
displayed results by number and by corresponding part of speech.

As an example, Fig. 13.3 presents the user interface of ReaderBench for a
French story—Miguel de la faim [59]— highlighting the following elements:
block scores (in square brackets after each paragraph), demarcation with bold of
sentences considered most important according to the summarization facility and
document topics and identified topics ordered by relevance. Although the block
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score can be elevated (e.g., hélas …), the presented values are a combination of
individual sentence scores; therefore, underlying sentences might not be selected
in the summarization process. The later scoring and summarization facilities are
presented in the next sections.

An appealing extension to topics identification is the visualization of the cor-
responding semantic space that can also be enlarged with semantically similar
concepts, not mentioned within the discourse and referred to in our analysis as
inferred concepts (see Fig. 13.4). Therefore, an inferred concept does not appear in
the document or in the conversation, but is semantically related to it.

From a computational perspective, the list of additional inferred concepts
identified by ReaderBench is obtained in two steps. The first stage consists of
merging lists of similar concepts for each topic, determined through synonymy and
hypernymy relations from WordNet/WOLF and through semantic similarity in
terms of LSA and LDA, while considering the entire semantic spaces. Secondly,
all the concepts from the merged list are evaluated based on the following criteria:
semantic relatedness with the list of identified topics and with the analysis element,
plus a shorter path to the ontology root for emphasizing more general concepts.

The overall generated network of concepts, including both topics from the
initial discourse and inferred concepts, takes into consideration the aggregated
cohesion measure between concepts (LSA and LDA similarities above a prede-
fined threshold) and, in the end, displays only the dominant connected graph of
related concepts (outliers or unrelated concepts that do not satisfy the cohesion
threshold specified within the user interface are disregarded). The visualization
uses a Force Atlas layout from Gephi [60] and the dimension of each concept is
proportional with its betweenness score [61] from the generated network.

Although the majority of displayed concepts make perfect sense and seem
really close to the given initial text, in most cases there are also some dissonant
words that appear to be off-topic at a first glimpse. In the example set in Fig. 13.4,
campaigner might induce such an effect, but its occurrence in the list of inferred
concepts is determined by its synonymy relationship from WordNet to candidate, a
concept twice encountered in the initial text fragment that has a final relevance of
2.14. Moreover, the concept has only 7 occurrences in the TASA training corpus
for LSA and LDA, therefore increasing the chance of making incorrect associa-
tions in the semantic models as no clear co-occurrence pattern can emerge.

In this context, additional improvements must be made to the previous identi-
fication method in order to reduce the fluctuations of the generated inferred con-
cepts, frequent if the initial topics list is quite limited or the initial text is rather
small, and to diminish the number of irrelevant generated terms by enforcing
additional filters. All the previously proposed mechanisms were fine-tuned after
detailed analyses on different evaluation scenarios and on different types of texts
(stories, assigned reading materials and chat conversations), generating in the end
an extensible and comprehensive method of extracting topics and inferred concepts.
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13.6 Cohesion-Based Scoring Mechanism of the Analysis
Elements

A central component in the evaluation process of each sentence’s importance is
our bottom-up scoring method. Although tightly related to the cohesion graph [55]
that is browsed from bottom to top and is used for augmenting the importance of
the analysis elements, the initial assessment of each element is based on its topics
coverage and their corresponding relevance, with regards to the entire document.
Therefore, topics are used to reflect the local importance of each analysis element,
whereas cohesive links are used to transpose the local impact upon other inter-
linked elements.

In terms of the scoring model, each sentence is initially assigned an individual
score equal to the normalized term frequency of each concept, multiplied by its
relevance that is assigned globally during the topics identification process presented
in the previous section. In other words, we measure to what extent each sentence
conveys the main concepts of the overall conversation, as an estimation of on-topic
relevance. Afterwards, at block level (utterance or paragraph), individual sentence
scores are weighted by cohesion measures and summed up in order to define the
inner-block score. This process takes into consideration the sentences’ individual
scores, the hierarchical links reflected in the cohesions between each sentence and
its corresponding block and all inner-block cohesive links between sentences.

By going further into our discourse decomposition model (document [
block [ sentence), inter-block cohesive links are used to augment the previous
inner-block scores, by also considering all block-document similarities as a
weighting factor of block importance. Moreover, as it would have been a dis-
crepancy in the evaluation in terms of the first and the last sentence of each block
for which there were no previous or next adjacency links within the current block,
their corresponding scores are increased through the cohesive link enforced to the
previous, respectively next block. This augmentation of individual sentence scores
is later on reflected in our bottom-up approach all the way to the document level in
order to maintain an overall consistency, as each higher level analysis element
score should be equal to a weighted sum of constituent element scores.

In the end, all block scores are combined at document level by using the block-
document hierarchical links’ cohesion as weight, in order to determine the overall
score of the reading material. In this manner, all links from the cohesion graph are
used in an analogous manner for reflecting the importance of analysis element; in
other words, from a computational perspective, hierarchical links are considered
weights and are characterized as a spread of information into subsequent analysis
elements, whereas adjacency or relevant links between elements of the same level
of the analysis are used to augment their local importance through cohesion to all
inter-linked sentences or blocks.

In addition, starting from tutors’ general observations that an extractive
summarization facility, combined with the demarcation of the most important
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sentences, is useful for providing a quick overview of the reading material, we
envisioned an extractive summarization facility within ReaderBench. This func-
tionality can be considered a generalization of the previous scoring mechanism
built on top of the cohesion graph and can be easily achieved by considering the
sentence importance scores, in descending order, as we are enforcing a deep
discourse structure, topics coverage and the cohesive links between analysis ele-
ments. Overall, the proposed unsupervised extraction method is similar to some
extent to TextRank [63] that also used an underlying graph structure based on the
similarities between sentences. Nevertheless, our approach can be considered more
elaborate from two perspectives: (1) instead of simple word co-occurrences we use
a generalized cohesion function and (2) instead of computing all similarities
between all pairs of sentences, resulting in highly connected graph, inapplicable
for large text, we propose a multi-layered graph that resembles the core structure
of the initial texts in terms of blocks or paragraphs.

13.7 Identification Heuristics for Reading Strategies

Starting from the two previous studies and the five types of reading strategies used
by [64], our aim was to integrate within ReaderBench automatic extraction
methods designed to support tutors at identifying various strategies and to best fit
the aligned annotation categories. The automatically identified strategies within
ReaderBench comprise monitoring, causality, bridging, paraphrase and elabora-
tion due to two observed differences. Firstly, very few predictions were used,
perhaps due to the age of the pupils, compared to McNamara’s subjects; secondly,
there is a distinction in ReaderBench between causal inferences and bridging,
although a causal inference can be considered a kind of bridging, as well as a
reference resolution, due to their different computational complexities. Our
objective was to define a fine-grained analysis in which different valences gen-
erated by both the identification heuristics and the hand coding rules were taken
into consideration when defining the strategies taxonomy.

In addition, we have tested various methods of identifying reading strategies
and we will focus solely on presenting the alternatives that provided in the end the
best overall human–machine correlations. In ascending order of complexity, the
simplest strategies to identify are causality (e.g., parce que, pour, donc, alors, à
cause de, puisque) and control (e.g., je me souviens, je crois, j’ai rien compris, ils
racontent) for which cue phrases have been used. Additionally, as causality
assumes text-based inferences, all occurrences of keywords at the beginning of a
verbalization have been discarded, as such a word occurrence can be considered a
speech initiating event (e.g., Donc), rather than creating an inferential link.

Afterwards, paraphrases, that in the manual annotation were considered rep-
etitions of the same semantic propositions by human raters, were automatically
identified through lexical similarities. More specifically, words from the verbali-
zation were considered paraphrases if they had identical lemmas or were
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synonyms (extracted from the lexicalized ontologies—WordNet/WOLF) with
words from the initial text.

In addition, we experimented identifying paraphrases as the overlap between
segments of the dependency graph (combined with synonymy relations between
homologous elements), but this was inappropriate for French as there is no support
within the Stanford Log-linear Part-Of-Speech Tagger [31].

In the end, the strategies most difficult to identify are knowledge inference and
bridging, for which semantic similarities have to be computed. An inferred con-
cept is a non-paraphrased word for which the following three semantic distances
were computed: the distance from word w1 from the verbalization to the closest
word w2 from the initial text (expressed in terms of semantic distances in ontol-
ogies, LSA and LDA) and the distances from both w1 and w2 to the textual
fragments in-between consecutive self-explanations. The latter distances had to be
taken into consideration for better weighting the importance of each concept, with
regards to the entire text. In the end, for classifying a word as inferred or not, a
weighted sum of the previous three distances is computed and compared to a
minimum imposed threshold which was experimentally set at 0.4 for maximizing
the precision of the knowledge inference mechanism on the used sample of
verbalizations.

As bridging consists of creating connections between different textual segments
from the initial text, cohesion was measured between the verbalization and each
sentence from the referenced reading material. If more than 2 similarity measures
were above the mean value and exceeded a minimum threshold experimentally set
at 0.3, bridging was estimated as the number of links between contiguous zones of
cohesive sentences. Compared to the knowledge inference threshold, the value had
to be lowered, as a verbalization had to be linked to multiple sentences, not
necessarily cohesive one with another, in order to be considered bridging.
Moreover, the consideration of contiguous zones was an adaptation with regards to
the manual annotation that considered two or more adjacent sentences, each
cohesive with the verbalization, members of a single bridged entity.

Figure 13.5 depicts the cohesion measures with previous paragraphs from the
story in the last column and the identified reading strategies for each verbalization
marked in the grey areas, coded as follows: control, causality, paraphrasing [index
referred word from the initial text], inferred concept [*] and bridging over the
inter-linked cohesive sentences from the reading material. The grey sections
represent the pupil’s self-explanations, whereas the white blocks represent para-
graphs from ‘‘Matilda’’ [65]. Causality, control and inferred concepts (that through
their definition are not present within the original text) are highlighted only in the
verbalization, whereas paraphrases are coded in both the self-explanation and the
initial text for a clear traceability of lexical proximity or identity. Bridging, if
present, is highlighted only in the original text for pinpointing out the textual
fragments linked together through cohesion in the pupil’s meta-cognition.

13 Mining Texts, Learner Productions and Strategies with ReaderBench 361



F
ig

.
13

.5
V

is
ua

li
za

ti
on

of
au

to
m

at
ic

al
ly

id
en

ti
fi

ed
re

ad
in

g
st

ra
te

gi
es

362 M. Dascalu et al.



13.8 Multi-Dimensional Model for Assessing
Textual Complexity

Assessing textual complexity can be considered a difficult task due to different
reader perceptions primarily caused by prior knowledge and experience, cognitive
capability, motivation, interests or language familiarity (for non-native speakers).
Nevertheless, from the tutor perspective, the task of identifying accessible mate-
rials plays a crucial role in the learning process since inappropriate texts, either too
simple or too difficult, can cause learners to quickly lose interest.

In this context, we propose a multi-dimensional analysis of textual complexity,
covering a multitude of factors integrating classic readability formulas, surface
metrics derived from automatic essay grading techniques, morphology and syntax
factors [66], as well as new dimensions focused on semantics [55]. In the end,
subsets of specific factors are aggregated through the use of Support Vector
Machines (SVM) [67], which has proven to be the most efficient for providing a
categorical classification [68, 69]. In order to provide an overview, the textual
complexity dimensions, with their corresponding performance scores, are pre-
sented in Table 13.1, whereas the following paragraphs focus solely on the
semantic dimension of the analysis. In other words, besides the factors presented in
detail in [66] that were focused on a more shallow approach, of particular interest
is how semantic factors correlate to classic readability measures [55].

Firstly, textual complexity is linked to cohesion in terms of comprehension; in
other words, in order to understand a text, the reader must first create a well-
connected representation of the information withheld, a situation model [70]. This
connected representation is based on linking related pieces of textual information
that occur throughout the text. Therefore, cohesion reflected in the strength of
inner-block and inter-block links extracted from the cohesion graph influences
readability, as semantic similarities govern the understanding of a text. In this
context, discourse cohesion is evaluated at a macroscopic level as the average
value of all links in the constructed cohesion graph [2, 55].

Table 13.1 Textual complexity dimensions
Depth of metrics Factors for evaluation Avg. EA Avg. AA

Surface analysis Readability formulas 0.71 0.994
Fluency factors 0.317 0.57
Structure complexity factors 0.716 0.99
Diction factors 0.545 0.907
Entropy factors (words vs. characters) 0.297 0.564
Word complexity factors 0.546 0.926

Morphology and syntax Balanced CAF (complexity, accuracy, fluency) 0.752 0.997
Specific POS complexity factors 0.563 0.931
Parsing tree complexity factors 0.416 0.792

Semantics Cohesion through lexical chains, LSA and LDA 0.526 0.891
Named entity complexity factors 0.575 0.922
Co-reference complexity factors 0.366 0.738
Lexical chains 0.363 0.714
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Secondly, a variety of metrics based on the span and the coverage of lexical
chains [58] provide insight in terms of lexicon variety and of cohesion, expressed
in this context as the semantic distance between different chains. Moreover, we
imposed a threshold of minimum of 5 words per lexical chain in order to consider
it relevant in terms of overall discourse; this value was determined experimentally
after running simulations with increasing values and observing the correlation with
predefined textual complexity levels.

Thirdly, entity-density features proved to influence readability as the number of
entities introduced within a text is correlated to the working memory of the text’s
targeted readers. In general, entities consisting of general nouns and named entities
(e.g., people’s names, locations, organizations) introduce conceptual information by
identifying, in most cases, the background or the context of the text. More specifi-
cally, entities are defined as a union of named entities and general nouns (nouns and
proper nouns) contained in a text, with overlapping general nouns removed.

These entities have an important role in text comprehension due to the fact that
established entities form basic components of concepts and propositions on which
higher level discourse processing is based [71]. Therefore, the entity-density factors
focus on the following statistics: the number of entities (unique or not) per document
or sentence, the percentages of named entities per document, the percentage of
overlapping nouns removed or the percentage of remaining nouns in total entities.

Finally, another dimension focuses on the ability to resolve referential relations
correctly [38, 72] as co-reference inference features also impact comprehension
difficulty (e.g., the overall number of chains, the inference distance or the span
between concepts in a text, number of active co-reference chains per word or per
entity).

13.9 Results

Of particular interest are the thorough cognitive validations performed with
ReaderBench that were centered on providing a comparison to learners’ perfor-
mances. In terms of the presented functionalities, the validations for ReaderBench
covered: (1) the aggregated cohesion measure by comparison to human evalua-
tions of cohesiveness between adjacent paragraphs; (2) the scoring mechanism
perceived as a summarization facility; (3) the identification of reading strategies by
comparison to the manual scoring scheme and (4) the textual complexity model
emphasizing morphology and semantics factors, compared to the surface metrics
used within the Degree of Reading Power (DRP) score [19].

Firstly, for validating the aggregated cohesion measure we used 10 stories in
French for which sophomore students in educational sciences (French native
speakers) were asked to evaluate the semantic relatedness between adjacent para-
graphs on a Likert scale of [1; 5]; each pair of paragraphs was assessed by more than
10 human evaluators for limiting inter-rater disagreement. Due to the subjectivity of
the task and the different personal scales of perceived cohesion, the average values of
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intra-class correlations (ICC) per story were: ICC-average measures = 0.493 and
ICC-single measures = 0.167. In the end, 540 individual cohesion scores were
aggregated and then used to determine the correlation between different semantic
measures and the gold standard. On the two training corpora used (Le Monde and
TextEnfants), the correlations were: Combined-Le Monde (r = 0.54), LDA-Le
Monde (r = 0.42), LSA-Le Monde (r = 0.28), LSA-TextEnfants (r = 0.19),
Combined-TextEnfants (r = 0.06), Wu-Palmer (r = -0.06), Path Similarity
(r = -0.13), LDA-TextEnfants (r = -0.13) and Leacock–Chodorow (r = -0.40).

All those correlations are non-significant, but the inter-rater correlations are on
a similar range and are smaller than the Combined-Le Monde score. The previous
results show that the proposed combined method of integrating multiple semantic
similarity measures outperforms all individual metrics, that a larger corpus leads to
better results and that Wu–Palmer, besides its corresponding scaling to the [0; 1]
interval (relevant when integrating measurements with LSA and LDA), behaves
best in contrast to the other ontology based semantic distances.

Moreover, the significant increase in correlation between the aggregated mea-
sure of LSA, LDA and Wu–Palmer, in comparison to the individual scores, proves
the benefits of combining multiple complementary approaches in terms of the
reduction of errors that can be induced by using a single method.

Secondly, for the preliminary validation of the scoring mechanism and of the
proposed extractive summarization facility we have performed experiments on two
narrative texts in French: Miguel de la faim [59] and La pharmacie des éléphants
[73]. Our validation process used the measurements initially gathered by Mandin
[74] in which 330 high school (9th to 12th grade) students and 25 tutors were asked
to manually highlight the most important 3–5 sentences from the two presented
stories [74]. The inter-rater agreement scores were rather low, as the ICC values
were of 0.13, respectively 0.23, highlighting the subjectivity of the task at hand.

Afterwards, as suggested by [75], four equivalence classes were defined, taking
into consideration the mean – standard deviation, mean and mean ? standard
deviation of each distribution as cut-out values. In this context, two measurements
of agreement were used: exact agreement (EA) that reflects precision and adjacent
agreement (AA) that allows a difference of one between the class index auto-
matically retrieved and the one evaluated by the human raters.

By considering the use of the equivalence classes, we notice major improvements
in our evaluation (see Table 13.2) as both documents have the best agreements with
the tutors, suggesting that our cohesion-based scoring process entails a deeper
perspective of the discourse structure reflected in each sentence’s importance.

Table 13.2 Exact and adjacent agreement using equivalence classes
Text Exact/adjacent agreement (EA/AA) Avg. EA/AA

9th grade 10th grade 11th grade 12th grade Tutor

Miguel de la faim 0.33/0.83 0.42/0.75 0.29/0.88 0.38/0.88 0.46/0.88 0.38/0.84
La pharmacie des éléphants 0.22/0.83 0.28/0.89 0.33/0.78 0.39/0.94 0.44/0.89 0.33/0.87
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Moreover, our results became more cognitively relevant as they are easier to
interpret by both learners and tutors—instead of a positive value obtained after
applying the scoring mechanism, each sentence has an assigned importance class
(1—less important; 4—the most important). In addition, we obtained 3 or 4 sen-
tences per document that were tagged with the 4th class, a result consistent with
the initial annotation task of selecting the 3–5 most important sentences.

Therefore, based on promising preliminary validation results, we can conclude
that the proposed cohesion-based scoring mechanism is adequate and effective, as
it integrates through cohesive links the local importance of each sentence, derived
from topics coverage, into a global view of the discourse.

Thirdly, in the context of the validation experiments for the identification of
reading strategies, pupils read aloud a 450 word-long story, ‘‘Matilda’’ [65], and
stopped in-between at six predefined markers in order to explain what they
understood up to that moment. Their explanations were first recorded and
transcribed, then annotated by two human experts (PhD in linguistics and in
psychology), and categorized according to scoring scheme.

Disagreements were solved by discussion after evaluating each self-explanation
individually. In addition, automatic cleaning had to be performed in order to
process the phonetic-like transcribed verbalizations.

Verbalizations from 12 pupils were transcribed and manually assessed as a
preliminary validation. The results for the 72 verbalization extracts in terms of
precision, recall and F1-score are as follows: causality (P = 0.57, R = 0.98,
F = 0.72), control (P = 1, R = 0.71, F = 0.83), paraphrase (P = 0.79, R = 0.92,
F = 0.85), bridging (P = 0.45, R = 0.58, F = 0.5) and inferred knowledge
(P = 0.34, R = 0.43, F = 0.38). As expected, paraphrases, control and causality
occurrences were much easier to identify than information coming from pupils’
experience [76].

Moreover we have identified multiple particular cases in which both approaches
(human and automatic) covered a partial truth that in the end is subjective to the
evaluator. For instance, many causal structures close to each other, but not adja-
cent, were manually coded as one, whereas the system considers each of them
separately. For example, ‘‘fille’’ (‘‘daughter’’) does not appear in the text and is
directly linked to the main character, therefore marked as an inferred concept by
ReaderBench, while the evaluator considered it as a synonym.

Additionally, when looking at manual assessments, discrepancies between
evaluators were identified due to different understandings and perceptions of
pupil’s intentions expressed within their metacognitions. Nevertheless, our aim
was to support tutors and the results are encouraging (correlated also with the
previous precision measurements and with the fact that a lot of noise existed in the
transcriptions), emphasizing the benefits of a regularized and deterministic process
of identification.

In the end, for training and validating our textual complexity model, we have
opted to automatically extract English texts from TASA, using its DRP score, into
six classes of complexity [19] of equal frequency (see Table 13.3). This validation
scenario consisting of approximately 1,000 documents was twofold: on one hand,
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we wanted to prove that the complete model is adequate and reliable and, on the
other, to demonstrate that high level semantic features provide relevant insight that
can be used for automatic classification.

In the end, k-fold cross validation [77] was applied for extracting the following
performance features (see Table 13.1): precision or exact agreement (EA) and
adjacent agreement (AA) [68], as the percent to which the SVM was close to
predicting the correct classification.

By considering the granular factors, although simple in nature, readability
formulas, the average number of words per sentence, the average length of sen-
tences/words and balanced CAF [78] provided the best alternatives at lexical and
syntactic levels; this was expected as the DRP score is based solely on shallow
evaluation factors.

From the perspective of word complexity factors, the average polysemy count
and the average word syllable count correlated well with the DRP scores. In terms
of parts of speech tagging, nouns, prepositions and adjectives had the highest
correlation of all types of parts of speech, whereas depth and size of the parsing
tree provided also a good insight of textual complexity.

In contrast, semantic factors taken individually had lower scores because the
evaluation process at this level is mostly based on cohesive or semantic links
between analysis elements and the variance between complexity classes is lower in
these cases. Moreover, while considering the evolution from the first class of
complexity to the latest, these semantic features do not necessarily have an
ascending and linear evolution; this can fundamentally affect a precise prediction
if the factor is taken into consideration individually.

Only two entity-density factors had better results, but their values are directly
connected to the underlying part of speech (noun) that had the best EA and AA of
all morphology factors. Also, the most difficult classes to identify were the second
and the third because the differences between them were less noteworthy.

Therefore ReaderBench enables tutors to assess the complexity of new reading
materials based on the selected complexity factors and a pre-assessed corpus of
texts, pertaining to different complexity dimensions. Moreover, by comparing
multiple loaded documents, tutors can better grasp each evaluation factor, refine
the model to best suit their interests in terms of the targeted measurements and
perform new predictions using only their selected features (see Fig. 13.6).

Table 13.3 Ranges of the DRP scores as a function of defining the six textual complexity classes
[after 19]

Complexity class Grade range DRP minimum DRP maximum

1 K-1 35.38 45.99
2 2–3 46.02 51.00
3 4–5 51.00 56.00
4 6–8 56.00 61.00
5 9–10 61.00 64.00
6 11-CCR 64.00 85.80
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Two additional measurements were performed in the end. Firstly, an integration
of all metrics from all textual complexity dimensions proved that the SVMs results
are compatible with the DRP scores (EA = 0.779 and AA = 0.997), and that they
provide significant improvements as they outperform any individual dimension
precisions.

The second measurement (EA = 0.597 and AA = 0.943) used only morphol-
ogy and semantic measures in order to avoid a circular comparison between factors
of similar complexity, as the DRP score is based on shallow factors. This result
showed a link between low-level factors (also used in the DRP score) and in-depth
analysis factors, which can also be used to accurately predict the complexity of a
reading material.

13.10 A Comparison of ReaderBench with Previous Work

As an overview, in terms of individual learning, ReaderBench encompasses the
functionalities of both CohMetrix [21] and iStart [79, 80] as it provides teachers
and learners information on their reading/writing activities: initial textual com-
plexity assessment, assignment of texts to learners, capture of meta-cognitions
reflected in one’s textual verbalizations, and reading strategies assessment.

Nevertheless, ReaderBench covers a different educational purpose, as its vali-
dation was performed on primary school pupils, whereas iStart mainly targets high
school and university students [81] (see Table 13.4 for a detailed comparison
between ReaderBench and CohMetrix).

With regards to Coh-Metrix [21], ReaderBench integrates different factors,
measurements, and uses SVMs [67, 68] for increasing the validity of textual
complexity assessment [66] (see Table 13.5 for a detailed comparison).

Table 13.5 ReaderBench versus Coh-Metrix [21, 83]
Benefits of ReaderBench Benefits of Coh-Metrix

Educational perspective
Explicit extraction of reading strategies and

assessment of textual complexity using
cohesion as a central measure (ingoing links
with regards to cohesion as perspective of the
analysis)

Emphasis on coherence from which multiple
analysis dimensions emerge (outgoing links
from coherence as method of building the
evaluation model)

Technical perspective
Multi-hierarchical analysis, integrating multiple

natural language analysis techniques
Extensive use of LSA and of other relevant

measures
Internal discourse structure built as the cohesion

graph
Most commonly, similarity is expressed as LSA

cosine similarity between adjacent analysis
elements

Broader view, integrating factors identified as
adequate within other studies

A more detailed analysis of possible factors,
covering more scenarios

Aggregation of results and visualization of multiple
graphs
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Moreover, ReaderBench encompasses textual complexity measures similar to
Dmesure [68, 84], but with emphasis on more in-depth, semantic factors. In other
words, the aim of ReaderBench is to provide a shift of perspective towards
demonstrating that high-level factors can be also used to accurately predict the
complexity of a document (see Table 13.6 for a detailed comparison).

Table 13.6 ReaderBench versus Dmesure [68, 84]

Benefits of ReaderBench Benefits of Dmesure

Educational perspective
Broad view covering multiple analysis levels,

from surface analysis to semantics
Focalized analysis, granting a comprehensive

view of lexical, syntactic and morphological
factors

Technical perspective
Integration of a complete NLP pipe for both

french and english
Application of specific NLP techniques, but

limited due to the use TreeTagger [85], a
language independent parser

Integration of the most commonly used factors,
plus a multitude of new factors extracted
from the cohesion graph

Exhaustive analysis of possible factors (more
than 300 factors), therefore enhancing the
chance of accurately predicting the
complexity class by combining multiple
inputs; similar to some extent to Kukemelk
and Mikk [86] regarding the spread of
statistics; mostly surface, lexical and
morphological factors, with only two factors
derived from LSA

The use of solely SVMs for classifying
documents as multiple studies consider
them the most accurate classifiers, efficient
also when addressing non-linear separable
variables

A comprehensive analysis of multiple
classification algorithms, including SVMs

Intuitive user interface, enabling the training
and the evaluation of a new textual
complexity model based on the factors
selected by the user, plus a comparison of
different document features

No visual interface

1,000 documents used for training the SVM;
Drawback: the comparison was made using
the DRP scores from TASA

French as a foreign language (FFL) corpus,
manually annotated, which greatly
improved the overall relevance of the
analysis

Greater agreement values and near perfect
adjacent agreement, as results are compared
to automatic scores that induced a
normalization of the initial documents
classification; experiments performed on
approx. 250 online reading assignments [66]
proved that correlations dramatically
decrease when using inconsistent initial
classifications

Lower scores, meaningful nevertheless and
completely justifiable while considering the
used corpus and its specificity
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13.11 Conclusions

ReaderBench, a multi-lingual and multi-purpose system, supports learners and
teachers to mine and analyze textual materials, learners’ productions and identify
reading strategies that enable an ‘a priori’ and an ‘a posteriori’ assessment of
comprehension.

Our system allows computing a large range of measures that have been vali-
dated and compared to human ones. Moreover, ReaderBench infers data regarding
the cognitive processes engaged in understanding and can be integrated in several
pedagogical scenarios.

As a recall to Fig. 13.1, our system supports all the proposed learning activities
from both perspectives, learner and tutor centered. On one hand, tutors can select
learning materials by using the multi-dimensional textual complexity model, can
compare the learners’ productions to the automatically extracted features (topics, most
important sentences or the strength of the cohesive links in-between adjacent para-
graphs) and can evaluate self-explanations while addressing the identified reading
strategies.

On the other, learners can take advantage of the document assessment facilities
in order to better understand the structure, difficulty level and topics of the
assigned material. Moreover, they can improve their own self-regulated processes
through the system’s feedback, especially in the case of their self-explanations in
terms of the used reading strategies.

In addition, the potential of ReaderBench’s multi-lingual unified vision based
on textual cohesion is confirmed by performing thorough validations on both
analysis languages, English and French. Therefore, all the previous aspects make
the integration of ReaderBench appropriate in various educational settings.

Further research will investigate the use of ReaderBench in classrooms by
teachers and learners in order to validate the pedagogical scenarios. Moreover, the
large range of raw data generated by ReaderBench will be subject to analysis in
other educational data mining platforms, for example UnderTracks [87].
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Chapter 14
Maximizing the Value of Student Ratings
Through Data Mining

Kathryn Gates, Dawn Wilkins, Sumali Conlon, Susan Mossing
and Maurice Eftink

Abstract Student ratings of instruction are an important means of assessment
within universities and have been the focus of much study over the last 50 years.
Until very recently it has been difficult to perform meaningful analysis of student
narrative comments given that most universities collected them as hand-written
notes. This work uses statistical and text mining techniques to analyze a data set
consisting of over 1 million student comments that were collected using an online
process. The methodology makes use of positive and negative ‘‘category vectors’’
representing instructor characteristics and a domain-specific lexicon. Sentiment
analysis is used to detect and gauge attitudes embedded in comments about each
category. The methodology is validated using three approaches, two quantitative
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and one qualitative. While useful to individual instructors and administrators, it is
only through data mining that student perceptions of teaching can be analyzed en
masse to inform and influence the educational process.

Keywords Sentiment analysis � Text mining � Student ratings � Evaluation of
instruction � Teaching effectiveness

Abbreviations

KWIC Keyword in context
MOOC Massively open online courses
NAR1 What are some positive characteristics or strengths of the course and/or

instructor?
NAR2 What are some negative characteristics or weaknesses of the course and/

or instructor?
Q10 How would you rate the difficulty level of this course, compared to other

courses you have taken so far at Ole Miss?
Q11 How would you rate the instructor’s overall performance in this course?
SEEQ Students’ evaluation of education quality

14.1 Introduction

Student evaluation of teaching is a standard practice for courses taught at uni-
versities in the US and many other countries [1–4]. These evaluations are per-
formed for multiple purposes: to assess students’ perceptions of the instructor’s
teaching effectiveness and to gather students’ input about the characteristics of the
courses and learning environment; for use of the assessment results by the
instructors to improve their teaching and by their supervisors for summative
decisions; and to provide other students with information for the selection of
courses and instructors.

The standard design of a student evaluation instrument is a Likert-scale mul-
tiple choice survey, which may be administered as either a paper form in the
classroom or as an online form [5]. In addition, students are frequently given the
opportunity to provide written comments.

Written comments have usually been viewed only by the instructor and possibly
by his or her supervisors, with these comments generally being thought to be
private communications. Whether or not the written comments have been used to
improve teaching effectiveness is uncertain, since written comments have a rela-
tively unstructured nature and there is generally no formal framework for
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interpreting the comments. The impetus of this study is to develop a procedure for
systematically analyzing written student course evaluation comments. In this work
we explore the use of text mining and sentiment analysis in the realm of student
comments about teaching.

Although similar approaches for text mining have been used to analyze social
media and online reviews [6], we are not aware any large-scale applications
involving student evaluations of instruction or any other applications of these
techniques in higher education. Our goal is not only to apply sentiment analysis
methods to student evaluation written comments, but also to develop a framework
for analyzing these comments in terms of effective teaching characteristics, as
interpreted by researchers in the higher education field [1–4].

The University of Mississippi converted to an online course evaluation process
in 2003 and has been consistent in its administration of the system since 2006. We
now have over 1 million individual evaluations in a digital database. In addition to
a set of sixteen Likert-scale standard questions, our online course evaluation
system also includes four narrative questions, two of which are targets of this
study: ‘‘What are some positive characteristics or strengths of the course and/or
instructor?’’ (referred to as NAR1) and ‘‘What are some negative characteristics or
weaknesses of the course and/or instructor?’’ (NAR2). Because the two narrative
questions are open-ended, students choose to discuss many topics (features),
including everything from instructor characteristics and course assignments to the
use of PowerPoint slides and the temperature in the classroom. Some of these
topics are not captured in the Likert-scale questions [7]. The entry rates for the
narrative questions have been 39 and 34 % for NAR1 and NAR2, respectively,
with the average length of characters in the written comments being 84 and 73
characters, respectively, for these two questions. Thus we have available a sizeable
database of student written comments. The primary goal of this research is to
develop a process and framework for analyzing comments to enhance their value
in evaluating instruction and courses.

The remainder of this document is organized as follows. Section 14.2,
Description of the Data Set, explains the history of student evaluations at the
University of Mississippi and provides details on the student comments database
that we have available for this study. Section 14.3, The Methodology, describes
the categories, the domain-specific lexicon, and the algorithm used to perform the
sentiment analysis. Section 14.4, Assessment Results, provides details on the three
assessment methods used to validate the work and summarizes the results of each
assessment method. Section 14.5, Applications of the Methodology, describes
applications within the University to enhance teaching and learning as well as
other educational applications. Section 14.6, Future Work, summarizes our plans,
both short and long term, for improving the performance of the methodology and
expanding the focus of the study.
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14.2 Description of the Data Set

14.2.1 The Process for Collecting Evaluations
and Presenting Results

The University’s process for collecting student ratings has evolved over a period of
about 30 years using recommended practices such as collecting responses from at
least two-thirds of the class, including several summary items, and not making
results available to instructors until grades are turned in [8]. 10 years ago, the
University moved to an online process for collecting evaluations. The online
process was developed in-house using Java and JSP and resides on an Oracle
database. Each evaluation contains a ‘‘booking id’’ that provides a link back to the
University’s student information system, SAP’s Student Lifecycle Management
module. This allows for the collection of related data about students, instructors,
and courses at any point in time.

When moving to an online process for collecting evaluations, one of the biggest
challenges is maintaining a satisfactory response rate [9]. Using a combination of
no-cost incentives, we have achieved an average response rate of 78.08 %. Prior to
the end of each term (several days to several weeks depending on the length of the
term), students are invited to complete evaluations for the sections in which they
are enrolled. The invitations are sent out as email and SMS text messages.

This is referred to as the ‘‘normal’’ window for completing evaluations. For fall
and spring semesters, students are told that they will be able to view their grades
early and register for classes early the following spring or fall semester, provided
they complete 100 % of their evaluations in the normal window. The system is
closed during final exams and then re-opened the following weekend before final
grades are made available. In addition, students are given a ‘‘last chance’’ to
complete their evaluations when viewing final grades. For the first few days of final
grades viewing in fall and spring terms, students are blocked from viewing their
grades until they have completed some percentage of their evaluations. Even with
the incentives, 47 % of students complete their evaluations during the ‘‘last
chance’’ opportunity.

We have created an expectation on campus of having selected results of student
evaluations made viewable by students and faculty, so that the results are important
to both faculty and students. Evaluation results are made available within the
campus portal to students and employees several weeks after the term ends.

Before the evaluations are opened up for public viewing, analysts run a program
to check for terms within comments that need to be replaced with ‘‘Expletive
Deleted.’’ The sixteen Likert-scale responses are available for viewing by all
students and employees, whereas only one of the narrative responses is available,
‘‘What do you want other students to know about your experience in this class?’’

All results are available to the instructor and those in the instructor’s reporting
line. Instructors have the ability to ‘‘opt out’’ of having their results available to
others, but only a very few (less than ten out of thousands) have selected this
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option. Department chairs and deans have a separate portal interface for viewing
more sophisticated reports such as comparisons by division or department,
departmental summaries by question, and course GPAs.

14.2.2 Details About the Data Set

The corpus includes 7 years of evaluation results, spanning 2006–2012, with a total
of 803,035 evaluations. We selected this window because, since 2006, we have had
consistent elements of our online evaluation system for all course types (e.g., lecture,
lab, seminar, studio), all delivery modes (e.g., face to face, online, regional campus),
and all academic areas. There are 1,045,129 total narrative responses, including
312,423 non-null responses to NAR1 and 270,248 non-null responses to NAR2,
yielding a total of 582,671 student comments targeted by this study. The evaluations
and related details about students, courses, and instructors were migrated to a sep-
arate, consolidated relational database to aid in the analysis of the results.

14.2.3 Questions and Variables of Interest

In addition to NAR1 and NAR2, two Likert-scale questions are targeted by this
study:

Q10: How would you rate the difficulty level of this course, compared to other
courses you have taken so far at Ole Miss?
Easy—1; Average—2; Difficult—3; Very Difficult—4; Extremely Difficult—5
Q11: How would you rate the instructor’s overall performance in this course?
Poor—1; Marginal—2; Good—3; Excellent—4; Superior—5

Five of the sixteen Likert-scale questions rotate in on a term-by-term basis and
focus on specific topics such as textbooks, learning outcomes, and dignity and
respect. Other questions are customized by academic area and course delivery
mode. Several of the Likert-scale questions would be good candidates for inclu-
sion in future sentiment analysis work but were not appropriate for the initial phase
that focused on the full data set. For example:

• Was the instructor well organized and prepared for class sessions?
• Did the instructor speak clearly and distinctly?

Prior to beginning the text-mining phase of the project, we performed an
extensive statistical analysis on the evaluations, focusing on the following vari-
ables of interest:

• Student: Grade in course; Overall GPA; Academic area; Classification; Age;
Gender; Ethnicity.
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• Instructor: Age; Gender; Ethnicity; Rank.
• Course: Term when course was taught; Campus where course was taught; Time

of day when course was taught; Period within term when ratings were collected;
Section size; Level; Category (lecture, laboratory, studio, etc.); Delivery mode
(online, interactive video, traditional); Academic area.

The statistical analysis yielded very interesting results, some of which are
summarized next.

14.2.4 Selected Results from the Statistical Analysis

Almost half (48.83 %) of the evaluations submitted during the normal window
included a response to NAR1 versus slightly less than one third (31.27 %) during
the ‘‘last chance’’ window. The average length of NAR1 responses submitted
during the normal window was 101 characters, whereas the average length of
NAR1 responses submitted during the ‘‘last chance’’ window was 67 characters.
Although the response rates and comment lengths were lower in the ‘‘last chance’’
window, we were encouraged that a substantial volume of narrative data was still
being collected when students were eager to view their grades. However, these
results indicated that we should continue to seek ways to encourage early sub-
mission of evaluations.

In general, the higher the course level, the longer the response to NAR1, with
doctoral level courses having an average NAR1 length of 135 characters. We saw
differences in response rates for the narrative questions based on the academic area
of the course and the student’s program of study. Education majors were most
likely to enter NAR1 responses at 49.94 %, and Military Science majors were least
likely to enter NAR1 responses at 21.37 %. Law courses had the longest responses
to NAR1 and NAR2 with averages of 122 and 117 characters respectively.

Students who made an ‘‘A’’ in the course had an average response rate of
84.18 %, whereas students who made an ‘‘F’’ in the course had an average response
rate of 48.33 %. Students who made an ‘‘A’’ in the course entered the longest
responses to NAR1 (101 characters) and NAR2 (76 characters). Students who made
a ‘‘D’’ or ‘‘F’’ grade in the course entered the next longest responses to NAR2 at 76
and 73 average characters respectively. Among the 803,035 evaluations, there were
2,235 cases of a student making an ‘‘F’’ grade in a course and then submitting
another evaluation for the repeated course with the same instructor. Given the
variety of circumstances in which courses may be repeated and the relatively small
number of occurrences, these evaluations were not given special treatment.

We observed a rather surprising result when we plotted the length of narrative
responses against the Q11 rating (see Fig. 14.1). We found that students who gave
a rating of ‘‘Poor’’ for Q11 wrote NAR2 responses that were almost three times the
average length (213 characters).
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We concluded that students write more when they have very negative experi-
ences than when they have positive experiences. It would be easy to overlook this
feedback using manual methods due to the volume of data; hence, one important
aspect of the sentiment analysis work is the ability to detect ‘‘red flags’’ in student
comments.

14.3 The Methodology

14.3.1 A High-Level View of the Process

Deriving sentiment from unstructured text is inherently a difficult problem. When
the text is voluminous and noisy it is even more challenging. Given the number of
narratives in the corpus, supervised techniques [10, 11], where each narrative has
been previously classified, were not feasible. Instead we employ a form of aspect-
based (or feature-based) sentiment analysis [12, 13] driven by a domain-specific
database of terms and phrases. The design of the lexicon was influenced by recent
work to analyze other opinion-based data sets such as movie reviews [14]. Lexi-
con-based methods using term scoring are standard in sentiment analysis [15, 16],
and our technique uses this approach. The steps in the methodology are as follows:

• Corpus Word Analysis to understand the domain, build spelling correction
mappings, and identify the universe of words.

• Category Selection to identify the domain-specific categories of interest.

Fig. 14.1 Average length in characters of non-null responses by Q11 rating
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• Lexicon Generation to build the domain-specific lexicon of keywords and
phrases.

• Repeatedly …

– Process the narratives with the algorithm to generate category vectors to hold
scores.

– Assess the quality/correctness of the category vectors. The assessment process
was used to refine the algorithm and lexicon as described in Sect. 4.5.

– Refine Lexicon to add terms and phrases, adjust sentiment scores, etc.
• Application of Results using the category vectors.

Each step in the methodology is described in more detail in the following
sections.

14.3.2 Corpus Word Analysis

We knew that the data would be noisy, but it was not until we began the analysis
that we fully realized just how noisy it was. We iteratively generated lists of all
words occurring in the comments, ran spell-checkers to find unknown words, and
created spelling correction mappings. This resulted in a table of almost six
thousand spelling correction mappings. The ten words with the highest number of
spelling variations are shown in Table 14.1. The interface to collect comments
does not include an auto-correct or spell-check feature. Given the high number of
spelling and typographical errors occurring in the comments, it may be beneficial
to add spelling support and auto-correct features to the online form for collecting
student comments in the future. The importance of the data cleansing process in
domains involving student comments has been noted elsewhere [17, 18].

Table 14.1 Words occurring in student comments with the most variations in spelling

Word Number of spelling
variations

Number times
misspelled

Total number
of uses

Percent times
misspelled (%)

Enthusiastic 67 1,077 17,602 6.12
Instructor 42 1,661 48,131 3.45
Enthusiasm 41 539 6,672 8.08
Knowledgeable* 38 3,816 10,787 35.38
Difficult 33 276 20,526 1.34
Material 33 302 57,068 0.53
Assignments 33 377 11,689 3.23
Understand 30 133 23,612 0.56
Interesting 29 715 26,415 2.71
Teacher 29 194 56,958 0.34

* Multiple correct spellings mapped to most common spelling

386 K. Gates et al.



We made a decision to not stem words; otherwise, there was a potential of
losing usage nuances for terms in this domain. An example is ‘‘understand’’ versus
‘‘understandable.’’ The context must be considered in order to determine the
intended meaning. In the table representing our universe of words, only words with
a frequency count of two or more were retained, leaving a word list of approxi-
mately 21,000 words.

14.3.3 Category Selection

The selection of categories began with a survey of the literature. Marsh [19]
developed the Students’ Evaluation of Education Quality (SEEQ), which includes
eight characteristics of effective teaching: learning, individual rapport, enthusiasm,
examinations, organization, breadth, group interaction and assignments. This set of
characteristics was a good starting point for developing our categories, but NAR1
and NAR2 did not focus the students on several of these categories, e.g., breadth
and group interaction. As for sentiment, two of Marsh’s characteristics, ‘‘exam-
inations’’ and ‘‘assignments,’’ were typically discussed in the context of course
workload and difficulty.

As with many aspect-based opinion-mining methodologies [20], an early step was
to mine the comments for features. Using the word table, we began to identify the
most frequent sentiment words that fit with Marsh’s characteristics, as well as those
that did not. As a consequence of this manual process, some additional categories
were identified and others were merged. The final list of categories was influenced by
Marsh’s traits and was adjusted based on the features found in the comments.

As noted by Kim and Calvo [7], difficulty/workload has a different sentiment
structure than the other characteristics. It is clear for the other categories that a
higher value is better. But for difficulty, the distinction is not so clear. Is the
comment ‘‘a lot of tests’’ a positive or negative sentiment? What about ‘‘the
homework was hard’’ or ‘‘too much homework’’? We decided that a higher dif-
ficulty value would mean the student perceived the course as being more difficult,
and a lower value in difficulty would mean the student perceived the course as
being relatively easier.

Ultimately, two categories were created: ‘‘Learning’’ and ‘‘Difficulty.’’ The
‘‘Learning’’ category contains words such as ‘‘learn,’’ ‘‘think,’’ ‘‘study,’’ ‘‘teach,’’
and ‘‘read.’’ The ‘‘Difficulty’’ category contains words such as ‘‘hard,’’ ‘‘difficult,’’
‘‘easy,’’ ‘‘tough,’’ ‘‘strict.’’

A category for ‘‘Accountability’’ was added to aid in identifying ‘‘red flag’’
situations, such as excessive class cancellations, students feeling threatened in
class and profanity in the narratives.

In order to incorporate as much of the sentiment expressed in the narratives as
possible, the ‘‘General’’ category was added. Many narratives had sentences such
as ‘‘It was awesome’’ or ‘‘Terrible’’ where no subject or object was explicitly
stated. The word ‘‘great’’ appeared in the narratives more than fifty thousand times.
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Often, these words are used in multiple ways, e.g., as a stand-alone general
expression of approval or disapproval, and also as a modifier to other terms such as
‘‘has great enthusiasm.’’ These sentiments are classified in the lexicon in a manner
that supports awareness of context. Specifically, ‘‘great’’ as a stand-alone term
contributes to the ‘‘General’’ category, whereas ‘‘great’’ when used as a modifier,
such as ‘‘great enthusiasm,’’ contributes to the category being modified, in this case
‘‘Engaging.’’ The final set of categories/characteristics is shown in Table 14.2.

14.3.4 The Domain-Specific Lexicon

Once the categories were determined, a small set of seed words for each category
was selected using the frequency count table and Keyword in Context (KWIC)
indices [21]. The seed words were each manually assigned a sentiment score and
category. The sentiment scores were influenced by SentiWordNet [22] ratings but
were scaled for suitable use in algorithm calculations involving multiplicative
factors. Most positive sentiment terms were given a value between +1 and +2,
while negative sentiment terms were given values between -1 and -2. For
example: atrocious (-1.875), incompetent (-1.75), worthless (-1.625), incoher-
ent (-1.5), monotone (-1.375), inappropriate (-1.250), confused (-1.125), for-
getful (-1), eye-opening (1), amusing (1.125), affirming (1.25), enjoyable (1.375),
trustworthy (1.5), encouraging (1.625), brilliant (1.75), and exemplary (1.875).

A semi-automated approach using the thesaurus API at bighugelabs.com [23]
was used to grow the set of keywords. In addition to sentiment, the seed words
were marked with allowable parts of speech, e.g., noun and/or adjective, to narrow
the results in the automated lookup. The online thesaurus resource was queried
with the seed words, and synonyms were given the same sentiment score as the
seed word while antonyms were given a sentiment score of -1 times the sentiment
score of the seed word. This process was repeated (using recursion) for two rounds.
Initially, we intended to fully automate the expansion of lexicon words, but we
found that manual intervention was required. For the word, ‘‘growth,’’ the the-
saurus returned ‘‘development’’ and ‘‘maturation,’’ which were appropriate for our
domain, but also ‘‘botany’’ and ‘‘sickness’’—words that occurred in our universe
of words but which held entirely different meanings. To address this, two columns
were added to the seed table, one to indicate that the word should not be expanded
and the other to indicate not to use the word, allowing for partial automation. We
set as an objective for this phase of the project to score all domain-relevant lexicon
words that occurred at least twenty times in our universe of words.

Table 14.2 Categories for
classifying narratives

Organized Helpful

Knowledgeable Fair
Engaging Clear
Learning General
Accountability Difficulty
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To facilitate the identification of syntactical relationships among terms, the
lexicon tags listed in Table 14.3 were established, effectively implementing sim-
plified parts-of-speech tagging [20]. In order to distinguish the subject of a com-
ment, the tags ‘‘sc’’, ‘‘ss’’, and ‘‘si’’ were used for courses, students and instructors,
respectively.

The ‘‘sc’’ terms have subcategories to further disambiguate course assessment
(‘‘sc-a’’), course materials (‘‘sc-m’’), and other course topics that were excluded
from the study (‘‘sc-e’’). Typical words for each tag are provided in the table along
with the count of the number of terms associated with each tag in the database.

The keywords (‘‘k’’), keyword modifiers (‘‘km’’), and intensifying modifiers
(‘‘m’’) [24] were grown using the semi-automated approach previously described
[20]. The intensifying modifiers play a crucial role in the algorithm to accurately
quantify the embedded sentiment. They are important for not only the intensity
they convey but also because they occur so frequently in the corpus as shown in
Table 14.4. Modifiers have sentiment scores ranging from +1 to +2. The sentiment
of the word or phrase being modified is multiplied by the sentiment score of the
modifier. The resulting value contributes to the category associated with the word
or phrase.

A set of phrases was added to the lexicon during the refinement process. The
use of phrases makes it possible to correctly score words that possess a unique
meaning when grouped together, e.g., ‘‘hard to keep up,’’ ‘‘straight from the
book,’’ or ‘‘good luck.’’ Phrases are also used to nullify terms that are not likely to
be scored correctly using simple methods. For example, ‘‘I would suggest,’’ ‘‘I
never thought,’’ and ‘‘should have.’’ Phrases have a sentiment score, optional
category, and a priority. Nullifying a phrase can be accomplished by simply setting
the sentiment score for the phrase to zero.

The phrases Jia et al. [25] exclude from negation, such as ‘‘not only,’’ ‘‘not just,’’
‘‘not to mention,’’ and ‘‘no wonder’’ are examples. A phrase can also have an
optional set of rules [26] that influence the processing of the phrase, nearby terms,
and sentiment score. The process of selecting phrases for inclusion in the lexicon
was facilitated by a custom Java program designed to find the most commonly used
phrases consisting of two to five terms. Candidate phrases were hand-pruned as part
of the iterative refinement cycle during the qualitative assessment phase.

The final lexicon contains about 400 unique phrases that complement the
approximately 2,100 unique words that have been tagged and assigned sentiment
scores. Of the 8.28 million occurrences of the lexicon words in the comments targeted
by this study, 1.64 million, or nearly 20 %, have been assigned sentiment scores.
Table 14.5 shows the saturation of lexicon words in the comments by category.

14.3.5 The Assessment Process

A process of triangulation was used to iteratively refine the algorithm and assess its
validity. First, teaching and learning specialists were asked to manually score the
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results of the algorithm using a scale of ‘‘Very Accurate,’’ ‘‘Accurate,’’ ‘‘Inaccu-
rate,’’ and ‘‘Very Inaccurate.’’ This process was repeated three times during the
development of the algorithm and one more time after the algorithm was finalized.

In each case, five courses were selected representing varying academic levels
and disciplines. Test files were generated for each course consisting of 50 NAR1
comments and 50 NAR2 comments along with the category and summary senti-
ment scores produced by the algorithm. Five reviewers each scored one hundred
different comments. The reviewer comments were used to determine cases where
the algorithm was performing well versus cases where further adjustments needed
to be made.

The second method for assessing the algorithm’s validity consisted of com-
paring the results of two Likert-scale questions: Q10 (difficulty) and Q11 (overall
effectiveness) with the summary sentiment scores for the positive and negative
category vectors. The summary sentiment scores (excluding difficulty) were
plotted against Q11 responses to determine whether the sentiment expressed in the
comments, as gauged by the algorithm, correlated with the Q11 (overall effec-
tiveness) rating. Likewise, the sentiment scores for the ‘‘Difficulty’’ category were
plotted against Q10 responses to determine whether sentiment expressed in the
comments about difficulty, as gauged by the algorithm, correlated with the Likert-
scale Q10 (difficulty) response.

Table 14.4 Five most frequently occurring intensifying modifiers

Intensifying
modifier

Sentiment
score

Total # of occurrences in
comments

% of all lexicon words in
comments

Very 1.25 120,847 1.46
Really 1.25 35,319 0.43
Always 1.5 30,217 0.37
Lot 1.25 29,887 0.36
More 1.125 28,741 0.35

Table 14.5 Saturation of scored lexicon words by category

Category Total # of occurrences in comments % of all lexicon words in comments

Organized 29,934 0.36
Helpful 116,305 1.40
Knowledgeable 29,884 0.36
Fair 16,773 0.20
Engaging 158,008 1.91
Clear 65,415 0.79
Learning 206,067 2.49
Difficulty 86,258 1.04
Accountability 4,288 0.05
General 349,366 4.22
Intensifying

modifiers
574,955 6.95
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The third method for assessing the algorithm’s validity involved comparing the
category and summary sentiment scores for recipients of a university-wide out-
standing teaching award with all instructors.

Award recipients are selected through an extensive committee-based process
involving personal recommendations from campus constituencies. Evaluations for
faculty members who received the award at any point in time were included. While
not a large comparison group, the expectation was that the average sentiment
scores for award recipients should be better than average sentiment scores for all
instructors.

14.3.6 Refining the Lexicon

In the first deployment of the algorithm, only keywords and a four-term window
preceding keywords were considered. The algorithm performed well when stu-
dents simply described the attributes of the instructor. However, analysis of
feedback from teaching and learning specialists revealed that the algorithm per-
formed poorly in three scenarios: (1) when students gave prescriptive advice on
how to correct teaching or course inadequacies; (2) when words were combined to
form entirely new meanings; and (3) when modifiers followed keywords. Exam-
ples showing where the first deployment of the algorithm performed poorly are as
follows:

• ‘‘It would be nice if he spoke a little slower and wrote a little more clearly.’’
• ‘‘She was very willing to work with you or your group outside of class.’’
• ‘‘It was sometimes hard to understand the instructor.’’
• ‘‘I learned nothing.’’

In the first case, the student is stating how to correct inadequacies. When looking
at keywords only, the term ‘‘nice’’ registers positive sentiment with the ‘‘Helpful’’
category. Moreover, the phrases, ‘‘spoke a little slower’’ and ‘‘wrote a little more
clearly,’’ are interpreted as the current behavior, not something the student is
suggesting happen. In the second case, when considering keywords only, the phrase
‘‘willing to work with you’’ registers sentiment in the ‘‘Difficulty’’ category due to
the keyword ‘‘work,’’ rather than being associated with the ‘‘Helpful’’ category.

In the third case, when looking at keywords only, the phrase, ‘‘hard to under-
stand,’’ cannot be classified correctly as the instructor was hard to understand
versus the material was hard to understand. Lastly, the phrase, ‘‘I learned nothing’’
reduces to just ‘‘I learned’’ when looking at only the terms preceding keywords
rather than those preceding and following the keyword.

The feedback from teaching and learning specialists led to several crucial
enhancements to the algorithm. First, the notion of static and dynamic phrases was
added. Phrases can be used to treat several words as a single concept, to derive
categories dynamically based on the presence of a nearby keyword, and to flexibly
determine which words should be grouped as a phrase. With this enhancement, the
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algorithm can properly handle phrases such as ‘‘hard to’’ followed by a keyword.
That is, the core phrase, ‘‘hard to,’’ with one or more accompanying rules, can
correctly assign ‘‘hard to hear,’’ ‘‘hard to understand,’’ and ‘‘hard to focus.’’

Although not currently planned, there is a potential for applications of the
algorithm to influence personnel decisions. To minimize risk, we take a conser-
vative approach in that we consider correctness to be a higher priority than
completeness.

That is, misstating an instructor’s negative characteristics is worse than simply
omitting phrases that are beyond the capabilities of the algorithm. Accordingly, we
added the ability to assign phrases a sentiment score of zero, thereby effectively
eliminating them. We also added a warning to indicate that some phrases had been
omitted from processing due to complexity. This enhancement provides a method
for handling prescriptive advice, e.g., phrases starting with ‘‘should,’’ ‘‘would,’’
and ‘‘if.’’

Another important enhancement to the algorithm that came during the quali-
tative assessment phase was the addition of limited processing of modifying terms
that follow, rather than precede, keywords. The algorithm handles terms following
keywords more conservatively than those preceding keywords. This enhancement,
even with its limited scope, allows for correct processing of phrases such as ‘‘I
learned nothing.’’

The final issue that surfaced during the qualitative assessment phase was the
need to be very clear in the definition of the categories. When first deployed, the
lexicon grouped together in one category the notions of a course being chal-
lenging, i.e., the amount of learning that took place, and overall difficulty. These
were ultimately separated out as two categories, ‘‘Learning’’ and ‘‘Difficulty,’’
where a positive value in the ‘‘Difficulty’’ category means that the student per-
ceives that the course is very difficult, not that the student feels good about the
course being very difficult. For this reason, the ‘‘Difficulty’’ category is not
included in summary sentiment scores.

As we converge on an effective process, at each iteration, the refinements
become more about adjusting sentiment scores and adding phrases and less about
structural changes to the algorithm and overall process.

14.3.7 The Algorithm

The algorithm makes use of the lexicon and sentiment scores stored in the data-
base. The process begins by first extracting sentences as an array of strings using
the LingPipe [27] sentence tokenizer method with context knowledge about pos-
sible and impossible sentence terminators, penultimates, common abbreviations,
etc. Potentially interfering punctuation is addressed. Each sentence is then con-
verted into an array of terms. Each term is checked against the table of spelling
corrections and mapped to the correctly spelled term if necessary. The sentences
are then reconstructed with correctly spelled terms.
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Each narrative is processed a sentence at a time. Phrases are handled first in
decreasing order of priority, and then keywords are handled. Some simplifying
assumptions have been made. A window size of four is used throughout [25], both
before and after a keyword or phrase. Once a phrase or keyword is processed, it
cannot be matched again as a phrase or keyword, but its terms can be used in the
pre- or post-window of another phrase or keyword.

The rules associated with phrases have the syntax, tag:position:scope. Tag (see
Table 14.3) can be any of the tags supported in the lexicon, position can be ‘‘b’’ for
before, ‘‘a’’ for after, or ‘‘e’’ for either, and scope can be ‘‘o’’ for optional or ‘‘r’’
for required. Multiple rules can be specified for each phrase. An additional rule of
#EOL has been defined to indicate that the system should match on this phrase
through the end of the current sentence.

The use of #EOL was helpful when students made prescriptive instead of
descriptive comments, e.g., ‘‘it would be nice if he spoke a little slower.’’ To
explain the use of rules, consider the phrase ‘‘should have’’ with rule ‘‘si:b:r’’. For
the rule to match the narrative, it is required that a ‘‘si’’ tagged term (subject
instructor) appear before the phrase ‘‘should have.’’ The position ‘‘before’’ (or
‘‘after’’) is limited to a window of size four, including the ‘‘si’’ term.

Therefore, this rule will match a portion of a narrative that consists of a subject
instructor (si), followed by up to three optional words, then the phrase ‘‘should
have’’. Some example matching phrases are: ‘‘he should have’’ or ‘‘Dr. Jones really
should have.’’ If the rule ‘‘k:a:o’’ was included in the ‘‘should have’’ phrase rules
also, then an optional keyword (‘‘k’’) can be identified following the target phrase,
e.g., ‘‘Dr. Jones really should have been more organized.’’ In this manner, the core
phrase ‘‘should have’’ is expanded to the adjusted phrase, ‘‘Dr. Jones really should
have been more organized.’’ If a category key is not explicitly specified, then the
category associated with the first keyword encountered in the adjusted phrase is
used. If no keyword is found then the default category, ‘‘General,’’ is used.

The result of processing each narrative is a positive and a negative category
vector. That is, if a narrative indicates that the professor was smart (Knowl-
edgeable, positive) and nice (Helpful, positive) but graded harshly (Fair, negative)
and was boring (Engaging, negative), and the course was hard (Difficulty, posi-
tive), then the raw vectors may appear as shown in Table 14.6. Recall that
‘‘Difficulty’’ is analyzed separately.

In addition to raw scores, we also compute normalized scores. If the raw
positive vector is P, and the raw negative vector is N, then T is the sum of the raw
values over all categories. Then the normalized positive vector (NP) and the
normalized negative vector (NN) are computed as shown in Eqs. (14.1)–(14.3)
(when T is not zero):

T ¼
X

i

P½i� þ
X

j

N½j� ð14:1Þ

NP½i� ¼ P½i�
T
8i ð14:2Þ
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NN½j� ¼ N½j�
T
8j ð14:3Þ

We now present the pseudocode for the core algorithm.
Pseudocode for Algorithm score_narratives

Table 14.6 A sample category vector with difficulty score

Org Help Know Fair Engage Clear Learn Gen Safe Dif

P: Positive 0 1.375 1.625 0 0 0 0 0 0 1.62
N: Negative 0 0 0 1.5 1.25 0 0 0 0 0
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Pseudocode for process_window

Pseudocode for check_rules
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14.4 Assessment Results

14.4.1 Qualitative Validity Assessment of Category Scores
by Teaching and Learning Specialists

In the final round of the qualitative validity assessment phase, five courses were
selected representing a variety of academic levels and disciplines. Scoring forms
were generated showing the original comment together with the categories and
sentiment assigned by the system (see Fig. 14.2). Each of the five reviewers was
asked to score one hundred comments for one of the courses as ‘‘Very Accurate,’’
‘‘Accurate,’’ ‘‘Inaccurate,’’ and ‘‘Very Inaccurate.’’ The comments were split
evenly among NAR1 and NAR2 question types.

Some of the scores of ‘‘Inaccurate’’ or ‘‘Very Inaccurate’’ were inconsistent
with the directions provided. For example, confusion lingered about the meaning
of the ‘‘Difficulty’’ category. Some reviewers scored the system as ‘‘Inaccurate’’ or
‘‘Very Inaccurate’’ when it registered positive sentiment in the ‘‘Difficulty’’ cat-
egory for comments related to course difficulty as shown in Fig. 14.3.

Fig. 14.2 Sample evaluation with system-generated sentiment scores

Fig. 14.3 Sample form with incorrect scoring for ‘‘Difficulty’’ category
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The lexicon, through the use of the ‘‘sc-e’’ tag, was designed to exclude sen-
timent related to the book, the learning management system, and so on. Yet, in
several cases, the reviewers marked the system as being inaccurate when it did not
register sentiment for comments related to these items. Future rounds of qualitative
validity assessment should involve multiple reviewers scoring the same narratives
to ensure consistency.

Reviewers rated 88.41 % of the comments as very accurate or accurate. NAR1
comments exhibited a higher success rate than NAR2 at 95.63 and 77.70 %
respectively. As noted earlier, the system performed better when students simply
described instructor and course characteristics rather than giving suggestions for
improvements. Some comments were not scored—17.20 % of NAR1 and 43.20 %
of NAR2—due to the responses being sentiment-free, e.g., ‘‘none’’ or ‘‘n/a’’.
Table 14.7 summarizes cases where the system did not perform well. As can be
seen, many issues can be easily addressed through enhancements to the lexicon,
whereas others are beyond the capabilities of the current approach.

14.4.2 Quantitative Assessment Through the Comparison
of Summary Scores with Overall Instructor
Performance Ratings

The data set provides a major benefit related to assessment in that each evaluation
contains Likert-scale questions as well as free-form narrative responses, allowing
for the comparison of responses to the Likert-scale question with the sentiment
scores generated by the algorithm for the narrative responses. Specifically, we can
compare the results of Q11 (overall effectiveness) with the summary sentiment
scores generated for NAR1 and NAR2 where students are asked to describe
positive and negative characteristics of the course and/or instructor. As well, we
can compare the results of Q10 (difficulty) with the sentiment scores associated
with the ‘‘Difficulty’’ category.

Unlike the qualitative validity assessment process where comments were
checked for a subset of courses, with the quantitative assessment, all comments
were analyzed through computational methods. Figure 14.4 shows the average of
the summary sentiment scores for the positive and negative category vectors for
NAR1 and NAR2 combined plotted against the responses to Q11 for all courses in
the corpus (7 years worth of data).

The results match the expectation in that the more positive the response to Q11,
the higher the average summary score for the positive vector, and the more neg-
ative the response to Q11, the lower the average summary score for the negative
vector. Stated simply, the responses to Q11 correlate well with the sentiment
scores gauged by the algorithm for NAR1 and NAR2. Figure 14.5 shows the
normalized summary sentiment scores for the positive category vectors for NAR1
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Table 14.7 Sampling of issues identified in final round of qualitative assessment

Comment fragment Problem with System scoring Explanation

‘‘Pay attention in class and you
will do well’’

Registered as positive in the
‘‘Engaging’’ and ‘‘Clear’’
category

Currently not possibly to
recognize commands;
however, these probably
can be addressed using
phrases

‘‘The professor was superior’’ Did not register any sentiment Term ‘‘superior’’ is used in
both positive and negative
ways in the corpus, e.g.,
‘‘He acted as if he was
superior to you,’’ and
therefore has not been
assigned sentiment.
Negative usages can be
addressed with one or more
phrases to determine
context

‘‘Didn’t necessarily test the
student’s knowledge and
understanding of the
material’’

Registered as positive in the
‘‘Learning’’ category

The negator ‘‘not’’ occurs more
than four terms from
keywords ‘‘knowledge’’
and ‘‘understanding.’’
Difficult to address with
current model

‘‘I have never struggled like I
did over her material’’

Registered negative sentiment
(easy) in the ‘‘Difficulty’’
category

Negator ‘‘never’’ was applied
to keyword ‘‘struggled’’
reversing the intended
meaning. Can be addressed
with a new phrase in the
lexicon, i.e., ‘‘I have never
…’’

‘‘[Instructor] is the man’’ Did not register any sentiment System not able to interpret
some forms of student
vernacular. Possibly can be
addressed with phrases.

‘‘[Other Instructor] should be
teaching this class instead
of [Instructor]…. She talks
slower, and is sure that we
understand the material
before she moves on’’

Registered as 100 % positive
in ‘‘Helpful’’ and
‘‘Learning’’ categories

Student talked about the
characteristics of the
teacher he/she would like to
teach the class, not the one
who actually taught the
class. First ‘‘should’’
occurrence resulted in text
being omitted through ‘‘…’’
but rest was processed.
Difficult to address

(continued)
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Table 14.7 (continued)

Comment fragment Problem with System scoring Explanation

‘‘Professor was nice enough to
only put 11 chapters on one
test that was not a final’’

Registered as positive in the
‘‘Helpful’’ category, yet
student probably intended
to be sarcastic

Difficult to address

‘‘The instructor can sometimes
get easily side-tracked
during lecture’’

Did not register any sentiment The term, ‘‘side-tracked’’
occurs in the comments
seventeen times and fell
beneath the threshold of
twenty. Can be addressed
by adding sentiment to
more words

‘‘Talks to softly’’ Did not register any sentiment Student used ‘‘to’’ instead of
‘‘too.’’ This happens
frequently, making accurate
processing difficult

Fig. 14.4 Average raw summary sentiment scores for positive and negative category vectors
derived from NAR1 and NAR2 combined plotted against responses to Q11, ‘‘How would you rate
the instructor’s overall performance in this course?’’
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and NAR2 plotted against the responses to Q11, further confirming the correlation
between sentiment expressed in the comments, as gauged by the algorithm, and
responses to Q11.

It is worth noting that in cases where the Q11 responses are very low, the
algorithm registers some amount of positive sentiment even for NAR2 when
students were asked to name negative characteristics or weaknesses of the course
and/or instructor. This is partially due to the ‘‘correct versus complete’’ decision,
i.e., phrases in the narrative responses deemed too complicated for the algorithm
are simply omitted. Other studies [28] have reported similar results, i.e., students
are not overly negative when entering comments online.

Figure 14.6 shows the average positive and negative sentiment scores for the
‘‘Difficulty’’ category for NAR1 and NAR2 combined plotted against
the responses to Q10. The results match the expectation in that the more positive
the response to Q10, i.e., the course is very or extremely difficult, the higher the
average of the positive sentiment scores for the ‘‘Difficulty’’ category.

Likewise, the more negative the response to Q10, i.e., the course is easy, the
lower the average of the negative sentiment scores for the Difficulty category.
Figure 14.7 shows the normalized summary sentiment scores for the positive
category vectors for NAR1 and NAR2, together with the average normalized
values for Q11, all plotted against the responses to Q10. (The Q11 responses that
ordinarily range from 1 to 5 have been adjusted for a 100-point scale.) The three
sets of values exhibit virtually identical trends with the peak positive sentiment
occurring for courses perceived as having ‘‘Average’’ difficulty but only small
amounts of variation overall.

Fig. 14.5 Average normalized sentiment scores for positive category vectors for NAR1 and
NAR2 plotted against responses to Q11, ‘‘How would you rate the instructor’s overall
performance in this course?’’

14 Maximizing the Value of Student Ratings Through Data Mining 401



Fig. 14.6 Average raw sentiment scores for the ‘‘Difficulty’’ category derived from NAR1 and
NAR2 combined plotted against responses to Q10, ‘‘How would you rate the difficulty level of
this course, compared to other courses you have take so far at Ole Miss?’’

Fig. 14.7 Average normalized sentiment scores for positive category vectors for NAR1 and
NAR2, together with average normalized values for Q11, plotted against responses to Q10, ‘‘How
would you rate the difficulty level of this course, compared to other courses you have take so far
at Ole Miss?’’
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14.4.3 Quantitative Assessment Through the Comparison
of Category and Summary Scores for Teaching Award
Winners with All Instructors

In the third assessment method, the evaluations for instructors in the data set who
had been named as recipients of the Elsie M. Hood Outstanding Teacher Award
[29] were partitioned into a group that could be compared with all evaluations.
This set consisted of 17 instructors with a total of 16,366 evaluations, including
6,585 NAR1 responses and 5,369 NAR2 responses. The average raw summary
sentiment score of the positive vector for Hood award winners was 3.311 (84.94 %
normalized) versus 2.660 (77.61 % normalized) for all instructors.

The average raw summary sentiment score of the negative vector for Hood
award winners was 0.456 (15.07 % normalized) versus 0.647 (22.39 % normal-
ized) for all instructors. When looking at the raw scores, the Hood award winners
outperformed their peers in all categories except for positive sentiment expressed
for the ‘‘Helpful’’ category; however, they had less negative sentiment expressed
in the ‘‘Helpful’’ category than their peers.

Figures 14.8 and 14.9 show the average normalized positive and negative
category sentiment scores for Hood award winners together with that of all
instructors. When looking at normalized sentiment scores for both positive and
negative vectors, the Hood award winners outperformed their peers by the largest
margins in the ‘‘General’’ (8.05 % difference), ‘‘Engaging’’ (5.33 % difference),
‘‘Organized’’ (1.41 % difference), and ‘‘Clear’’ (1.32 %) categories. Courses
taught by Hood award winners were perceived as more difficult than all courses.

Fig. 14.8 Normalized positive category sentiment scores for Hood award winners versus all
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14.5 Applications of the Methodology

14.5.1 Evaluation of Instruction at the University
of Mississippi

The most immediate, straightforward application of the methodology and sub-
sequent findings is to develop workshops aimed at helping instructors improve
their teaching. The University’s Center for Excellence in Teaching and Learning is
planning a series of sessions that will present, in aggregate, the positive and
negative sentiment found in student comments. The results will be organized
around the variables of interest identified in Sect. 14.2 and will be presented along
with the statistical results. The goal of these workshops will be to share insights on
effective teaching that have been mined from student comments, e.g., what do
students find helpful versus frustrating, what do students perceive to be the
characteristics of outstanding teachers, etc.

The University has developed a powerful set of reporting tools for academic
administrators to quickly view and assess overall instructor performance based on
the Likert-scale responses. Provided that the algorithm and lexicon performance
can be improved to achieve an average of 95 % accuracy or better in qualitative
validity assessments, the reporting tools will be augmented to include aggregate
sentiment scores for instructors by course. Ideally, this information would include
instructor and course synopses. This will allow administrators to quickly detect

Fig. 14.9 Normalized negative category sentiment scores for Hood award winners versus all
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very high performing and very low performing instructors based on student
comments like they can currently do with Q11.

One academic department chair has asked for a summary of student comments
about instructors that he can view when completing faculty performance evalua-
tions. That is, it is not practical for him to drill down and read every comment for
every instructor in his department. He would like to see a summary organized by
instructor with links to the most representative comments. Prior to this project, we
considered this request to be difficult and perhaps impossible. The category vec-
tors, aggregated by instructor and course, should satisfy this need nicely.

As described in Sect. 14.2, one of the most surprising findings from the statistical
analysis of the corpus was that students write extensively—about three times the
average length—when they rate instructors very poorly. The concern is that stu-
dents may be sharing actionable information, but, due to the volume of data, those
in a position to act are not listening. We plan to address this with a new report that
generates administrative alerts for comments with highly negative scores in the
‘‘Accountability’’ category as well as highly negative summary sentiment scores.
Recall that the ‘‘Accountability’’ category is designed to help identify cases of high
institutional risk, e.g., harassment, bigotry, negligence, and so on.

As the performance of the algorithm is improved, we may consider making
aggregate results available to students to increase awareness about the nature of
certain courses, including the requirements for success, as has been done in recent
course recommendation systems [18]. From a retention perspective, it is important
for students to have a good understanding about the commitment required to
succeed. For example, by showing students the overall ‘‘Difficulty’’ rating, as
expressed by other students, they can be more informed and perhaps avoid the risk
of failure, e.g., enrolling in too many courses at one time. Also, some students may
respond better to certain instructor profiles such as ‘‘Helpful’’ or ‘‘Clear’’ than
others. By giving students access to trustworthy information about the course and
instructor, they will be in a stronger position to direct their own academic futures.

Lastly, we plan to use the methodology and results to identify courses that
regularly register sentiment falling below acceptable thresholds. The intent is to
determine what students find unsatisfactory and feed this back into the course
planning process to make improvements. We anticipate that many other ideas for
applications of the methodology will emerge from our internal eco-system of
instructors, students, support personnel, and administrators.

Our plan is to handle these as we would with other projects, evaluating pro-
posed applications for suitability in our environment, balancing overall benefit to
the University with fairness, privacy, and other factors.

14.5.2 Other Educational Applications

Just as there are numerous applications of the methodology within the University
specifically designed to enhance teaching and learning, there are numerous other
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educational applications. The following list highlights some of the ideas that we
are considering:

• Some of our outreach programs, e.g., enrichment programs to increase minority
enrollment in STEM fields, include components where students blog [30] about
their academic experiences. The methodology could be used to summarize
student perceptions for the purposes of improving the program and recruiting
students.

• Many online learning environments, including Massively Open Online Courses
(MOOCs), employ discussion groups to help learners connect with their peers.
These discussion groups can get unwieldy very quickly, making it difficult to get
to the information being sought. This is especially true for MOOCs where
thousands of students may be enrolled simultaneously. The methodology could
be used to summarize and organize the free-form responses in an orderly way
for more productive information retrieval.

• Many applications to academic programs, scholarships, special cohorts, and
residential colleges require essays or writing samples. We envision that the
methodology could be used to categorize submissions by theme and determine
frequency of comments related to issues of interest, such as civility on campus
or student debt. The results of this data mining might then inform actions by the
University.

• Students, as well as other campus constituencies, are active on social media,
generating huge amounts of freely accessible, unstructured content with each
passing minute. It may be important to monitor what they are saying from an
institutional reputation and risk management perspective. Paltoglou and Thel-
wall [31] motivate their sentiment analysis work using information retrieval
methods in this very domain. The volume of data makes manual monitoring
impractical. The methodology could be used to gauge sentiment and assess risk
in social media in an automated manner similar to what has been done here with
student comments.

• Most universities conduct annual performance evaluations of faculty and staff,
and these evaluations include narrative comments from supervisors as well as
responses from employees. Another possible application of the methodology is
to mine these text comments for use in improving employee-supervisor rela-
tionships and detecting overall patterns. As with many of the previously men-
tioned application areas, care must be taken to maintain confidentiality.

• In some settings, evaluations have been performed in real time using SMS texts
or tweets [17]. This is becoming popular in conferences where immediate
attention is needed, e.g., to address audiovisual issues. The methodology could
be used to quickly process these streams of information and issue alerts and
summary reports.

The methodology, with its straightforward steps of corpus analysis, category
selection, lexicon generation, and continuous application and refinement, can be
applied to virtually any domain. In this study, we focused on student comments
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about teaching, but the process can be applied to any scenario that involves
unstructured or semi-structured feedback and the analysis of user experiences.

14.6 Future Work

The most immediate next step for this project will be to continue to refine the
lexicon and algorithm so that the system is ready for use in a production envi-
ronment. Because the application areas have the potential to influence institutional
decisions and reflect on individual performance, it is critical that the system be as
accurate as possible. The first priority is to accurately gauge overall sentiment, and
the second priority is to accurately classify comments by category. A supervised
learning method such as those used in [32, 33] may be helpful. As part of this
work, we will set up a process to add new comments to the existing corpus as
evaluations are collected for current and future terms. We also plan to incorporate
comparative analysis [12] and other more complicated sentence structures.

Before we began the text-mining phase of this project, we performed extensive
statistical analysis of the Likert-scale questions and comments. As described in
Sect. 14.2, we identified variables of interest such as section size, course level,
grade in class, GPA, student gender, instructor age, instructor rank, and more. We
plan to augment the previous work with a similar analysis using the category
vectors. For example, we would like to see whether and how category vectors
differ when aggregated by academic area of the student and course.

Our expectation is that there will be major differences as we found with the
statistical analysis. Likewise, we would like to perform a thorough analysis of
sentiment scores relative to overall GPA and grade in class as others have done
[34], especially given the differences that we observed in the statistical analysis.

In the statistical analysis, we found that students wrote longer comments during
the normal window than in the ‘‘last chance’’ window when they were eager to
view their grades. As is shown in Fig. 14.10, stronger sentiment—both positive
and negative—was registered in the normal window than in the ‘‘last chance’’
window. However, the normalized values were comparable. The normalized
positive summary sentiment score for NAR1 in the normal window was 92.43
versus 93.21 % in the ‘‘last chance’’ window. The normalized positive summary
sentiment score for NAR2 in the normal window was 50.10 versus 47.37 % in the
‘‘last chance’’ window. Although stronger sentiment was registered in the normal
window, the balance between positive and negative sentiment did not vary much
by window.

This work focused on two Likert-scale questions only, Q10 and Q11. We plan
to extend the analysis by looking at other Likert-scale questions such as those
listed in Sect. 14.2. We started with Q10 and Q11 for two reasons: (1) they are
broad in scope; and (2) they are used consistently in all evaluation types. The
evaluations include questions that rotate in by semester as well as questions
appropriate for specific academic areas and course formats, e.g., online courses,
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labs, and Law courses. Including additional questions increases complexity but
should yield very interesting, useful results. Once the lexicon and algorithm are in
production, we plan to extend the statistical analysis to include the text mining
results and add in more Likert-scale questions.

Up until this point, all code has been written in Java and the work has been
performed using a relational database without the benefit of sophisticated front-end
reporting tools. We imagine that other visualizations of the data, e.g., tag clouds
and dashboards, would make analysis by end users more meaningful and would
help with trend reporting such as faculty performance over time.

Ideally, we would have a tool that academic administrators and learning spe-
cialists could use directly to perform queries and manipulate the data. The system
currently hosting the database is a virtualized Solaris server running on an Oracle
T series processor architecture. Using this platform, we are able to process about
600,000 comments in 4 hours. As funds permit, we would like to move the
database to a system designed for handling big data such as SAP’s HANA [35] in-
memory platform.

We are encouraged by the progress that we were able to make in this first effort
to mine student comments. Using relatively simple methods, we were able to
achieve 88.41 % accuracy in our qualitative validity assessment. The quantitative
assessment results further validated the effectiveness of the methodology. For
several decades, the analysis of student comments has been mostly limited to
instructors and, in some cases, supervisors reading individual responses. We are
optimistic about future directions for this work, specifically the opportunities for
gaining insights and extracting actionable information to improve teaching and
learning in a much more strategic manner. Moreover, the methodology resulting
from this work offers great promise for mining voluminous, unstructured and semi-
structured data sets in educational domains beyond teaching and learning.

Fig. 14.10 Average raw summary sentiment score by submission window
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Chapter 15
Data Mining and Social Network Analysis
in the Educational Field: An Application
for Non-Expert Users

Diego García-Saiz, Camilo Palazuelos and Marta Zorrilla

Abstract With the increasing popularity of social networking services like
Facebook, social network analysis (SNA) has emerged again. Undoubtedly, there
is an inherent social network in any learning context, where teachers, learners, and
learning resources behave as main actors, among which different relationships can
be defined, e.g., ‘‘participate in’’ among blogs, students, and learners. From their
analysis, information about group cohesion, participation in activities, and con-
nections among subjects can be obtained. At the same time, it is well-known the
need of tools that help instructors, in particular those involved in distance edu-
cation, to discover their students’ behavior profile, models about how they par-
ticipate in collaborative activities or likely the most important, to know the
performance and dropout pattern with the aim of improving the teaching–learning
process. Therefore, the goal of this chapter is to describe our E-learning Web
Mining tool and the new services that it provides, supported by the use of SNA and
classification techniques.
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ElWM E-learning web miner
KDD Knowledge discovery in databases
LA Learning analytics
LMS Learning management system
MOOC Massive open online course
SNA Social network analysis
SOA Service-oriented architecture
SOAP Simple object access protocol
UC University of Cantabria
WSDL Web services description language
WS Web service
XML eXtended Markup Language

15.1 Introduction

Since the late 1990s, the use of computer-based technologies has drastically
changed learning and teaching processes in all academic levels, from elementary
school to university. Nowadays, it is very frequent that teachers include in their
subjects activities that require the use of Web 2.0 technologies in order to develop
contents and social and communication skills.

Collaborative activities, e.g., content search [1, 2], collaborative writing [3], and
discussion forums [4], appear in many curricula independently of the educational
field and level of the studies. Other tools frequently used, regardless of whether
teaching is face-to-face or virtual, are the learning management systems (LMS),
e.g., Moodle [5], Blackboard [6], or Shakai [7], which offer different modules, e.g.,
blogs, wikis, or forums, to develop collaborative activities that enable students to
adapt to new environments and work in heterogeneous teams. This new scenario,
where the degree of interaction among different actors, e.g., learners, educators, and
resources, is very high, poses new situations and needs to instructors.

They need to know the students’ level of cohesion, their degree of participation
in forums, the identification of the most influential ones, which students help their
classmates, and so on. This information might be helpful for teachers to organize
team-works with different social profiles, grade the activities performed by their
students according to their contribution, or spread news or relevant explanations
through the most influential students. Especially, the analysis of social interaction
might help teachers to better understand their students’ social behavior and, as a
consequence, assist them to improve their skills, as well as their results in the
subjects involved.

Hence it is necessary to develop applications that help teachers to extract and
analyze interaction data produced in the different teaching activities and their
impact on student performance. This application must fulfill some requirements
with the aim of being useful for non-expert users in the learning analytics field.
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The 2013 Horizon Report [8] describes learning analytics (LA) as the ‘‘Field
associated with deciphering trends and patterns from educational big data, or huge
sets of student-related data, to further the advancement of a personalized, sup-
portive system of higher education.’’ This is a very wide field in which different
techniques and tools are used by educators for gaining insights into student
interaction with online texts and courseware and, consequently, being able to take
actions to improve the teaching process.

This field comprises, among others, techniques from the educational data
mining (EDM) field, which deals with the development and application of com-
putational methods to detect patterns in large collections of educational data. Its
main goal is to better understand how students learn and identify the settings in
which they learn to improve educational outcomes and gain insights into and
explain educational phenomena [9]. Techniques from the SNA field are also
employed in the academic context since the analysis of the structure and com-
position of relationships in the network provides useful information on the
cohesion of individuals, their level of participation, or which individuals are the
most active or influential.

Regrettably, both research fields use techniques and algorithms that make them
unsuitable for people outside the fields of mathematics or computer science.
Therefore, these algorithms and the associated processes for their execution must
be wrapped in such a way that the end users should only worry about interpreting
the results.

Furthermore, another key feature of this analytic tool is that it is independent
from specific web applications or any other resource available that can be used in a
collaborative activity. In such a way, it can be easily extended and enhanced as
well as be used in different scenarios.

For example, LMS or massively open online course (MOOC) platforms are
tools in which its inclusion would be very valuable since educators can design all
the teaching process inside them. Furthermore, these platforms generally collect
users’ interaction—when students connect, how often, or when they write a post or
perform a test—in databases that make it easier its utilization for the analysis
processes. Although these platforms offer some monitoring tools, these are limited
enough and, as stated by Macfadyen et al. [10], instructors in the new world of
education are in need of new tools and strategies that will allow them to quickly
identify students at risk and devise ways of supporting their learning.

In order to contribute to fill this gap, this chapter describes our enhanced
version of E-learning Web Miner (ElWM) [11] and, more specifically, the new
options that allow educators to gain insights into interaction, social behavior, and
performance. Among other services, ElWM offers the generation of predictive
models of students’ performance based on classification techniques (in particular,
decision trees), descriptive models for the characterization of learners from a
social perspective based on SNA, graphs showing students’ cohesion and those
ones who are the most influential by using graph mining techniques, specifically
FRINGE [12]. Likewise, we show its usefulness and simplicity through the
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analysis of different virtual courses and collaborative activities developed in both
Moodle and Blackboard platforms at the University of Cantabria (UC).

This chapter is organized as follows. In Sect. 15.2, we provide a brief intro-
duction to the context of our work, the theoretical foundation to understand our
work and relate works published in the field of SNA applied to the educational
context. We also cite the most relevant works focused on the generation of models
of students’ performance and dropout, and briefly describe other tools similar to
our ElWM and discuss the main differences found. Section 15.3 describes the
purpose of our tool, its architecture and the new services provided. Section 15.4
presents and discusses several case studies with the aim of showing the usefulness,
simplicity, and added value that ElWM provides to the educational context.
Finally, we summarize the contents of this chapter and discuss our future work.

15.2 Background and Related Work

EDM is an interdisciplinary area in which methods and techniques from computer
science, education, and statistics are combined. LA is another field very related to
EDM and with which it shares some goals and interests. However, LA integrates a
broader array of academic disciplines, e.g., computer science, information science,
learning sciences, psychology, sociology, and statistics.

Although there is no hard and fast distinction between these two fields [13],
EDM focuses on developing methods and applying techniques from statistics,
machine learning, and data mining (DM) to analyze data collected during teaching
and learning with the aim of answering questions related to the educational
practice, e.g., ‘‘What sequence of topics is the most effective for a specific stu-
dent?’’ ‘‘What student actions are associated with more learning?’’ ‘‘What features
of an online learning environment lead to better learning?’’ or ‘‘What will predict
student success?’’ To accomplish its goals, EDM mainly uses methods based on
prediction, classification, clustering, and association.

On the other hand, LA emphasizes measurement and data collection as activ-
ities that institutions need to undertake and understand, and focuses on the analysis
and reporting of data. That means that LA, unlike EDM, does not develop new
algorithms for data analysis but addresses the application of known methods and
models in order to answer important questions that affect student learning and
organizational learning systems.

Hence LA does not only focus on student performance, but it is also used to
assess curricula, programs, and institutions. LA uses techniques related to concept,
discourse, influence, and sentiment analyses, as well as sense-making models,
SNA, statistics, and visualization [13].

Thus, our work fits in both fields since our tool uses exploratory and analytical
techniques, as well as provides patterns generated with DM techniques. Specifi-
cally, we show the utility of SNA and its contribution to predict students’
performance.
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In this section, we provide some background on classification and SNA tech-
niques and relate some of the most important works that apply DM techniques to
discover prediction models of students’ performance and dropout and SNA tech-
niques to understand the interactions of students in e-learning courses. Further-
more, we include a section about tools developed for these purposes.

15.2.1 Social Network Analysis

SNA is the methodical study of the relationships present in connected actors from
a social point of view. SNA represents both actors and relationships in terms of
network theory, depicting them as a graph or network, where each node corre-
sponds to an individual actor within the network, e.g., a person or an organization,
and each link symbolizes some form of social interaction between two of those
actors, e.g., friendship or kinship.

Although social networks have been studied for decades [14, 15], the recent
emergence of social networking services like Facebook or Twitter has been the
cause of the unprecedented popularity that this field of study has now. Since then,
an extraordinary variety of SNA techniques has been developed, allowing
researchers to model different types of interactions, e.g., movie actors [16] or
sexual contact networks [17], and giving solution to very diverse problems, e.g.,
detection of criminal and terrorist patterns [18] or identification of important actors
in social networks [19].

In order to estimate the prominence of a node in a social network, many
centrality measures have been proposed. The research devoted to the concept of
centrality addresses the question ‘‘Which are the most important nodes in a social
network?’’ Although there are many possible definitions of importance, prominent
nodes are supposed to be those that are extensively connected to other nodes.
Generally, in social networks, people with extensive contacts are considered more
influential than those with comparatively fewer contacts. Perhaps, the most simple
centrality measure is the degree of a node, which is the number of links connected
to it, without taking the direction of the links into consideration. If we consider that
direction of the links, a node has both indegree and outdegree, which are the
number of incoming and outgoing links attached to it, respectively. There are more
complex centrality measures, such as the betweenness [20] of a node, which is
equal to the number of shortest paths from all nodes to all others that pass through
such a node.

Mathematically, let gpq
n [1] be 1 if node n lies on the shortest path from p to q

and 0 otherwise. Then the betweenness centrality of a node is given by (15.1).

bn ¼
X

pq

gpq
n ð15:1Þ

Authorities and hubs [20] are also two examples of more complex centrality
measures; a node is an authority if its incoming links connect it to nodes that have
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a large number of outgoing links, whereas a node is a hub if its outgoing links
connect it to nodes that have a large number of incoming links. Mathematically
[see Eq. (15.2)], the authority centrality of a node is defined to be proportional to
the sum of the hub centralities of the nodes that point to it, where a is a constant
and Anm is an element of the adjacency matrix of the network.

an ¼ a
X

m

Anmhn ð15:2Þ

Similarly, the hub centrality of a node [see Eq. (15.3)] is proportional to the sum of
the authority centralities of the nodes it points to, where b is another constant.

hn ¼ b
X

m

Amnam ð15:3Þ

From a node-level point of view, centrality measures constitute a very useful tool
for the inference of the importance of nodes within a network. Due to their own
nature, some of them, e.g., betweenness, cannot be trivially calculated, so that
network-level metrics—which can be computed more easily and provide helpful
information by considering the network as a whole—can be used for comple-
menting the aforementioned centrality measures.

One of these network-level metrics is the density of the network, which mea-
sures the number of links within the network compared to the maximum possible
number of links. The diameter of the network is also a useful network-level metric;
it is defined as the largest number of nodes that must be traversed in order to travel
from one node to another. Other meaningful network-level metric is the number of
connected components of the network, i.e., the number of subnetworks in which
any two nodes are connected to each other by paths without taking the direction of
their links into consideration. Finally, the last metric to be mentioned is reci-
procity; it occurs when the existence of a link from one node to another triggers the
creation of the reverse link.

SNA techniques do not just concentrate on social networks, but also focus on
other fields, such as marketing (customer and supplier networks) or public safety.
Another field of application is education, although it is not deeply explored yet.
There are some case studies in the literature, for instance: Brewe et al. [21] used a
multiple regression analysis of the Bonacich centrality to evaluate the factors that
influence participation in learning communities, e.g., students’ age or gender.
Crespo and Antunes [22] proposed a strategy to quantify the global contribution of
each student in a team-work through adaptations of the PageRank algorithm.

Cuéllar et al. [23] proposed a method for the formulation and interpretation of
learning management platforms as social networks with the aim of making further
studies about the social structure among learners, teachers, and learning resources,
and discovering useful relationships to improve the learning process. Rabbany
et al. [24] built Meerkat-ED, a tool designed to assess the students’ participation in
asynchronous discussion forums of online courses.
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SNA has also been used for extracting relevant information that can be used in
EDM tasks. For example, Dawson et al. used SNA to monitor the learners’ creative
capacity [25], to detect and encourage students at risk [26]. Obsivac et al. [27] used
several centrality measures for the prediction of dropouts. A similar work was
performed by Palazuelos et al. [28] but, in this case, the goal was to evaluate
whether SNA attributes are useful to build more accurate classification models.

15.2.2 Classification Applied to the Educational Context:
Students’ Performance and Dropout

DM is the process of automatically discovering useful information in large data
repositories. DM is an integral part of Knowledge Discovery in Databases (KDD)
[29] which is the overall process of converting raw data into useful information.
This process comprises several steps: data selection and preparation, technique
selection, testing and result evaluation. This process is not trivial; whenever a very
accurate model is needed, one must turn to an expert in DM. Our tool will not
achieve the most accurate model, but a reasonably good one at a very low cost that
allows non-expert users to take advantage of using data mining towards its
democratization.

DM techniques are generally divided into two major categories: predictive and
descriptive tasks, being the former the one that arouses most interest. The pre-
diction task consists of extracting relevant features from labeled training data to
build a model that discriminates between classes to classify unlabeled observed
objects. Prediction methods are, in turn, divided into classification and regression
techniques. The former are used when the predicted variable is a categorical value
and the latter, when the predicted variable is a continuous value or a probability
density function. In EDM, classification techniques are more used, particularly, to
forecast student performance [30–33] and detect anomalous students’ behaviors,
such as dropout [27, 34, 35].

Classification is the task of learning a target function f that maps each attribute
set x to one of the predefined class labels y. There are different techniques to
identify the model that best fits the relationship between the attribute set and the
class label of the input data. Some examples are: decision tree classifiers, rule-
based classifiers, neural networks, support vector machines, and naïve Bayes
classifiers. The decision of which one to use depends on the DM goals that
decision makers pursue. In the EDM field, we find some works in the scientific
literature in which the authors try to establish which algorithms are the best to
predict the students’ performance and dropout.

Dekker et al. [34] presented a case study to predict student dropout in which
demonstrated the effectiveness of several classification techniques and the cost-
sensitive learning approach on several datasets with about 500 instances with
numerical and nominal attributes that corresponded to pre-university and univer-
sity characteristics.
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Their experimental results showed that rather simple and intuitive classifiers,
referring to decision trees, give a useful result with accuracies between 75 and 80 %.
Kotsiantis et al. [35] also compared six classification algorithms to predict dropouts.
Their comparison showed the Naïve Bayes algorithm [36] was the most appropriate.

Regarding predicting performance, a similar study was performed by
Hämäläinen et al. [37]. In this paper, the authors compared five classification
methods: multiple linear regression and support vector machine techniques to
predict the numerical mark and three variations of the naïve Bayes classifier to
predict the categorical qualification (pass/fail), concluding that all methods
achieve about the same accuracy. Zafra et al. [33] compared several algorithms
based on multi-instance learning to predict student’s performance using data from
a Moodle platform and the method that they proposed, G3P-MI [38], got the best
results.

Finally, two of the authors of this work [38] compared five classification
algorithms in order to determine which was the most suitable for educational
datasets from e-learning platforms. Their experimentation concluded that there
was no algorithm that achieved significantly better accuracy. When the dataset was
very small (less than 100 instances) and had numeric attributes, naïve Bayes
performed adequately; on the other hand, when the data set was bigger, BayesNet
TAN [39] was a better alternative. However, J48 (implementation of the C4.5 [40]
algorithm in Weka [41]) was suitable for datasets with more instances and/or with
the presence of nominal attributes, being also the most interpretable. Thus, J48 was
the algorithm chosen to be wrapped in ElWM. The process of building the clas-
sifier comprises two steps: training and test. When the dataset size is reduced, a
good practice is to evaluate the performance of the classifier by means of cross-
validation. Finally, the model must be evaluated. This task is based on the number
of test records correctly and incorrectly predicted by the model. The most fre-
quently used metrics are accuracy, specificity and sensitivity. Accuracy measures
the number of correct predictions made by the model divided by the total of
predictions. Sensitivity (true positive rate) measures the proportion of actual
positives which are correctly identified as such. And specificity (true negative rate)
measures the proportion of negatives that are correctly identified.

15.2.3 Data Mining Tools for Non-expert Users

The EDM field provides a large quantity of techniques and tools to further
understand students and the settings which they learn in. In the last decade, many
works have been carried out, as can be read in this survey [42]. Regrettably, most
of these methods and tools are not directly used by non-experts in data mining,
e.g., teachers. To fill this gap, our research group developed ElWM [43].

It aims to help instructors involved in distance education to discover their stu-
dents’ behavior profiles and models about how they navigate and work in their
virtual courses. There are a few tools with a similar purpose, e.g., TADA-Ed [44] and
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Moodle Data Mining Tool [45]. Both of them provide different techniques like
ElWM but instructors must have certain knowledge about data mining concepts in
order to use them since they are responsible for doing the phases of selection and pre-
processing of attributes and the selection of algorithms and their parameter setting.

There are more specific tools, focused on a kind of problem. For example,
García et al. [46] described a collaborative EDM tool based on association rule
mining for the ongoing improvement of e-learning courses, allowing teachers with
similar course profiles to share and score the discovered information. Kotsiantis
[31] developed a decision support tool to predict students’ mark from the analysis
of a list of attributes defined by the user as a spreadsheet in the CSV (Comma-
Separated Value) file format. The tool builds a regressor using the M5-rules
algorithm [47] and ranks the influence of each attribute according to a statistical
measure named RRELIEF, whose goal is to estimate the quality of attributes
according to how well their values distinguish between the instances that are close
to each other.

Other tools have been developed and embedded in an LMS. This is the case of the
recommender integrated in the adaptive web-based educational system Aha! [48] in
order to propose the most appropriate links and Web pages to students. It also
includes a web mining tool to help instructors to fulfill the whole web mining process
but, unlike our proposal, its use is limited to the interaction produced in the system.

15.3 E-Learning Web Miner

In this section, we describe our web-based tool, its enhanced architecture and the
new services that it offers as well as its internal mode of working.

15.3.1 Description of E-Learning Web Miner

ElWM [43] is designed to help instructors to improve the teaching–learning
process since it offers models and patterns that allow them to gain insight into the
activity performed by their students in their virtual courses, analyze their course
design and also discover their students’ behavior profile and the kind of sessions
they performed. In such a way, they make informed decisions driven by data. Its
characteristic is that, despite using DM, end users do not require DM knowledge
for its use, since the knowledge discovery process is automated and hidden. In the
previous version [11], teachers only had to send a data file according to one of the
templates provided by the application and request the results. As teachers con-
sidered that the task of preparing the data file was cumbersome, in the current
version a new service for Moodle and Blackboard has been built, in such a way
that the instructor only has to choose the question and indicate the course under
study, as it is stated in Sect. 15.3.2.
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Regarding DM techniques, the tool defines a template for each question and
chooses the algorithm and its parameter setting according to the data file and kind
of problem (association rules, clustering, classification and so on).

The techniques chosen [30, 38, 49–51] are easier to interpret and represent their
results since our tool is addressed to non-expert data miners. All that means that
we prefer, for instance, yacaree [52] as a rule associator rather than the well-known
apriori (for instance, Borgelt implementation [53]) since the number of rules that it
offers is more reduced; or kmeans or kmedoids [54] for clustering instead of a
hierarchical or density-based method; and decision trees instead of neural net-
works, vector support machines or genetic techniques because they are more
interpretable and more suitable for the size of educational datasets that, most of
times, collect categorical attributes. In general, we configure these algorithms with
default parameters since our experimentation shows that it is suitable for this kind
of datasets.

15.3.2 General View of the E-Learning Web Miner
Architecture

Our tool has been designed following a service-oriented architecture (SOA). The
term SOA describes a concept to align an enterprise’s IT environment with its
business processes. This is achieved by providing loosely coupled atomic services
that can be flexibly combined with others. A SOA can be implemented with the
help of any arbitrary service-based architecture, but web services (WS) are most
commonly used. We must say that our tool has been designed as a service that
makes use of other services offered by our tool, though in the future, it could be
orchestrated with other external services to offer a more powerful functionality.
Figure 15.1 depicts this architecture.

As can be observed, we have created a web application with an easy-to-use
application programming interface (API) that puts in communication the different
WSs implemented. The web application, as previously mentioned, inquires the
instructor about what kind of query he or she wants to make, e.g., predicting
students’ performance according to the global activity carried out by the students
in a course or discovering who the leaders in a class are through their interaction in
the forum. The API, supported by a set of configuration files where the KDD
process is set up, requests its participation to each WS. Next, we describe each WS
developed. The WS-ElWM Service exposes the services that can be consumed by
a client application or component software that wants to include the functionality
of ElWM, for example, a LMS. This service is found, when it is publicly available,
or be statically bound, and possibly, choreographed into a composite service. It
must be said that ElWM is an adaptation of this architecture to the e-learning
context but is easily configurable for other contexts. The service is stated in the
web services description language (WSDL). The WSDL file describes four data:
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(1) interface information describing all publicly available functions (\defini-
tions[); (2) data type information for all message requests and message responses
(\types[); (3) binding information about the transport protocol to be used
(\binding[), in this case Simple Object Access Protocol (SOAP); (4) address
information for locating the specified service (\service[). An example can be seen
in the WSDL file example presented as in the next program code.

Fig. 15.1 ElWM SOA architecture
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Since ElWM is independent of the LMS used (Moodle, Blackboard, etc.), it is
necessary to develop a service, named WS-Repository, which configures the
access to the data repository of the e-learning platform in order to read the data to
answer the educator question.

For each question that can be answered by ElWM, there exists an eXtended
Markup Language (XML) file describing which attributes must be extracted to
answer the question. As previously mentioned, ElWM answers different questions
classified by the kind of data mining problems: SNA, clustering, classification, and
rule association. Therefore, we have wrapped the most interpretable algorithms
under each paradigm with the aim of combining more than one for each question.
For example, when the tool has to do a clustering, it will use the EM algorithm to
know the number of clusters and then, invoke k means with that number of
clusters. This is the main difference of this new architecture with respect to the
previous version in which each question was answered by a WS. That means that
the WS had preset the DM process, whereas it is collected in an XML file now (see
Sect. 15.3.4). This makes the task of improving and expanding the process easier.

Finally, in order to make it easier for the instructor to interpret the results, a
WS-visualization service has been defined, whose goal is to display the results
returned by the DM or SNA services graphically. For example, if the result is a
classification tree, this service will make use of the Weka visualization library [41]
to represent the tree graphically. Currently, we represent clusters by means of
spiders and bar diagrams, and we display association rules using a MATLAB library.

15.3.3 New Services Provided

Initially, the set of models that we proposed and implemented in ElWM used only
descriptive techniques, e.g., clustering and association rules, because these easily
allow instructors to gain an insight into students’ characteristics and depict stu-
dents’ learning patterns [43].

Now, we have added new services focused on classification and SNA tech-
niques. In particular, we include statistical data about the degree of collaboration
produced among learners, educators, and resources applying SNA techniques. This
offers instructors the possibility of building social networks from the activity
performed in forums or blogs to discover which students are more active, how the
resources are used, detect isolated learners, and so on. It also provides the pos-
sibility of detecting the social communities defined in the virtual course.

Likewise, we offer the generation of models to predict the students’ perfor-
mance and the students’ dropout because they are very useful for educational
context and are very demanded by educators. ElWM allows educators to choose
which type of activity performed in the LMS must be considered to build the
model, e.g., getting a model based exclusively on the global activity performed in
the virtual course measured by means of the time spent on each tool, the number of
sessions performed, the number of messages written the replied in mail or forums,
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and the number of pages edited in a wiki; or getting a model that only considers the
activity carried out on certain resources. Thanks to adding SNA in ElWM, these
predictive models can include and take advantage of SNA features in such a way
that educators can assess the effectiveness of collaboration within the group for the
students to pass the course.

Currently, ElWM implements prediction models using the J48 classification
algorithm, which is not only easy to interpret but also return the most accurate
results, according to our experimentation [55].

In short, we have added new services focused on classification and SNA
techniques. The questions that can be answered by ElWM are shown in Fig. 15.2.
The new ones are ‘‘Prediction of students’ performance and/or dropout’’ (classi-
fication task), ‘‘Analysis of collaboration from forums and blogs’’ (SNA), and
‘‘Discovery of social communities in the course through forums and blogs’’
(SNA). When an instructor selects a query, e.g., ‘‘Prediction of students’ perfor-
mance and/or dropout,’’ ElWM inquires information related to this process, as can
be observed in Fig. 15.3.

15.3.4 Mode of Working

Figure 15.2 depicts how ElWM coordinates the call of the different services from
the user request to the model generation and the presentation of results. The
instructor through a web form (see Figs. 15.3, 15.4), will select what question he
or she wants to inquire. After that, the WSs have to be identified by WSDL and
then they will exchange SOAP messages between them. The first service to be
called is WS-Repository, which will return the concrete data needed, obtained by
querying the LMS database.

Fig. 15.2 ElWM workflow
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In the next step, the API will call one of the WSs among the following: WS-
Classification, WS-Clustering and WS-SNA, depending on what information the
instructor has requested. Note that these services are not exclusive: for example, to
answer the question about the students’ performance using the SNA information,
ElWM has to first use the WS-SNA to generate this information and send it to the
WS-Classification service in order to make the prediction task.

Fig. 15.3 ElWM questions

Fig. 15.4 Classification options provided by ElWM
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This last selected service will return the textual results and send them to the
WS-Visualization service, which will return the same result graphically. Finally,
both graphical and textual results will be shown to the instructor by the web
interface (see Figs. 15.6, 15.8).

After the user has selected the options, the ElWM API has to access an XML
configuration file that records, for each question and its options, which WSs are
needed to get the right results. Both WS-Repository and WS-Visualization are
always invoked because the former is needed to get the data from the database and
the latter to visualize the results. The rest of WS are invoked depending on the
questions to be answered. A piece of its content is shown in the program code
XML configuration.

Such a program code depicts that, if the user selects the question to obtain the
students’ performance and/or dropout (\question id=‘‘Q1’’) and he or she only
wants to consider the activity carried out by the students in mail tool (\option
name=‘‘Mail’’[), then the needed WS is WS-Classification. However, if the user
requests the model that requires to take the forum interaction data into account
(\option name=‘‘SNAClassification’’[), then the ElWM API must first invoke
WS-SNA, and next WS-Classification.

The code SOAP messages to get the data from Moodle displays an example of
the SOAP messages exchanged between the ElWM API (the requester) and the
WS-Repository (requested). The first SOAP message contains the parameters (see
Body tag) that the method getData of the WS-Repository needs to know in order to
perform the operation of accessing the data in Moodle and returning to the API.

The parameters indicate that the data requested is for a prediction task whose
class attribute is the students’ performance (‘‘\performance[’’). Furthermore it

15 Data Mining and Social Network Analysis 425



indicates that, this task must consider the activity carried out by the students in all
the tools (‘‘\tool[’’) from the course selected, in this case Course1 (‘‘\course[’’).
Finally, the parameters related to the user login are provided to connect to Moodle
database.

The second message is the response that the WS-Repository sends to ElWM
API after accessing the Moodle database and executing the predefined SQL sen-
tence to get the requested data. WS-Repository returns the courseData.xml file that
presents the format shown in the code XML data from Moodle. This process is
repeated between the ElWM API and the needed WSs to get the final results.

15.4 Case Study

This section aims to show the usefulness of ElWM for the educational context. We
configure different queries on several virtual courses in the same way any teacher
would do and we also discuss how educators can take advantage of its use. We
organize the experiments in two sections: SNA in e-learning context and predic-
tion of students’ performance and dropout.

15.4.1 Courses

First, we briefly describe the courses used for this purpose. We work with four
virtual courses imparted at the UC, three of them hosted in the Moodle platform
and another one in Blackboard.

The first course, hosted in Blackboard and entitled ‘‘Introduction to multimedia
methods,’’ offered in three academic years (2007–2010) with an average of 70
students enrolled from different degrees (economics, engineering, and sciences).
The second course, a computer science course taught in the 2007–2008 academic
year with a total of 432 enrolled students from the Computer Science degree. A
course oriented to train transversal skills named ‘‘Creativity and Innovation’’
imparted during the first semester of 2013 with 28 learners enrolled and, finally, a
congress named ‘‘Congress of Learning Styles1’’ where four discussion forums
were organized.

The reasons to choose these courses were: (1) the students enrolled had
different demographic profiles, (2) these learners were enrolled in degrees from
different branches of knowledge, (3) the design of these courses was completely
virtual and (4) we had a good relationship with the teachers to discuss the results
later on.

1 See http://congresoestilosdeaprendizaje.blogspot.com..
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15.4.2 Social Network Analysis in E-Learning Courses

ElWM offers educators two questions to be answered using SNA: (1) analysis of
collaboration from forums and blogs and (2) discovery of social communities in
the course through forums and blogs. Our experimentation begins with the study of
the course ‘‘Introduction to Multimedia Methods,’’ with which we made a general
SNA of the students and instructors interaction in the forum. In particular,
Fig. 15.5 shows the social networks for the academic year 2008–2009. For this
purpose, ElWM automatically extracts the data with all the interactions of the
students in the forum querying the Moodle Database at the UC. In this course, we
found a single connected component and a diameter of 11, as well as low values of
density (0.07) and reciprocity (7 % of the links were reciprocal).

In the previous and the subsequent courses (2007–2008 and 2009–2010), we
found three and one connected components, and diameters of 19 and 16, respec-
tively, as well as low values of density (0.05 and 0.06) and reciprocity (12 and
8 %). A possible explanation for the low values detected of both density and
reciprocity is that the instructor answered the questions in the forum faster than
students, preventing them from helping one another. As can be observed, the node
with more links is the one corresponding to the main instructor (node 1). With this
information extracted by ElWM, the instructor can know that, in this course, most
interactions in the forum occur between the instructor and the students, whereas it
is less frequent that those interactions that occur among the students themselves.
Thus, the forum is mainly used in two different ways: (1) students make questions
about the contents or the organization of the course that should be answered by the
instructor and (2) the instructor makes important announcements.

These conclusions can be better understood by analyzing the node centrality
values exposed in Table 15.1. As can be observed in Fig. 15.5, the instructor (node
1) has the highest values of degree and outdegree. Moreover, the difference in
outdegree between the instructor and the second and the third ranked users is very
high. This also happens to the betweenness and hub centrality measures. Thus, we
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can conclude that the instructor is the user that answered the great majority of
messages posted by the students in the forum.

On the other hand, the highest indegree and authority values correspond to
nodes 2, 3, and 6. These students are the users that posted more messages in the
forum. As a matter of fact, these three students scored the best in the course. Thus,
with this analysis, we can conclude that students with a high number of interac-
tions in the forum are likely to get good scores, a fact to be analyzed using DM
techniques.

Fig. 15.5 Network of interactions between the instructor and the students of the course
‘‘Introduction to Multimedia Methods’’ taught in 2008–2009 at the UC

Table 15.1 Ranking of top 3 nodes for different centrality measures

First ranked Second ranked Third ranked

Node ID Value Node ID Value Node ID Value

Degree 1 166 3 39 5 35
Indegree 3 36 5 33 6 17
Outdegree 1 157 2 6 23 6
Betweenness 1 505 17 151 14 152
Authority 3 0.93 5 0.76 6 0.41
Hub 1 1.41 23 0.03 2 0.03
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The instructor, thanks to ElWM, can obtain these results easily, with both
textual and graphical visualizations. For example, ElWM does not only show the
rank with the degree attribute, but it also informs the instructor about what it
means. Figure 15.6 shows an example of what would be presented to the instructor
in case he or she wanted to know about the interaction of students in the forum.

With this, instructors can have a better understanding of the students’ social
behavior and improve their participation in the course. Similar results were
obtained with the other two academic years, 2007–2008 and 2009–2010.

Another example of what an instructor can obtain with ElWM, using the SNA
service, is shown by means of the Congress of Learning Styles, which was cele-
brated in 2012. The number of people who enrolled in the course—including the
13 organizers—was 375, of which 155 actively participated in, at least, one of the
4 forums available. These forums, with which we have built the social network of
interactions between organizers and participants, were used to make questions
about the different topics covered by the congress, as well as answer participants’
doubts and make announcements by organizers.

In this congress, ElWM was able to find a giant component of 155 people with a
diameter of 15, as well as low values of density (0.017) and reciprocity (29 %). An
explanation for such a low density is that the vast majority of people who inter-
vened in the forum were never responded; note that just the 29 % of people who
asked a question received an answer. The most important member of this forum is
a student, code-named S232, who acts as a hub. As a matter of fact, in this
congress, we can see how people who act as hubs, i.e., they answer the questions
of people who are highly responded, are considered by SNA to be the most
important actors in the network.

Although this behavior might seem logical, we have just seen how, in an
educational course context, authority nodes can also turn out to be the most
important ones. Also, it is noticeable that no organizer is considered to be
important, i.e., most interactions in the forum occur among participants, whereas it
is less frequent that those interactions occur between them and organizers.

Finally, community detection algorithms, which are able to identify clusters of
vertices with a high internal density of edges, were also considered to check
whether the forum structure of the congress is independent and recognizable
enough to be recovered by such a type of algorithms.

For this purpose, FRINGE [12], an overlapping community detection algorithm
with a recent approach based on the dynamics of social networks, was wrapped in
ElWM and used. It was able to recover four overlapping community members, i.e.,
S232, S303, S296, and S220, as leading members of every community, respec-
tively. As can be observed in Fig. 15.7, these leading members are the same as
those obtained in the four forums of the congress.

This result demonstrates the power of community detection algorithms and
justifies their use under this kind of scenarios. The educational context would allow
instructors to discover the students’ degree of interaction, which is paramount to
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Fig. 15.6 ElWM results applying SNA to the course ‘‘Introduction to Multimedia Methods’’
taught in 2008–2009 at the UC
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create team-works with different social profiles. Also, it could be used to score the
contribution of each student to a certain forum’s discussion. Thus, it would take an
objective variable of participation into consideration.

15.4.3 Prediction of Students’ Performance and Dropouts

As shown in Fig. 15.3, ElWM provides educators with several configuration
options to generate models and patterns. First of all, instructors must choose the
kind of model: performance, dropout or both, and select the tools that must be
analyzed according to the design of the course and the goal of their analysis.
Furthermore, they can determine if the analysis is carried out for one specific
academic year or for all of them.

Our first example shows the pattern obtained by ElWM for the ‘‘Creativity and
Innovation’’ course when forum resource was chosen. This implies the use of the
following attributes: number of posts read, number of posts initiated, and number
of messages posted by each student in order to discover whether learners will pass.
Figure 15.8 displays the result shown to the end user.

Fig. 15.7 Network of interactions among the participants in ‘‘Congress of Learning Styles’’
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This is a tree, obtained with J48 algorithm from Weka set up with default
parameters, which says that students, who initialize 1 or more posts, would pass
the course with 86 % of accuracy and students who do not initialize any posts
would fail with an accuracy of 95 %. The global accuracy of the model is 85.72 %.
Hence, the instructor could encourage their learners to participate in forums
because the information written was useful to pass the course.

A more complex and rich output would be obtained if the number of students
and resources to be analyzed grew. It is partially shown in program code for the

Fig. 15.8 ElWM classification results for ‘‘Creativity and Innovation’’ course
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view of the classification result for ‘‘Computer Science’’ course, where the teacher
responsible for the Computer Science course selected the options to build a stu-
dents’ performance model taking the global activity into account, i.e., the total
time spent on the course and total number of sessions performed, the forum
activity measured from the number of posts read, number of posts initiated and
number of messages posted by each student, the mail activity with the number of
mails sent and received and the number of quizzes performed. In this case, the
model achieves an accuracy of 70.12 %.

It also indicates that the number of quizzes completed is the most important
students’ activity to be considered in order to classify their performance, but other
attributes, such as the total time spent on the forum and the number of submitted
assignments is also relevant. Finally, we present an example in which data from
SNA is used. We show the results obtained from the Multimedia course used in
Sect. 15.4.2. In this case, the goal was to predict performance and dropout using
the following global activity attributes (in this case, since this course was imparted
in Blackboard, the number of global attributes that ElWM can get is higher): total
time spent, total number of sessions, average time spent per week and average
number of sessions per week and the activity in forum and mail.

The model generated is shown in the code for Partial view of the classification
model with SNA attributes. By reading this code, the teacher discovers that stu-
dents with an average time per week lower than 63 min are likely to dropout, and
also finds out that the interaction among students in the forum is important for the
classification task: the students with an average time per week equal or higher than
63 min are considered to fail or pass the course depending, for example, on
whether they are an authority in the forum or if they have written a high quantity of
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posts. By using ElWM and having these last results, the instructor can know not
only about the interactions of the students, but also how these interactions affect
the prediction of students’ performance and dropout.

15.5 Conclusions

In this chapter we describe the architecture and functionality of an educational tool
that assists educators to monitor, analyze, and better understand the behavior of
their students in the development of collaborative activities using Web 2.0
resources.

For instances forums, blogs, or wikis, as well as, achieving course objectives.
This tool, called E-learning Web Miner, relies on the application of DM and SNA
techniques on data from logs of the services used to develop the teaching–learning
process (e-learning platforms, social networks, wiki spaces, etc.).

Its architecture, based on WSs, makes it an easily extensible and embeddable
one in any tool, as for example in an LMS. Its main feature is that its use is
oriented to non-expert educators in analytics since it hides the knowledge dis-
covery processes from the user. Its mode of working is simple; instructors have to
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connect to ElWM and choose the question to solve by pointing out the virtual
courses under study.

ElWM carries out the mining process without user’s interaction and displays
the results in textual and graphical mode. This new version of ElWM includes
three new questions: ‘‘Prediction of students performance and/or dropout,’’
‘‘Analysis of collaboration from forums and blogs,’’ and ‘‘Discovery of social
communities in the course through forums and blogs’’ using classification tech-
niques and social analysis techniques for these tasks.

Currently, our research is focused on meta-learning [30] to build a recom-
mender that automatists the choice of the most suitable classification algorithm for
each dataset at hand. Furthermore, we are adapting our FRINGE algorithm to
directed and weighted networks with the aim of finding out the leaders (our most
active learners) in a network according to their weight (e.g., messages answering
doubts in a forum can have less value than contributions in a wiki from an
instructional point of view).

In addition to the direction of the edges, i.e., the relationship between learners
(both support themselves or the help is always in one sense). At the same time, we
are working in the phase of tool testing and we hope to deploy it in the coming
months. Next, we will study new and interesting questions for educators and look
for the best answers to these questions. This will lead us to add new algorithms and
visualization tools in our web services.
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Chapter 16
Collaborative Learning of Students
in Online Discussion Forums: A Social
Network Analysis Perspective

Reihaneh Rabbany, Samira Elatia, Mansoureh Takaffoli
and Osmar R. Zaïane

Abstract Many courses are currently delivered using Course Management
Systems (CMS). Discussion forums within these systems provide the basis for
collaborative learning. In this chapter, we present the use of Social Network
Analysis (SNA) to analyze the structure of interactions between the students in
these forums. Various metrics are introduced for ranking and determining roles,
while clustering and temporal analysis techniques are applied to study the student
communications, the forming of groups, the role changes, as well as scrutinizing
the content of the exchanged messages. Our approach provides the instructor with
better means to assess the participation of students by (1) identification of par-
ticipants’ roles; (2) dynamic visualization of interactions between the participants
and the groups they formed; (3) presenting hierarchy of the discussed topics; and
(4) tracking the evolution and growth of these patterns and roles over time. The
applicability of the proposed analyses are illustrated through several case studies.
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MOOC Massive open online course
SNA Social network analysis

16.1 Introduction

There is a growing number of courses delivered using e-learning environments
both using computer-supported collaborative learning (CSCL) tools: such as
Moodle, WebCT and Blackboard, or massive open online course (MOOC)
delivery systems, such as Coursera, Udacity, and EdX. Online asynchronous
discussions in these environments play an important role in collaborative learning
processes of students. Through interaction, students become more actively
engaged in sharing information and perspectives with each other [1]. These e-
learning course adds-on environment provide a fertile ground for independent
learning and a wealth of information that teachers can use to enhance teaching and
learning.

More than four decades now, several studies have investigated and emphasized
the benefits of collaborative learning in general. CSCL, in particular, offers a
unique media for collaborative learning activities, where peer and independent
learning as well as peer feedback are thriving, i.e. threaded discussion forums.

Consequently, there is a theoretical emphasis in CSCL literature on the role of
threaded discussion forums for collaborative learning activities [2]. Even basic
CSCL tools enable the development of these threads where the learners could
access text, revise it or reinterpret it; which allow them to connect, build, and
refine ideas, along with stimulating deeper reflection [2].

From a teacher’s perspective, these types of activities provide insight into the
quality of learning and teaching. By being able to assess on a general level without
much intervention from the teacher, s/he can actually have a better grasp of what
has been learned and what challenges the students are still having during the
course. The teacher then can benefit from the information accumulated through the
students’ interactions to build a diagnostic assessment model that would allow for
directing both teaching and learning.

By working independently on these assignments, students engage in a self/peer-
learning process that helps demonstrate what they have acquired in the course. The
element of pressure from being observed by the teacher is lessened, and students
are more comfortable seeking help from each other on matters they are still
struggling with. It is in a way, a great tool for inductive learning/teaching where
students come to grasp with the concepts being studied.

However, a large amount of messages/entries are generated within few weeks
within these forums, often containing lengthy discussions bearing many interac-
tions between students. This amount of generated data can be overwhelming to
teachers who want to monitor and assess these interactions in these forums. Given
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this situation, CSCL tools, should provide means to facilitate the instructors’ task
of evaluating students input. It would be time consuming and even impossible for
teachers to manually analyze this data. Moreover, the magnitude of this infor-
mation deluge is even more accentuated with the advent and quick popularity of
MOOCs where thousands of learners can take a course at the same time [3].

On the other hand, current CSCL tools do not provide much information
regarding the participation of students and structure of interactions between them
in discussion threads. In many cases, only some statistical information is provided
such as frequency of postings, which is not a sufficient or even useful measure for
interaction activity [1]. This means that the instructors, who are using these tools,
do not have access to convenient indicators that would allow them to evaluate the
participation and interaction in their classes [4]. Instructors usually have to
monitor the discussion threads manually which is hard, time consuming, and prone
to human error and in the case of MOOCs, manual monitoring is hardly possible.

There exists a large body of research on studying the participation of students in
such discussion threads using traditional research methods: content analysis,
interviews, survey observations and questionnaires [5].

These methods try to detect the activities that students are involved in while
ignoring the relations between students. For example, content analysis methods, as
the most common traditional methods, provide deep information about specific
participants. However, they neglect the relationships between the participants
while their focus is on the content, not on the structure [4].

In order to fully appreciate the participation of students, we need to understand
their patterns of interactions and answer questions like who is involved in each
discussion, who is the active/peripheral participant in a discussion thread [5].

The practicality of social network analysis methods in CSCL is demonstrated in
[6–8], as methods for obtaining information about relations, fundamental structural
and collaborative patterns. Moreover, there is a recent line of work on applying
social network analysis techniques for evaluating the participation of students in
online courses e.g. [1, 4, 5, 9–11].

The major challenges these attempts tried to tackle are: extracting social net-
works from asynchronous discussion forums (might require content analysis),
finding appropriate indicators for evaluating participation (from education’s point
of view) and measuring these indicators using social network analysis. As clarified
in the background and related works section, none of these works provides a
complete or specific mechanism or framework for analyzing discussion threads.
However, they attempted to address one of these challenges to some extent.

In the rest of this chapter, we elaborate on the importance of social network
analysis for mining structural data in the field of computer science and its appli-
cability to the domain of education specifically for evaluating collaborative
learning of students within the media of discussion forums. This chapter is an
extension of our earlier works in [12, 13], where we first introduced Meerkat-ED.
Meerkat-ED is a specific and practical toolbox for analyzing interactions of stu-
dents in asynchronous discussion forums of online courses.
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Through our case studies we present how Meerkat-ED analyzes both the
structure and content of these interactions using social network analysis techniques
including community mining. Which gives the instructor a quick view of what is
discussed in these forums, what are the topics, and how much each student has
participated in these topics and how they collaborated on each discussion.

In the following, we first introduce some basic concepts in social network
analysis. We then illustrate two information networks that can be extracted from
an on-line course and discuss different structural analyses that can be performed on
these networks. Finally we present Meerkat-ED a comprehensive social network
analysis toolbox specific for analysis of online courses and illustrate its practicality
on our case study data.

16.2 Background and Related Works

In this section, we first overview the two recent paradigm shifts in Education: the
first one in the method of learning shifted toward collaborative learning and the
second on in the mode of delivery shifted toward e-learning. After educational
background on collaborative learning and e-learning, we then we review the
background on social networks analysis, its major techniques. Finally we survey
relevant research that use these techniques to assess collaboration of students and
individuals’ level of participation in (discussion threads i.e. a means for collabo-
rative learning) a course.

16.2.1 On Collaborative Learning and E-Learning:
An Educational Perspective

In the last fifty years, we witnessed two major shifts in education: the first one in
the relationship between students and teacher and second on in the mode of
delivery. In the first one, higher education is no longer one way method of
learning/teaching, where a teacher lectures and students listen, and learn indi-
vidually, and where the focus is mostly on the lower levels of the cognitive
domains. It is now a two-way approach to learning, where the classical teacher is
replaced with a facilitator and where the focus is on working in groups collabo-
ratively in problem solving, finishing various tasks and projects, and on creating
and innovating. The second shift, deals with the mode of delivery. We are no
longer bound with the classical classroom and library. E-learning and social net-
working as tools of interaction and as platform to working in groups are present
more in our lives than ever in history. Both two shifts are interconnected and we
are witnessing a major paradigm shift in education where the two converge into
one major change in education.

Collaborative learning fosters learning and e-learning. When a student works in
collaborative situation, s/he is able to perform intellectually at a much higher level
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of thinking1 [15]. As Gokhale [16] advocates, ‘‘the peer support system makes it
possible for the learner to internalize both external knowledge and critical thinking
skills.’’ When working in groups, we are faced with different perspectives and
interpretations that each member in the group brings into the work. Gokhale [16]
contends that collaborative learning yields significantly better learning results,
particularly at higher levels of critical of thinking. Bruner [17] further argues,
collaborative and/or cooperative learning methods improve problem-solving
strategies. Pantiz [18] lists many benefits to collaborative learning that could be
categorizes into social, psychological, and academic level. For the academic
benefits group, Laal and Ghodsi [19] make two distinction: the first group deals
with the student’s own learning benefit; in the second group, collaborative learning
brings in a new ways for assessment and interaction between teacher and students.

Threaded discussion forums offer a unique media for collaborative learning
activities, where peer and independent learning as well as peer feedback are
thriving. Analyzing the structure and quality of these messages gives indications of
higher-order thinking and a clearer insight into collaborative learning [20].

Therefore there are many literature with a theoretical emphasis on the role of
threaded discussion forums in collaborative learning activities in CSCL [2],
however the empirical studies are rather limited [21]. Many visualization
approaches have been investigated to support analysis of these forums, mainly
focusing on one discussion or one thread, a comparison of these could be found in
[20]. Here we investigate monitoring and assessing the collaborative activities of
students within these forums using the power of social networks.

16.2.2 Social Networks: A Data Mining Perspective

Social networks are first introduced in social and behavioural sciences and focus
on relations between entities and patterns of these relations. Social Networks are
formally defined as a set of actors which are tied by one or more types of relations
[21]. The actors are most commonly persons or organizations; however, they could
be any entities such as web pages, countries, proteins, documents, etc. There could
also be many different types of relationships, to name a few, collaborations,
friendships, web links, citations, information flow, etc. These relations are repre-
sented by the edges in the network connecting the actors and may have a direction
indicating the flow from one actor to the other; and a strength denoting how much,
how often, or how important the relationship is. See Fig. 16.12 as an example.

1 We are using the levels of the learning domains from Bloom’s taxonomy [14]. According to
Bloom, the cognitive domain is divided into the following six levels of thinking/learning:
Knowledge, comprehension, application, analysis, synthesis and evaluation.
2 The figures presented in this chapter illustrate the structure of the graphs; where, the figure tags
label nodes represent different students, but their text is not relevant to be extended.
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Social Network Analysis Unlike proponents of attribute based social sciences,
social network analysts argue that causation is not located in the individuals, but in
the social structure [22]. Social network analysis is the study of this structure.
Rooted in sociology, nowadays, social network analysis has become an interdisci-
plinary area of study, including researchers from anthropology, communications,
computer science, education, economics, criminology, management science, med-
icine, political science, and other disciplines [22]. For example in medicine, it is used
to understand the progression of the spread of an infectious disease [23]; in crimi-
nology, it is an important part of a conspiracy investigation and identifying the
nature and extent of conspiratorial involvement [24]; or in education it is helpful in
monitoring interactions and participation of students in online courses [7].

Social network analysis examines the structure and composition of ties in a
given network and provides insights into its structural characteristics. There are
several analyses that could be done on social networks. The most common analysis
is ranking individuals based on different centrality measures to find actors with the
most prestige, influence, prominence or to detect the outlier actors. The statistics of
the network itself could also be insightful, such as, the density i.e. proportion of
possible ties that actually exist in the network, or the clustering coefficient, i.e.
how much actors tend to group together. The actors that are communicating more
often with each other are called communities and could be detected using a
communing mining approach.

The other upcoming trend is dynamic analysis of networks to examine the
evolution of networks over time, which is useful to predict changes or to make
recommendations based on the social structure of actors. Based on the application
in hand, one could also perform many further analyses, for example, to examine
the flow and diffusion of information within the network and to find actors that are
involved in passing information through the network. In the following, we elab-
orate more on some of these analyses that are useful in our analysis of educational
discussion forums.

Centrality of a node in a network/community measures its relative importance
within that network/community. There are many measures defined for measuring

Fig. 16.1 Social network of
students interacting in an
online discussion forum.
Nodes represent actors or
students, while an edge from
a student to the other
summarizes messages sent in
that direction and the
thickness of that edge
corresponds to the number of
messages sent
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centrality in social networks. The three most common ones are namely degree
centrality, betweenness centrality, and closeness centrality. The degree centrality
of a node simply measures the number of edges incident upon that node which
implies to some extent the popularity of that node in the network.

In Fig. 16.1 size of nodes corresponds to their degree centralities. The
betweenness centrality, represents the control of a node over communication
within its community which measures the number of shortest paths between any
other nodes that have to pass through this node. Actors/nodes with high
betweenness centrality tend to be the hubs in the network connecting different
groups of actors, i.e. communities.

On the basis of which, they are often called mediators. The closeness centrality,
on the other hand, ranks nodes based on their position in the network—how fast
they can spread the information to the whole network, which can be estimated by
averaging shortest paths from this node to all the other nodes.

Detecting communities Densely connected actors have been pursued by
sociologists for many decades. More recently, it has also attracted attention from
physicists, applied mathematicians and computer scientists [25] as a result of its
significant practical importance. The availability and growth of large datasets of
information networks makes community detection a very challenging research
topic in social networks analysis. This line of research resembles well-studied
clustering methods in machine learning. However, clustering approach in machine
learning is closer to individualist approach in social sciences, as they both focus on
the attributes of data entities. This interest resulted in the emergence of a variety of
different community detection approaches, e.g. Clique percolation [26],
FastModularity [27] and Local [28]; refer to [29] for a recent survey.

For instance, [26] proposed clique Percolation method, known as CFinder, to
partition networks into overlapping communities. Based on the observation that
edges within communities are likely to form cliques, they defined a community as
the union of adjacent cliques.

Modularity optimization based approaches are the most prominent family of
community detection methods. The modularity Q is proposed as a measure of the
quality of a particular division of a network. The basic idea is to compare the division
to a randomized network with exactly the same vertices and same degrees, in which
edges are placed randomly without regard to community structure [30]. Figure 16.2
illustrates the communities found by this approach in the network of Fig. 16.1.

Dynamic Social Network Analysis is studying evolution of networks over
time, which provides insight into how the characteristics of network and the flow
of information in the network changes over time. Figure 16.3 illustrates the
changes of the network of Fig. 16.1 over three snapshots. This approach of con-
verting an evolving network into a series of static network snapshots is the basis of
many dynamic analysis approaches [31]. Analysis of these changes helps detecting
structural events and transitions patterns that occurs in the network.
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16.2.3 Social Network Analysis of Online Educational
Forums: Related Works

In the following we review the related work specific to social network analysis of
asynchronous discussion forums in online courses offered using e-learning envi-
ronments particularly to assess participation of students. We first overview the
related work to how to extract the social network from the e-learning forums, and
then we summarize different measures they defined for assessing effective
participation.

CSCL tools, used to provide e-learning environments, usually record log files
that contain the detailed actions made by learners. These log files include infor-
mation about the activity of the participants in the discussion forums [1, 4–6, 11]
used the log files to extract the social network underneath of discussion threads.
Laghos and Zaphiris [11] stated that they considered each message as directed to
all participants in that discussion thread while others considered it as only directed
to the previous message. Figure 16.1 shows a network extracted using the latter
approach, which we used in our analysis. Gruzd and Haythornthwaite [32], Gruzd
[33] proposed an alternative and more complicated way of extracting social net-
works, called named network.

They argue that using this common method (connecting a poster to the previous
poster in the thread) would result in losing much of the connections. Their
approach briefly is: first using named entity recognition to find the nodes of the
network, then counting the number of times that each name is mentioned in posts
by others to obtain the ties, and finally weighting these ties by the amount of
information exchanged in the posts. However, their final reported results are not
that promising and even obtaining those results required many manual corrections
during the process.

More recently, Dawson [9], Dawson et al. [34] developed a cross platform
toolbox called SNAPP which is able to capture the discussion threads of different
CSCL platforms from their content in the web browser. However this crawling
process is very time consuming compared to reading an input log file. Regarding

Fig. 16.2 Communities
detected by fast modularity
approach in the social
network of students
interacted in the online
discussion forum. Different
colours represent the three
different communities of
students that communicated
mostly within themselves
throughout the course
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what we should consider as the participation in extracting the social network,
Hrastinski [35] suggested that apart from writing, there are other indicators of
participation like accessing the e-learning environment, reading posts or the
quantity and quality of the writing.

Particularly, one might construct the network by linking the author of a message
and all other participants whom read that message. However, all of methods
mentioned above extract networks just based on posts by student—writing level.
For measuring the effectiveness of participation, Daradoumis et al. [36] defined
high level weighted (showing the importance) indicators to represent collaboration
learning process; task performance, group functioning, social support, and help
services.

They further divided these indicators to skills and sub-skills, and assigned every
sub-skill to an action. For example, group functioning is divided into: active
participation behavior, task processing, communication processing. On the other
hand, communication processing is divided into more sub-skills: clarification,
evaluation, illustration, etc. and clarification is then mapped to the action of
changing description of a document.

In the education context, Calvani et al. [2] defined 9 indicators for measuring
the effectiveness of participation to compare different groups within a class; extent
of participation (number of messages), proposing attitude (number of messages
with proposal label), equal participation (variance of messages for users), extent of
role (portion of roles used), rhythm (variance of daily messages per day), reci-
procal reading (portion of messages that have been read), depth (average response
depth), reactivity to proposal (number of direct answers to messages with proposal
label) and conclusiveness (number of messages with conclusion label); all sum-
marized for the group interactions and compared relatively to the mean behaviour
of all groups.

Similarly, Nandi et al. [21], review the necessity of evaluating the interaction of
students in the discussion forums, proposing a set of criteria for evaluating the
interactions, including use of social cues or emotions to engage, and the consis-
tency of participation. However, for measuring the effectiveness of participation,
most of the previous works simply use general social network measures (different

Fig. 16.3 Changes in the network of students over three time snapshots: beginning, middle, and
end of the course
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centrality measures, betweenness, etc.), available in one of the common generic
social network analysis toolboxes. References [1, 4, 5, 10] used UCINET [11, 37]
used NetMiner [38]; finally [9, 34] developed their own SNA toolbox which offers
simple visualization and limited analyses, basically a subset of the analyses we are
presenting in this chapter.

There are recent studies investigating the correlation between level of partici-
pation of students in the discussion forums and their final grades, for example see
[39]. Another work that could be mentioned here is that of Stewart and Abidi [40]
on applying similar techniques to clinical online forums in order to compare
participation of institutions and professions.

16.3 Network Analysis in E-Learning

In this section, we illustrate the practicality of social network analysis in analyzing
information networks underlying e-learning environments. Particularly we focus
on two types of networks, the network of interactions between students in a course
and the network of terms they have used in their interactions.

These networks could be extracted from any e-learning environment and ana-
lyzing these networks is helpful in monitoring the students, evaluating their par-
ticipation in the course, detecting peripheral and central students, etc. Here we
describe different analysis on each of these two networks.

16.3.1 Students Interaction Network

The network of interactions between students summarizes all the interactions that
occurred during the course. Visualizing this network provides an easy way for the
instructor to monitor the structure of these interactions, examine which students
are the leaders, and who are the peripheral students. Here, we first describe how
the network is extracted based on the information from the discussion threads.

Then, we continue by bringing an analysis of leadership of the students, the
collaborative groups of students, and also dynamic analysis of these aspects. In the
students’ interaction network, each node stands for a student and edges between
nodes encode interactions between the students. Figure 16.4 illustrates an example
of a student interaction network.

Here, we extracted the network from the discussion forums recorded in the e-
learning environment. Consequently, edges correspond to exchange written mes-
sages. These edges are weighted by the number of messages passed between the
two incident students. This network could be built either directed or undirected.

In the directed model, each message is considered connecting the author of the
message to the author of its parent message, while in the undirected network, each
edge contains all the correspondences between the two students, see Fig. 16.5.
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Each interaction edge incorporates several messages. This visualization of the
structure of the interactions in the course provides an overall view of the under-
lying structure of the communications in the course, and an apparent way to
examine them.

Fig. 16.4 Visualization of
network of students
interacting in an online
discussion forum. Nodes
represent actors or students,
edges the interactions, and
the thickness of an edge
corresponds to the volume of
the interaction

Fig. 16.5 Each interaction edge consists of several messages. This figure investigates the content
of messages in the interaction edge between two students—Chloe and Eric
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Size of the nodes in Fig. 16.4 corresponds to their centrality in the network.
Since centrality measures the relative importance, the leadership and influence of
students in the discussions could be compared by analyzing the centrality of nodes
corresponding to them in the network.

Consequently, students could be ranked explicitly in a concentric centrality
graph in which the more central/powerful the node is, the closer it is to the center,
see Fig. 16.6. This ranking of the students clearly distinguishes how active stu-
dents are in the course and outlines the peripheral students.

All the analyses mentioned so far on the students’ interaction network can be
performed in consecutive timestamps. This dynamic analysis demonstrates how the
interactions, the students’ roles and the collaboration groups are changing over time.
Particularly, the dynamic analysis of the ranking of students illustrates changes in the
roles and the activeness of students during the course; which can be seen in Fig. 16.7.

Fig. 16.6 Ranking students
based on their centrality in
the students interaction
network. Students closer to
the center are more central in
the student network, i.e. have
participated more in the
discussions of the course.
Likewise, the further from the
center, the less the student
was active

Fig. 16.7 Changes of students’ roles during the course. We could see this overall pattern that in
the middle snapshot, students tend to be less active. We could also focus in each of the students
and monitor how he/she is changing his behavior throughout the course
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This systematic monitoring can produce an effective vision for the instructor
and/or students about the flow of the course, which can be used to recommend and
implement necessary changes. For instance this monitoring can alert the instructor
about the unusual low participation of some students in some periods of time. Also
it can be used to detect students that are losing interest in the course and rec-
ommend and intervene to motivate them to engage more.

Detecting communities in the students interaction network effectively outlines
groups of students that collaborated more with each other, refer to Fig. 16.2 for an
example. This Identification of collaborative groups has an emphasized practical
importance for the understanding of academic collaborations as discussed in [7, 41].

We could detect patterns and events in students’ collaborations by a dynamic
analysis of the communities, such as transition of students between these groups,
formation of new discussion groups and much more. Such events can affect par-
ticipation and engagement of students in the course and detecting these events
could be used to make proper recommendation to modify students’ behaviors
affected by these changes. For instance a community split is detected in Fig. 16.8,
and it can be predicted that the participation level of the detached students would
drop, accordingly, they could be recommended and/or invited by one of the
remaining collaboration groups to join and engage in their discussions.

16.3.2 Term Co-Occurrence Network

In addition to the different analyses on the structure of interactions between the
students, content analysis of these interactions could yield to more profound
realization about the essence of engagement of students. With this in mind, we
have extracted the network of terms used by students in their interactions.

In this network, nodes are terms and edges are their co-occurrence in the same
context, i.e. same sentence. Building such network has previously been discussed
for different purposes such as improving the results of a search engine [42]. In fact
it has been observed that different sets of terms are used to discuss different topics

Fig. 16.8 Changes in the collaborative student groups over time, one could observe how the
Cyan community first loses some of its members and then splits in the next time stamp
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and therefore, word sense community detection can frame the topics. Here we
discuss different analyses that can be done using this term co-occurrence network.

Figure 16.9 visualizes all the terms phrases used by students in their interac-
tions during a course. This visualization of network of terms provides a quick
glance at what is under discussion on the course, similar to a word cloud. In the
term network, size of each node corresponds to the frequency of its noun phrase,
i.e. how often this phrase has been used in the discussions. While the thickness of
an edge connecting to terms corresponds to how often these two terms are used in
the same context. One can further investigate the exact context that these terms
have been used together, as it can be seen in Fig. 16.10.

Fig. 16.9 Visualization of network of terms used in an online discussion forum. Nodes represent
noun phrases, edges their co-occurrence, and the thickness of an edge corresponds to the fraction
of times they have been used in the same sentence. Filtering this graph on term frequency and/or
topics can weed out irrelevant terms
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The term co-occurrence network can also be extracted per each discussion thread.
This provides a straightforward thread content comparison of content of different
threads, i.e. key words used in each of these discussions? Moreover, one can filter
words that have been used by a particular student(s) to inspect and compare the points
different students made in the discussions. Figure 16.11 for instance, highlights the
terms used by one of the students, among all terms used in a discussion threads. This
student term usage comparison is helpful in comparing the contextual engagement of
the students and determining their points and topics of interest.

These term co-occurrence networks include large amount of information and
are not very easy to interpret. They require to be further analyzed for more clear
patterns. Clustering is one of the most appropriate analysis when dealing with
large correlated data. Thus, we cluster the words into words that co-occurred more
often using a hierarchical community mining algorithm. The detected communities
summarize the hierarchy of the discussed topics in the course. This analysis can
also be performed per specific discussion thread to obtain thread topic comparison.
Figure 16.12 illustrates the structure of hierarchical topics discovered for the
discussion thread of Fig. 16.11.

Additionally, these topics could be filtered for a specific student(s) to outline
his/her topics of interest and involvement. This student topic involvement com-
parison is illustrated in Fig. 16.12. Using this approach, we could compare the
range of participation of different students and detect students who participated in
a wider range of topics. In like manner, we could also filter and rank students by
their participation in a particular topic. This Ranking of students by their level of

Fig. 16.10 Each co-occurrence edge connects two terms and consists of the messages that these
two terms appeared together
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engagement in each topic can be used to recommend the less active students to
engage more on that particular topic.

In the next section, we illustrate the practicality of the proposed analyses in e-
learning environments by applying them on our two case study courses. We first
describe our dataset, and the tool we have used for analyzing these courses. Then
we present the result of our analyses and the patterns we found in these courses.

16.4 Case Studies

In this section, we illustrate the practicality of the proposed analyses on two case
study courses. The data set we have used is obtained from a post-secondary course
offered in two consecutive years. The course titled Electronic Health Record and

Fig. 16.11 Examining words used by a particular student in one of the discussion threads in an
e-learning course. This can be used to determine and compare interest of different students as well
as their level of participation
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Data Analysis, was offered in winter 2010 and also winter 2011 at the University
of Alberta. The permission to use the anonymized course data for research pur-
poses was obtained from all the students registered in the course, at the end of the
semester so as not to bias the communications taking place.

This data is further anonymized by assigning fake names to students and
replacing any occurrence of first, last or user name of the students in the data
(including content of the messages in discussion forums) with the assigned fake
name. We also removed all email addresses from the data. In the chosen course, as
is also usual in other courses, the instructor initiated different discussion threads.

Fig. 16.12 Hierarchical topic clustering of a discussion thread. In which one can also examine
topics that a particular student involved with, the content of these topics and the range of
participation of the student

16 Collaborative Learning of Students 457



For each thread he posted a question or provided some information and asked
students to discuss the issue.

Consequently students posted subsequent messages in the thread, responding to
the original question or to the response of other students. This course was offered
using Moodle which is a widely-used course management system. Moodle like
other CSCL tools, enables interaction and collaborative construction of content,
mostly using its Forum tool which is a place for students to share their ideas. Only
using Moodle, to evaluate student participation the instructor is limited to shallow
means such as the number of posts per thread and eventually the apparent size of
messages.

The instructor would have to manually monitor the content of each interaction
to measure the extent of individual participation, which is hard, time consuming
and even unrealistic in large classes or forums with large volume, where different
participants can be assigned to moderate different discussions and threads.

We have implemented the analyses presented in the last section in a standalone
toolbox called Meerkat-ED. This toolbox is used to analyze our case study courses
and to prepare and visualize the results presented throughout this chapter. Fig-
ure 16.13 illustrates an overall snapshot of this toolbox. We made the tool publicly
available and it can be downloaded from: the following web link.3

16.4.1 Extracting Networks

Meerkat-ED extracts two kinds of networks: the social network of students and the
network of the terms used by them. These networks are extracted from the backup
file that Moodle provides for a course. This file records all the students and the
discussion forums occurred in the course. The student interaction network,
therefore can be extracted straightforwardly by parsing this backup file.

Building the term network, however, requires more efforts. For building this
network, we need to first extract the noun phrases from the discussions, then build
the network by setting the extracted phrases as nodes and checking their co-
occurrence in all the sentences of every message in order to create the edges.

We have used the OpenNlp toolbox (http://opennlp.apache.org/) for extracting
noun phrases out of discussions. OpenNlp is a set of natural language processing
tools for performing sentence detection, tokenization, pos-tagging, chunking,
parsing, and etc. Using sentence detector in OpenNlp, we first segmented the
content of messages into sentences. The tokenizer was used to break down those
sentences to words. Having the tokenized words, we used the Part-Of-Speech
tagger to determine their grammatical tags—whether they are noun, verbs,
adjective, etc.

3 http://http://webdocs.cs.ualberta.ca/*rabbanyk/MeerkatED/.
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Then using the chunker, we grouped these words into phrases, and picked the
detected noun phrases, which are sequences of words surrounding at least one
noun and functioning as a single unit in the syntax. For obtaining better sets of
terms to depict the content of the discussions, pruning on the extracted noun
phrases was necessary.

We removed all the stop words, and split the phrases that have stop word(s)
within into two different phrases. For example the phrase ‘‘privacy and confi-
dentiality’’ is split into two terms: ‘‘privacy’’, and ‘‘confidentiality’’. To avoid
having duplicates, the first characters were converted to lower case (if the other
characters of the phrase are in lowercase) and plurals to singular forms (if the
singular form appeared in the content). For instance ‘‘Patients’’ would be
‘‘patients’’ then ‘‘patient’’. As a final modification, we removed all the noun
phrases that only occurred once.

16.4.2 Interpreting Students Interaction Network

We have already reported partial results of the analyses on the 2010 course in the
last section for illustrations. Figure 16.4 shows the structure of interaction between
students in the 2010 course, while Fig. 16.3 represents the dynamics of these
interactions over tree snapshots—beginning, middle and end of the course. Using
these visualizations we can overview the structure of interactions between students
and detect the interesting patterns. For example, the snapshot of Fig. 16.3 clearly
outlines a less engagement from students in the middle of the course, compared to

Fig. 16.13 A snapshot of Meerkat-ED toolbox for the 2010 course over the whole 99 days
period. We can see a list of the students in the course (top left), ranking of leader to peripheral
students (bottom left), the structure of their interactions (middle), and their collaborative groups
(right)
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the higher activity at the beginning and in the end of the course. A similar trend is
true for the 2011 course as it can be seen in Fig. 16.14.

In these figures, size of the nodes corresponds to their degree centrality in the
network—the number of incident edges. This means that the bigger a node is, the
more messages the student represented by that node sent and received. Moreover,
students are ranked more explicitly in a concentric centrality graph in which the
more central/powerful the node is, the closer it is to the center, as presented in
Fig. 16.6. From this graph we can see that Eric is notably the most active member
in the course, whom is in fact the instructor. Besides the instructor, the rest of
students have about the same participation overall, except for the few that have
very low activity—James, Antony, Vahid and Ava. The dynamics of this con-
centric view determines the role change of students in different time periods.

Ranking obtained for the 2011 course is presented in Fig. 16.15. Here we do not
have an outstanding leader, and most of the students have high engagement in the

Fig. 16.14 Changes in the network of students over three time snapshots: beginning, middle, and
end of the course offered in the 2011

Fig. 16.15 Ranking of
students based on their
centrality for the 2011 course.
Students closer to the center
are more central i.e. have
participated more in the
course
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course while there are few salient outliers that relatively have a very low partic-
ipation in the course—Jiyang, Vahid, Ethan, Walid and Monica.

We can also monitor how the roles are changing during the course by dynamic
analysis of this concentric graph. An example is given in Fig. 16.7 for the 2010
course where roles are pretty much preserved, as Eric always is the main leader
and the rest of the class have about the same activity with minor changes.

This however is not the case for the 2011 course. As we can see in Fig. 16.16,
the leader changes during the course, from Emma at the beginning to James in the
middle of the course and Eric in the end.

Furthermore, we can monitor the changes in collaborative groups of students
and detect events and patterns. For example in Fig. 16.8, we have seen a com-
munity split that have occurred during the 2010 course.

A community growth can also be detected proceeding that community split as
illustrated in Fig. 16.17. Where the Red community recruits new members while at
the same time the Green community dissolves into Purple.

We can also see the effect of the leader move between communities that clearly
has triggered most of these events. In Fig. 16.8 for example, moving Eric from the
Cyan community to Purple community caused the Cyan one to split, while in

Fig. 16.16 Changes of students’ roles during the 2011 course

Fig. 16.17 The effect of leader move in collaborative groups, (1) the Green community follows
leader into the Purple community, (2) Purple members leave the community after the leader
moves to the Blue community
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Fig. 16.17 his next move from Purple to Blue, helped the Red community to enlist
some of the Purple members.

16.4.3 Interpreting Term Co-Occurrence Network

Meerkat-ED also extracts and analyzes the term co-occurrence network. In this
visualization the instructor would see a list of the discussion threads in the course
while selecting any set of those discussions/messages would bring up the corre-
sponding term network, along with the list of terms occurring in them and the list
of students that participated in these selected set of discussions/messages.
Selecting any of these terms would show the students that used that term.

Likewise, selecting any of the students would outline the terms used by that
student, as illustrated in Fig. 16.18; which is highlighting the terms discussed by
the student named Chloe. The difference between the numbers of terms discussed
by the students could help the instructor to compare the range of participation
between students: students who discuss more terms participate more as well. In
order to further analyze the term Network, as explained before, we group the terms
co-occurring mostly together.

Figure 16.19 shows the detected topics (term communities) in the network
given in Fig. 16.18. Similar to the term network, here also one could select a set of
terms, usually within a topic, to see who participated in a discussion with that topic
and to what extent. For example here the topic of ‘‘school, informatics, etc.’’ is
selected and we can see that most of the students have participated in this topic.

Fig. 16.18 A snapshot of Meerkat-ED for the 2011 course; network of the terms used in ‘‘Health
Informatics and Training’’ discussion is visualized and the terms used by Chole are highlighted
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16.4.4 Objective Evaluation

The instructor of the course denoted the usefulness of the results of these analyses
in evaluating the participation of students in the course. Like in [10] where the
authors noted that using SNA it was easy to identify the ‘‘workers and the lurkers’’
in the class, in this case study, the instructor reported that using Meerkat-ED it was
easy to have an overview of the whole participation and it was possible to identify
influential students in each thread as well as identify quiet students or unvoiced
opinions, something that would have been impossible with the simple statistics
provided by Moodle.

More importantly, focusing on the relationships in the graph one can identify
the real conduit for information rather than simply basing assessment of partici-
pation on message size or frequency of submissions. Learners who place centrally
in the network as conduit for the information control and can cause more
knowledge exchange which is desirable in an online class.

Regardless of the frequency of messages, their size or content, if they do not
have influence, their authors remain marginal and sit on the periphery of the
network (See Fig. 16.7). This role of conduit of information versus marginal
students can change during the course of the semester or from one discussed thread
to the other. The systematic analysis of centrality of participants per topic dis-
cussed provided by Meerkat-ED allowed a better assessment of the participation
of learners at each discussion topic level.

Fig. 16.19 A snapshot of Meerkat-ED for the 2011 course; topics discussed in ‘‘Health
Informatics and Training’’ discussion are outlined and the students participated in the selected sub
topic of ‘‘school, informatics’’ are highlighted
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16.5 Conclusions

In this chapter we elaborated on the importance of social network analysis for
mining structural data and its applicability in the domain of education. We
introduced social network analysis and community mining for studying the
structure in relational data. We illustrated the place and need for social network
analysis in the study of the interaction of users in e-learning environments; then
summarized some recent studies in this area.

We also proposed Meerkat-ED, a specific, practical and interactive toolbox for
analyzing students’ interactions in asynchronous discussion forums. For any
selected period of time, our toolbox prepares and visualizes overall snapshots of
participants in the discussion forums, their interactions, the leaders/peripheral
students, and collaborative student groups.

Moreover, it creates a hierarchical summarization of the discussed topics,
which gives the instructor a quick view of what is debated online. It further
illustrates individual student participation in these topics, measured by their cen-
trality in the discussions on that topic, their number of posts, replies, and the
portion of terms used by them. We believe exploiting the mining abilities of this
toolbox would facilitate fairer evaluation of students’ participation in online
courses.
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