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Preface

This book is meant as a handbook centered around Quality of Experience of
information and communication systems and services, its underlying concepts, and
its application examples. It is based on the work accomplished in roughly the last
two decades by researchers and practitioners in many diverse fields, such as
telecommunications engineering, speech, audio and video processing, psycho-
physics, human–computer interaction, psychology, ergonomics, and human-fac-
tors research, as well as innovation and economics.

Starting point for the book were the activities on the definition of the term
‘‘Quality of Experience’’ (QoE) and related concepts which have been initiated by
an international group gathered in the ‘‘European Network on Quality of Expe-
rience in Multimedia Systems and Services,’’ Qualinet (COST Action IC 1003).
These activities resulted in a so-called ‘‘White Paper on Definitions of Quality of
Experience,’’ compiled in a first version in 2012, and updated in 2013, following
an intense discussion among the Qualinet members and external experts. The
Qualinet White Paper being limited to mere definitions, we felt the necessity to
explain the concepts to a larger community in a more detailed way, paving the way
for their application for different types of systems and services. The result is the
present book, the motivation for which is outlined in more detail in Chap. 1.

The editors would like to thank all authors who have contributed to the book, as
well as all authors and contributors of the Qualinet White Paper which formed its
inspiring basis. We would like to extend our thanks to some external and anon-
ymous reviewers who helped shaping the content of some of the chapters.
The compilation and formatting of the book was largely supported by Marc
Hanisch, M.A., whose work we are very grateful for. Finally, thanks to Christoph
Baumann and his team at Springer for organizing the publication process.

Berlin, November 2013 Sebastian Möller
Alexander Raake
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Part I
Concepts



Chapter 1
Motivation and Introduction

Sebastian Möller and Alexander Raake

Abstract In this chapter, we provide a motivation for the upcoming chapters of
the book. We discuss how the concept of Quality of Experience (QoE) has evolved
during the last decades, resulting in a need for a common terminology, as well as
the need for applying the identified concepts to new applications and services. The
first issue was already addressed by the “Qualinet White Paper on Definitions of
Quality of Experience”, the history of which will be briefly reviewed, but due to its
very nature that White Paper could not cover all concepts, applications and methods
in sufficient depth in order to be helpful for scientists and practitioners alike. We
hope to overcome this limitation with the present book, and present an outline of the
contents and the relationships between individual chapters.

1.1 Quality of Information and Communication Technology

With the increasing development of information and communication technology
(ICT) systems and services, the need for evaluating their quality becomes urgent.
Systems for transmitting information from one user to another (e.g. a data link)
need to be evaluated with respect to their performance, i.e. whether they transport
the information effectively and efficiently. Systems for delivering media to human
consumers (e.g. an IP-based television service) can be evaluated with respect to
their transmission quality, i.e. whether the user experiences a high quality when
consuming the media content. Systems enabling human-to-human communication

S. Möller (B)
Quality and Usability Lab, Telekom Innovation Laboratories, TU Berlin, Berlin, Germany
e-mail: sebastian.moeller@telekom.de

A. Raake
Assessment of IP-based Applications, Telekom Innovation Laboratories, TU Berlin,
Berlin, Germany
e-mail: alexander.raake@telekom.de
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4 S. Möller and A. Raake

(e.g. a Voice-over-IP communication system) can be evaluated with respect to their
conversation quality, i.e. whether they enable a good communication of information
between the partners. And finally, systems for human-machine interaction (e.g. a
web site) can be evaluated with respect to their usability, i.e. whether they enable an
effective, efficient and satisfying interaction to their users.

In all these cases, it is commonly assumed that high performance, transmission
quality, conversation quality and usability will in one way or another lead to a high
acceptance of the respective services, i.e. the actual number of users would be high.
This assumption is partly based on empirical evidence, namely that low-quality sys-
tems sometimes suffer from low acceptance, but there are a number of contrasting
examples (such as the first SMS systems), which despite low quality and usabil-
ity resulted in an enormous success. This shows that the relationship between per-
formance, quality, usability and acceptance of a system or service is still poorly
understood.

Even more profoundly, there seems to be no agreement of what the term “quality”
actually means.1 Until the turn of the century, the term quality has mostly been used
by engineers to describe the “totality of characteristics of an entity [...] that bear on its
ability to satisfy stated or implied needs” (EN ISO 9000, 2000, cited after [2]). This
“totality of characteristics” is related to the Latin origin “qualitas” of the English
word “quality”, and is something which we nowadays would call the “character”
of an entity. This understanding of the term “quality” is also reflected by its use
in “Quality of Service” (QoS) which in the networking community was for years
a fixed synonym for a set of guaranteed performance characteristics of a network
connection. Around the turn of the century, researchers from different disciplines such
as computer science, telecommunication engineering, psychophysics, psychology,
sociology, and communication sciences started to discuss about the meaning of this
old term, and tried to understand the processes which lead to its formation in a human
user.

As a consequence, the quality definition has been improved in 2005, stating that
quality is the “degree to which a set of inherent characteristics [...] fulfils require-
ments” [1]. Other scientists defined quality from a perceiving person’s point-of-view
as the “result of judgment of the perceived composition of an entity with respect to
its desired composition” [2]. This definition involves a perception and a judgment
process, during which the perceiving person compares the perceptual event with a
(so-far unknown) reference. The character of the perceived composition is not nec-
essarily a permanent characteristic of an entity; in fact, the reference may influence
what is actually perceived. In any case, as the result of the comparison, quality is
always relative and happens as a “quality event” in a particular spatial, temporal and
functional context. Such a context apparently needs to be taken into account when
quality is to be evaluated.

1 More details on the quality and QoE terminology and its history and can be found in Chap. 2.

http://dx.doi.org/10.1007/978-3-319-02681-7_2
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In parallel to the re-consideration of the term “quality”, the term “Quality of
Experience” (QoE) has gained momentum and followers, mainly with respect to
media transmission systems and services (see the discussion in [3], and the detailed
overview in Chap. 2. This term was born to counter-balance the term Quality of
Service with something which addresses the user’s perceptions and experiences,
because those were considered to be more appropriate for designing systems and
services with a high acceptance. Thus, a paradigm shift could be observed for ser-
vice providers to deliver services not with a high QoS, but with a high QoE to their
customers. This trend can also be observed for interactive human-machine interfaces,
where it coincides with a focus shift from classical “usability” (in terms of effec-
tiveness and efficiency) towards the design of experiences that people have through
the use of these interfaces, the so-called “User Experience” (UX). Also for these
concepts, evaluation methods were scarce, and so systems and services could not be
shaped to provide maximum UX. The underlying reason, again, was a missing solid
theoretical and practical framework for these concepts, and—above all—a missing
well-accepted definition.

1.2 The “Qualinet White Paper on Definitions of Quality
of Experience”

Focussing on QoE and multimedia services, the European Network on Quality of
Experience in Multimedia Systems and Services, Qualinet (COST Action IC 10032),
started in 2011 to foster the scientific discussion about the definition of the term
QoE and related concepts. This discussion resulted from the need to agree on a
working definition for this term which facilitates the communication of ideas within
a multidisciplinary group, where a joint interest around multimedia communication
systems existed, but was approached from different perspectives. The idea was to
extend the notion of network-centric QoS by defining a user-centric concept of QoE.
The main scientific objective of the network was the development of methodologies
for subjective and instrumental quality metrics taking into account current and new
trends in multimedia communication systems, as witnessed by the appearance of
new types of content and interactions.

As a result of this discussion, the “Qualinet White Paper on Definitions of Quality
of Experience” [3] was compiled on the basis of a first open call for ideas which was
launched for the February 2012 Qualinet Meeting held in Prague, Czech Repub-
lic. The ideas were presented as short statements during that meeting, reflecting
the ideas of individuals of different background and working interests. During the
Prague meeting, the ideas were further discussed and consolidated in the form of a
structure for the White Paper. An open call for authors was issued at that meeting,
and coordinating authors were assigned for individual sections which were defined

2 www.qualinet.eu
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in the joint group. The individual sections were prepared by the authors, integrated
and aligned by an editing group, and the entire document was iterated with the entire
group of authors. Furthermore, the draft text was discussed with the participants
of the Dagstuhl Seminar 12181 “Quality of Experience: From User Perception to
Instrumental Metrics” (Schloss Dagstuhl, Germany, May 1–4 2012), at the Novem-
ber 2012 Qualinet Meeting in Zagreb, Croatia, and during an online conference in
January 2013. This resulted in Version 1.2 of the document which is available under
www.qualinet.eu.

Although the Qualinet White Paper is considered as a main scientific basis also
for this book, its purpose was quite different from the beginning. Due to its focus
on definitions, the authors of each chapter of the White Paper were asked to write a
maximum of two pages (excl. references) so to avoid an imbalance of topics covered
in the paper, and to keep the focus of the paper on definitions which should be bold
and easily extractable. Although a chapter on applications was included in the White
Paper, it became clear very early that such a chapter could not cover the diversity
of applications in the ICT domain for which QoE is an important topic, nor could it
address the wide range of subjective evaluation methods and instrumental prediction
models which are available or being developed for these applications. Thus, apart
from the White Paper, we saw a substantial need for a broader discussion of the term,
its underlying concepts, and the many application cases for which these concepts are
relevant today.

1.3 Topics Addressed in this Book

As a result, we decided to start the present book project. The book is meant as a
handbook centered around Quality of Experience of information and communication
systems and services, its underlying concepts, and its application examples. While
starting from the definitions and the ideas of the White Paper, it became clear that
we would not be limited to these, as we tried to reach out to a larger and more
diverse community of scientists to contribute to the book. As a matter of fact, each
chapter was prepared by well-selected scientists or practicioneers of the respective
matter, reflecting also their personal thoughts on and experiences with the topic,
and not necessarily a group opinion. Nevertheless, the editors took care in aligning
the individual chapters so that a more-or-less congruent picture of the multi-faceted
concept of Quality of Experience arose.

We roughly divided the book into two parts. Whereas the first part relates to general
concepts and theories which are relevant for almost all types of applications, the
second part addresses these concepts and ideas in the light of individual applications.

The book starts with a chapter on definitions of quality and Quality of Experience
in Chap. 2. Alexander Raake and Sebastian Egger provide an overview of quality,
service quality and QoE definition work, discuss processes of human perception,
experience and judgment, and come up with a new definition of QoE which elaborates
the one of the White Paper. The notion of experience is also taken up by Ina Wechsung

www.qualinet.eu
http://dx.doi.org/10.1007/978-3-319-02681-7_2
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and Katrien De Moor which relate QoE to User Experience. Their Chap. 3 reviews the
developments in Human-Computer Interaction (HCI), and relates QoE to emotions
and needs.

Chapters 4, 5 and 6 address the dichotomy of quality: On the one hand the factors
which are expected to influence QoE, and on the other hand the resulting perception of
the user, in terms of quality features. Chapter 4 by Ulrich Reiter, Kjell Brunnström,
Katrien De Moor, Mohamed-Chaker Larabi, Manuela Pereira, Antonio Pinheiro,
Junyong You and Andrej Zgank discusses the influence factors and classifies them
into factors related to the human user, the technical system, and the context of use.
In turn, Chap. 5 by Sebastian Möller, Marcel Wältermann and Marie-Neige Garcia
discusses perceived QoE as an event in a multi-dimensional perceptual space, and
illustrates psychophysical methods as well as empirical results for extracting such
dimensions. This dichotomy is finalized by Martìn Varela, Lea Skorin-Kapov and
Touradj Ebrahimi who elaborate on the relationship between QoS and QoE, and
illustrate the evolution from QoS to QoE (and back).

Chapter 7 opens a new perspective on QoE, namely the one of a service provider
or operator who has to take into account the business impact of his service. Andrew
Perkis, Peter Reichl and Sergio Beker develop an ecosystem of QoE which analyzes
the relationships between the individual “players” (user, service provider, application,
content, network) and puts them into relation to QoE.

The following Chaps. 8, 9 and 10 address low-level processes which are important
for QoE formation. In Chap. 8, Jan-Niklas Antons, Sebastian Arndt, Robert Schlei-
cher and Sebastian Möller show how quality degradations are reflected in the human
brain activity, using electroencephalogram data for continuous frequency analyses or
triggering event-related potentials. Robert Schleicher and Jan-Niklas Antons show
in Chap. 9 how emotions are evoked by perceiving different types of media, and
how the impact of evoked affect can be assessed in practice. Whereas most standard
evaluation methods address only short media stimuli, Benjamin Weiss, Dennis Guse,
Sebastian Möller, Alexander Raake, Adam Borowiak and Ulrich Reiter discuss long-
term effects related to QoE in Chap. 10. Analyzing cognitive and memory-related
processes, they differentiate between momentary, episodic and multi-episodic QoE,
and illustrate these categories through empirical data, assessment methods and pre-
diction models.

Chapter 11, which is the final one of the first part of the book, brings in the aspect of
interactivity. Discussing definitions and assessment methods for interactivity, Sebas-
tian Egger, Peter Reichl and Katrin Schoenenberg highlight the differences between
QoE assessed in static versus interactive situations, and illustrate these with examples
from speech communication and human-machine interaction applications.

The second part of the book addresses applications and application-specific meth-
ods which are based on the concepts of the first part of the book. This part starts with
services related to speech as the communication media. In Chap. 12, Nicolas Côté and
Jens Berger review influence factors and quality features of speech communication
services, and provide examples of subjective evaluation methods and instrumental
quality prediction models which estimate overall quality as well as individual quality
features on the basis of signals or parameters. In a similar vein, Florian Hinterleitner,

http://dx.doi.org/10.1007/978-3-319-02681-7_3
http://dx.doi.org/10.1007/978-3-319-02681-7_4
http://dx.doi.org/10.1007/978-3-319-02681-7_5
http://dx.doi.org/10.1007/978-3-319-02681-7_6
http://dx.doi.org/10.1007/978-3-319-02681-7_4
http://dx.doi.org/10.1007/978-3-319-02681-7_5
http://dx.doi.org/10.1007/978-3-319-02681-7_7
http://dx.doi.org/10.1007/978-3-319-02681-7_8
http://dx.doi.org/10.1007/978-3-319-02681-7_9
http://dx.doi.org/10.1007/978-3-319-02681-7_10
http://dx.doi.org/10.1007/978-3-319-02681-7_8
http://dx.doi.org/10.1007/978-3-319-02681-7_9
http://dx.doi.org/10.1007/978-3-319-02681-7_10
http://dx.doi.org/10.1007/978-3-319-02681-7_11
http://dx.doi.org/10.1007/978-3-319-02681-7_12
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Christoph Norrenbrock, Sebastian Möller and Ulrich Heute provide exemplary meth-
ods for subjective quality evaluation as well as instrumental quality prediction for
services involving synthetic speech generated by Text-To-Speech systems. Their
approach is based on quality features as well, showing that the initial concepts can
be successfully applied in practice.

These concepts are transferred to audio-visual and interactive situations in
Chaps. 14 and 15. In Chap. 14, Markus Vaalgamaa and Benjamin Belmudez summa-
rize findings for audio-visual communication situations, including the audio-visual
integration happening when viewing audio-visual content, related evaluation meth-
ods, and time-varying quality perception. Janto Skowronek, Katrin Schoenenberg
and Gunilla Berndtsson extend the concepts to conferencing and telemeeting situa-
tions involving more than two partners in Chap. 15.

Beyond speech, audio services are addressed in Chaps. 16 and 17. Whereas Bern-
hard Feiten, Marie-Neige Garcia, Peter Svensson and Alexander Raake in Chap. 16
focus on the effects of audio coding and transmission, summarizing also the cor-
responding subjective assessment methods and instrumental prediction models,
Matthias Frank, Franz Zotter, Hagen Wierstorf and Sascha Spors extend these con-
siderations to spatial audio services where localization, spatial width and timbre
play a role. In Chap. 18, Rahul Chaudhari, Ercan Altinsoy and Eckehard Steinbach
address haptics as a relatively new interaction modality. They review the bases of
haptic perception, provide performance parameters and QoE aspects, and show that
some aspects of QoE can already be predicted by instrumental models.

Similar to audio services, Chaps. 19 and 20 address quality aspects and predic-
tion models for services involving video. Chapter 19 by Marie-Neige Garcia, Savvas
Argyropoulos, Nicolas Staelens, Matteo Naccari, Miguel Rios-Quintero and Alexan-
der Raake focusses mostly on quality prediction models, showing how quality indices
for video streaming services can be derived from information on different levels of
the media stream. Complementary to this, Chap. 20 by Pierre Lebreton, Marcus
Barkowsky, Alexander Raake and Patrick Le Callet focusses on perceptual quality
features as well as technical influence factors of 3D video services.

Chapter 21 differs from the previous ones in that it focusses on a method rather
than on an application, namely on the use of crowdsourcing in QoE evaluation.
Tobias Hoßfeld and Christian Keimel review the background of the crowdsourcing
concept and analyze usage scenarios for QoE evaluation. They particularly focus
on the impact that the crowdsourcing experiment set-up might have on the obtained
results.

Whereas speech, audio and audio-visual services are quite established and the
respective methods for subjective quality evaluation and instrumental quality pre-
diction are relatively well researched and (to a large extent) standardized, the sub-
sequent applications addressed in the reminder of the book are relatively new; thus,
the corresponding methods are less stable and subject to active research. Chapter 22
by Dominik Strohmeier, Sebastian Egger, Alexander Raake, Tobias Hoßfeld and
Raimund Schatz addresses web browsing, where subjective evaluation methods are
currently under discussion in the International Telecommunication Union (ITU-
T). In Chap. 23 on mobile human-computer interaction by Robert Schleicher, Tilo

http://dx.doi.org/10.1007/978-3-319-02681-7_14
http://dx.doi.org/10.1007/978-3-319-02681-7_15
http://dx.doi.org/10.1007/978-3-319-02681-7_14
http://dx.doi.org/10.1007/978-3-319-02681-7_15
http://dx.doi.org/10.1007/978-3-319-02681-7_16
http://dx.doi.org/10.1007/978-3-319-02681-7_17
http://dx.doi.org/10.1007/978-3-319-02681-7_16
http://dx.doi.org/10.1007/978-3-319-02681-7_18
http://dx.doi.org/10.1007/978-3-319-02681-7_19
http://dx.doi.org/10.1007/978-3-319-02681-7_20
http://dx.doi.org/10.1007/978-3-319-02681-7_19
http://dx.doi.org/10.1007/978-3-319-02681-7_20
http://dx.doi.org/10.1007/978-3-319-02681-7_21
http://dx.doi.org/10.1007/978-3-319-02681-7_22
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Westermann and Ralf Reichmuth, the authors explicitly highlight current research
paradigms, goals and questions, as standardized methods are still largely missing. In
Chap. 24 on the role of sensory experience beyond audio-visual (by Christian Tim-
merer, Markus Waltl, Benjamin Rainer and Niall Murray), it is discussed how sensory
effects such as force feedback, background light, wind and odor need to be speci-
fied and assessed. Chapter 25 addresses Gaming QoE (by Justus Beyer and Sebastian
Möller) by introducing a new taxonomy of influence factors, interaction performance
and QoE aspects for gaming. In Chap. 26 (by Lucjan Janowski, Mikołaj Leszczuk,
Mohamed-Chaker Larabi and Anna Ukhanova), recognition tasks are addressed, and
it is shown how definitions, subjective evaluation methods and quality prediction
models need to be adapted towards the specificities of these tasks.

The last two chapters provide an outlook into how knowledge on QoE can be
used for optimizing ICT services. In Chap. 27, Blazej Lewcio and Sebastian Möller
analyze the impact of time-varying quality in heterogeneous wireless networks, and
provide guidelines on aspects that are helpful for service optimization. Similarly, in
Chap. 28 Raimund Schatz, Markus Fiedler and Lea Skorin-Kapov show that QoE
information can be used for network and application management depending on the
streaming technique, and how these two approaches can be integrated to one unique
approach, e.g. in a multi-operator setting.

The selection of concepts, applications and methods presented in this book is by
far not complete. In fact, more and more applications arise, and with them also the
need for evaluating and optimizing their quality. Still, we think that the approach
presented and the exemplary applications illustrating the approach will form a solid
basis for the scientist and practitioner alike. We hope that it will inspire ideas on how
QoE can be addressed for new services, or be addressed in a better way for more
traditional ones, and will help to identify which factors need to be taken into account
in order to come to valid and reliable results.
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Chapter 2
Quality and Quality of Experience

Alexander Raake and Sebastian Egger

Abstract The chapter discusses the processes of human perception and experi-
encing, and of quality formation. In this context, definitions of relevant terms are
re-visited and adapted to the presented, updated view, and different aspects of research
into quality at large and into Quality of Experience are summarized. Using a concep-
tual model, the quality formation process is analyzed in view of different contexts and
tasks, such as taking part in a quality test under controlled conditions, experiencing
a video presentation or concert, or exploring a system or device when considering
a purchase in a shop. We provide a short overview of different quality assessment
methods, and outline related trends in QoE research.

2.1 Introduction

The present chapter lays out the basis for the understanding of Quality of Experience
(QoE) as it is followed by the book.1 The terms quality and Quality of Experience
are typically used with an engineering goal in mind, reflecting the fact that perceived
quality is a key criterion for evaluating systems, services or applications during the
design phase or during operation. As such, QoE research often takes a measurement-
centered, reductionist’s perspective, to assess known services and identify quality-
relevant criteria. How to create certain (possibly new) types of “experiences” typically

1 The authors of this chapter have been the corresponding authors for Chaps. 2 and 3 of the Qua-
linet White Paper on QoE. The present chapter is an updated and more in-depth consideration
of the quality and QoE concepts.
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signal(s)

socio-cultural context

situational context

contextual information

contextual informaton

contextual information
interactional context

Fig. 2.1 Different contexts a person may be embedded in, inspired by De Moor and Geerts, cf.
[14, 19]. Each context is associated with a specific ecosystem that several different stake-holders
are involved in, and in which the person takes different roles (as a viewer, friend, customer etc.), as
further discussed in Chap. 7

is the domain of User Experience (UX) research. An in-depth comparison of QoE
and UX is given in Chap. 3. In the present chapter, a combined engineering- and
perception-oriented view is used to discuss work on QoE from different fields.2

In the present chapter, quality and QoE are addressed from the perspective of
a person whose experiencing in a given situation involves a technical application,
service or system. Figure 2.1 depicts the multi-layered context that characterizes
the person’s situation. The signal(s) as well as the different contexts influence the
perception and quality formation processes discussed in this chapter. The different
contexts as well as the associated ecosystem of multimedia usage are discussed
in more detail in Chap. 7. The contextual information is addressed in more detail
in Chap. 4, in terms of factors influencing quality and QoE. In turn, the present
chapter presents definitions and considerations in the context of QoE, focusing on the
perceptual and cognitive processes underlying the quality formation in the perceptual
world of the person.

This perspective can be illustrated using the following example: A person watches
a soccer match on TV at home with friends. Here, the signals are of acoustic and visual
form [signal(s) in Fig. 2.1]. The person interacts with the other persons, possibly
with the TV set and the home environment (interactional context). Jointly watching
the soccer match in the home environment sets the situational context. The socio-
cultural background of the group of friends forms the socio-cultural context. How the

2 It must be noted that the engineering, computer science and networking communities sometimes
still use “QoE” in a misleading way in terms of technological aspects that are likely to impact QoE
as perceived by users, without actually assessing or quantifying QoE or the QoE impact. For further
discussion of QoE and service performance in terms of Quality of Service (QoS) see Sect. 2.2 and
especially Chap. 6.
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person under consideration experiences the soccer match and evaluates the quality
of the (technically mediated) experience depends on the audiovisual signals and the
contextual settings. As such, this information represents the inputs to the quality
formation process discussed in this chapter.

The remainder of this chapter is structured as follows: Sect. 2.2 reviews the related
work on quality and QoE in different fields, and provides an updated view of QoE,
introducing complementary terms and concepts. In Sect. 2.3, a conceptual model
of the quality formation process is presented. In Sect. 2.4, general considerations
on quality assessment and evaluation are summarized, and Sect. 2.5 discusses open
issues and trends.

2.2 QoE Foundations, Terms and Definitions

In this section, we discuss the terms and concepts of quality and Quality of Expe-
rience. In the first step, we introduce our view of the concepts ‘perception’ and
‘experience’—or ‘experiencing’—as used in this book.

Here, perception is the conscious processing of sensory information the human
subject is exposed to. Perception is assumed to involve two subsequent processing
stages before a percept finally appears in the perceivers world, namely,

1. Conversion of stimuli via the respective physiologically adequate sensory organs
into neural signals.

2. Processing and transmission of these neural signals in the central nervous system
up to the cortex, finally resulting in the appearance of specific percepts in the
person’s perceptual world.

Based on this view, we define experiencing as follows:

Experiencing is the individual stream of perceptions (of feelings, sensory
percepts and concepts) that occurs in a particular situation of reference.

Here, we follow the widely accepted understanding that experiencing3 can have
hedonic (feelings) and pragmatic (concepts) aspects (see Chap. 5). In terms of the
application-domain of this book, experiencing may result, for example, from an
encounter of a human being with a system, service or artifact. Experiencing in this
definition does not include a quality judgement. Quality judgements are considered
to be the result of additional cognitive processes on top of experiencing, as described
in more detail in the remainder of the section. A conceptual model of the perception,
experiencing and quality formation processes is presented in Sect. 2.3.

3 It is noted that in case of experiencing as it may, for example, happen during dreams, or processes
of thinking, conception or design, parts of the sensory information are replaced by sketches from
memory. This type of experiencing is explicitly excluded here.
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2.2.1 Quality and Quality of Experience: Related Work

In the following, we discuss different concepts of quality and important contribu-
tions from other authors, before we present an updated view of quality and quality
formation.

Qualia

The concept of Quality of Experience can be related with the concept of Qualia. Based
on the considerations by Jackson [24], Qualia can be seen as an inherent property to
experiencing that cannot be shared by verbal description or technical means, that is, it
can only be accessed via individual experiencing. The respective perceptual features
may be referred to as Quale. Jackson writes [24]: “Tell me everything physical there is
to tell about what is going on in a living brain, the kind of states, their functional role,
their relation to what goes on at other times and in other brains, [...] you won’t have
told me [...] about the characteristic experience of tasting a lemon, smelling a rose,
hearing a loud noise or seeing the sky.” In the context of the present chapter, examples
according to the Qualia concept are the listening to a spatial audio production, or the
use of a smartphone with intuitive touch input, representing experiencing that cannot
be explained verbally to a person who has never had a comparable encounter.

Qualitas and quality

Martens and Martens [35] discuss two extremes of existing approaches for under-
standing quality: (1) an “objective”, rationalistic and product-oriented approach,
and (2) a perceptual, “subjective” approach. The authors discuss these two approaches
along four quality definitions, whereby (QD1) as qualitas and (QD2) as EXCEL-
LENCE / GOODNESS are most useful in the context of this book. The approach
of (QD1) focuses on generalizable characteristics and properties of the item under
consideration in terms of quality as the description of the item’s characteristics.
In contrast, the perceptual approach (QD2) requires the human evaluator to actually
experience the perceptual ‘event’ under consideration and evaluate the experience in
terms of “evaluated excellence or goodness”. This approach is strongly related with
the degree of need fulfillment [35] or utility. Note that the two notions of quality
(QD1 and QD2) are inline with Letowsky’s work on sound quality [34].

Utility and “Quality of Experiencing”

Two connotations of the term utility4 in the context of experiencing have been dis-
tinguished by Kahneman [29]:

Experienced Utility ...as the judgment in terms of good/bad of a given experience,
related with individually perceived “pleasure and pain”, “point[ing] out what we
ought to do, as well as determine what we shall do” (Kahneman [28], making refer-
ence to Bentham [4]). Experience(ing) in this context may refer to painful medical

4 Note that “utility” and “utility function” also are central terms in micro-economics, however
referring to the mapping of a resource to the value for a customer. Economic aspects related with
QoE are further discussed in Chap. 7.
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investigations such as colonoscopy as in [29], or pleasant phases of experiencing,
for example during a concert, or to the quality of life at large [29].
Decision Utility is considered by (external) observation in terms of whether or
not certain decisions have been taken, for example on whether or not a service is
being used, a low-quality phone call is being ended or a web-item is being clicked.

In principle, both connotations of utility are of relevance for this book: Expe-
rienced utility is related with perception and experiencing from an individual per-
spective. In turn, decision utility is a useful concept when it comes to whether or
not a service or application is actually being used, and thus relates to the concept of
acceptance (see next section and Chap. 7).

The previous and following discussions mainly focus on experienced utility, and
it is noted that Kahneman explicitly uses the term quality of experience in this regard.
Note that Kahneman has illustrated his ideas referring to quite different domains than
the ones addressed in this book, such as medical treatments like colonoscopy, or a per-
son’s own life (at large!). For assessment, Kahneman distinguishes a moment-based
and a memory-based approach [28]: For the moment-based approach, momentary
or instantaneous judgments of experience are asked for, and for remembered utility
(memory-based), respective judgments refer to past or just ended phases (or episodes)
of experience(ing). The so-called peak-end effect and temporal integration properties
related with momentary or remembered quality (utility) are addressed in Chap. 9.

Standards’ Views

One of the most comprehensive reviews of quality definitions has been given by
Reeves and Bednar [54]. They identify the most pervasive definition to be “the
extent to which a product or service meets and/or exceeds a customer’s expectations”,
which they account to be a definition coming from the service marketing literature.
According to their review, services were what was most difficult to include in previous
quality definitions up to that date. Around 1990, it was acknowledged that “only
customers judge quality” and “all other judgments are essentially irrelevant” (cited by
[54] from [67]). It is noteworthy that this perspective is well reflected in standardized
quality definitions, such as the one in ISO 9000:2000 [21]:

Quality ...“is the ability of a set of inherent characteristics of a product, system or
process to fulfill requirements of customers and other interested parties”.

The current definition of Quality of Service (QoS) by the ITU-T is similar to the ISO-
definition of quality given above, with an explicit view from a service operator’s or
manufacturer’s perspective:

Quality of Service [The] Totality of characteristics of a telecommunications
service that bear on its ability to satisfy stated and implied needs of the user of
the service.

The standardized QoE definition most frequently used in the QoE (and QoS) context
is the one according to ITU-T Rec. P.10 (Amendment 2, 2008):

http://dx.doi.org/10.1007/978-3-319-02681-7_7
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QoE(P.10) ...“The overall acceptability of an application or service, as perceived
subjectively by the end user.”

Note 1: Includes the complete end-to-end system effects.
Note 2: May be influenced by user expectations and context.

It was pointed out by Möller [38] and others that the inclusion of the term acceptability
as the basis for a QoE definition is not ideal. As a consequence, during the Dagstuhl
Seminar 09192, May 2009, acceptability has been newly defined [38]:

Acceptability ...“is the outcome of a decision [yes/no] which is partially based on
the Quality of Experience.”

It is noted that this definition is inline with Kahneman’s decision utility.
Several authors such as Martens and Martens [35] and Jekosch [26] have made

reference to quality as defined by earlier engineering-, service- or production-related
standardization bodies.

Quality, Quality Elements and Quality Features

A definition of quality extending the standards’ view is that by Jekosch [26]:

Quality results from the “judgment of the perceived composition of an entity with
respect to its desired composition”.

Here, the desired composition refers to the set of internal references and expectations
against which the perceived composition is being compared.

To reflect the design process in typical quality management or engineering con-
cepts, in [26] Jekosch takes up the definition of quality element from the Deutsches
Institut für Normung (DIN):

Quality element ...is the “contribution to the quality of a material or immaterial
product... in one of the planning, execution or usage phases.” [26]

In simple terms, quality elements can be seen as the material or immaterial knobs
and screws that may affect perceived quality. In contrast, a quality feature can be
described as [26]:

Quality feature ...is the the perceived characteristics of an entity “that is rel-
evant to the entity’s quality”.

Factors affecting quality perception (that is, quality elements) are summarized in
Chap. 4, and quality features for different multimedia services are outlined in Chap. 5.
An in-depth discussion of the relation between QoS and QoE is given in Chap. 6.

http://dx.doi.org/10.1007/978-3-319-02681-7_4
http://dx.doi.org/10.1007/978-3-319-02681-7_5
http://dx.doi.org/10.1007/978-3-319-02681-7_6
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2.2.2 Quality of Experience: Updated Terminology

From the previous discussions, it is obvious that the term quality has different
connotations, depending on the context it is used in (see work by Parasuraman
et al. [45], Reeves and Bednar [54], Blauert and Jekosch [7], Jekosch [26] and Martens
and Marten [35]). In this subsection, we present our synthesis of the different views
on quality and present new or updated definitions of relevant terms.

For the following considerations, we apply Jekosch’s definition of quality [26]
so as to exclusively address perception that involves sensory processing of external
stimuli:

Quality (based on experiencing) results from the “judgment of the perceived
composition of an entity with respect to its desired composition”.

This way, we explicitly distinguish it from assumed quality:

Assumed quality corresponds to the quality and quality features that users,
developers, manufacturers or service providers assume regarding a system,
service or product that they intend to be using, or will be producing, without
however grounding these assumptions on an explicit assessment of quality
based on experiencing.

Here, it is noted that the underlying assumptions or expectations are positioned at a
different level of the perceptual/cognitive system than actual sensory and emotional
references,5 namely, at the level of concepts. Assumed quality as introduced here
comprises the traditional views of quality as it was used up to the 1990s in the context
of quality management, for example in the production cycle in terms of excellence
and conformance to specifications (cf. Reefes and Bednar [54]). Yet, to a certain
extent, it also includes the view of quality in terms of “meeting and/or exceeding
customer’s expectations” [54], which is more inline with the definition of quality
(based on experiencing) as given above. However, assumed quality excludes explicit
experiencing involving sensory processing of external stimuli.

Another term used in the following is quality of experiencing. This term is equiv-
alent to Kahneman’s use of “quality of experience” [29] and the related concept of
experienced utility outlined in more detail in Sect. 2.2.1. We here define this concept
as follows:

5 Of course quality-related assumptions may be associated with sensory or emotional
references, too.
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Quality of experiencing is the degree of delight or annoyance of a person
during the process of experiencing.6 It results from the person’s evaluation of
the fulfillment of his or her expectations and needs with respect to the utility
(pragmatic and hedonic) in the light of the person’s context, personality and
current state.

In the above definition, context refers to the multi-layered view discussed in Sect. 2.1,
see Fig. 2.1. Personality refers to “...those characteristics of a person that account
for consistent patterns of feeling, thinking and behaving”, following Pervin and John
[48], and current state is used in terms of “situational or temporal changes in the
feeling, thinking or behavior of a person” (translated from German from Amelang
[1]). Note that the current state is both an influencing factor of experiencing (see also
Chap. 4), and a consequence of the experiencing.

In this chapter, quality of experiencing refers to judgments during or after experi-
encing (cf. momentary utility/experience versus remembered utility/experience as in
[28, 29], see previous subsection). In the following, for the applications addressed
in this book, let us consider that the experiencing explicitly involves some kind of
technology that impacts the signals presented to the person. For example, this may
be a person’s overall judgment on the quality of experiencing a concert show, or a
soccer match on television together with friends. Note that we use the term experi-
ence here referring to an evaluation of the experiencing at a given moment in time,
or in retrospect, considering a certain period of experiencing (cf. remembered utility
or experience, [28], discussed in detail in Chap. 10).

For the special case of quality of experiencing addressing the context of using mul-
timedia services and applications, in the Qualinet White paper [40] we had proposed
the following definition:

Quality of Experience (QoE): “is the degree of delight or annoyance of the user of
an application or service. It results from the fulfillment of his or her expectations
with respect to the utility and/or enjoyment of the application or service in the
light of the user’s personality and current state.”
Here, an application is defined as:
Application: “A software and/or hardware that enables usage and interaction by a
user for a given purpose. Such purpose may include entertainment or information
retrieval, or other.” [40]
Service: “An episode in which an entity takes the responsibility that something
desirable happens on the behalf of another entity.” (Dagstuhl Seminar 09192, May
2009, cited after [60])

6 Note that in our view presented here, experiencing is the process, which however is evaluated in
terms of the features associated with the perceptual events happening during that process. Here, it is
interesting to note that the German translation of quality of experiencing or “quality of experience”
as used by Kahneman is Qualität des Erlebens, which explicitly reflects that experiencing is a
process.

http://dx.doi.org/10.1007/978-3-319-02681-7_4
http://dx.doi.org/10.1007/978-3-319-02681-7_10
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For the definition of QoE, a number of specifications are added to the definition
of quality of experiencing by the context of applications or services: A snapshot is
taken, resulting in the exchange of experiencing by experience. Further, the person
takes the role of a user [14, 19]. The experiencing happens in the context of using
the application or service. In our definition of quality of experiencing, utility is
considered to have both pragmatic and hedonic connotations, where enjoyment is
implicitly considered in terms of a (perceived) need.

However, we identify a major limitation of the above QoE definition in the fact
that it addresses the explicit experiencing of an application or service. Instead, we
believe that a more global view should be taken that also comprises the evaluation
of the contribution of a given application, system or service implementation to the
quality of experiencing as defined above in a more global sense. Further, the delight
or annoyance related with the experiencing needs to be evaluated to come to QoE,
which appears less clear from the above definition. As a result, the following updated
definition of QoE is proposed:

Quality of Experience (new) (QoE) is the degree of delight or annoyance
of a person whose experiencing involves an application, service, or system. It
results from the person’s evaluation of the fulfillment of his or her expectations
and needs with respect to the utility and/or enjoyment in the light of the person’s
context, personality and current state.

With the inclusion of the term system, even the use of, for example, concert halls,
public address systems or television sets can be included in the QoE definition. We
here acknowledge the fact that a person that uses an ICT (Information and Com-
munication Technology) product actually takes the role of a user, see De Moor’s
and Geerts work [14, 19]. However, it appears less evident that a person attending a
concert and possibly judging upon the quality of experiencing the concert including
the employed PA system is an actual user. As a consequence, we have re-introduced
the person instead of the user. It is clear that, if the interaction with the application,
service or system is at the core of the consideration, the person mainly takes the role
of a user.

2.3 Experiencing and Quality Formation

In the following, we present a conceptual model of the quality formation process,
taking the perspective of the experiencing person. The quality formation process
comprises a perception-component at its basis, as well as the higher-level reference-
based quality formation, which we consider as parallel and interactive processes.



20 A. Raake and S. Egger

perceived characterperceptual
references

person

signal
(physical

representation)
contextual
information

(other senses)

perceptual
event

formation

sensory
processing

anticipa-
tion &

matching

contextual
information,

input from other
senses, task, etc.

person‘s state

exploratory
action

assumptions

Fig. 2.2 Schematic illustration of the authors’ concept of the perception process. Circles represent
perceptual processes, two parallel horizontal lines represent storages for different types of repre-
sentations, and boxes outside of the person represent input information. Note that continuous lines
represent direct input to the perception process. Here, for simplification, contextual information is
assumed to be processed, too, but by parallel perceptual processes not shown in the picture. The
person’s state refers to both the cognitive as well as the physiological, current state of the person.
In turn, assumptions here refer to the person’s attitude and concepts. See text for further details

2.3.1 Perception and Experiencing Process

The basis for quality and QoE as addressed in this book is perception. Figure 2.2
schematically depicts a current concept of how the neural signal processing during
perception takes place in an iterative way. The process of perception starts by the
incidence of respective stimuli to one or multiple of the human sensory organs. In the
sensory organ(s), the physical representations of the stimuli are converted into neural
representations that include characteristic electric signals. This representation is con-
veyed to the brain through neural transmission for further processing. Throughout
the transmission to the respective brain region, these representations are transformed
from initial representations of stimuli into more abstract, symbolic representations.
For details on assessing the neurophysiological basis of these processes refer to, for
example, Chap. 8.

http://dx.doi.org/10.1007/978-3-319-02681-7_8
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Current physiological knowledge supports the following model assumptions with
regard to different levels of neural processing. In the first, sensory processing step,
neural processing by the sensory periphery results in a multidimensional neural
topologically organized representation, covering aspects of time, space, frequency
and activity (see e.g. Raake and Blauert [51] for a model framework for spatial audio
perception and quality, and complementary considerations in the work by Blauert
et al. [8]). The neural representation precedes the actual formation of perceptual
objects (perceptual event formation). Further steps towards this goal are conducted
at higher levels of the brain, where multiple parallel processors perform the bottom-up
pre-segmentation of the multidimensional feature representation, leading to a Gestalt-
analysis7 of features for object- and event identification. Subsequent processing steps
analyze the pre-segmented features in terms of objects in the specific modalities, such
as visual objects or aural scene objects, or words in an utterance. Already at these
levels, perception is influenced by remembered perceptual events and subsequent
feedback-based adaptation of the processing, such as, for example, noise suppression
once a human voice is sensed. As a consequence, the neural features likely to belong
to the same object are associated. The pre-segmentation and object-formation can be
subsumed under the process perceptual event formation. At this stage, information
from other modalities is already integrated, via respective sensory processing.

Based on internal references and rules, hypotheses are created in a top-down man-
ner that are verified against the bottom-up perceptual evidence [8]. In Fig. 2.2, this
process is denoted as anticipation and matching. The result of the iterative processes
of perceptual event formation and anticipation and matching are recognized objects
of perception, that have a specific perceived character. The presence of certain stim-
uli may lead to exploratory action, such as the so-called turn-to-reflex in audio-
visual perception, where a low-level representation of an impulsive sound from a
given direction typically causes a reflexive turning of the head towards the sound
source [11]. Similarly, in a top-down manner, actions such as exploratory head-
movements [5], tactile exploration [33] or overt attention type eye-movements may
be carried out due to salient properties of the stimuli and/or contextual information,
or may be governed by higher-level cognitive processes that direct visual attention
[16, 22]. This, in turn, alters the sensory and subsequent neural input information
(see also [42]).

It is noted that contextual and/or task-related information given to persons are
processed via their sensory organs and the subsequent neural processing, too, possibly
in other modalities. Such information either directly affects the perceptual process,
or does so via information made available in terms of higher-level concepts, here
referred to as assumptions (see Fig. 2.2). Further, in principle, perception is largely
co-determined by the person’s (current) state. It reflects the “situational or temporal
changes in the feeling, thinking or behavior of a person” (translated from German
from Amelang et al. [1]).

7 Initial works on Gestalt-theory are those by its founders Wertheimer [61, 62] and Koffka [31]. Its
use in, for example, auditory scene analysis has been discussed in detail by Bregman [10].
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Memory and Perceptual References

In Fig. 2.2, different stores (storages) are depicted by parallel lines. According to
authors such as Cowan [13], Coltheart [12] and Baddeley [2], different levels of
memory have been identified, with respective roles in the perception process, and
respective storage durations. Such memory levels are:

Sensory memory: Is a peripheral memory that stores sensory stimulus represen-
tations for short durations between 150 ms and 2 s so as to be retrieved by higher
processing stages [2, 12, 13, 36].

Working memory: Stores re-coded information at symbolic level for longer dura-
tions from a few up to tens of seconds [3].

Long-term memory: Covers longer time spans up to years or even a full lifetime. It
involves multiple stages of encodings in terms of symbolic and perceptual represen-
tations [2]. Current theories assume that a central executive component controls the
linking between long-term memory and working memory via an episodic buffer at
working memory level that integrates information into episodes, and that this central
component is associated with attention [3].

Perceptual references as depicted in Fig. 2.2 can be present at different levels of
memory: Working memory for the perceptual integration of a scene and respective
scene analysis, as well as information retrieved from long-term memory, for example
for the identification of objects in a scene or words in an utterance. Similarly, the
perceived character or the respective perceptual event or flow of events can be
situated in working memory, or be stored in long-term memory, for example after
verbal or episodic re-coding has occurred. (cf. Chap. 9).

In this context, learning of perceptual or conceptual references is directly asso-
ciated with expertise and know-how. In Fig. 2.2, learning is considered as being
implicitly integrated into the processes that are involved in perception, which enables
more fine-grained performance with learning, as well as the increasing availability
of respective detailed references in long-term memory. For example, a person that is
fluent in a learned language can relate utterances with respective references, and a
skilled musician or sound engineer will be able to associate a given auditory percept
with respective actions—while an unskilled person is usually not able to do so. Con-
siderations on categories of references can be found in Neisser’s cognitive system
theory, cf. [42].

2.3.2 Quality-Formation Process

A conceptual model of the quality formation process has been proposed by Jekosch
[26], further adapted in [50]. This view is extended in the following, see Fig. 2.3.
The quality-formation process can be seen as a parallel but higher-level cognitive
process related with the process of experiencing (cf. Sect. 2.3.1). Here, it is assumed
that experiencing itself may be subject to quality of experiencing evaluation, in case

http://dx.doi.org/10.1007/978-3-319-02681-7_9
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Fig. 2.3 Quality formation process during experiencing (includes Fig. 2.2). The picture extends
the initial ideas from [26, 50]. See text for details. Note that this picture does not include the
interaction components that need to be added for services such as human-to-human communication
or human-computer interaction (for further discussion see Chap. 11)

that the person reflects upon it (reflection & attribution in Fig. 2.3). This reflection
can be triggered by an external task to evaluate what has been experienced (for
example in a quality test), during or after the process of experiencing [28, 29]. Here,
the task is contained in the assumptions as the abstract conceptual expectations and
attitude of the person (Fig. 2.3). Or, the reflection may be triggered by unexpected
events, where the experiencing deviates from assumptions.

http://dx.doi.org/10.1007/978-3-319-02681-7_11
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The triggering of an actual quality evaluation is represented in Fig. 2.3 by a quality-
awareness component that operates like a cognitive gate, focussing the person’s
attention on some sort of quality evaluation. The resulting reflection is linked with
the identification of emotional, sensory, conceptual or actional quality features of the
experience, as well as respective desired features. In this particular case, the output
of the quality formation process, labeled as quality in the picture, corresponds to the
quality of experiencing. According to the above definitions, the final step of quality
formation lies in some kind of comparison of expected and experienced features
(cf. Chap. 5 and further considerations on expectation in Sect. 2.2.1). An example of
this case are unexpected events in the plot of a movie that the person watches, which
may lead to a positive or negative judgment of quality of experiencing.

Since the experiencing results from the processing of the (perceived) character
of the items under consideration (cf. Sect. 2.3.1), any impact of technology on the
perceived character may alter the experienced, for example in terms of the degree of
immersion, or enjoyment. During the reflection and attribution stage, the causes for
certain states of experiencing may be reflected upon. Here, the technology or system
as the underlying cause of enjoyment or annoyance may not be noticed as such. A
typical example is that of a telephone conversation with substantial delay on the line,
where experienced conversation problems may be attributed to the other interlocutor
rather than the delay induced by the system [53, 57]. In cases where the perceived
character is considered to be the cause, and the person attributes this to the system,
the resulting quality evaluation may comprise both notions of quality of experiencing
and of quality based on experiencing (“I did not enjoy watching the documentary
on TV yesterday, since the quality of the picture was so bad”; “The movie session
yesterday at your place was amazing, your projector is really awesome!”). Here, the
quality awareness is triggered by events in terms of perceived character.

Another case is that of an explicit quality test in the laboratory or in the field.
Here, test-specific contextual or task information affects the assumptions based on
which a person may experience certain stimuli. According to Jekosch’s terminology,
the person conducts a “controlled quality evaluation” [26], and quality awareness
is triggered by the respective task- or context-based assumptions.8 Here, the result-
ing quality typically corresponds to quality based on experiencing, of course also
depending on the employed test method (see Sect. 2.4). A similar case is that of a
person who has, for example, the intention to buy a new multimedia device. Then,
too, respective assumptions may trigger an evaluation of different systems in the
shop, leading to a judgment of quality based on experiencing.

In all of the cases discussed up to here, the quality evaluation of the service, appli-
cation or system involves an actual experiencing including the respective perception
process. However, as mentioned earlier, often times users or system designers develop
a notion of assumed quality, before or without an actual process of experiencing tak-
ing place. This notion may strongly be influenced, for example, by what people read

8 According to Jekosch, “controlled” perception can be distinguished from “random” perception/
quality assessment. Here, natural experience(ing) without a dedicated quality judgment task, for
example, corresponds to “random”, and task-driven quality assessment to “controlled”.

http://dx.doi.org/10.1007/978-3-319-02681-7_5
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or hear about a product, or what they think about the brand. Here, the perception-
and experiencing-path shown on the right side of Fig. 2.3 does not carry information
from direct sensory processing that can be exploited during quality formation. It is
currently under debate within the QoE community, which criteria must be fulfilled
by respective non-perceptual sources of information, where no ground truth data in
terms of explicit quality based on experiencing is available. Such sources of informa-
tion can include system specifications, quality metrics such as PSNR (Peak Signal
to Noise Ratio) or SSIM (Structural Similarity index, cf. [64] and Chap. 19), qual-
ity prediction algorithms, or even models of the human quality formation process
(Sect. 2.4). It is generally accepted that key performance indicators (KPIs) such as
packet loss or stalling rate alone cannot be used as a direct measure of quality in the
sense laid out here (e.g. [17, 20, 49]).

For all the cases discussed above, the person’s state as well as his/her personal-
ity play a key role, and impact on multiple of the presented processes. Further, as
outlined in the description of the perception and experiencing process in Sect. 2.3.1,
personality is contained in the processes themselves, as well as the value system estab-
lished by references. Due to their involvement of memory, and the respective access
to this memory during quality formation, the underlying references are influenced
by contextual factors and undergo temporal changes. In the process, perceptions
and knowledge about the service or system are turned into references that belong
to the domain of the person’s expectations. The reference formation and assess-
ment of features in terms of their plausibility are performed in a top-down manner,
where attentional processes at different levels of the perceptual-cognitive system
of the human person steer the information provided by the bottom-up components
(cf. Raake and Blauert [51]).

References and Semiotics

Let us now take a closer look at internal references and their use during quality
perception as discussed above. A reference-related concept initially suggested by
Piaget is the one of schemata and the respective formation or adaptation processes in
terms of accommodation and assimilation (see e.g. Neisser’s [41] and Jekosch’s [26]
works). This concept is useful for the (qualitative) understanding of perceptual and
conceptual references and their formation: In case of unknown perceptual/cognitive
information, a disequilibrium with available references (schemata) and thus the anti-
cipated event may result. In this context, assimilation refers to the adaptation of the
stimulus-related representation, so as to fit to an existing schema. In turn, accommo-
dation refers to the case that not the representation of the perceived or experienced,
but the (reference) schema is adjusted. If a person encounters multiple similar phases
of experiencing over time, the initially flexible schema may be crystalizing into a
new schema during a learning process. These considerations help to understand the
formation of references for example when using new types of technology such as
spatial audio or 3D video.

It is useful to further consider that perception and cognition as well as commu-
nication can be discussed in terms of the underlying “signs”. Jekosch [25, 26] has
introduced semiotics, that is, the science of signs, into quality assessment research.

http://dx.doi.org/10.1007/978-3-319-02681-7_19
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Fig. 2.4 Quality perception in the context of creation/production. The person and creator may be
identical. Quality of experiencing or quality based on experiencing (for the respective definitions
see Sect. 2.2.2) will be used by the creator as target for optimization. Obviously, for the creator, the
creation process is comprised in the experiencing, too. Note that the creator’s experiencing during
creation is a different one from the experiencing of the created, cf. [26]

Semiotics addresses the relation between the sign carrier and the associated meaning,
and the perspectives of different persons that may interact with a sign such as a pic-
ture, video sequence or speech message. To this aim, different sign models have been
introduced [26, 43, 44, 47]. The classical triadic form is composed of a sign carrier,
the referent, and the meaning. In our context, the sign carrier may be the physical
form of the sign as in case of a transmitted video sequence or a word in a phone
call. The referent is the item the sign stands for, and may be abstract or concrete (for
example, the specific chair shown in a video sequence). The meaning results from
the interpretation of the sign by the interpreting person. The dynamic process during
which the effect of a sign (or rather of an interconnected set of signs) is created is
referred to as semiosis [43]. Here, semiosis can be any kind of interpretation of a sign
by a cognitive system. Obviously, a different meaning may be assigned by different
interpreting persons, who can have the role of the creator or the receiver of the sign.

Semiotics is a very useful concept to discuss, for example, the criteria based on
which quality is being judged by a given person, that is, whether the sign carrier,
the referent or the meaning for the person have been addressed. For the example of
a photography, the carrier could be judged upon (in terms of the camera, lighting
conditions, framing, coding, resolution, paper used for printing, etc.), the referent
(what objects are shown in the picture), or the meaning (what does the picture tell,
what is its impact on me, etc.?).

The creation and experiencing processes of media, involving technology during
its creation, is illustrated in Fig. 2.4. It should be noted that technology comes into
play at different stages here, namely at the creation stage, the (post-)processing stage,
and the presentation stage (includes possible transmission and display). Further note
that the presentation may also apply to the viewing by the photographer during post-
production. Artists or content producers create entities (carriers, signs) that can be
experienced, and thereby may attempt to deliberately provoke or achieve specific
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experiencing. As discussed by the authors of this chapter also in the Qualinet QoE
White Paper [40], in terms of semiosis, “meaning” is associated with the creator’s
intentions (“sender”), while at the “receiving” end, “meaning” results from interpret-
ing the content during experiencing.

Expectations and Service Context

Let us now take a more service-oriented viewpoint, discussing that quality is based on
the comparison of perception with expectations. The aspect of expectation has been
addressed in a more global manner in the context of marketing research, considering
the person’s role as a customer (cf. Fig. 2.1). Service Quality is used in the respective
works by Parasuraman et al. [46], Boulding et al. [9], and Zeithaml et al. [66] in
terms of perception vs expectations. Here, perception may refer to both the perception
during encounter with a service, and the conceptual impression of the Service Quality
related with a given company after a number of encounters, namely in terms of
Customer Satisfaction and Dissatisfaction (CS/D, [9, 46, 66]).

A model of expectations vs perceptions-based Service Quality has been proposed
by Boulding et al. [9], introducing different types of expectations. Here, the impact of
external information on expectations is explicitly considered. To this aim, two types
of expectation are distinguished, namely will expectations in terms of what users
expect will be happening for their next interaction with a company’s service, and
should expectations in terms of what should be happening for that next encounter,
based also on what they may know about the performance of competitors’ services.
Both types of expectations are assumed to be time-varying and dependant on what has
been perceived during previous service encounters. Boulding et al. further contrast
should expectations from ideal expectations in terms of what the customer wants “in
an ideal sense” for the respective type of a service.

Zeithaml et al. [66] distinguish two levels of expectations in relation to the accep-
tance of a certain service configuration in a given context: (1) The “desired service”
corresponds to what the user wishes to have, in terms of a construct in-between the
should and ideal expectations as of Boulding et al. [9]; (2) the “adequate service”
reflects what the user may still perceive as acceptable under given contextual and
situational constraints, for example related with the current weather or the given
location she is in (and, for example, respective degradations, as they may be encoun-
tered during mobile service usage). Hence, the “adequate service” expectation-level
is what determines the acceptability for the customer.9 The zone in-between the two
expectation-levels (1) and (2) is referred to as the “zone of tolerance” for what is being
perceived [66]. This concept of expectation has been adopted in recent work by Sackl
and Schatz [56], who have applied it for explaining different quality tests that varied
in terms of the considered user-types (affecting the ideal or “desired services” expec-
tation level), and the context-specific influences (assumed to be affecting mainly the
level of “adequate services”). It is noted that this Service-quality perspective bears
several similarities to the quality taxonomies developed by Möller for different types
of telecommunications-related services, see [37, 38] and Chap. 5.

9 This also includes whether perceived quality is currently relevant for the customer for acceptability.

http://dx.doi.org/10.1007/978-3-319-02681-7_5
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Another noteworthy expectation-related perspective addresses the (product) fea-
tures that underly customer satisfaction. According to Kano’s model [30], features
can be subsumed in terms of three types of requirements: (1) Must-be require-
ments (sometimes referred to as hygiene-factors)—their under-fulfillment leads to
dissatisfaction, while their fulfillment does not lead to satisfaction (example: today’s
touch-control in smartphones); (2) one-dimensional requirements (i.e. performance-
factors)—their fulfillment is linearly related with satisfaction (example: bandwidth
of customer’s home internet connection); (3) attractive requirements—unexpected
features that, if fulfilled, lead to delight (example: high resolutions of smartphone
displays when first introduced some time ago). It is obvious that with time, features
that have initially been of type (3) will ultimately end up to be features of type (1),
that is, are generally expected to be fulfilled. We will not further detail the Kano-
model and surrounding work in marketing research here. It is obvious that it is a
useful tool for describing why certain service innovations such as color TV or later
high definition video eventually become must-be requirements.

2.4 Quality Assessment

The central question for quality assessment is how to operationalize the concept of
QoE in terms of performing reliable and valid measurements. The respective quality
of quality assessment methods [37] is of cardinal importance, since the respective
results can easily be misused. The overarching question is: How can we quantify
quality, and how can we measure it? This question is of course not unique to media-
related quality (of experiencing) as mainly addressed in this book, but also extends
to numerous other disciplines, for example food quality (cf. Lawless and Heymann
[32]) or service quality in a broader sense (cf. Parasuraman et al. [45], Reeves and
Bednar [54]). In this context, according to Jekosch [25], assessment is the “mea-
surement of system performance with respect to one or more criteria. Typically used
to compare like with like, whether two alternative implementations of a technol-
ogy, or successive generations of the same implementation”, with the criterion being
quality based on experiencing or quality of experiencing. Ideally, quality assessment
methodologies should act as a translator between the quality elements (see above
and Chap. 4), and QoE, or the underlying quality features (see Chap. 5). Quality
assessment methods can be classified into perception-based10 and instrumental11

ones, depending on whether human subjects are involved in the assessment process
or not. A brief discussion of these two assessment approaches is given in the follow-
ing. More details can be found, for example, in [37, 39, 50] for speech and audio
quality, in [52, 63, 65] for video quality, and in [32] for food quality.

10 Often referred to as “subjective”, a somewhat misleading term avoided here.
11 Often referred to as “objective”, which is even less appropriate than “subjective”, since it implies
that instrumental measurements bear objectivity, which they only do in case that they can be
generalized.

http://dx.doi.org/10.1007/978-3-319-02681-7_4
http://dx.doi.org/10.1007/978-3-319-02681-7_5
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Perception-based methods are the most valid way to assess quality, and typi-
cally provide the ground-truth data for the development of instrumental methods.
Perception-based methods are used in tests with human evaluators to gather quality-
related information for a certain test condition or set of stimuli. To this aim, test
subjects are presented with one or several simultaneously or subsequently available
stimuli, or are involved in an interaction with a system or another person via the
system. The test participants are asked for (quantitative) ratings of momentary or
remembered quality on a set of scales, or of qualitative descriptions of the features
of the stimuli. In a subsequent statistical analysis of their judgments, a QoE value for
each of the test conditions is determined. This and more complex statistical analysis
of the test data can provide information about the underlying structure and depen-
dencies on the applied test conditions, that is, the quality elements.

Instrumental methods provide estimates of quality using an appropriate algo-
rithm or instrument. These estimates are based on quality metrics such as the Peak-
Signal to Noise Ratio [64], estimation algorithms such as the so-called E-model for
speech [23], or explicit quality models that implement certain portions of the human
perception and quality-formation process (peripheral signal processing, cognitive
processing). The different algorithms are fed by a set of input features acquired from
the technical system, or with signals as they would be presented to human assessors
in a respective test. The type of model input can be utilized to classify different
instrumental methods: (1) Signal-based models that employ the signal (as processed
by the system) as single input (No-Reference methods, NR), or plus some reduced
or explicit version of the reference (reduced- or full-reference models, RR, FR,
respectively). (2) Parametric algorithms that predict QoE based on certain system or
signal parameters. The latter can further be subdivided into (a) parametric planning
models fed with a-priori known system parameters and (b) packet-level or bitstream
models that extract parametric information at the packet level. (3) Hybrid algorithms,
which apply a mix between signal-based and parametric information.

In addition to the above differentiation, assessment methods can be distinguished
as utilitarian and analytical, depending on what type of output information they
provide. Here, the term utilitarian makes direct reference to utility, and represents a
typically single-valued index based on which systems or services can be ordered with
regard to their quality. In turn, analytic means that the perceptual features relevant
for quality are being assessed.

Utilitarian Quality Assessment The purpose of utilitarian measurements is to
objectively quantify an “overall” or “general” impression of quality. This assumes
that the subject is in some form of integrative state of mind, where the influence of the
impression for the individual attributes, the context, the mood, the expectations, the
previous experience, traditions and so on, are all combined into one single-valued
rating (providing a ranking “worse-to-better”) that establishes the basis for some
form of action of the person.

Analytic Quality Assessment The main aim of analytic assessment methods is
to decompose and measure certain quality features related with a given stimulus
or system (Chap. 5). They result in a multi-dimensional description inherent to the
character of the experience. These different features can then be used either for

http://dx.doi.org/10.1007/978-3-319-02681-7_5
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diagnostic purposes, that is, when systems are analyzed, or for analyzing the relation
between utilitarian quality and underlying stimulus characteristics.

2.5 Discussion

In this chapter, we have introduced a procedural model of the quality formation
process, and have linked it with related quality and QoE concepts and research. The
goal was to take a perceptionist’s view (cf. Blauert [6]) by treating QoE from an
individual’s perspective. There are still crucial issues to be addressed in the context
of quality and QoE research, and the application of respective methods. For the time
being, the majority of research efforts has been focused on quality based on experi-
encing. Only little work has been devoted to assessing actual QoE in terms of quality
of experiencing. One of the key challenges here is the handling of the respective,
let us call it, Schrödinger’s cat problem of QoE research, namely, how can QoE be
assessed without interfering with the experiencing, that is, how can random expe-
riencing [26] be probed? This question is particularly important in the context of
applications or systems that trigger new types of schemata or references, as in case
of 3D Video or spatial audio (cf. Chaps. 17 and 20). Some approaches along these
lines have been proposed by, for example, Staelens et al. [59] and Jumisko-Pykköo
et al. [27]. Another approach is the assessment of an inferred quality of experi-
encing, for example in terms of the persons’ acceptance: If users are dissatisfied
with a given usage session, they may abandon it, which may be observed in mea-
sures such as call durations (see Skype’s blog [55]), durations of watching individual
videos (see Dobrian et al. [15]), or cancelation rates in web-browsing (see e.g. Shaikh
et al. [58]). Another approach that is more instructive in terms of the quality-formation
process, is not to ask persons for actual quality ratings, but rather try and understand
what actually characterizes the experiencing, and what role the underlying quality
elements play for it: Along these lines, physiological correlates of experiencing will
be discussed in Chap. 8, the role of emotions in QoE will be addressed in Chap. 9 and
Chap. 11 discusses the role of interaction performance for the QoE of interactive ser-
vices or applications. Further work in this direction is related with the understanding
of appeal of media such as pictures or movies, and the understanding of the role of
quality elements and features in this context. These approaches will be supported by
the explicit inclusion of exploratory and attentional processes in quality assessment
and respective instrumental models, which is expected to gain further importance in
future research [16, 18, 51].
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Chapter 3
Quality of Experience Versus User Experience

Ina Wechsung and Katrien De Moor

Abstract The current chapter discusses the concepts Quality of Experience and
User Experience. As Quality of Experience is introduced in the previous chapter,
this chapter starts with an introduction to the User Experience concept at the level of
theory and practice. First its origins, definitions, and key attributes are discussed. This
is followed by an overview of methods and approaches to evaluate User Experience
in practice. Thereupon, we discuss both concepts in comparison. While a number of
similarities are identified, these are exceeded by the number of differences, which are
situated at the theoretical-conceptual level and the methodological-practical level. It
is concluded that User Experience is the more mature concept, both at the level of
theory and practice. Thus the literature within the User Experience domain can be of
great value for the Quality of Experience-community, especially if the latter intends
to really put the recently proposed more holistic definition of Quality of Experience
into practice.

3.1 Introduction

Quality of Experience (QoE) and User Experience (UX) are relatively new concepts,
which became increasingly popular during the last decade. Both can be situated in
a broader paradigm shift towards the demand-side in general, and technology users
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in particular. They can also be framed within the shift from products and services to
‘experiences’ as sources of value and differentiation, which has manifested itself in
several domains from the 1990s on [1].

In the course of their developments, QoE and UX have been labeled as both
‘buzzwords’ [2, 3] and central concepts for the design and evaluation of products,
systems and services [4, 5]. Since both concepts refer to ‘users’ and their ‘experience’
with technology, QoE and UX are sometimes wrongly used as synonyms. A possible
explanation for this confusion, beyond the semantic similarity, is that the relation
between both concepts has—so far—only been discussed to a limited extent in the
literature, see e.g. [6, 7].

At first sight, several similarities can be identified. Both terms are relatively young,
but they were not entirely new before they started to gain importance. Both QoE and
UX have their origins in other, related concepts: until the last decade, research and
industry were predominantly focusing on Quality of Service (QoS) and Usability
instead. Whereas the former stems from the field of Telecommunications, the latter
originates from the field of Human-Computer Interaction (HCI).1 Although QoS and
Usability are by definition concerned with respectively the “totality of characteristics
of a telecommunications service that bear on its ability to satisfy stated and implied
needs of the user of the service” [8] and “the extent to which a product can be
used by specified users to achieve […] satisfaction […]” [9], both concepts were
mainly or even purely operationalized in terms of system and service performance-
related measures. Assessments of QoS predominantly include network performance
parameters such as delay or packet loss [10] and “stated or implied user needs”
were not taken into account. Similarly, in the first waves of Usability studies more
attention was given to users’ efficiency and effectiveness in completing a certain task,
rather than to user satisfaction in a broader sense. In 2006, a meta-analysis studying
practices in measuring Usability showed that only a small proportion of the reviewed
studies (around 20 percent) did not include measures of efficiency and effectiveness.
User satisfaction, however, was not (or not explicitly)assessed in around 40 percent
of the investigated studies [11]. In contrast to QoS evaluations, which rely exclusively
on performance parameters and metrics, Usability evaluations usually involve actual
human users (naïve users or experts) and could thus be considered as more human-
oriented than QoS. However, the evaluation practices for both, QoS and Usability,
implicitly assume that a well performing network, service, or system will lead to
higher efficiency, effectiveness and ultimately, to satisfied and happy users. To some
degree, evidence for this assumption can be found in the literature. For instance,
Sauro and Kindlund [12] observed the expected correlations between user satisfaction
and measures of efficiency and effectiveness. Similar findings are reported in [13].
However, several studies could not confirm these findings: For instance, Möller [14]
did not find a correlation between task duration and perceived efficiency of spoken

1 The multidisciplinary field of HCI is around 30 years old and can be considered as ‘an amalgam’ of
several fields, such as computer science, sociology, communication, human factors and ergonomics,
engineering [17].
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dialogue systems. Also the studies by Frøkjær et al. [15] and Hornbæk and Law [16]
suggest that the user’s ratings of the interaction, and performance measures, such as
task duration and error rates, show little concordance, or even negative correlations.
Studies such as the ones above thus illustrate that it is indispensable to measure
how the interaction or the service is experienced by the user, and that performance
measures are not necessarily strongly related to the user’s experiences.

The experience of a human user is obviously central for both QoE and UX, the
concepts that are rooted in and to some degree even replaced QoS and Usability.
These shifts have to some extent been characterized by a similar evolution from a
rather narrow, utilitarian, and instrumental perspective, to a broader perspective that
also acknowledges the importance of hedonic and affective aspects when considering
human experiences.

Moreover, both fields and related research communities were characterized by
similar growing pains, by initiatives to stimulate the evolution towards a more mature
and coherent research field and by efforts to prove that they represent more than just
‘old wine in new bottles’ [18]. Both communities are very diverse and during the last
decade, both the UX and the QoE community were taking initiatives to address the
lack of a broadly supported, common understanding of what respectively UX and
QoE cover, what goes beyond their scope and what distinguishes them from other,
related concepts.2

Considering the above outlined similarities between QoE and UX, the question
arises: what are the differences between the two? A short and easy answer would be
that both terms refer to the same underlying concept, but that they simply originated
from different research communities. Although the relation between both concepts
is sometimes understood in this way, the answer is much more complex. Although it
is not possible in the frame of this chapter to present an exhaustive overview of the
history and of the abovementioned shifts from QoS to QoE3 and from Usability to UX,
a closer look at the literature shows that QoE and UX are essentially different, rooted
in different research traditions, and based on fundamentally different assumptions.

Since QoE—unlike UX—has already been extensively discussed in Chap. 2, the
first aim of this chapter is to provide an introduction to the UX concept, at the level
of theory and practice. Thereupon, apparent and less apparent differences between
QoE and UX are discussed. The rest of this chapter is organized as follows: the
next section focuses on UX from a theoretical perspective and briefly discusses its
origins, definitions, and key attributes. Next, Sect. 3.3 gives an overview of methods
and approaches to evaluate UX in practice. Thereupon, in Sect. 3.4, we discuss UX
in comparison to QoE. Finally, Sect. 3.5 concludes this chapter.

2 Not only from QoS and Usability, but also from other concepts such as Customer Experience and
User Acceptance.
3 See also Chap. 6, in which the evolution from QoS to QoE is discussed in detail and in which a
comparison of both concepts is made.
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3.2 User Experience in Theory

As briefly mentioned in the introduction, HCI research in general (and Usability
research in particular), was for a long time focusing on enhancing the efficiency and
effectiveness of the system [19]. Major themes in the early years were ergonomics and
the functional aspects of human–machine interaction. This is plausible, as the initial
work within HCI—prior to the advent of personal computing—was mainly con-
cerned with machines used for research and military purposes. However, Shackel‘s
[20] extensive review on the history of HCI shows that while the technologies changed
rapidly, the main research focus remained the same. Although Information and Com-
munication Technologies (ICT) became increasingly ubiquitous, research was still
predominantly focusing on work settings and task performance [2]. Moreover, a
major concern was to prevent that negative emotions (e.g., frustration) would arise
in/due to human-machine interaction [2]. According to Hassenzahl [18], this tra-
ditional perspective implies that technology usage is mainly motivated to enhance
productivity and to gain time for doing other (non-technology related) things—thus
using technology was not being considered as a pleasurable experience in itself. Even
though Hassenzahl and Tractinsky [2] point out that hedonic aspects like fun, enjoy-
ment and the relevance of the experience-concept were already suggested during
the late 1980s, they also show that it took a number of years until these ideas were
adopted by the majority of the HCI community. Nowadays, the aim is not only to pre-
vent rage attacks as a result of a crashing computer, but to facilitate positive emotions
while using an interactive system [2] and even to design systems in such a way that
they lead to a specific emotional experience (e.g., pleasure). To do so, concepts of
Positive or Hedonic Psychology have been embedded and adopted in HCI. Hedonic
Psychology, as proposed by Kahneman [21], is focusing on concepts like enjoyment,
pleasantness as well as unpleasantness, rather than on attention and memory, two key
topics that have been the focus of traditional psychological research. Analogous to
this development, HCI research also moved away from the classical cognitive infor-
mation processing paradigm [22] towards concepts like Affective Computing [23]
and Emotional Design [24]. At some point, the term User Experience, which proba-
bly originated from the work of Donald Norman at Apple Computers [25], became
omnipresent.

3.2.1 Definitions and Attributes of User Experience

Despite its popularity, the concept UX itself was—as was already briefly mentioned
above—neither well defined nor well understood [26]. The lack of a shared view
on UX (and the subsequent need for one) became obvious, when many companies
just exchanged the label Usability with the label User Experience, but kept on doing
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the same task-centered Usability testing and engineering they did before [18].4 In
academia on the other hand, several contributions have been made over the years to
define UX and its properties. As a result, the literature on UX and its related concepts
is very rich and diverse; see e.g. [24, 27–33]. Despite the high number of definitions
and frameworks proposed in the literature however, a ‘common’ definition of UX
was still missing. Finally in 2010, the International Organization for Standardization
(ISO) presented its new ISO 9241-210 standard [34], which included the following
definition of the term User Experience.

A person’s perceptions and responses that result from the use or anticipated use of a product,
system or service.

This definition is very broad, which was pointed out by Bevan [35],5 who offered
different interpretations for the definition. For example UX may be understood as a
counter-concept to Usability or as,

an umbrella term for all the user’s perceptions and responses […].

Accordingly, even with a standard definition available, the attributes and charac-
teristics of UX were still not clarified. This is illustrated by the work of Law et al. [26],
who conducted a survey among researchers and practitioners regarding their concep-
tions of UX. Their study showed how heterogeneous the views on UX are; however,
the survey’s authors were able to deduce the following shared understanding: UX
can be described as

dynamic, context-dependent and subjective, stemming from a broad range of potential ben-
efits users may derive from a product.

Whereas this definition does not contradict the definition provided in the ISO
9241-210 [34] it highlights four key characteristics of UX: (1) The first aspect is the
(temporal) dynamic of UX, which means UX is changing over time. (2) Secondly,
UX is context-dependent; this means each experience is influenced by the situational
characteristics of its occurrence, this also means each experience is unique. How-
ever, different unique experiences may be similar [36]. The uniqueness of UX is
also emphasized by Roto et al. [37]. (3) Furthermore UX is considered as something
inherently subjective and individual. Hence, even when confronted with the same
system in the same situation, two different persons will experience the system dif-
ferently and give a different meaning to it. (4) The last aspect of the above definition
implies that UX is something positive emphasizing the pleasantness and joy of inter-
acting with technology rather than “the trouble with computers” highlighted in early
years of HCI [38].

In 2010, a Dagstuhl seminar was organized to further clarify what UX is and what
it is not. This work resulted in a white paper on UX [37], which also discusses the

4 Note that in the years after the introduction of the QoE concept in the literature, similarly, a lot of
research presented under the ‘QoE flag’, was actually much closer to traditional QoS research.
5 Note that Bevan referred to a draft version of the ISO 9241-210, which was already available in
2008.
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characteristics of UX6 and factors that may influence UX. The latter are grouped into
three categories, which correspond to the first three of the above key characteristics.
The categories are ‘the context around the user and system’, ‘the user’s state’, and
‘system properties’ [37]. In the white paper, the notion of ‘use’ is also further clarified:
UX is about ‘encounters’ with systems, which can be active (actual use) or passive
(for instance, seeing someone else use a system; [37]).

A meta-analysis on UX studies performed by Bargas-Avila and Hornbæk [39]
clearly indicates that the research community seems to agree on those four aspects
as the central attributes of UX. Similarly, Hassenzahl [36] understands the first three
of the above characteristics as ‘key properties’ of experience in general. Regarding
the focus on ‘positive’ experiences he suggests the terms ‘worthwhile’ or ‘valuable’
instead of ‘positive’, since an experience can be valuable although it is negative
if it allows “for a higher, valuable end” [36]. However, he also points out that a
“deliberately designed experience should be positive” as such experiences are “per se
worthwhile” [36]. Hence, while experiences can be negative, a ‘good’ user experience
is very likely characterized by being positive. A further aspect, which has been
identified as a central characteristic of (user) experiences by both, Bargas-Avila and
Hornbæk [39] and Hassenzahl [36], is the holistic approach taken by UX. While
this is not explicitly addressed in the definition by Law et al. [26], it is implied by
User Experience as being understood as something dynamic, situated, and subjective.
Hence, experience “comprises of perception, action, motivation and cognition” [36].

3.2.2 Emotions and Needs

The previous section described characteristics, which are essential within the current
understanding of UX. Although these attributes provide some guidance to unravel
factors that may influence UX, an important question remains: What determines
whether or not an experience is valuable or not? What are drivers in this respect?

According to McCarthy and Wright [31] any experience is closely related to emo-
tions and affect. In their framework, they refer to the ‘emotional thread’ of experi-
ence in this respect. This position is strongly influenced by the work of the American
philosopher Dewey [40], who describes emotions as “the moving and cementing
force” which “selects what is congruous and dyes what is selected with its colour”
and “provides unity in and through the varied parts of experience”. Accordingly,
positive7 experiences are linked to positive emotions.

Based on psychological research, Hassenzahl and colleagues [41] argue that posi-
tive (or valuable) experiences are also related to the fulfillment of basic psychological

6 Note that in [37], the positive nature of UX is not explicitly discussed, but rather the first three
key characteristics mentioned above. However, it is implied to some extent through the emphasis
on emotions and affect.
7 The valence of valuable experiences can be positive or negative (cf. Sect. 2.1) hence valuable
experiences can be linked to both, positive and/or negative emotions.

http://dx.doi.org/10.1007/978-3-319-02681-7_2
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needs of humans,8 which are assumed to be largely invariant across human beings
[42]. It is difficult to think of situations where the ‘technical quality’ of a product,
system, or network alone—without any underlying need that is being addressed—
can actually lead to a worthwhile, valuable experience. For example, watching a
movie that one is not interested in may be experienced as completely meaningless,
even though it is presented using the latest 3D technology, in perfect quality. In
contrast, watching an old degraded home video together with the family may be a
meaningful experience due to the feeling of relatedness with the family members.
Moreover, according to Hassenzahl et al. [41], the striving for the fulfillment of needs
is the underlying motivation to use interactive technologies. They found that positive
experiences with technology are related to need fulfillment and moreover, that need
fulfillment is linked to specific product qualities. This means that products provide
positive experiences if they are able to fulfill basic psychological needs. However,
only certain product qualities were shown to be related to positive experience. Those
qualities are labeled as ‘hedonic qualities’ and they differ from ‘pragmatic product
qualities’ in Hassenzahl’s terminology [43], which we will now briefly discuss.

3.2.3 Hedonic and Pragmatic Qualities and Be-goals and Do-goals

Hedonic qualities cover the system’s non-functional aspects [44] while pragmatic
qualities refer to the task-related aspects of a system and are closely related to the
classical concept of Usability.9 Hassenzahl et al. [41] found pragmatic qualities to
be a factor that removes barriers to the fulfillment of the user’s needs. A system’s
pragmatic qualities just enable need fulfillment, but are themselves not a source of
a positive experience (as was also argued in the movie example). Hedonic qualities
on the other hand are associated with a system’s ability to evoke pleasure and to
promote the psychological well-being of the user [44]; they are motivators and reflect
the product’s capability to create a positive experience [41].

Hassenzahl himself describes the relationship in terms of different types of goals—
‘do-goals’ and ‘be-goals’ [46] (cf. Chap. 4). Do-goals are derived from higher-level
be-goals. For example, missing somebody may lead to the desire to communicate
with this person. Making a phone call is the do-goal then, the feeling of being related

8 Note, that psychological needs do not match biological-physiological needs such as hunger or
thirst. The most salient needs in the context of human-computer-interaction have been identified
as the needs for stimulation, relatedness, competence, and popularity [41]. Examples of other
psychological needs are e.g., autonomy and security.
9 Hassenzahl et al. [41] adopted the terminology of Herzberg’s Two Factor Theory of Job Satisfaction
[45] to describe the different characters of pragmatic and hedonic qualities. In this theory, ‘hygiene
factors’ and ‘motivators’ are distinguished: Hygiene factors (i.e., job context factors such as the
environmental conditions) can in the best case just prevent dissatisfaction with the job, but cannot
lead to satisfaction. However, their absence will results in dissatisfaction. The absence of motivators
(job content factors, such as acknowledgment) on the other hand does not result in dissatisfaction,
but their presence will facilitate satisfaction and motivation.

http://dx.doi.org/10.1007/978-3-319-02681-7_4
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to this person is the be-goal. Do-goals are, according to Hassenzahl and Roto [46],
related to pragmatic qualities, while be-goals are linked to hedonic qualities and need
fulfillment. Although the framework of Hassenzahl is not the only one, it has been
very influential within the UX community and beyond.

After this introduction to UX from the theoretical perspective, the next section
briefly discusses UX in practice. Both are of course closely tied and the theoretical
debates mentioned above, raised many issues and challenges for UX in practice,
especially regarding the measurement of UX.

3.3 User Experience in Practice

It has often been claimed that Usability methods are not sufficient to assess UX, and
consequently the need for new measurement methods has been postulated [47]. And
indeed aspects like hedonic qualities or affect and emotions were not in the scope of
many traditional HCI methods and approaches, such as Goals, Operators, Methods,
and Selection rules (GOMS) [48], or questionnaires like the popular System Usability
Scale (SUS) [49]. In addition, since experience is inherently a subjective construct, it
can only be assessed through ‘subjective’ methods. Therefore, interaction parameters
such as task duration or error rates do not allow to assess UX, although they can be
related to the subjective experience.

Another critique often expressed is that Usability studies were often conducted
in the domain of work-related systems employing task-centered study designs [47].
Such designs cannot simply be extrapolated to the use of e.g., entertainment-oriented
systems. As a result, new methods were developed, and methods from a wide range
of disciplines10 were explored, adapted, and adopted.11 For instance, methods such
as the Self-Assessment-Manikin (SAM) [50] (cf. Chap. 9) or the Repertory Grid
Technique [51, 52] were adopted from psychology. The latter illustrates one of the
main differences between these new or newly adopted methods and traditional HCI
methods: Whereas many UX methods aim to gather qualitative feedback, Usability
was measured using quantitative approaches [17, 47]. Another important difference
is the focus on the inclusion of non-functional aspects, such as emotions and other
affective states. Several of the newer tools solely address these emotional aspects.
Examples are LemTool [53], PrEmo [54] or the Joy-Of-Use-Button [55]. Further-
more, a recent review by Bargas-Avila and Hornbæk [39, 47] indicates that apart
from ‘generic UX’, emotions and affect are the most assessed dimensions in UX
research; in this context the SAM was found to be the most widely used instrument.
Hence, two of the key attributes of UX, its subjective and positive character, are
reflected in the evaluation methods.

10 Including amongst others psychology, product design, social sciences, and anthropology.
11 On the UX community-driven platform http://www.allaboutux.org, an interesting repository of
UX evaluation methods (with a short description) can be found.

http://dx.doi.org/10.1007/978-3-319-02681-7_9
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For the other key attributes mentioned above, namely temporal dynamics and
context-dependency, Bargas-Avila and Hornbæk [47] come to a different conclu-
sion: they found that UX, like Usability, is mainly measured after interacting with
the system. Moreover, only very few of the studies included in their meta-analysis
explicitly describe the context. These findings need to be nuanced however, since the
debate on methods and the exploration of new methods were in full explosion at the
time when the review study was conducted. Whereas the SAM for instance, has been
available since the eighties, new methods for measuring the momentary UX (i.e.,
during the unfolding of the experience) or considering longer usage periods (i.e., the
‘cumulative UX’) are just emerging. An example is the Valence Method [56]. In this
two-phase measure, which is based on the need-based approach by Hassenzahl et al.
[41], users are asked to set positive and negative valence markers while exploring
the system. This first phase is videotaped. In the second phase, the marked situations
are presented to the participants again while the interviewer is asking which design
aspect was the reason for setting the marker. At this point, the question why a certain
attribute was mentioned is repeated until the underlying need is identified. Another
new method, the UX Curve [57], is used to retrospectively assess UX over time and
intends to measure the long-term experience and the influencing factors. Participants
are asked to draw curves describing their experiences with the system. In addition,
they are asked to explain major changes in the curves. Although ‘real’ long-term
studies, ranging over months or years, are rather rare, the temporal dynamics of UX
are far from being unaddressed by the UX community. Karapanos et al. [58] for
example studied perceived product quality of a TV set-top box over a four week-
period. The main finding was that in the beginning, pragmatic aspects determine
satisfaction with the product, while after four weeks hedonic qualities dominate the
perceived goodness of a product. Kujala et al. [59] assessed remembered experiences
of Facebook and mobile phone usage. It was shown that changes in long-term UX
are related to the hedonic qualities of a product, rather than to its pragmatic qualities.
Further studies investigating UX over time were presented in [60, 61]. The study with
the longest time-frame is probably the longitudinal study conducted by Minge [62] in
the frame of his doctoral research. He assessed expectations before the purchase of a
mobile phone. One week later first usage experiences were assessed. Afterwards UX
measures were collected on a monthly basis for roughly 10 months after purchase.

While the above studies may not be representative for UX studies in general, they
indicate that temporal dynamics have been considered. Similarly, also the complex
context concept and its properties may have not received the necessary attention
but it is more a light grey than a white spot in UX research as also here relevant
studies can be found, e.g. in [63]. Most methods that can be used in this respect have
their origins in other disciplines. Examples include the Experience Sampling Method
(ESM) [64], Context-aware ESM [65], the diary method [66], or the combination of
observations with interviewing, as is the case in Contextual Inquiry [67]. Moreover,
many research efforts are nowadays ‘put into context’ as field studies are becoming
increasing popular, especially in the context of mobile HCI; see e.g. [68, 69] and
Chap. 23. However, this does not mean that more about the context is known, unless
such situational variables are assessed.

http://dx.doi.org/10.1007/978-3-319-02681-7_23
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In summary, the techniques which are employed to measure UX are quite diverse.
Still, the review by Bargas-Avila and Hornbæk [39] revealed some favorites like the
AttrakDiff and the SAM. Moreover, they report a shift from the quantitative to the
qualitative and a lack of studies employing both methods. They criticize that many
of the newer methods lack validation and that some dimensions of UX (emotions,
affect, and aesthetics) receive much more attention compared to other aspects such
as the temporal dynamics or context factors. However, their study demonstrates how
the UX community is monitoring itself and offers the chance to improve the current
measurement practice.

3.4 Discussion: User Experience Versus Quality of Experience

After this introduction to the literature on UX from both a theoretical and practical
perspective, this section discusses UX versus QoE in terms of a number of key
characteristics (we also refer the interested reader to the summarizing overview
provided in the Appendix at the end of this chapter).

Origins. As was already mentioned above, a first clear and important difference is
that QoE originates from Telecommunications and UX from HCI. Both the QoE and
the UX research field can be typified as ‘multi-disciplinary’: a range of different dis-
ciplines are involved. Especially the UX field has been very multi-disciplinary from
the very beginning, both in theory and practice and with representation of people from
so-called soft and hard sciences. In the field of QoE, it has also been acknowledged
from the beginning that a genuine multi-disciplinary perspective (going beyond the
engineering domain) is needed. In practice, however, the establishment of links to
disciplines that are closer to the user perspective12 is still very much an ongoing
process. Moreover, the origins and evolution of QoE have been strongly industry-
and push-driven. The goal of delighting users and avoiding user frustration is not
(only) a noble goal in itself, it is strongly driven by economical motivations of differ-
ent players along the associated ecosystem,13 for example to increase revenue or to
enhance the loyalty of their customers. For instance, from a network perspective, a
better understanding of end-user QoE is needed to optimally manage trade-offs and
facilitate the cost-efficient allocation of limited (technical) resources. Although this
economical dimension is less prominently discussed in the UX literature, the survey
of Law et al. [26] indicated that the goal of ‘making people happy’ is not the only
one and that UX is strongly linked to the objective of ‘designing better products’.
From an industry and more business-oriented perspective, this also implies a focus
on increasing the possible market success (by putting users and the UX central).
Still, economic aspects are a peripheral matter within the (academic) discussions of

12 For instance, rooted in social sciences (sociology, anthropology, economics, etc.) and behavioral
sciences (psychology, cognitive sciences, etc.).
13 See e.g., the work of Kilkki [71] and Reichl et al. [72].
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UX. In this line of thinking, it can be argued that QoE is actually much closer to the
concept of Customer Experience14 than it is to UX.

Driving force. The different origins of UX and QoE are linked to another funda-
mental difference between UX and QoE: One of the general, but essential properties
of UX is that it is human-centered. Roto et al. [37] explicitly emphasize that UX
is not driven by technology, and this is reflected both at the level of theory and
practice. QoE on the other hand, is considered to be “in a large part of instances,
highly dependent on QoS” [70], and research on QoE is still primarily system- and
technology-centered.

Theoretical basis. In terms of the theoretical basis, the overview above illustrated
that the theoretical basis of UX is rooted in different disciplines,15 with strong influ-
ences from the field of hedonic psychology. These theoretical underpinnings have
been thoroughly discussed and documented in the literature. The work of Law et al.
[26] indicated that several heterogeneous views on UX exist, but that they share a
number of important, common denominators: UX has a dynamic nature, it is context-
dependent, inherently subjective, and individual (also implying that each experience
is unique) and it is concerned with positive or valuable experiences. Moreover, UX
is about encounters with systems, and more concretely, it includes both actual use
(active or passive) and anticipated use.

In contrast to the field of UX and keeping in mind its origins, QoE seems to
have evolved in an inverse manner, in an application- and practice-driven way. As a
result, it is strongly tied to traditional measurement and instrumentation approaches
and lacking a strong theoretical basis. The debate on the definition of QoE has been
omnipresent during the last decade, and many different definitions have been intro-
duced in the literature. However, these discussions were not that fundamental in the
sense that the theoretical roots of the concept and the critical deconstruction of its
elements have received considerably less attention compared to the discussion in the
UX community. During the recent years, several more holistic conceptual frame-
works which reach out to other fields and literature streams (including UX and HCI),
have been presented in the literature. Examples include the QoE-taxonomy [75],
the Gr@sp-framework of QoE [76], and the User-Centered Quality of Experience
approach [6]. These and other efforts are very important in view of the establishment
of a well-grounded, and commonly accepted understanding of QoE, both in theory
and practice. However—as is also acknowledged by Le Callet et al. [70]—the work
is not finished yet: a robust, theoretical foundation of QoE and its translation into
a solid practical framework are still missing. As is discussed more intensively in
Chap. 2 of this book, based on the recently published Qualinet White Paper [70] a
new, more holistic definition of QoE has been introduced as

14 For a thorough introduction to the literature on Customer Experience, see e.g. Palmer [73].
15 Obrist et al. [74] conducted a survey on the theoretical roots of UX, which indicated 56 dif-
ferent theoretical perspectives stemming from nine disciplines. These activities illustrate not only
the inherent multi-disciplinarity of the research field, but also its ongoing efforts to get a deeper
understanding of UX beyond the somewhat agreed key attributes explained before.

http://dx.doi.org/10.1007/978-3-319-02681-7_2
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the degree of delight or annoyance of a person whose experiencing involves an application,
service, or system. It results from the person’s evaluation of the fulfillment of his or her
expectations and needs with respect to the utility and / or enjoyment in the light of the
person’s context, personality and current state.

This new definition indicates that the understanding of QoE is increasingly going
beyond the instrumental and expanding towards the non-instrumental and hedonic,
which has a central role in the domain of UX. In contrast to earlier definitions,
QoE is no longer expressed in terms of satisfaction, but as a degree of delight or
annoyance, thus acknowledging its dynamic and transient character (delight in a
certain context might be frustration in another context). In addition, the inherent
subjective and individual character and the context-dependency of QoE—which are
also seen as key characteristics of UX—are also implied by this definition. Both in the
UX literature and in the approach to QoE discussed in Le Callet et al. [70], possible
influencing factors are roughly grouped into three categories, namely user-related,
system-related and context-related characteristics and factors.

Measurement and Evaluation. Regarding evaluation methods, the focus within
the UX domain has increasingly shifted towards the development, use, and adaptation
of a wide range of evaluation methods and towards a debate on the measurement and
modeling of UX in order to appropriately address the practical implications of the
theoretical understanding of UX [77]. Moreover, as the (non-exhaustive) overview of
UX evaluation methods above indicated, a number of methods and tools originating
from a wide range of disciplines are used. Although UX research draws on both
quantitative and qualitative research methods, the UX community adopted a wide
range of qualitative approaches from its related disciplines, which have a strong
qualitative tradition, such as sociology or ethnology. As a result, UX has been quite
heavily influenced by the interpretative and constructivism-based research paradigm,
which seeks to understand, focuses on meaning and interpretation, and aims to gain
a richer understanding of phenomena. As was discussed earlier in this chapter, the
strong emphasis on non-instrumental aspects is reflected in the used methods and
empirical work. As a result, human affect and emotions in particular have been very
prominent in many UX studies. Section 3.3 also pointed to the focus on the temporal
dynamics of UX and contextual factors in UX evaluations, albeit to a lesser degree.
Moreover, meta-analyses such as the one by Bargas-Avila and Hornbæk [39] receive
a lot of attention in the UX community and show that there is an on-going debate
whether or not the current practice is sufficient to assess all dimensions of UX, and
whether or not the methods match the constructs which are intended to be measured.

For QoE, in contrast, the implications of its recent more holistic definition are not
(yet) reflected in the dominant measurement approaches, even though the number of
QoE studies that try to go beyond the dominant framework is growing (see further).
Traditional QoE measurement is strongly determined by a series of recommendations
issued by the International Telecommunications Union (ITU). These recommenda-
tions stipulate in a detailed way which scales should be used and which procedures
should be followed in the context of subjective quality assessment, and these are
widely used for QoE experiments. Such experiments are typically conducted in an
artificial, controlled research environment with the aim of isolating and investigating
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the impact of specific factors. This type of empirical-positivist research, which is pre-
dominantly based on quantitative approaches, undoubtedly has its value: it allows to
quantify the impact and weight of investigated factors while keeping other possible
influences under control. When well documented and rigorously conducted, such
experiments can be easily replicated and data can be exchanged and compared [78].
Moreover, this type of research allows the development of models and use of statis-
tical analysis techniques. However, it also has crucial limitations, which need to be
addressed. The settings in which the users experience an application or service and
are asked to evaluate the quality of their experience, has very little resemblance with
the real, natural environment. Acknowledging that human experiences do not take
place in isolation (as both the UX and QoE community do) also implies that they
cannot be studied only in isolation. Moreover, given their highly subjective nature
(implied in both the QoE and UX definitions), the measures that are used to evaluate
their quality need to be carefully (re-)considered.

Unlike in UX evaluation, QoE measurement is still predominantly based on quan-
titative quality evaluations and numerical expressions of the inherently subjective
QoE construct. A highly complex, subjective and multi-dimensional construct is
thus reduced into one or a couple of numbers. More specifically, QoE is often oper-
ationalized in terms of a Mean Opinion Score (MOS) value. While such a widely
used scale is helpful when comparing different studies, it illustrates, on the other
hand, that while the paradigm changed from QoS to QoE, the dominant measure-
ment scale remained for a large part the same. MOS ratings were used long before
QoE became a trending topic, e.g. as early as 1969 it was part of the ‘IEEE Recom-
mended Practice for Speech Quality Measurements’ [79]. While this may indicate
the universal applicability of MOS, it can also indicate that the recent efforts of parts
of the QoE community, to move from pure quantitative measurement to evaluation
in the sense of gaining insights on how ‘experiencing’ takes place and how people
give meaning to it, have not been adopted yet by the majority of the QoE community.
Measures beyond MOS and ITU recommendations are still the exception and not
the rule. Nevertheless, although no measurement revolution has taken place (yet),
several initiatives and research efforts over the past years have initiated an important
evolution. The methodologies to operationalize ‘experience’ are one of the major
topics in current QoE research. Since a number of years, the dominant quantitative
approach has been the subject of a lot of debate and other measures, methods and
approaches are currently being explored. Several chapters in this book address these
new approaches. For instance, Chap. 21 presents methods that enable larger scale
measurement outside of the lab, specifically the recent focus on using crowdsourc-
ing for QoE, see also [80, 81]. Other examples of QoE research in living lab and
more realistic environments can be found in [82–84]. Chapter 9 illustrates the growing
interest in emotions and affective states in relation to QoE and the use of physiolog-
ical and behavioral measures; related studies include [85–87]. The recent work on
temporal dimensions of QoE is described in Chap. 10; additional studies are e.g. [82,
88–93]. These examples indicate that the temporality of (quality of) ‘experiences’
is also reflected in recent QoE research and that new methods are being explored in
this respect. Still the time frames are usually shorter compared to UX research. It

http://dx.doi.org/10.1007/978-3-319-02681-7_21
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48 I. Wechsung and K. De Moor

is debatable whether or not the temporal resolutions of UX and QoE are equal, and
whether or not QoE involves per se shorter time frames than UX. However, the recent
QoE definition does not limit the time frame of QoE. Accordingly, also long-term
studies ranging over months (as in a number of recent UX studies) can be consid-
ered as ‘in scope’ for QoE research and as an interesting topic for future research.
Lastly, the recently introduced more qualitative, descriptive approaches such as sen-
sory profiling and mixed-method approaches such as open profiling of quality (OPQ)
are briefly addressed in Chaps. 5, 19 and 26; for more detailed information see e.g.
[94, 95].

Experience Versus Perceptions. Finally, as was indicated earlier in this chapter,
the ‘experience’ concept, its meanings and implications, have been thoroughly and
critically deconstructed by scholars in the UX community. As a result, it has attained
a central role and is well-embedded in UX evaluation and practice. In the domain of
QoE however, the focus is more explicitly on the quality formation process and fea-
tures that contribute to the perception of quality (i.e., ‘quality features’). As a result,
the focus is on quality assessment and much less on the evaluation of experiences
and characteristics of the experience that impact their quality.

3.5 Conclusion

The current chapter first of all introduced the concept of UX both from a theoretical
and practical perspective. Thereupon, it discussed the relationship between QoE and
UX. Although a number of similarities were identified, this chapter mainly indicated
that the number of differences exceeds the number of similarities. As was shown,
these differences are profound, and they are situated both at the theoretical-conceptual
level and the methodological-practical level. Within the UX domain, the complex,
dynamic, inherently subjective and situated, context-dependent character of human
experiences is fully acknowledged, both in theory and in practice. Moreover, attention
has gone out to the temporal dimensions (e.g., evolution of UX over time), to human
affect in general and emotions in particular, to the role of non-instrumental, hedonic
product qualities and attributes, and how they relate to human needs and goals.

Despite the large distance between QoE and UX, the literature within the UX-
domain can be of great value for the QoE-community, especially if the latter intends
to really put the recently proposed more holistic definition of QoE into practice. This
would however imply a fundamental reorientation of the dominant QoE measurement
paradigm, which is based on a range of rigid recommendations and standardized
approaches which describe in detail how specific factors should be isolated, and how
QoE should be measured.

Notwithstanding the notable evolution of the field of QoE during the last years,
it could be argued that the UX concept is in a more mature state, both at the level of
theory and practice. Thus, a major challenge ahead for the QoE community lies in
the operationalization of its new definition and the identified influencing factors into
adjusted measurement approaches that allow to capture QoE as it has been defined.
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Appendix to Chapter 3

Quality of Experience User Experience

Origins Telecommunications HCI
Driving force Primarily technology-driven,

technology-centered
Primarily human-driven,

human-centered
Theoretical basis Limited (more emphasis on

practical applications)
Strong and diverse theoretical basis

Disciplinary nature of
the research field

Multidisciplinary, increasingly
also in practice

Multidisciplinary from the
beginning, in theory and
practice

Main focus Evaluate (technical) quality
perception, gather input to
guide optimization of
technical parameters at
different layers

Evaluate and understand the User
Experience / process of
experiencing, gather input for
designing and creating products
and services that enable users
to have valuable, pleasurable
experiences, enable the
fulfillment of be-goals

Main research ‘objects’ Multimedia communication
systems

Products, services, and artifacts
that a person can interact with
through a user interface

Perspective on use Use of application or service Encounter with a system (active or
passive), anticipated use

Measurement and
instrumentation

Standardized measurement and
relatively rigid
instrumentation
(recommendations),
predominantly
operationalised in terms of
MOS ratings

Not translated into standards and
official recommendations, large
range of methods and tools
originating from wide range of
disciplines

Research designs Predominantly quantitative,
increasingly also
mixed-methods approaches

Both quanti- and qualitative, with
strong emphasis on qualitative
research

Research environment Mostly controlled, laboratory
research, but growing
interest in field and online
studies

Laboratory, field and online studies

Research aims Quantifying, modeling Understanding, modeling
Main focus By definition: both pragmatic,

utilitarian and hedonic
aspects, in (measurement)
practice: emphasis on the
former

In theory and practice: both
instrumental and
non-instrumental aspect, strong
emphasis on the latter (hedonic
dimensions)
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Quality of experience User experience

Research approach Isolation of specific factors Holistic approach
Temporal perspective Growing emphasis on temporal

QoE features and
influencing factors, very
little empirical work on how
QoE changes over longer
time

Different time spans of UX are
considered, in theory and
practice

Business perspective Importance of and interest in
monetary dimension (user
as customer), willingness to
pay

Little direct attention to monetary
dimension
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Chapter 4
Factors Influencing Quality of Experience

Ulrich Reiter, Kjell Brunnström, Katrien De Moor, Mohamed-Chaker
Larabi, Manuela Pereira, Antonio Pinheiro, Junyong You and Andrej Zgank

Abstract In this chapter different factors that may influence Quality of Experience
(QoE) in the context of media consumption, networked services, and other electronic
communication services and applications, are discussed. QoE can be subject to a
range of complex and strongly interrelated factors, falling into three categories:
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human, system and context influence factors (IFs). With respect to Human IFs, we
discuss variant and stable factors that may potentially bear an influence on QoE, either
for low-level (bottom-up) or higher-level (top-down) cognitive processing. System
IFs are classified into four distinct categories, namely content-, media-, network- and
device-related IFs. Finally, the broad category of possible Context IFs is decomposed
into factors linked to the physical, temporal, social, economic, task and technical
information context. The overview given here illustrates the complexity of QoE and
the broad range of aspects that potentially have a major influence on it.

4.1 Introduction

In the context of media consumption, networked services, and other electronic com-
munication services and applications, the human experience may be influenced by
various and numerous factors that impact QoE. Some of these are more straightfor-
ward and their impacts have been thoroughly described and quantified. However,
others are situation-dependent, are more difficult to describe, or are effective only
under certain circumstances, e.g. in combination with or in absence of others. The
Qualinet White Paper on Definitions of Quality of Experience defines these factors
influencing QoE as follows:

Influence Factor (IF): Any characteristic of a user, system, service, applica-
tion, or context whose actual state or setting may have influence on the Quality
of Experience for the user [1].

In this sense, the Influence Factors discussed here are the independent variables,
whereas the resulting QoE as perceived by the end user is the dependent variable. A
certain set of Influence Factors may be described by users in terms of their impact on
QoE. This means that users are not necessarily aware of the underlying IFs, but they
are usually—to a certain extent—able to describe what they like or dislike about the
experience.

In the following, we will group and discuss Influence Factors into three categories,
namely Human IFs (HIFs), System IFs (SIFs), and Context IFs (CIFs), and we will
give examples and in-depth explanations. However, the IFs must not be regarded as
isolated, since they frequently interrelate, see Fig. 4.1. For example, HIFs and CIFs
might determine in which way and how much the set of SIFs actually impacts on
QoE: the same video clip might leave a totally different quality impression when
watched on a mobile phone while riding on the bus than when watched on a TV
screen in the user’s home.



4 Factors Influencing Quality of Experience 57

Fig. 4.1 Factors influencing
quality of experience might be
grouped into human, system,
and context influence factors
(IFs). These groups of fac-
tors frequently overlap, and
together have a mutual impact
on QoE

4.2 Human Influence Factors

A Human Influence Factor (HIF) is any variant or invariant property or char-
acteristic of a human user. The characteristic can describe the demographic
and socio-economic back-ground, the physical and mental constitution, or the
user’s emotional state [1].

HIFs may bear an influence on a given experience and how it unfolds, as well as on its
quality. They are highly complex because of their subjectivity and relation to internal
states and processes. This makes them rather intangible and therefore much more
difficult to grasp. In addition, HIFs are strongly interrelated and may also strongly
interplay with the other IFs described in this chapter. As a result, the influence of
human factors on QoE cannot only be considered at a generic level.

At the theoretical and more conceptual level, the importance of human factors
and their possible influence on QoE is often emphasized [2–6]. Moreover, at a more
specific level, some studies have investigated the influence of specific human factors
on perceived quality [7] and QoE [8]. In most empirical studies however, human
factors are only taken into account to a limited extent. Common examples of HIFs
usually include gender, age, expertise level (expert vs. naïve). As a result, due to their
inherent complexity and the lack of empirical evidence, it is still poorly understood
how human factors influence QoE.

In this section, we give examples of human factors that may influence the per-
ceptual and quality formation process. More concretely, we consider relevant factors
at both low- and higher-level processing [4]. Following the definition of HIFs, we
distinguish between (relatively) stable and variant characteristics of human users.
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It is, however, important to note that the overview presented here cannot be consid-
ered as exhaustive and that the distinction between stable and variant factors should
not be seen as a black versus white one.

Low-level Processing and Human IFs

At the level of early sensory—or so-called low-level—processing, properties related
to the physical, emotional and mental constitution of the user may play a major
role. These characteristics can be dispositional (e.g., the user’s visual and auditory
acuity, gender, age) as well as variant and more dynamic (e.g., lower-order emotions,
user’s mood, motivation, attention). At the same level, characteristics that are closely
related to human perception of external stimuli might bear the strongest influence on
QoE.

In the human visual system (HVS), visual sensitivity might be the most impor-
tant factor influencing visual quality. Traditional psychophysical studies assume that
visual sensitivity to external stimuli is determined by the spatial and temporal fre-
quencies of the stimuli [9]. Additionally, due to the non-uniform distribution of
photo receptors (i.e., cones and rods) on the retina, the HVS has the highest sensitiv-
ity around the fixation point of the eyes (fovea) and drastically decreases away from
this point. As the visual sensitivity mechanism always plays an essential role in the
perceptual viewing experience, QoE of visual content can significantly be improved
by taking it into account. For example, visual sensitivity models have been widely
applied in many advanced video/image compression algorithms and quality assess-
ment methods [10]. Similarly to the HVS, auditory quality and QoE depend on the
sensory processing by the periphery of the human auditory system (HAS) [11]. Here,
too, auditory processing models are also widely applied in audio coding and even
signal-based quality prediction models.

Higher-level Processing and Human IFs

Top-down—or so-called higher-level—cognitive processing relates to the under-
standing of stimuli and the associated interpretative and evaluative processes. It is
based on knowledge, i.e. “any information that the perceiver brings to a situation”
[12]. As a result, a wide range of additional HIFs are important at this level. Some of
them have an invariant or relatively stable nature. Examples in this respect include first
of all the socio-cultural and educational background, life stage and socio-economic
position of a human user.1 Especially in the context of studies investigating the
monetary dimension of QoE (e.g., willingness to pay [13], see also Chap. 7), the
latter is of crucial importance. The above mentioned HIFs are strongly connected
to a set of other human characteristics, which can also be considered as relatively
stable. These include, for instance, the norms and beliefs that one has, which are
often determined at a higher level and therefore strongly linked to the wider social
and cultural context. Another higher-level characteristic that is often related to the

1 Note that the socio-economic aspects are also considered to be part of the CIFs, demonstrating
that some factors are very hard to disentangle and categorize. This is reflected in the overlapping
areas of IFs in Fig. 4.1.

http://dx.doi.org/10.1007/978-3-319-02681-7_7
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viewing or hearing behaviors when consuming multimedia services, is guided by the
attention mechanism. Attention is a cognitive process of selectively concentrating
on certain external objects (e.g., visual or auditory) while paying less or no attention
to others [14]. Objects might be salient not only because of their characteristics but
also because surrounding objects are not.

Other relatively stable HIFs that we will now shortly discuss include individual
values, needs and goals, motivations, preferences and sentiments, attitudes and per-
sonality traits. QoE in general and the relative importance of specific QoE features
in particular, may be strongly impacted by a human user’s goals and correspond-
ing values and needs. Several classifications have been proposed in the literature:
in [15] a distinction is made between terminal and instrumental values. The former
are linked to ultimate life goals (e.g., happiness, pleasure, comfortable life) and the
latter correspond to modes of behavior and more pragmatic goals (e.g., cheerfulness,
ambition). Hassenzahl [16] distinguishes between “be-goals” and “do-goals” that
people want to fulfill in this respect (see Chap. 3 for a more extensive discussion).
Such goals are underlying drivers of human behavior and orient people’s motiva-
tions. In the literature, it is argued that motivation is very personal and subjective and
may vary in terms of level and orientation (i.e., nature and focus) [17]. A common
distinction that is made in motivational research, is the one between intrinsic and
extrinsic motivation. Whereas the former implies that something is done because it
is “inherently interesting or enjoyable”, the latter refers to “doing something because
it leads to a separable outcome” [17]. Chapter 25 of this book briefly discusses the
importance of intrinsic motivation in relation to quality of gaming. In general, how-
ever, and although previous research on human motivation has shown that the type
of motivation may strongly influence performance and QoE [17], the influence of
motivation on QoE is still a largely unexplored territory.

Preferences and attitudes can also be considered as rather stable factors that may
influence QoE at a higher level. Scherer [18] defines preferences as “relatively sta-
ble evaluative judgments in the sense of liking or disliking a stimulus, or preferring
it or not over other objects or stimuli”. Desmet [19] refers to such intentional and
dispositional (dis)likes oriented towards a specific object or event as “sentiments”.
Preferences differ from attitudes (i.e., “relatively enduring beliefs and predisposi-
tions towards specific objects or persons” [18]), which have a cognitive (i.e., beliefs),
affective (i.e., associated feelings) and motivational/behavioral (i.e., action tendency)
component. Attitudes, the external and internal variables that influence them and their
translation into behavioral intentions, have been extensively studied in research on
technology adoption and acceptance. However, only a limited number of studies so
far have explicitly investigated the influence of specific attitudes on QoE. In [7], it
was shown that attitudes and perceived quality are related. In the same study, the
possible influence of personality traits was also investigated. Personality traits have
been defined as “consistent patterns of thoughts, feelings, or actions that distinguish
people from one another” [20]. In the literature on human affective states, the concept
of ‘emotional traits’ is also used to address the characteristics of someone’s person-
ality that are dispositional and enduring [19]. In the study of Wechsung et al. [7],
no direct link between personality traits and perceived quality was found. Another

http://dx.doi.org/10.1007/978-3-319-02681-7_3
http://dx.doi.org/10.1007/978-3-319-02681-7_25
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study [21] investigated the impact of users’ cognitive styles—which are linked to
personality aspects—on perceived multimedia quality (and more specifically, the
level of understanding and enjoyment). However, no strong correlation was found.

It can be argued that another set of influencing factors at the human level have a
more dynamic and even acute character. At the level of human affective states, the
influence of moods and emotions on QoE (and vice versa) has increasingly gained
research interest [7, 22–24] (see also Chaps. 3, 8 and 9 of this book). Although both
are characterized by their relatively short duration, moods usually last longer (ranging
from hours to days) than emotions (ranging from seconds to minutes). Moreover,
moods are neither triggered by one particular object nor oriented towards it [25].
Emotions in turn are momentarily reactions, that are oriented towards a specific object
or event. Previous research has pointed to the influence of different affective states on
perception (for instance, on the time spent on processing mood-consistent details and
on evaluative judgments [26], on the motivation to process information and attention
to details [27], and on perception of time [28]). Next to these affective characteristics
of a human user, several other factors that have a variant and unstable character may
bear a significant influence on QoE. These include for instance previous experiences,
(prior) knowledge, skills and capabilities, and expectations. Previous experiences can
relate to lived, previous experiences, and memories based upon those experiences
(see also Chap. 2, in which different levels of memory are discussed in relation
to the quality perception process), but also to indirect previous experiences (e.g.,
through stories from others) and these—in addition to other sources—contribute to
the relevant knowledge that a human user has. Similarly, expectations may also be
based on a range of sources. In [29], expectations are defined as “pre-trial beliefs about
a product or service and its performance at some future time”. A difference is made
between different types of expectations. In [8], the influence of expectations (related
to the type of access network used) on QoE was investigated and shown. However,
only a limited number of studies so far have investigated the influence of expectations
on QoE (see e.g. [30]), or explored how the test setup may influence expectations [31].
Prior knowledge and skills may also influence QoE and the related quality formation
process. As was mentioned above, in subjective testing, a distinction is often made
between expert test subjects (due to their specific prior knowledge and experiences)
and so-called naïve users. Whereas the former tend to be more critical and answering
in a more consistent way, it has been shown in some studies that the latter are less
focused on impairments and tend to give higher ratings [32, 33]. In a recent study
[34] in the context of HD telephony services, participants were categorized into six
user segments with different characteristics in terms of their prior knowledge, but
also their attitudes towards adoption of new technologies and socio-demographic
and -economic position. The results pointed to significantly different quality ratings
between these segments and call for a combined approach to take HIFs into account.
Next to knowledge, skills may also bear a strong influence on QoE, for instance in
the context of gaming: a lack of skills to master the controls of a game may lead to
frustration and prevent the player to make progress. This was one of the findings from
a field study on QoE in the context of a location-based real-time mobile Massively
Multiplayer Online Role-Playing Game (MMORPG) [35].

http://dx.doi.org/10.1007/978-3-319-02681-7_3
http://dx.doi.org/10.1007/978-3-319-02681-7_8
http://dx.doi.org/10.1007/978-3-319-02681-7_9
http://dx.doi.org/10.1007/978-3-319-02681-7_2
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The above mentioned aspects may, but do not necessarily, have a direct impact
on QoE. They can also bear an indirect influence on QoE through affective factors,
attitudes and preferences, etc. In addition to the aforementioned criteria and fac-
tors, Human Influence Factors are intimately linked to technical characteristics of a
system. These are the focus of the next section.

4.3 System Influence Factors

System Influence Factors (SIFs) refer to properties and characteristics that
determine the technically produced quality of an application or service [1].

Whereas Chap. 6 describes the difference between technically produced quality,
perceptual quality, and QoE, here we will discuss in more detail the classification of
SIFs into content-related, media-related, network-related and device-related SIFs.

Content-related System IFs

The content itself and its type is highly influential to the overall QoE of the system,
as different content characteristics might require different system properties. For
auditory information, the audio bandwidth and dynamic range are the two major
SIFs, and their requirements vary with the content itself, e.g. for voice/spoken content
versus musical content.

When it comes to visual information, the amount of detail as well as the amount
of motion in the scene is important. To a large extent this has to do with HIFs such as
contrast sensitivity and visual masking, but also with the fact that current compression
techniques are affected by these. Furthermore, it is also influenced by the content
itself [36], as well as influenced by the higher-level processing as described above in
Sect. 4.2. In 3D image and video content, the amount of depth is an aspect that also
influences the quality and especially the viewing comfort [37]. Aspects of 3D video
are discussed in more detail in Chap. 20 of this book.

Media-related System IFs

The media-related SIFs refer to media configuration factors, such as encoding, reso-
lution, sampling rate, frame rate, media synchronization [38]. They are interrelated
with the content-related SIFs. Media-related SIFs can change during the transmission
due to variation in network-related SIFs [39].

In most cases the resources for distributing media are limited. There are both
economical as well as hardware-related reasons for limiting the size of media. This is
usually accomplished by applying compression, which can be either lossless or lossy.
Lossy compression gives higher compression rates at the cost of quality. However,
the influence depends on the principle the lossy coding is built upon. For instance for

http://dx.doi.org/10.1007/978-3-319-02681-7_6
http://dx.doi.org/10.1007/978-3-319-02681-7_20
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image and video, block-based compression techniques as in JPEG, and MPEG4/AVC
a.k.a. H.264, are the most common. For stronger compression, these will usually give
visible blocking (rectangular shaped) distortions and blurring, whereas wavelet based
techniques mostly give blurring distortions as in JPEG 2000 (cf. Chap. 19 for more
details).

For audio, the coding also depends on the content type and service/application
scenario. Telephone codecs (such as G.711, G.729) are used for voice-only scenarios
(e.g. VoIP). Better QoE can usually be achieved if wideband codecs (e.g. AMR-
WB) are supported over the complete transmission chain. Several lossy compression
codecs are used for audio media (MP3, AC-3, and Vorbis). For lossy compression,
perceptual coding based on psychoacoustic principles is a widely used method. The
sampling rates and resolutions vary between codecs and their usage scenarios, and
are compromises between codecs’ rates and achieved quality. Delays are highly
undesirable in conversational communication services (see Chap. 11). The media
synchronization can have an important influence if the media (e.g. movie) contains
audio and video [40].

Network-related System IFs

Network-related SIFs refer to data transmission over a network. The main network
characteristics are bandwidth, delay, jitter, loss and error rates and distributions, and
throughput [41, 42]. The network-related SIFs may change over time or as a user
changes his location, and are tightly related to the network Quality of Service (QoS).

Network-related SIFs are impacted by errors occurring during the transmission
over a network. Especially in case of delay, the impact of SIFs also depends on
whether the service is interactive or more passively consumed (see Chap. 11), as for
instance in telephony versus radio broadcast, or video conferencing versus stream-
ing video. In an interactive, e.g., conversational service, delay may have a negative
impact on QoE. The delay can present a major limitation if older mobile network
technologies are used for real-time audio applications such as VoIP. Streaming video
and IPTV are examples of services with more passive consumption, but depending
on how they are distributed over the network, they will be very differently affected.
Most often the video is deliberately delayed by using strategically placed buffers in
order to be more resilient towards network capacity variations and errors.

For User Datagram Protocol (UDP) and Real-time Transport Protocol (RTP) based
transmission, the most severe errors are packet losses [43]. The visibility of these
mostly depend on the applied concealment at the receiving end, and on the content
and the coding scheme itself: larger parts of the image might disappear in a blocky
fashion for some time (see Chap. 19). Speech is often presented in bursts during the
VoIP service. Therefore, the packet loss distribution plays an important role. The
same level of packet loss can result in a more severe impact if audio is used for some
additional processing, as in the case of spoken dialog telephone systems [44].

Recently, the popularity of over-the-top (OTT) streaming video, e.g. Youtube or
Netflix, has increased very rapidly. The distribution method is TCP- and http-based
(Transmission Control Protocol and Hypertext Transfer Protocol, respectively), and
here the influence of packet loss and bandwidth limitations is quite different. Network

http://dx.doi.org/10.1007/978-3-319-02681-7_19
http://dx.doi.org/10.1007/978-3-319-02681-7_11
http://dx.doi.org/10.1007/978-3-319-02681-7_11
http://dx.doi.org/10.1007/978-3-319-02681-7_19
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problems will result in freezes without loss of content in the video. Freezing also has
a bad influence on the experienced quality [45], but can be avoided by using adaptive
or scalable codecs in conjunction with OTT video services [46].

Device-related System IFs

Device-related SIFs refer to the end systems or devices of the communication path.
The visual interface to the user is the display. Its capacity will have a tremendous
impact on the end-user experience, but the content and signal quality will interact
with it. For instance, if a high-quality, high-resolution (here meaning in terms of
number of pixels) image is shown on a low resolution display with few colors, most
of the original intent of the image might be lost. However, if a low resolution image
is shown on a large high resolution display, most likely a very blocky and blurry
image will be displayed, but the end result will be highly dependent on the final
image scaling procedure. For an in-depth treatment of the influence of scaling and
display rendering, as well as the influence of the dynamic capabilities of the screen
for reproducing motion, see e.g. [47].

In recent years the technical development of displays has been progressing very
fast, both on the TV side and the mobile side. One important trend, especially in the
smartphone market, is the increase in display resolution. Also, the colors and bright-
ness have improved. On the TV side, the development is taking place in larger steps
over several years or even decades, e.g. the transition from standard definition TV to
high definition TV. The most influential trend in recent years, with a substantial influ-
ence on experience, are stereoscopic 3D devices, see Chap. 20 of this book. The basic
principle is to present two views of the same scene. Depending on how this is done
technically, many device-related IFs will be present [48–50]. For instance, leakage
of one view into the other a.k.a. crosstalk will lead to visible ghosting [51, 52].

The 1.75 billion mobile devices (e.g. smartphones, tablets) sold throughout the
world in 2012 [53] greatly outperformed the numbers of any other terminal equipment
types in usage. In regard to devices’ form-factor dimensions, the built-in loudspeakers
represent only an average possibility for playing audio. The main progress in the area
of input devices is the increased usage of touchscreens, which are addressing the
human tactile modality. The touchscreen as an input device can present a limitation,
if the user needs to input a larger amount of information. The state-of-the-art mobile
devices with multi-core processors and advanced Graphics Processing Unit (GPU)
can deliver a substantial amount of computational power, but at the cost of autonomy.
Mobility, which is a Context IF, thus strongly influences various characteristics of
devices.

http://dx.doi.org/10.1007/978-3-319-02681-7_20


64 U. Reiter et al.

4.4 Context Influence Factors

Context Influence Factors (CIFs) are factors that embrace any situational prop-
erty to describe the user’s environment [1].

CIFs have been considered in different multimedia applications and services [54–59].
In most of these works, context factors appear mixed with human and system factors,
thus without any structure or categorization. However, different literature places a
strong emphasis on multimedia quality progress, resulting in a properly structured
categorization of the different kinds of influence factors. In the case of CIFs the latest
and most complete categorization was proposed in [60].

Following previous work described in [61–65] and mobile work contexts, the CIFs
were broken down in [60] in terms of physical, temporal, social, economic, task, and
technical characteristics. These factors can occur on different levels of magnitude
(micro vs. macro), behavior (static vs. dynamic), and patterns of occurrence (rhyth-
mic vs. random), either separately or as typical combinations of all three levels. Fur-
thermore, in [66] another context categorization is presented. Six different context
categories are defined: personal context, social context, event-based context, appli-
cation based context, historic context, and intra-user context difference. However,
according to the present factors’ categorization, the application-based context data
shall be considered as a system factor. The variability of categorization is confirmed
in [67] where the following CIFs are considered: those capturing the physical envi-
ronment (e.g. home, office, mobile, or public usage; space, acoustic, and lighting
conditions; transmission channels involved; potential parallel activities of the user;
privacy and security issues) as well as the service factors (e.g. access restrictions,
availability of the system, resulting costs).

Modelling CIFs might provide a selection of appropriate quality levels for the
given experience, improving efficiency and reliability of the application/system, or
adapting the content characteristics. The importance of CIFs knowledge on the pro-
vided Quality of Experience can be understood with the following examples: long
duration content is not interesting at lunch time on a weekday, music with a fast
beat is better than slow music in a gym, and advertisements in a social network shall
typically consider the user profile. Moreover, different contexts might change the
user profile (e.g. using a service at home or at work).

Following the idea of CIFs, context-aware multimedia services/infrastructures
have attracted considerable research activity in recent years [59, 68]. For instance,
an infrastructure for context-aware multimedia services in a smart home environment
is proposed in [59]. Such a system is supposed to be adaptive to typical preferences
of the multimedia system user, like for example, record the favorite TV programs of
the family members, show suitable content based on the user’s social activity (e.g.
holding a birthday party), and show content in an appropriate form according to the
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technical capabilities. The multi-layered system is based on the triptych for context:
aggregation, reasoning and learning.

The description given in the remainder of this section is based on the context
factors categorization proposed in [60], whereas links to the categories of [66] are
also given.

Physical context

The physical context describes the characteristics of location and space, including
movements within and transitions between locations; spatial location (e.g. outdoor or
indoor, in a personal, professional or social place), functional place and space; sensed
environmental attributes (e.g. peaceful place vs. noisy place, lights and temperature);
movements and mobility (e.g. sitting, standing, walking or jogging); artifacts. The
personal context described in [66] can be partially included here, namely at the user
location, user activity2 and user physiological information level. Several works use
the physical context to model the application quality. User’s preferences can vary in
different contexts, such as location, time, movement state and temperature. For exam-
ple, someone jogging might prefer hip-hop over classical music. A survey showed
that activity significantly affects the listener’s mood [56]. Authors in [54] use this
finding and conclude that context information is an important element for a music
selection recommender that suits the listener’s mood. They propose to group the
users under similar context conditions to find implicit and more applicable percep-
tual patterns. Through mining integration of both context information and musical
content, appropriate ubiquitous music recommendations are provided. Hence, physi-
cal factors like heartbeat, body temperature, air temperature, noise volume, humidity,
lighting conditions, motion and spatial location are used to get similar user clusters.
These physical context factors also allow for context-specific processing to increase
QoE, e.g. the adjustment of screen brightness on a mobile, depending on lighting
conditions. Moreover, the use of spatial context is proposed to provide a better visu-
alization and tracking in multi-camera video surveillance systems in [69, 70].

Temporal context

The temporal context is related with temporal aspects of a given experience, e.g. time
of day (morning, afternoon or evening), week, month, season (spring, summer, fall or
winter) and year; duration (see e.g. [71] or Chap. 10 for aspects of content duration,
and Chap. 2 for memory effects), and frequency of use (of the service/system);
before/during/after the experience; actions in relation to time; synchronism. It is quite
common in literature to include physical and temporal contexts in the same category.
For instance, the categorization in [66] includes the temporal context in the personal
context, namely the time of the system access and the task list influence. In fact,
these two context categories’ influences are typically highly correlated. Moreover, a
historic context is considered, that uses the subject’s past context information stored
in a database similar to a user profile or a resource profile (e.g. Twitter offers a

2 User activity context may be strongly related to task context, for instance when the user tries to
achieve a certain goal.

http://dx.doi.org/10.1007/978-3-319-02681-7_10
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rich source of user context in terms of current and past activities; the last 10-min
physiological or one’s ambient data stored in a smartphone). Authors in [66] also
define a sixth category that can be considered inside the temporal context, defined
as the intra-user context difference. This sub-category results from the change in
one particular user’s context throughout a day. This separation is considered because
every user might access different services or communicate with different categories
of people during different periods of a day. Returning to the music recommender
example [54], factors like time of day and season were also considered.

Social context

The social context is defined by the inter-personal relations existing during the expe-
rience. Hence, it is important to consider if the application/system user is alone
or with other persons, and even how different persons are involved in the experi-
ence, namely including inter-personal actions. Moreover, the cultural, educational,
professional levels (namely hierarchical dependencies, internal vs. external), and
entertainment (dependent of random or rhythmic use) also need to be considered. In
[66] also the contact list, social ties through social nets and interactions, and types
of shared information are considered. Furthermore, in [66] another category defined
as event-based context (e.g. appointments, or meetings) can also be considered as a
sub-category belonging to the social context.

In [58], the analysis of the user’s social context permits to infer interesting data
about the user’s interests via information provided spontaneously by the user him-
self, and analyzing behavior and habits of his friends’ network. Along the same lines,
several research efforts intend to understand and to automatically extract from the
social information deposit the users’ relationships, interests, and even their mood.
More recently the new Google “Search, plus your world,”3 makes intrinsic integration
of the user’s social environment for the searching mechanisms. Some contemporary
context-aware recommenders attempt to enhance recommendations with more con-
siderations of environmental metadata [72, 73].

A combination of physical and social context is proposed in [74] to foster a
more efficient delivery of mobile services. That model exploits the fact that a very
lightweight component such as the mobile nodes, can be deployed to monitor socio-
technical information in three main areas: user physical location and activity (run-
ning, driving, …), user social context (friends, common interests, …), and service
usage (frequency of use, last login, …). A solution for IPTV services personalization
based on context-awareness relying on physical, temporal and social categories, is
introduced in [55–57] by a real-time gathering of context information on the user,
his environment (devices and network) and the service.

As the previous examples have shown, the social context becomes very impor-
tant at the recommendation level. Content recommendation based on the gathered
context information allows guaranteeing better users’ experience. Collaborative rec-
ommendation, where the user recommends items that are consumed by other users
with similar preferences, can also be made possible.

3 http://www.google.com/insidesearch/plus.html

http://www.google.com/insidesearch/plus.html
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Economic context

Costs, subscription type, or brand of the application/system are part of the economic
context. Chap. 7 in this book focuses on QoE from a business perspective and dis-
cusses more details of its influence. Network cost information (e.g. relative distances
between the peers) is used in [75], jointly with some physical and social factors, to
enable network optimization strategies for media delivery.

Task context

The task context is determined by the nature of the experience. Depending on this,
three situations may arise: multitasking (potential parallel activities of the user [67]),
interruptions, or task type. For example, a recent paper by Sackl et al. investigates
the impact of additional tasks on perceived quality in a QoE evaluation experiment
in which the effect of video stalling is explored [45]. The authors conclude that an
additional task does not have an influence on the perceived quality, independently of
the difficulty (hard or easy) of that task, as stalling did affect the perceived quality
to a similar extent under both task conditions. However, the relationship between
QoE and task may not be this simple per se: Reiter et al. have previously shown in a
series of experiments that a challenging task can indeed have an effect on perceived
quality in an interactive scenario, especially when both the main varying (or salient)
quality attribute and the task are located in the same modality [76–78]. According
to these studies, inner-modal task influence (or distraction) is significantly greater
than cross-modal task influence. This is also suggested by the common theories of
capacity limits in human attention [79].

Technical and information context

Finally, the technical and information context describes the relationship between the
system of interest and other relevant systems and services including: devices (e.g.
existing interconnectivity of devices over Bluetooth or Near Field Communication,
NFC), applications (e.g. availability of an application instead of the currently used
browser-based solution of a service), networks (e.g. availability of other networks
than the one currently used), or additional informational artifacts (e.g. additional use
of pen and paper for better information assimilation from the service used). Char-
acteristics like interoperability, informational artifacts and access, or mixed reality
also need to be considered.

4.5 Conclusions

The above discussion of factors influencing the user’s individual Quality of Experi-
ence of a device or service demonstrates that QoE can be influenced by wide a range
of factors, which are complex and strongly interrelated. It is currently still poorly
understood which factors influence QoE under which circumstances, how exactly
they influence QoE, and what their possible influence implies for the field of QoE
research.

http://dx.doi.org/10.1007/978-3-319-02681-7_7
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Table 4.1 Overview and examples of potential IFs

IF Type Examples

HIF Low-level: physical,
emotional, mental
constitution

Visual / auditory acuity and sensitivity; gender, age;
lower-order emotions; mood; attention level

High-level:
understanding,
interpretation,
evaluation

Socio-cultural background; socio-economic position; values;
goals; motivation; affective states; previous experiences;
prior knowledge; skills

SIF Content-related Audio bandwidth, dynamic range; video motion and detail
Media-related Encoding, resolution, sampling rate, frame rate;

synchronization
Network-related Bandwidth, delay, jitter, loss, error rate, throughput;

transmission protocol
Device-related Display resolution, colors, brightness; audio channel count

CIF Physical context Location and space; environmental attributes; motion
Temporal context Time, duration and frequency of use
Social context Inter-personal relations
Economic context Costs, subscription type, brand
Task context Nature of experience; task type, interruptions, parallelism
Technical /

informational
context

Compatibility, interoperability; additional informational
artifacts

We classified IFs into human, system and context influencing factors. With respect
to HIFs, we have discussed both, variant and relatively stable, factors that may poten-
tially bear an influence on QoE, both in the context of low-level or bottom-up process-
ing and top-down, higher-level cognitive processing. SIFs were classified into four
distinct categories, namely content-, media-, network- and device-related IFs. Finally,
the broad category of possible CIFs was further decomposed into factors related to
the physical, temporal, social, economic, task and technical and information context.
Table 4.1 provides a checklist containing the most important IF examples for the
practitioner to cross-check when designing QoE experiments and reporting.

Although the overview given in this chapter should not be considered as exhaus-
tive, it illustrates the complexity of QoE and the broad range of aspects that poten-
tially have a major influence on it. The amount of factors with influence on QoE
results in a very difficult modeling and in a high level of subjectivity. However, the
knowledge of these factors and an appropriate categorization might provide patterns
and tools that allow to predict or even to improve the level of QoE. A challenge
for future research is to develop adequate methodological approaches to take into
account relevant influencing factors and to better understand their interrelations.
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Chapter 5
Features of Quality of Experience

Sebastian Möller, Marcel Wältermann and Marie-Neige Garcia

Abstract In this chapter we describe how the factors of the user, system and context
of use, which influence QoE, are perceived by the user. For this purpose, we use the
notion of a feature, i.e., a perceivable, recognized and nameable characteristic of
an experience. Such a feature can be considered as a dimension of the perceptual
space, and we will analyze the nature and dimensionality of this space. We will
then review features which have been extracted via empirical methods for several
multimedia services and group them on several levels. For two exemplary services
(speech transmission and video streaming/communication), we will describe the
features and corresponding methods in more detail. We conclude by discussing the
links between influence factors and quality features, and by identifying open issues
of research.

5.1 Introduction

As described in Chap. 2, quality can be seen as the outcome of an individual’s
comparison and judgment process, requiring perception, reflection and description
processes to take place. Unfortunately, little is known about the characteristics of
these processes, even for well-delimited situations like when listening to a trans-
mitted spoken utterance, or when viewing a video clip. Knowledge about these
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characteristics is however necessary when investigating why a specific experience is
sub-optimum, i.e., not judged with the highest-possible rating, and what can be done
in order to improve the situation (quality diagnosis). Thus, in this chapter, we will
try to analyze the characteristics of the individual’s experience by decomposing it
into so-called quality features.

Using the terminology of Jekosch [8], a quality feature is

“A perceivable, recognized and nameable characteristic of the individual’s experience of a
service which contributes to its quality.”

Thus, features are characteristics of perceptual events. As stated in Chap. 2 and
following the processes hypothesized in [12, 20], the perceptual event is triggered by
a physical event, i.e., the physical signal reaching the individual’s sensory organs in a
specific situation. The physical event is first processed by the low-level sensation and
perception processes, resulting in a perceptual character of the event. This perceptual
character is then reflected by the individual during the quality judgment process,
resulting in the perceptual event which is characterized by its decomposing features.
Thus, a feature can be seen as a dimension of a multidimensional perceptual event,
in a multidimensional perceptual space. As a perceptual event is always situation-
and context-dependent, also a feature depends on the situation and the context it has
been extracted in. Thus, an empirical analysis of features commonly reveals only
those features which are perceivable and nameable in that respective context (the
others cannot be discerned).

In order for a feature to become a quality feature, the feature has to be relevant
for quality. One can argue that all features are always perceivable and nameable (if
the context allows), but they are only under certain conditions relevant for quality,
thus quality features. The reference in the quality formation process can thus be
considered as the instance which decides whether a feature is relevant or not, i.e.,
whether it is considered in the following comparison process or not. This is illustrated
by the arrows originating from the anticipation process which itself is influenced by
the reference-building process, see Fig. 1 of [12].

In the following sections, we will first address the nature of the perceptual space
by analyzing its dimensionality, and the relationships which can be built in this
space (Sect. 5.2). We will then present empirical methods which have been used in
the past to identify and to quantify features in this space (Sect. 5.3). Using these
and other methods, a number of features have been extracted for different types of
multimedia services. We will group these features on several levels in Sect. 5.4. We
will then provide examples of features (and corresponding extraction methods) for
speech transmission services (Sect. 5.5) and for video streaming and communication
services (Sect. 5.6). We will conclude by discussing relationships between influence
factors and quality features, and by identifying missing features and corresponding
methods for identifying and quantifying them.

http://dx.doi.org/10.1007/978-3-319-02681-7_2
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5.2 Feature Space

The perceptual event a physical stimulus provokes can be conceived as being located
in a multidimensional feature space. In this feature space, each of the underlying
axes corresponds to one feature of the perceptual event. The perceptual event can
mathematically be described by a position vector, where its coordinates correspond
to specific feature values of the perceptual event. If the underlying axes of this space,
and thus the features, are orthogonal, the features can also be referred to as perceptual
dimensions. The number of the dimensions, i.e., the nameable perceptual features that
are orthogonal to each other, corresponds to the dimensionality of the feature space.
Typically, 2 . . . 5 dimensions can be identified in one multidimensional experiment,
because the number of stimuli which can be presented is limited, and also because
the human reasoning capabilities seem to be limited; more features can commonly
only be discerned by comparing several such experiments.

The concept of a feature space can be helpful for explaining the relation between
features and the quality of a perceptual event. The (integral) quality is a scalar value
that can in general not directly be represented in the feature space. However, func-
tional relations can be established by mapping the feature values of perceptual events
onto corresponding quality scores. Depending on the form of this mapping, the nature
of the features with respect to quality can be analyzed.

A simple mapping of the features onto quality is a linear one. In geometrical
terms, a quality vector can be conceived to reside in the feature space, pointing
towards optimum quality, see Fig. 5.1. Thus, quality is monotonically related to the
projection of a point (i.e., a perceptual event) onto this vector. The cosines of the
angles between the vector and the feature-space axes measure the importance of a
feature with regard to quality (corresponding to coefficients in a linear combination
of the features). A feature which is perpendicular to the quality vector is irrelevant
for quality, and thus not a quality feature, see Sect. 5.1.

The model can be interpreted as relating the features towards quality in a “the more
the better—the less the worse” way: Assuming that quality is negatively related to
the vector, the lower the feature values (for example, the lower the “noisiness”), the
better the quality. Or, if quality is positively related to the vector, the higher the feature
values (e.g., the higher the signal-to-noise ratio), the better the quality. This so-called
vector model is one case in the linear-quadratic hierarchy of models introduced by
Carroll [1].

Another example of Carroll’s model framework is the so-called unfolding model
(ideal-point model), cf. the right panel of Fig. 5.1. Quality can here inversely and
monotonically be related to the distance between the perceptual event and an ideal
point with regard to one or more underlying features. Beyond this ideal point, quality
decreases in each direction. One example is a feature describing the “brightness” of
a sound: Both a too “dark” and a too “bright” sound can be detrimental for quality.
Such a feature certainly exhibits an ideal point of “brightness”, beyond which the
quality decreases.
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p0

q0

p0

r0

q0

Fig. 5.1 Mapping of perceptual dimensions to quality, adapted from [20]. Left panel vector model;
right panel ideal-point model. p0 illustrates the location of the perceptual event in the perceptual
space opened by dim1 and dim2; r0 the position of the reference; and q0 the quality value

In the literature, the vector approach has also been combined with a multiplicative
approach for mapping features to quality [3, 6, 7]. For instance, in [3, 6, 7], the models
are composed of both additive and interactive terms for mapping the impairments
due to coding and transmission degradations to the perceived quality. This combined
approach reflects the observation that the quality impact of one feature depends on
the magnitude of the other features. Finally, Wältermann has shown in [25] that the
perceived quality is most accurately estimated by computing the square root of the
sum of squares of the quality dimensions.

5.3 Feature Extraction Methods

Subjective tests aiming at measuring perceived features of perceptual events belong
to analytical-type of tests, see [19, 20] and Chap. 2. The feature scores can here
be obtained in different ways. With attribute scaling, a direct way of judgment
solicitation, attribute scales are presented to the participants of a subjective test,
where the attributes verbally describe the features to be judged. A prominent example
of such a scaling method is the Semantic Differential (SD) technique developed
by Osgood et al. [18]. In SD, a set of bipolar scales with antonym labels is used,
a technique which has been deployed in many fields of psychological research.
Figure 5.2 shows examples of SD scales.

The Diagnostic Acceptability Measure (DAM), see [19, 24], was particularly
developed for attribute scaling in the context of speech communication systems. In
this method, 19 different attribute scales are used for rating the features of samples of
transmitted speech. Separate scales are used for assessing the speech signal on one
hand, and the background (e.g., ambient noise at sender side) on the other hand. This
shows that the analysis can also extend to the situative (in this case background-noise)

http://dx.doi.org/10.1007/978-3-319-02681-7_2
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Fig. 5.2 Examples of semantic differential scales

context of the actually desired signal. For analysis, the scales are subsumed to 10
“parametric” scales, in addition to four “metametric” and “isometric” scales that are
related to integral quality. For the DAM method, expert (i.e. not naïve) listeners are
necessary.

Attribute scaling can also be adapted to an individual’s own vocabulary and to a
more realistic usage situation, For example, [21] adapted the Free Choice Profiling
(FCP) method commonly used in the sensory evaluation of food [11] to the analysis
of the perceptual dimensions underlying the quality for 3D audiovisual applications
such as mobile 3DTV. This new method is referred to as Open Profiling of Quality
(OPQ) and consists in three sessions. The first session is an Absolute Category
Rating test in which test participants rate the integral quality of the stimuli. In the
second session, participants are asked to think about quality features they have used
to evaluate overall quality in the first session. Features which are not unique or cannot
be defined are excluded. The resulting list of attributes is written on a scoring card,
adjacent to a continuous rating scale for each attribute, with a “min” (minimum
sensation) and a “max” (maximum sensation) label at the extreme ends of the scale.
In the third session, each participant rates the stimuli using all scales on his/her
scoring card. The method can also be combined with semi-structured interviews [9],
mixing quantitative and qualitative data for discerning perceptual features.

As it is commonly very difficult to identify nameable characteristics of perceptual
events, a different approach to their solicitation is to ask test participants to rate
differences or similarities between stimuli presented in pairs or triads. The differences
or similarities then also determine a perceptual space, but the dimensions of this space
are not yet characterized by corresponding verbal attributes. This task remains for
the second operation necessary for extracting features, namely the data analysis of
the obtained judgments. Most commonly, the perceptual dimensions of the feature
space, that is, the components that are orthogonal to each other, are of interest,
as they describe the perceptual space with least redundancy, i.e., with a minimum
set of features. They can be extracted by two different paradigms: (a) Principal
Component Analysis (PCA) or other types of factor analysis of attribute scales, or
(b) Multidimensional Scaling (MDS) of similarity scores of stimulus pairs.

With PCA, correlating attribute scales can be subsumed to principal components,
reflecting the perceptual dimensions of the feature space. With MDS, in the con-
trary, proximity data of a set of stimuli is transformed into distances between points
representing perceptual events in the feature space. Common to both the PCA and
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MDS technique is that the experimental data is converted into a low-dimensional
representation, providing a parsimonious picture of the data by a meaningful descrip-
tion of the underlying dimensions of the experimenter. The paradigm of similarity
scaling has the advantage that no a-priori definition of attributes is required. In con-
trast to attribute scaling, where care must be taken to cover the complete feature
scales with the employed attributes, it can be assumed that all features are taken into
account when judging the perceptual dissimilarity of a stimulus pair. However, the
interpretation of the dimensions provided by MDS might be difficult, whereas the
correlating attributes may help interpreting the principal components of attribute-
scaling data.

The experimental paradigms of attribute scaling and similarity scaling have been
proven useful for the listening-only or viewing-only modality of tests, thus on the
level of direct perception, see Sect. 5.4. In order to be useful in interactive services,
these paradigms have to be elaborated, for example, for a realistic (speech and/or
video) conversation situation. It might be difficult to apply the pairwise similarity
paradigm or an SD experiment in a communication situation, as new and complex
factors such as the communication behavior as well as the longer duration of conver-
sations are highly influencing the scaling process. Moreover, time-varying degrada-
tions, possibly resulting in features that also vary with time, in turn might necessitate
instantaneous assessment and/or temporal integration, see Sect. 9.5.

Once the perceptual features have been identified, they can be mapped to integral
quality judgments obtained for the same physical events, and triggering hopefully the
same perceptual events. This way, it becomes possible to identify the weighting or
importance of each perceptual feature for the integral quality. This process is called
external preference mapping, and the resulting weights can be used for modeling
overall quality on the basis of features. Both simple linear regression models as well
as k-nearest neighbor classifiers have been used for this purpose, see e.g., [2, 25].

5.4 Feature Levels

So far, we have addressed quality features only on the level of the perceptual event,
and we have described methods which are able to extract features and feature values
on this level. However, when referring to a service which is potentially interactive,
where the individual usage situation spans over a delimited period of time, and/or
which is being used regularly over a longer time, there are additional features which
may play a role for the global quality, utility, and acceptability of the service. Several
proposals have been made in the past to classify and relate these features, e.g. in
[14, 16] for telephony services, in [15] for spoken dialogue services, and in [17, 26]
for multimodal interactive services. A broader classification of features has been
proposed in [12]. We mainly adopt this classification here, but extend and detail it
with some ideas of [16, 17, 26] to illustrate the respective types of features, as it is
shown in Fig. 5.3.

http://dx.doi.org/10.1007/978-3-319-02681-7_9
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Fig. 5.3 Organization of quality features on different levels. Taxonomy adapted from [17, 26],
taking into account some of the levels introduced in [12]

According to this new classification, features are grouped on five layers:

• Level of direct perception, On this layer, we summarize all quality features which
are related to the perceptual event in a narrow sense, and which are created imme-
diately and spontaneously during the experience. These features may be related
to individual sensory channels, such as visual features, auditory features or tactile
features, but may also be linked to the perception via multiple senses in paral-
lel (e.g., audio-visual features). For the visual channel, examples include sharp-
ness, darkness, brightness, contrast, flicker, distortion, and color perception, see
Sect. 5.6. For the auditory channel, example features of audio-streaming services
are localization and timbre, and example features of speech-transmission services
include coloration, noisiness, loudness, or continuity, see Sect. 5.5. For services
that address multiple sensory channels simultaneously, relevant features are e.g.
balance and synchronism, see, e.g., Sect. 24.4.

• Level of action, i.e., the level which relates to the human perception of his/her own
actions. In case of video services, this may include involvement and immersion,
the perception of space (as far as this is supported by the user perceiving his/her
own motions in the virtual space), as well as the perception of own motions. In
the case of speech services, this may include talking-only features such as the
perception of sidetone, echo, or double-talk degradations.

• Level of interaction, i.e., the level that includes the constant exchange of actions
and reactions, be it between humans (human-to-human interaction) or between
humans and systems (human-to-machine interaction), see also Chap. 11. Features
on this level include responsiveness, naturalness of interaction, communication
efficiency, and conversation effectiveness.

• Level of the usage instance of the service, which includes also the physical and
social usage situation. Examples of such features are the learnability and intuitivity
of the service, its effectiveness and efficiency for reaching a particular goal during
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the current usage instance, the ease of using the service, but also non-functional
features such as the “personality” of the interaction partner (human or machine),
or its aesthetics. On this level, we follow a common dichotomy of features into
“hedonic” and “pragmatic” ones, as it has been proposed by Hassenzahl et al. [4]
for example.

• Level of service, which is related to the usage of the service beyond a particular
instance. Appeal, usefulness, utility and acceptability are examples of features
which we include into this category.

Some of the features have a temporal dimension, or are nameable only under
certain temporal conditions. Examples of such features are temporary interruptions
of a media delivery service, the perceived responsiveness of web sites, the perceived
availability and set-up time for a service, the perceived service quality development
and the perceived service reliability over longer periods of time. Thus, in some
classifications, the temporal dimension is sometimes considered as a “feature” as well
(e.g. in [12]). As this would contradict the organization of features on the mentioned
levels, we prefer to consider the temporal aspect to be a part of the above-mentioned
feature categories.

In the following two sections, we will provide examples for quality features for
two popular use cases, namely speech and video transmission and communication
services, see also Chaps. 12 and 19. The features identified so far are mostly on the
level of direct perception, but some ideas for identifying features also on other levels
are outlined in Sect. 5.7.

5.5 Case 1: Features of Speech Services

For narrowband (300–3,400 Hz audio transmission bandwidth) as well as for
wideband (50–7,000 Hz) speech services, the feature space for the listening situ-
ation was explored in [25]. The whole end-to-end speech transmission chain was
considered, including, for example, user terminals with different electro-acoustic
properties, speech codecs and other signal processing algorithms (e.g., noise reduc-
tion), and both packet-based and public-switched networks. For different sets of
stimuli reflecting different transmission set-ups, the paradigms of dissimilarity scal-
ing as well as Semantic Differentials were applied in several auditory experiments.
For the definition of the attributes in the SD experiments, the attributes that were used
in related literature were reviewed and partially included in the test (e.g., [13, 24]).
The resulting scores were analyzed with subsequent Multidimensional Scaling and
Principal Component Analysis. As a result, the following quality-relevant perceptual
dimensions were identified:

• Discontinuity,
• noisiness, and
• coloration.
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The discontinuity dimension describes the perceptual effect of time-varying
distortions (such as packet loss in VoIP), whereas noisiness reflects noise perception
due to background or circuit noise, as well as to signal-correlated noise stemming
from certain speech coding algorithms. Linear distortions causing deviations from an
expected “timbre” on the perceptual level are subsumed under the label coloration. In
scenarios where speech level differences can be expected, a loudness dimension can
be added to the above set. These dimensions were shown to be mostly independent
of whether narrowband or wideband speech has been assessed. The dimensions can
be regarded to cover most aspects encountered in today’s speech services.

Moreover, in [25], a test method was developed for the direct scaling of the
three dimensions, using three rating scales. This measurement method is an efficient
new tool for meaningful and reliable analytic feature assessment, as it allows a
much larger number of stimuli to be assessed by non-expert listeners. At the time of
writing, the method is considered as a part of a new subjective test methodology in the
International Telecommunication Union, ITU-T, Study Group 12, Question 7 (work
item P.MULTI) and as the basis for signal-based dimension estimators in Question 9
(work item P.AMD). Details as well as a comprehensive literature overview can be
found in [25].

5.6 Case 2: Features of Video Services

In the case of video, Teunissen and Westerink [22] conducted a study using six TV
sets (CRT) varying in spatial resolution, color reproduction, peak luminance, and
luminance contrast. Video stimuli were presented to the subjects in two ambient
illumination environments. In an attribute scaling table, eight quality features were
found to be relevant for the application: Color naturalness, sharpness, darkness (of
black areas), brightness, contrast, flicker, smear/geometrical distortion. The authors
identified that color naturalness (which is affected by color rendering) was the most
important factor, followed by perceived sharpness. They further conclude that the
combined scores for sharpness and naturalness give a good prediction of overall
perceived quality. They observed that the correlation between the sharpness cluster
and quality scores is higher (0.83) than between the naturalness and the quality scores
(0.69), but that a difference in color (RGB) balance (color naturalness) affects the
perceived quality more than a difference in resolution (sharpness).

In a recent study carried out by Tucker at TU Berlin [23], video streaming of
IPTV services was analyzed using the Semantic Differential technique with subse-
quent factor analysis. The degradations considered included coding and packet-loss
induced degradations such as freezing and slicing (see Chap. 19). Three perceptual
video quality dimensions were identified for this scenario:

• Fragmentation, describing impairments due to compression (yielding blocking
artifacts), or combinations of compression and packet-loss induced slicing,

• movement disturbance, which describes the perceptual effect of freezing, and
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• spatial frequency content, which depends on the video compression (this time
yielding blurring artifacts).

The dimension fragmentation was found to be the main contributor, as it explained
the largest part of the variance of the data.

Yamagishi and Hayashi in [27] addressed the audiovisual case for interactive
multimedia service such as video-telephony. Using the Semantic Differential tech-
nique with subsequent factor analysis, they found that two perceptual dimensions
are contributing to the perceived quality: aesthetic feeling and feeling of activity.
The aesthetic feeling is linked to audio and video packet loss, and video bitrate.
This dimension is related to attribute pairs such as quiet/clamorous, clear/cloudy
or beautiful/dirty. Feeling of activity is related to one-way transmission delay and
video frame rate. Respective attributes are, for instance, dynamic/static, slow/fast, or
light/heavy.

5.7 Conclusions

In this chapter, we have analyzed the concept of quality features, i.e., perceivable,
recognized and nameable characteristics of perceptual events which are relevant for
Quality of Experience. Such features can be considered as axes in a multidimensional
perceptual space. Their relevance for QoE can mathematically be formulated by the
vector model or the ideal-point model. When referring to a pure perception level,
quality features can be identified by Semantic Differential scaling and subsequent
factor analysis, or by (dis-) similarity scaling and subsequent MDS. However, it
has been pointed out that there are several other levels where quality features are of
relevance, such as when acting and interacting with a human or machine partner, when
considering individual service usage instances which span over a certain period of
time, or when integrating quality over longer service usages and considering service
usefulness, utility and acceptability.

For quality features on those layers, appropriate experimental paradigms identi-
fying the relevant dimensions are not yet available. A first attempt has been made in
[10] to extend the SD approach towards the level of action, but the results obtained
are not yet conclusive and need to be analyzed in a real interactive context as well.
The longer the usage intervals get, the more difficult it will be to make use of the
MDS paradigm, as the length of the period which is necessary for formulating a
judgment prevents direct comparisons to be made. In turn, the SD approach might
be disputed as well, as validated collections of relevant attributes are mostly missing
for quality features on those layers.

Once the relevant features have been identified and quantified, it will be very
helpful to draw links between perceptual quality features and related quality factors,
so that cause–effect relationships can be identified and used for diagnosing reasons
of sub-optimal quality. As an example, perceptual quality features of speech trans-
mission services quantified with the direct scaling method outlined in Sect. 5.5 can
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be put into a relationship with technical causes, which in turn might be identified
through expert-listening procedures which are currently discussed in ITU-T Study
Group 12, see [5]. This way, it becomes possible to not only gain insights into the
perceptual and judgment-related processes underlying a QoE judgment, but also to
use this knowledge for quality engineering.

Acknowledgments The ideas presented in this chapter are partially based on the concepts presented
in Chap. 6 of [12]; the contributions of the co-authors of that chapter are gratefully acknowledged.
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Chapter 6
Quality of Service Versus Quality of Experience

Martín Varela, Lea Skorin-Kapov and Touradj Ebrahimi

Abstract It is often the case that in the current literature, the term “QoE” is used
in contexts where “QoS” would be more appropriate. This is likely due to several
reasons, one of which being the current popularity of all things related with QoE,
but more fundamentally it is due to the boundaries between QoS and QoE not being
clearly defined—and indeed, sometimes hard to define clearly. QoE is an intrinsi-
cally multi-disciplinary field, and practitioners from different backgrounds see it,
quite naturally, from different perspectives colored by their own expertise. For net-
working people, in particular, QoE is sometimes seen as a simple extension, or even a
re-branding, of the well-established concept of QoS. In this chapter we will delve
into the differences and commonalities between the two, with the goal of easing and
encouraging their proper use.

6.1 What QoS Is, and How It is not QoE

Quality of Service, or QoS, is a well-established research domain that has seen
an enormous amount of activity for over 20 years. According to the ITU (Rec.
E.800) [18],1 QoS is defined as

1 This definition was also used more recently in the third amendment to ITU-T P.10/G.100 [21].
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The totality of characteristics of a telecommunications service that bear on its ability to
satisfy stated and implied needs of the user of the service.

Contrasting this definition with the definition of QoE (cf. Chap. 2), we notice that
the ITU-T definition of QoS is narrower in scope (clearly geared at telecommunica-
tions services, whereas the QoE definition is not limited to only such services) and in
depth (it does not explicitly address things that are basic to the definition of QoE, such
as the context of usage and the user’s personality traits and current state of mind).
The mention of the user’s “implied needs” also indicates a rather utilitarian view of
quality, and closer to the notion of assumed quality presented in Chap. 2, whereas
QoE includes a hedonic component as well (“. . .utility and/or enjoyment. . .”), and
corresponds to the notion of quality based on experiencing. More importantly, QoS is
defined from a system’s perspective —“. . .characteristics of a telecommunications
service. . .”, whereas QoE is defined entirely from the user’s perspective —“. . .the
degree of delight or annoyance of a person. . .”, considering the system’s aspects as
subordinate, by their influence on the degree of fulfillment of the user’s expectations.
The ETSI takes a similar approach to the ITU’s in their definition [8], which is in
turn based on an old (ca. 1988) version of the E.800 recommendation. Gozdecki
et al. provide a detailed overview of QoS-related terminology in [11]. The IETF has,
even more than the ITU and ETSI, taken a network-centric view of QoS, giving the
following definition for QoS [6]:

A set of service requirements to be met by the network while transporting a flow.

In this definition, there is no mention whatsoever of users, and the QoS is defined
in terms of “service requirements”, which are not further specified. A summary and
comparison of definitions of QoS put forth by different standards bodies is given in
Table 6.1.

Naturally, definitions and common usage are not always aligned, and that is the
case for both QoS and QoE. The term QoS is commonly used in the literature with
two different meanings, none of which abides by the ITU definition. In its first
acception,2 QoS refers to concepts and measures of network performance, such as
throughput, delay, jitter, etc. In its second acception, it refers to mechanisms such as
Differentiated Services (DiffServ, where forwarding of packets is done according to
their DSCP field in the IP header, allowing different so-called per-hop behaviours
to be implemented), Integrated Services (IntServ, which is an approach based on
resource reservation along a network path), or other forms of traffic engineering
(also sometimes referred to as “QoS architectures” or “mechanisms”), which aim at
improving said measures of performance. This latter meaning is particularly used by
the IETF. In common usage, we might read or hear that “a network has bad QoS”,
meaning that it has poor performance; or that a service provider “has implemented
QoS in their network”, meaning that it has deployed some performance-improving
mechanism on said network. It is worth noting that in most of these common usage

2 The reader will note that this ordering is rather arbitrary. Researchers with a background in network
performance evaluation will probably have a different view than those with a background in traffic
engineering, etc.
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Table 6.1 Summary of QoS definitions

Definition Key terms Acception Differences with
QoE

References

ITU-T Characteristics of a
telecommunications
service; stated and
implied needs of the
user

Network/system
performance

Focus on the system [18]

ETSI Idem Network/system
performance

Focus on the system [8, 18]

IETF Service requirements met
by the network

Architectures User not considered [6]

Table 6.2 Summary of distinguishing factors between QoS and QoE. Expanded from [27]

QoS QoE (Qualinet white
paper)

QoE (Chap. 2)

Stance Utilitarian Utilitarian/Hedonic Utilitarian/Hedonic
Scope Typically telecom

services
Broader domain (not

necessarily
network-based)

Broader domain (not
necessarily
network-based)

Perspective System’s User’s Person’s
Focus Performance aspects of

telecom systems;
mechanisms such as
DiffServ

ICT service or
application

ICT service, application
or system

Methods Technology-oriented;
empirical or
simulated
measurements

Multi-disciplinary and
multi-
methodological
approach

Multi-disciplinary and
multi-
methodological
approach

patterns, the user of the service is not really taken into consideration, and if so, in an
indirect way.

Based on the above discussion, we can stipulate that QoS and QoE are two different
concepts, which in practice have intersections. While it would be incorrect to try and
classify one as a sub- or super-set of the other, there is a large overlap between
them, insofar as some dimensions of networked multimedia applications’ QoE are
heavily affected by network QoS, and QoE does in many cases provide a higher-level
understanding of network performance (Table 6.2).

QoE, as a term, is also often used in ways that do not really follow its definition. For
multi-media services in particular, it is common to find results purporting to “improve
QoE”, where the actual achievement is for example a reduction in transport delays.
It can be argued that in many cases lower delays can indeed result in a better QoE,
but in omitting to directly take into account aspects related to the service’s users,

http://dx.doi.org/10.1007/978-3-319-02681-7_2
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their context of usage, and so on, the application of the term QoE in such cases is at
the borderline of abusing the language.

Table 6.1, expanded from [27] with the aspects discussed in Chap. 2, provides a
summary of the major conceptual differences between QoS and QoE.

6.2 From QoS to QoE. . .

For the remainder of this chapter we will, unless explicitly noted, consider QoS in
the first acception given above (concepts and measures of network performance), as
we are here interested in the conceptual understanding of quality as perceived by the
users, and not necessarily on how networks can be instrumented to improve it (this
will be further addressed in Chaps. 27 and 28).

6.2.1 QoS as Quality Evaluation

The study of QoS in networks spans a variety of sub-fields, ranging from analysis
of queuing systems to metrology, traffic characterization, etc. Staples of these disci-
plines are performance metrics such as throughput, good-put, packet loss rate, delay
and jitter, as well as dependability (availability, reliability, maintainability. . .) mea-
sures and models that define overall how well a network performs. QoS, as a concept,
can also be extended beyond its original network-related aspects to other system- and
operations-related aspects. For example, the latest version of the ITU Rec. E.800 [18]
identifies QoS as comprising both network-related performance (e.g., bit error rate,
latency) and non-network related performance (e.g., service provisioning time, dif-
ferent tariffs, complaint resolution time, etc.).

In the context of multi-media systems, there are well-known effects caused by
the network performance (QoS) on some dimensions of the QoE that the user per-
ceives. In particular, the perceptual dimensions of QoE, which in some cases might
be quite dominant, can be strongly affected by impairments in the network such as
losses and delays. While QoS, as a concept, does not explicitely take into account
user perceived quality and degree of satisfaction, the combined notions of user per-
ceived/experienced quality and QoS do appear in the literature [5] and standards
going back over a decade. ITU Rec. G.1000 [12] defines four different viewpoints
of QoS, going from customer QoS requirements, QoS offered by a service provider,
QoS achieved by a service provider, to QoS perceived by the customer. Complemen-
tary to Rec. G.1000, ITU Rec. G.1010 [13] specifically addresses the “customer”
viewpoint. By considering user expectations for a range of multi-media applica-
tions (involving various media such as voice, video, image and text), eight distinct
categories are proposed based on tolerance to information loss and delay, intended
to provide a basis for defining realistic QoS classes for underlying transport net-
works and associated QoS control mechanisms. Hence, key performance parameters

http://dx.doi.org/10.1007/978-3-319-02681-7_2
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and corresponding target values for a wide range of multi-media applications are
outlined. Further ITU recommendations also define standard performance parame-
ters for packet transfer in IP-based networks [19, 20].

Application-level quality considerations have been gaining importance in the QoS
literature. Coupled with a simplistic understanding of QoE, which basically reduces
it to its perceptual aspects, this has yielded a large number of results focused on
network performance, but under a QoE banner. Such research is clearly important,
but its limitations in scope require further exploration. In general, this type of work is
based on models of human perception that have varying complexity, but that at best
reach some physiological aspects of the end-users’ perception (e.g., via models of
the visual or auditory systems), and not other user-related aspects that are critical for
QoE, such as the users’ emotional state, socio-cultural background and environment,
context of usage, etc. These other aspects of QoE are, incidentally, likely to be
relevant for people traditionally concerned with pure network performance, such as
Internet Service Providers (ISPs) and other service providers; these “higher layer”
aspects of QoE are closely related to the users’ expectations and their valuation
of the service, and considering them is likely to yield a more useful estimation of
QoE from a business perspective (churn, willingness to pay, etc.). Last but not least,
personalization of quality to define performance metrics for a specific user or a cluster
of users with specific profiles, as opposed to the mean opinion score measured on
average users, can have an important impact on the estimation of actual QoE.

6.2.2 Perceptual Quality

The perceptual aspects of multimedia QoE have been studied for a long time. By
perceptual, we refer to the physical characteristics of the media and their interaction
with the users’ physiology, and the resultant quality judgment: “this conversation had
very bad sound!” or “this video had excellent quality”. There are several dimensions
of QoE that relate to perceptual quality, as has been discussed before in Chap. 5, and
they often relate to specific properties of the media as observed by the user, such as
the presence of artifacts (or lack there of), intelligibility, continuity, and so on, as
well as other aspects that are related to the system’s performance (e.g. interactivity,
in the case of telephony systems, which is partly dependent on the delay), and user
interface.

Studies dealing with the quality of media services date back to the early days
of telephony speech and television system quality evaluation, to digital media ser-
vices delivered via packet switched networks [33]. Today, numerous ITU standards
recommend various quality models and assessment methodologies [23].

Subjective methods for assessing the quality of telephony and television systems
have been around for a long time, and so have several so-called objective models of
perceptual quality. The former are considered as the reference (or ground truth), for
after all, it is the users alone who can judge the perceptual quality of a given service.
The latter introduce mechanisms of varying complexity to produce estimates of those

http://dx.doi.org/10.1007/978-3-319-02681-7_5
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ground truth values, aiming at reducing the cost of the assessments and improving
their reproducibility, as well as providing in-service quality monitoring and control
mechanisms.

Many of these objective models were not designed with the transmission of media
over IP networks in mind, and thus did not consider transmission impairments explic-
itly or at times even correctly, and they were not up to the task of accurately estimating
their impact on the quality perceived by the users. Newer models tend to be designed
around the idea of media transmitted over packet networks [22], and can significantly
improve their estimates by doing so. A good example of this, in the context of speech
quality, could be the better performance of POLQA [15] versus PESQ [14] when
time-aligning the signals is problematic.

This shift from models concerned mostly with the effects of encoding on quality
towards network-aware models is in a way a dual of the shift in the QoS domain
from purely network performance-oriented metrics towards perceptual estimates as
a measure of network performance.

6.2.3 Transitioning Towards QoE

While it is clear that QoE may be influenced by a broad range of factors, from a
service provider or network operator’s point of view there has been a need for an
understanding of the fundamental relationships between QoE and measurable QoS
parameters, paving the way for practical in-service QoE monitoring and management
solutions [39]. Along these lines, a number of studies have focused on identifying the
generic relationships between QoS and QoE, most frequently observing exponential
or logarithmic relationships.

The IQX hypothesis [10] expresses the generic exponential dependency of QoE
on QoS, and builds on the assumption that the higher the current level of QoE, the
greater the impact of additional QoS disturbances (e.g., loss, jitter, throughput). On
the other hand, logarithmic relationships [17, 34] consider the magnitude of change
of QoE for a user as a function of the reciprocal QoS. Such relationships stem from the
Weber-Fechner Law (WFL), which (based on human perceptive abilities) states that
the just-noticeable difference between two levels of a certain stimulus is proportional
to the magnitude of the stimuli (in this case referring to QoS level). It has been noted
in [37] that while the WFL applies mostly in cases of the signal- or application-level
stimulus directly being perceived by the user (e.g., latency), exponential relationships
based on the IQX hypothesis provide accurate insight in cases of network-level QoS
impairments not directly perceivable by the end-user (e.g., packet loss).

Observations of the relationship between QoE and QoS may be considered with
respect to different types of QoS measures, namely failure- (e.g., loss rate), success-
(e.g., packet success rate) and resource-related measures (e.g., throughput) [9]. Aside
from objective perceptual quality models put forth by standards, numerous research
efforts have attempted to model QoE in terms of application or network-level QoS
measures. Among commonly-studied applications are real-time voice and video,
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usually based on UDP transport, for which numerous models of varying accuracy
have been developed linking QoE to intrinsic network metrics such as packet loss
rate and loss distribution or delay. On the other hand, in the case of media delivery
relying on TCP-based transport (e.g., YouTube [40]), QoE is often modeled in terms
of application-specific buffering metrics, which in turn depend indirectly on network-
level QoS. In the case of interactive request/response type services such as Web
browsing, page loading time has been identified as a key factor impacting QoE
[7], indirectly related to offered bandwidth and network delays. In the context of
networked games, studies have addressed user perceived quality as a function of
network impairments (most commonly delay, jitter or loss) [32, 35].

Following the different viewpoints of QoS mentioned previously, the notion of
“QoS experienced by the user” (QoSE) has been identified as being “influenced by
the delivered QoS and the psychological factors influencing the perception of the
user” [18]. It is stated that while the quantitative component of QoSE can be influ-
enced by the network infrastructure, “the qualitative component can be influenced
by user expectations, ambient conditions, psychological factors, application context,
etc.” While still focusing on the perception of the quality of the service, this descrip-
tion brings us closer to the current definition of QoE. Hence, going beyond ensuring
that the technical performance requirements are met, QoE is based on adopting a
user perspective in judging that the actual needs and expectations of the end-user are
met.

Given the need to relate parameters expressed at the user/application level with
parameters specifying network performance, both standards [16] and literature [25]
have addressed QoS specification and mapping across different levels. More recently,
layered approaches have been discussed relating network-level Key Performance
Indicators (KPIs, e.g., delay, loss, throughput, etc.) with end-to-end user-level appli-
cation specific Key Quality Indicators (KQIs, e.g., service availability, media quality,
reliability, etc.), which then provide input for QoE estimation models [4, 34]. Taking
as an example a video streaming service, transmission parameters such as loss or
delay will result in video artifacts impacting the media quality, which may in turn be
translated to end-user QoE.

As discussed by Reichl et al. [34] additional input to a QoE estimation model may
then be provided by user and context influencing factors. Such knowledge regarding
the mapping from KPIs to KQIs provides valuable input regarding the analysis of
the root causes of QoE degradation (cf. Fig. 6.1, adapted from [4]).

6.3 . . .and Back

Transitioning from provider-centric QoS to user-centric QoE clearly provides deeper
insight into the wide variety of influencing factors impacting the actual end-user
experience, going beyond only technological parameters by also considering psy-
chological and sociological factors. However, from a provider’s point of view, the
goal of reliable QoE models and estimators is to provide the necessary input for
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=

Fig. 6.1 QoE as a weighted function of user perceivable KQIs, further linked to QoS-related KPIs
(adapted from [4])

effective QoE control and optimization mechanisms, mainly by means of network
QoS management. In a network environment, different providers involved in the
service delivery chain (e.g., service provider, network operator, content provider,
device provider) will ultimately address QoE optimization strategies from their spe-
cific viewpoint. We increasingly see the transition from “QoS management” to “QoE
management” [1, 29], whereby traditional QoS management mechanisms (e.g., QoS-
based routing, resource allocation algorithms, policy control, service adaptation, etc.)
are being reconsidered so as to incorporate the notion of end-user subjectivity. While
the majority of approaches incorporate subjective quality perception models (e.g., in
the context of QoE-driven resource allocation mechanisms [2, 41]), others are driven
by explicitly provided end-user QoE-related feedback (e.g., in the context of radio
resource management mechanisms [3]).

The idea of using application-level quality measurements or estimates to drive
changes in the network has been around for some time, and a slew of cross-layer
mechanisms for controlling some network aspects based on application-level perfor-
mance exist in the literature. These mechanisms may act for example by performing
application-level adaptations as reactions to changing network QoS, and also at the
network level, both on the terminal and network sides. In many cases, the esti-
mations are based on simplistic notions and models of quality, but more recently,
perceptual quality models have become more common as optimization targets for
these cross-layer mechanisms. Results such as those by Lewcio et al. [28] provide
useful insight as to the impact of application- and network-level adaptations on per-
ceptual quality. Understanding these relations between QoS and certain aspects of
QoE (notably its perceptual dimensions, in the case of multi-media services) enables
the development of smarter ways of controlling network performance, for example
by performing mobility management [42], admission control [38], traffic shaping,
bandwidth adaptation [24], or managing the priorities of different service types and



6 Quality of Service Versus Quality of Experience 93

Fig. 6.2 Conceptual architecture for QoE-based network management, with commonly used man-
agement mechanisms

subscriber classes [38], for instance by using a QoS architecture such as DiffServ.
Figure 6.2 presents a conceptual view of how such systems work in general, with
some concrete examples of common QoS management mechanisms.

Other, more indirect ways of using QoE to manage network performance is via
the input of QoE models into network planning (à la E-model, or using them together
with classic network performance evaluation tools [36]), SLA creation (QoE-based
SLAs), application-aware network elements [26], and plain customer experience
management systems.

Beyond the network-oriented management mechanisms mentioned above, it is
also possible for application developers and service providers to use QoE models
to make dynamic adaptation at the application level (e.g. adapt error correction
mechanisms, change encoding parameters, etc.) or make larger scope operational
optimizations (e.g. addition of caching nodes in a CDN closer to a location where
users are experiencing lower quality) by exploiting application-level QoS or QoE
information that is available to them.

Challenges related to implementing “true” QoE in the application domains cur-
rently dominated by QoS/perceptual quality clearly lie in the collection and process-
ing of data from the client/end-user, and in feeding back this data to relevant network
or application management mechanisms. We leave a further in-depth discussion of
QoE-based application and network management to Chaps. 27 and 28.

6.4 Conclusions

In this chapter, we addressed both the conceptual differences and the links between
QoS and QoE, discussing the shift from purely technical network performance
metrics to estimates of subjective user perceived quality. While clear relationships
between the terms exist, true measures of QoE must ultimately take into account end-
user subjectivity and the impact of additional contextual and user-related factors.
Consequently, subjective and objective quality assessment methods have evolved
over the years, aiming at modeling the impact of both technical (QoS-related) and

http://dx.doi.org/10.1007/978-3-319-02681-7_27
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non-technical (e.g., user, context) influence factors on QoE. From the practical point
of view of service providers and network operators accustomed to supporting QoS
mechanisms, the challenges remain on how to incorporate QoE models in driving
such mechanisms towards optimizing the end-user experience.
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Chapter 7
Business Perspectives on Quality of Experience

Andrew Perkis, Peter Reichl and Sergio Beker

Abstract The current paradigm change towards Quality of Experience (QoE) does
not only have conceptual and methodological consequences, but at the same time
exhibits a profound impact on corresponding economic and business models, espe-
cially in the telecommunications market. This chapter deals with related issues from
several layers of abstraction. We consider the general ecosystem level, proceed to
resulting Customer Experience Management (CEM) systems, discuss consequences
for Service Level Agreements (SLA), and finally analyze the implications if it comes
to charging for QoE. As a result, it should become clear that integrating the economic
dimension into QoE research provides an indispensable step towards enabling the
future commercial success of the telco industry as such.

7.1 Introduction

Integrating quality as a major component into a business model is neither new nor
far-fetched, given that any business model relies on the basic idea of bringing added
value to the intended end user. However, both quality and added value are often hard
to quantify and define, and will of course differ immensely from sector to sector. This
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is also the case for media experience which supports natural interactions between
people and their environment. The media considered consists of audio and visual
presentations, and their interactions as well as user interactions including traditional
interactivity as well as novel methods through Natural User Interfaces creating real
world presence. In order to measure the corresponding user’s perceived quality we
need to shift from using simple Quality of Service (QoS) as a quality measure to the
broader concept of Quality of Experience [1] (see also Chap. 2).

For the converged media and telecommunication sector, where delivery and con-
sumption of audiovisual content is crucial, the concept of Quality of Experience is
maturing, especially since the Qualinet White Paper on the definition of Quality of
Experience is gathering acceptance [2]. Once a definition of QoE is agreed upon, it
will also be possible to measure it, and thus QoE becomes a major component of the
business perspective for all the stakeholders of the value chain [3].

Among those, service providers are increasingly aware of the importance of their
customers’ experience to increase loyalty in a more and more competitive market,
especially since service quality has started to replace tariffing as the key selling
point, if it comes to guaranteeing sustainable economic success. Hence, solutions
that would help them to gain a comprehensive view of the end-user perceived quality
together with means and methods to improve it are key for their business. However,
due to the elusive nature of QoE, which comprises many layers of interaction between
the elements enabling the delivery of a service or product and the human being as
its user, measuring and improving user experience is a challenging task, which must
be tackled taking into account both technical and non-technical aspects [4]. More
specifically, the composing elements of communication services range from technical
elements such as network transport (e.g. response times or throughput), coding and
compression techniques, screen resolution, etc., over aspects of user expectation
and context to business-related elements such as charging and pricing, after-sales
customer support, etc. In this context, the present chapter focuses on business aspects
of QoE and discusses corresponding ecosystem frameworks, supporting tools (with
a special emphasis on customer experience management systems) and successful
business factors and strategies.

In order to be able to correctly assess the user experience in terms of the impact
that those different aspects have on the user perception of the received service or
purchased product, a framework in which the different aspects are identified and put
in perspective of the user is needed. Therefore, Fig. 7.1 depicts such a framework,
called Media Experience Model. Note that, for the users, once upon a time media
started with storytelling and wall drawing around the fire in the caves of early men,
while today multimedia is about sharing experiences (real or imaginary) with others.
This can be described in a layered model where QoE is the overriding factor and
is seen as a tool for monitoring and managing the users’ experience at each of the
interfaces between the model layers, providing cross-layer optimization.

The first layers in the model consider the physical representation and delivery
of the content. Today’s media content is evolving around optimal utilization of 2D
media and has focused on HD (High Definition) issues of resolution, frame rates,
dynamic range, colour space and formats. There are numerous advances in these

http://dx.doi.org/10.1007/978-3-319-02681-7_2
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Fig. 7.1 Media experience
model

fields, among others Ultra High Definition TV (UHDTV), High Dynamic Range
(HDR) and 3D. The future looks at increasing the user’s experience by moving
to multi-scopic, multi-view, free viewpoint and omnidirectional. Together with the
advances in audio technology all the way to auralization and 3D audio we see the
possibility of offering interactive holistic rendering of our real world to the user, with
the ultimate goal being to digitally create real world presence where we can build
business models and an economy based on the ecosystem at the top layer. As an
example of a concrete cross layer optimisation we see the interaction between the
content and delivery layer by efforts within Networked Media Handling.

7.2 Ecosystem: High Level and Generic Concepts

Customer experience management is central to the future business ecosystems, as
the service providers are more and more subject to the market pressure for attaining
increasing levels of provisioning efficiencies while at the same time facing shrinking
revenues. In such a context, customer loyalty becomes the main enabler for customer
experience management, where assessing the QoE of users constitutes the key ele-
ment in any customer management system. An ecosystem is necessary to clearly
identify the different actors in the value chain of producing and consuming a service,
as well as their interactions. The ecosystem provides the interdependencies between
these roles and identifies the interfaces where quality plays a major role. Taking this
into account, the following ecosystem has been introduced in [2] (Fig. 7.2).

The introduced ecosystem illustrates the elusive nature of QoE as an intrinsic
characteristic of the experience of the user with a given service, and as such it models
the impossibility of being fully assessed but through its interactions with the context
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Fig. 7.2 Communications
ecosystem

of use (for a detailed view on the concepts and definitions of the context and the
QoE itself, please refer to Chap. 2). In this chapter, the accent is put on the business
perspective of assessing the observable aspects of the experience and of mapping
them at any possible extent to those aspects of the service which can be observed or
measured.

All of the service aspects around the user, such as the interaction, the usage,
the service delivery process, the nature of the content itself and the business model
(especially the price to be paid, as we will analyse in detail in Sect. 7.5), they all impact
the assessment that the user will do of her own experience with the service. Thus, the
application is the instrument through which the user accesses the service, and as such
it constitutes the main interface between the user and the service provider. As it is
discussed in the next section, contractual obligations are increasingly being defined in
terms of customer experience. A user-centric Service Level Agreement (SLA) is then
defined at this interface, and must encode all the mentioned aspects of user experience.
The service provisioning can be seen as a composition of service elements from one or
more service providers. All these elements are closer to the technical implementation
of the service, and their quality can be described in terms of performance metrics
generally termed as Quality of Service (QoS). Translating the QoS into the QoE is

http://dx.doi.org/10.1007/978-3-319-02681-7_2
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Fig. 7.3 CEM system components

nowadays one of the main research areas around customer experience management,
as service providers are in demand for tools to help them understanding and managing
their investments in CAPEX (capital expenditure, e.g. network infrastructure) and
OPEX (operational expenditure, e.g. customer care, marketing) as a function of
the impact on customer loyalty and the associated revenues. Research on the QoE
domain around QoE assessment and the relationship between QoS and QoE requires a
multidisciplinary approach in which subjective QoE assessment through field testing
with actual users is driven by precise knowledge about the technical aspects of the
service [5].

7.3 Management and System Aspects

The ecosystem introduced in the previous section helps in identifying the different
aspects of the service impacting the user experience, the different actors and their
roles, and the interfaces where contractual user experience or service performance
metrics can be defined. A Customer Experience Management system (CEM) then
consists of a set of tools which allow the management of the user experience and the
associated business aspects of the provisioned service. Figure 7.3 depicts the main
high level components of a CEM system. A detailed functional block description
is out of the scope of this chapter, and can be found in the different CEM product
descriptions existing in the market.

Most of existing CEM solutions follow the traditional Telemanagement Forum
(TMF) service modelling. Data is collected from the different network and service
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elements and transformed into Key Performance Indicators (KPIs). Aggregations of
KPIs are transformed into Key Quality Indicators (KQIs) which are in general equated
to QoE metrics. Different CEM products present more or less refined aggregation
models, with room for some customization. As such, traditional CEM systems do
not truly allow managing the user experience, since KQIs are only obtained from
performance metrics and hence can only reflect the technical performance aspects
of the service, assuming they can be directly mapped to user perception.

However, this approach, although dominating the market today, has proven to
be inefficient in tackling the customer loyalty. In fact, related research extensively
demonstrates that the correlation between service performance and user experience
cannot be represented by such aggregations [6]. Hence, some CEM systems have
introduced different elements of usage context (i.e. user location, terminal type,
application, etc.) into their dashboards in order to filter and segment the user base
into groups of users having common contexts and apply data mining to discover
common service performance problems affecting that group’s experience. However,
in order to be able to truly follow the user experience, a per-user–per-session follow
up is required which records and interprets the user interaction with the service. The
ecosystem is then a fundamental element, together with models on how to structure
the different service aspects around the user found in works like [5].

To this end, Big Data techniques are increasingly being introduced as a way to
make appear correlations between the performances related data collected from the
service and the subjective data collected from the users. Big Data applications to
QoE constitute a promising research domain. Also, service models which look into a
per-user–per-service–per-session granularity and integrating the usage context into
the QoE indicators as opposed to the KQI aggregations can be of help in driving
those applications to ease the complexity of monitoring and troubleshooting [7].

Summarizing, most of the leading CEM tools on the market evolve towards a
more user centric service management. It is interesting to note that CEM products
claiming more customer experience oriented metrics and analytics are those mostly
collecting data from user terminals, and the collected data is mostly oriented to detect
user behaviours than to measure actual service performance. On the other side of the
spectrum, systems which claim having a more end-to-end view are collecting network
wide data about service performance, while higher layers of customer experience
analysis on those data is less developed.

A broad end-to-end view requires data collection in a comprehensive way from
various interfaces at the different service components. Observe that in most cases,
end-to-end views do not integrate subjective data, hence an additional effort has to
be made in correlating the subjective observations at device/user level with measure-
ments in the network, and the amount and complexity of data that needs then to be
processed becomes a real challenge.

Moreover, a CEM system should also provide tools to manage the key elements
to the transitions between the subjective and objective domains and between the
operations and market domains, as the user expectations progress to become service
offerings and these service offerings are provisioned. As already discussed in Chap. 2,
the difference between the user expectations and the received service constitutes the

http://dx.doi.org/10.1007/978-3-319-02681-7_2
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customer experience, which at the same time integrates the user experience into the
ecosystem above. Hence, this QoE toolset is an integral part of the QoE framework
introduced in the beginning of the chapter.

7.4 Contractual and Non-contractual Obligations
of the User Experience

Having discussed CEMs to some extent, we will now turn towards Service Level
Agreements (SLAs) which are increasingly becoming an important part of the supply
chain, attaining now the end user as a customer of the service. Within the ecosystem,
the QoE of the user needs to be instantiated into the manifestations of the received
experience through actions of the customer, with the ultimate objective of being able
to predict and manage those actions: loyalty, increased spending, service recommen-
dations, etc.

The problem of SLA definition and management has been around for some time,
particularly in the Enterprise Market, where service contracts include almost by
default an SLA section. Those SLAs have traditionally been defined in terms of ser-
vice performance parameters that need to be met individually in order to consider the
service to be of acceptable quality. On the other hand, this quality was rarely related
to the “utility” of the service as such,1 but rather related to an objectively measurable
target that could be used to decide whether the contract is being honoured or not.

At least in recent years the actual utility of the provided service for the customer
has more and more made its way into what is termed as Next-Generation SLAs
(NG-SLA). The quality of the service provider business processes that are compo-
nents of the service provided to the end user impact directly their experience, and
as such their behavior as customers or their efficiency in the context of enterprise
market. The metrics for NG-SLA management systems are then more related to
business process efficiency than to technical performance itself. Figure 7.4 shows
the lifecycle of such NG-SLAs: the user satisfaction translates into business process
efficiency, which is in turn translated into increased revenue. A CEM system which
integrates NG-SLA management provides the tools for defining the Objective Level
Agreements (OLA) in terms of user satisfaction and the necessary translation of
their monitoring into the reporting to the CXO (Customer Experience Officer) level
in terms of financial impact, as well as the tools for translating OLAs into internal
and external provider’s SLAs.

Extending the SLAs to the user experience domain is another promising research
domain, with a number of positive business outcomes. User efficiency impact in the
business process efficiency can be quite easily modeled in the context of the enterprise
market, since the customer aspect of the user is not present. When considering the

1 As already pointed out in Chap. 2, the notion of a utility function, which maps resource provisioning
to the related customer value, is a fundamental concept in microeconomics where it is used e.g. for
maximizing overall social value, see [8] for further details.

http://dx.doi.org/10.1007/978-3-319-02681-7_2
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Fig. 7.4 Lifecycle of QoE-based service level agreements

individual user as a customer, the impact of satisfaction needs to take into account far
more complex aspects as discussed above, making the outcome of a given experience
into user’s behavior more difficult to assess. This last element points out not only the
difficulty of defining and managing user-experience SLAs, but also the importance
of charging models as a way to influence the user behavior to obtain a given business
outcome.

7.5 The Double Role of Charging and Corresponding
Patterns of User Behavior

Having discussed the ecosystem, the system and the SLA level of QoE so far, in
this section we will eventually focus on the question of how to charge for QoE. This
issue is particularly important, as it is widely accepted that providing service quality
is intrinsically tied to a corresponding differentiation of related pricing plans, and
that lack of integration of the economic perspective into QoS architectures is among
the key reasons for the notorious difficulties of introducing for instance the DiffServ
concept into the current Internet [9, 10]. Thus, over the last couple of years the area
of “Internet Economics” has succeeded in establishing itself as a vital research field
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Fig. 7.5 QoS and QoE based charging

of its own, leading to a well-established set of proposals for pricing and charging
differentiated services (for a comprehensive survey we refer to [11] and references
therein).

However, while we consider the mentioned techno-economic ties to be invariant
under the recent paradigm change from QoS to QoE, research on charging mecha-
nisms for QoE-driven service differentiation, e.g. in the framework of a CEM system,
is still in its infancies. One of the reasons for that is pointed out in [12]: the increasing
complexity of the underlying techno-economic charging model, and specifically the
double role of prices as sketched in Fig. 7.5. Simplifying the model proposed in [12],
traditional QoS-based charging results in a feedback cycle between QoS provision-
ing on the networking layer and prices (Fig. 7.5 left), as on the one hand side higher
prices reduce network load and at the same time increase provider revenues to be
used for infrastructure investments, both effects leading to improved QoS, while on
the other hand better QoS justifies to charge higher prices.

The situation is more complex for QoE-based charging (Fig. 7.5 right). Here, QoE
is influenced by the QoS offered by the network, but also by a variety of other factors.2

Hence, beyond its primary role as a parameter expressing the willingness-to-pay for
the experienced quality, pricing becomes one of these additional context factors:
the higher the tariff for a certain service quality, the higher the corresponding user
expectations, which may automatically lead to lowering the Quality of Experience.

All in all, both charging models lead to fixed point problems whose solutions, how-
ever, are rather different from each other: as the mathematical analysis in [12] shows,
the simpler case of QoS-based charging typically leads to two fixed points, a stable
one for the case of high quality at high prices, and an unstable one where price and
quality both are very low. In contrast, the above model for QoE-based charging typi-
cally leads to three fixed points: the first two are identical to the pair already identified
above (low price–low quality, high price–high quality), however both of them being
unstable, while the additional third fixed point is non-trivial and stable and can be
interpreted as equilibrium where the price charged is in balance with the experienced

2 Here, especially the manifold dimensions of the user context are worth being mentioned, including
temporal factors and user characteristics, as pointed out already in [10]. Note, however, that for the
purpose of clarity of the model, we restrict our present discussion to the role of pricing only.
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quality (i.e. quality experience given the charge equals willingness-to-pay for this
quality) and at the same time allows to provision sufficient QoS in order to enable
the necessary QoE.

This analytical result has been validated through a comprehensive user trial, based
on the setup described in [13]. Summarized briefly, a total of 40 representative test
users have been confronted with a very fine granular selection of 20 video quality
levels (in terms of transmission bit rates) linked to corresponding pricing levels.
Users were given real money (10 Euros each) which they could freely spend for
watching up to three videos (20 min each) in better quality or alternatively take home
with them after the trial. In order to simplify the user interaction with the system, a
jog wheel has been used which is well known e.g. from volume control and allows
to rapidly switch between quality/tariff levels (which have been realized almost in
real-time, i.e. with a delay of at most 1 s).

As a result of this experiment, during the initial free trial period of 5 min we
have observed that all subjects used the possibility to adapt the video quality, usually
between 10 and 50 times, with some individual cases going up to around 85 adap-
tations (i.e. one change every 3.5 s on average). More than 80 % of the users have
been clearly exhibiting a behavior in line with the above fixed point model, and typi-
cally were following a convergence pattern closely reminding dampened oscillation.
A more detailed investigation has revealed that users may be classified into three
fundamental categories:

• User type “F” is characterized by a very fast convergence behavior: users sequen-
tially climb up the quality/tariff levels until they reach their equilibrium level where
they remain for the rest of the video.

• User type “S” exhibits slow convergence: users explore several times the entire
space of quality/tariff options (hence a large amplitude of changes) before con-
verging at a relatively late point in time.

• User type “R” follows a more regular pattern: user start with an exploration of the
entire quality/tariff space, but immediately afterwards start reducing their ampli-
tudes and step by step approach their equilibrium level.

Users were distributed almost equally over these three classes, except for around
15 % of them who either followed a free-riding behavior (best quality during free trial
phase, worst quality without paying fees afterwards) or other inconsistent patterns
(e.g. small initial oscillations plus a huge up and down later in the trial phase). For
further details on this experiment, including a quantitative algorithm for automatic
user classification based on root mean square deviations, we refer to [12].

7.6 Conclusions

The present chapter has been devoted to economic and business aspects of Quality
of Experience, which we have addressed from different levels of abstraction. On
the highest level, we have presented an ecosystem model which nicely clarifies the
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roles of different actors and stakeholders within the value chain of producing and
consuming communication services. Based on that, we have discussed a couple of
key aspects of related Customer Experience Management (CEM) systems and their
ability to reflect user experience in a satisfying way. In a next step, moving even closer
to the customer, we have analyzed the evolution of Service Level Agreements (SLA)
from their traditional form of contractual description of QoS parameters towards
the integration of user satisfaction and business efficiency. Finally, on the most fine-
grained level, we have analyzed the double role of pricing in a QoE context where a
price does not only reflect the value of a product or service, but at the same time has
direct impact on user expectations and thus on the evaluation of the service quality
as such.

Summarizing, it turns out that the paradigm change from QoS to QoE has a pro-
found impact on all those layers, which clearly highlights the necessity of closely
integrating the economic dimension into the general QoE research agenda. More
specifically, future work will range from more detailed models of the overall ecosys-
tem over using upcoming Big Data technologies for CEMs with a per-user per-service
per-session granularity to further extending the range of NG-SLAs, while at the same
time additional efforts will be necessary to better understand the role of user context
factors (pricing being one amongst many others) on QoE valuation and evaluation.
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Chapter 8
Brain Activity Correlates of Quality
of Experience

Jan-Niklas Antons, Sebastian Arndt, Robert Schleicher
and Sebastian Möller

Abstract This chapter outlines common brain activity correlates that are known
from neuroscience, gives an overview on established electrophysiological analysis
methods and on the background of electroencephalography (EEG). After that an
overview on study designs will be given and a practical guideline for the design of
experiments using EEG in the research area of Quality of Experience (QoE) will be
presented. At the end of this chapter we will close with a summary, give practical
advice, and we will outline potential interesting future research topics.

8.1 Introduction

Experiences and therefore also Quality of Experience are subjective constructs
(see Chaps. 2 and 3 for the QoE definition and its subjective nature) that are not
directly observable by others. Most researchers nowadays agree that quality judg-
ment processes happen inside and more specifically in the brain of the people who
consume media. In the case of a qualitative experience this process which happens
inside of the recipient is described in Chap. 2 as quality formation process (original
description see Chaps. 2 and 3 of the Qualinet White Paper on QoE [1]). For these
internal processes it is—as the brain is the central organ for information processing
in humans—likely that changes in subjective experiences will also be reflected by
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certain brain activity patterns, be it neuronal or humoral (blood flow related). Please
note that this chapter is entitled ‘brain activity correlates’, as we do not claim that
changes on a physiological level are the foundations of subjective experience or even
their ‘true’ representation. For the relation between psychological phenomena and
physiological changes see Cacippio et al. [2].

This chapter deals with physiology following a distinction common in the field
of psychophysiology between central nervous activity (i.e. the brain) and periph-
eral nervous activation, which summarizes all other possible recording sites [2]. The
latter will be addressed in Chap. 9, while the present one focuses on brain-based
measurements. There are various methods to monitor the neuronal activity of the
brain, which can roughly be divided into hemodynamic measures that are based on
changes in blood flow supposed to be indicative of changes in neuronal activity, and
electrophysiological measures, which directly represent electromagnetical changes
due to neuronal activity. A detailed overview of different neuronal measurement
methods can be found in [3]. Functional magnetic resonance imaging (fMRI) and
positron emission tomography (PET ) are hemodynamic measures. While they allow
for a three dimensional recording of the brain at work including its deeper structures
with a high spatial resolution, their application requires substantial resources in terms
of manpower and equipment. That is probably why they have, to our knowledge, not
been used for quality-related research so far, next to the fact that lying in respective
scanners and the loudness of the measurement itself are not a very well suitable
setup to assess Quality of Experience. Near-infrared spectography (NIRS), another
brain imaging technique, is less obtrusive and has a deficit that is persistent for all
hemodynamic measures which is a low resolution in the temporal domain. Changes
in response to e.g. fast changes in quality cannot be assessed. The trade-off between
increased obtrusiveness and additional insights is apparently best met with electro-
physiological measures, namely electroencephalography (EEG) in this context—and
so the majority of studies regarding brain activity and QoE apply this method.

The remainder of this chapter is structured as follows; first an overview on the
main established analysis methods and the background of EEG will be given in
Sect. 8.2, followed by an overview of study designs and the presentation of a practical
guideline for the design of experiments using EEG in the research area of Quality of
Experience in Sects. 8.2.1.2 and 8.2.2.2, respectively. At the end of this chapter we
will close with a summary of practical advice (Sect. 8.4) and will outline potential
interesting future research topics (Sect. 8.5).

8.2 Electroencephalogram

The electroencephalogram (EEG) measures voltage variation due to neuronal activity
in the brain by attaching electrodes to the scalp of a subject. Since its discovery by
Berger in 1929, it has become a widely used method for investigating physiological
correlates of perceptual and attentional processes [4, 5]. This measure has a rather
limited spatial resolution—based on the fact that the brain is a wet conductor, the

http://dx.doi.org/10.1007/978-3-319-02681-7_9
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recorded signals by one electrode is a mixture of all existent sources—but an excellent
temporal resolution with a precision of milliseconds. The corresponding data can
mainly be analyzed in two different ways: on the one hand by having a closer look
at the spectrogram of spontaneous activity, and on the other hand by analyzing
so called Event-Related-Potentials (ERP) which are a time-locked reaction to an
external stimulus in terms of a voltage change [6]. The latter approach can be used
to analyze cortical potentials as well as voltage differences evoked in the brain stem.
In this text we will focus on the cortical brain activity and just briefly mention brain
stem measurements, because research on brain stem level is not yet fully usable
in QoE-research in terms of degradation classes and length of stimuli. In addition,
the signal-to-noise-ratio for this kind of measure is so high that the stimuli have to
be presented numerous times, and due to the resulting experimental setup only few
stimulus classes could be presented per experiment.

Beside the relevant information—brain activity—lots of unwanted information is
recorded as well, e.g. voltage changes due to eye-movement, body movement and
other unrelated signal sources. Due to the high noisiness of the signal, it is impor-
tant to create highly controlled experimental setups. Clinical research guidelines for
experimental designs already exist, and we want to outline important implications
for research in the domain of Quality of Experience based on them [5].

In the following sections we will describe the principles of how to analyze con-
tinuous and evoked EEG-data; how the two ways of analyzing the EEG-signal are
performed and how these techniques were already used for studies concerning Qual-
ity of Experience.

Lately new low-cost EEG devices have appeared on the market, such as the
Emotiv-EPOC1 and NeuroSky MindWave2 headsets. Though these consumer prod-
ucts are comparably inexpensive, the data quality, i.e. precision and noisiness, of
those products is worse compared to the devices used in clinical applications. How-
ever, these products have shown to capture useful information in the context of
QoE-related research. Moldovan et al. [7] used the features provided by the Emotiv
EPOC System to infer the level of frustration from the human observer caused by
the quality of the played audiovisual excerpt. This level was determined by using a
metric predefined by the headset manufacturer. In their study videos with different
levels of quality were used, they manipulated the bitrate, frame rate as well as res-
olution of the presented video clips. Perez et al. [8] used the NeuroSky MindWave
headset to measure brain activity and used the recorded data to classify the trials into
high and low quality pictures.

8.2.1 Continuous EEG

In the continuous EEG, five main different frequency ranges are ascribed to specific
states of the brain: delta band (1–4 Hz), theta band (4–8 Hz), alpha band (8–13 Hz),

1 http://www.emotiv.com/
2 http://www.neurosky.com/

http://www.emotiv.com/
http://www.neurosky.com/
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beta band (13–30 Hz) and the gamma band (36–44 Hz) [9]. The delta band is present
during deep sleep of subjects, the theta band during light sleep and is an indicator
for decreased alertness. Activity in the alpha band is related to relaxed wakefulness
with eyes closed and decrease in alertness. Beta and gamma band are ascribed to
high arousal and focused attention [6].

Analyzing the power in the afore-mentioned frequency bands is widely done for
assessing the cognitive state of car drivers. Lal et al. [10] for example showed that
fatigued drivers had an elevated power in the delta and theta bands. Correlation
between weighted combinations of the power of different frequency bands with
subjective fatigue ratings was shown in [11].

Another reason to use frequency bands is to estimate the emotional state of sub-
jects. Therefore, alpha values from frontal electrodes are being extracted. The asym-
metry index, for example, is one way to obtain this information. It shows that higher
values in the asymmetry index are the result of higher left frontal activity which is
due to rather negative emotional processing [12].

8.2.1.1 Data Recording and Analysis

As the continuous signal is not related to one short single event, this method is
suitable for stimuli of longer duration. Usually the analysis intervals are between 5
and 10 min long and set in relation to a baseline interval from 2 to 5 min, resulting
in a baseline corrected power value.

For this analysis method a small set of electrodes is used, commonly up to 8
electrodes are sufficient and should be distributed at occipital/parietal scalp locations
for attention and fatigue studies and frontal for asymmetry index studies following the
10/20 system, which ascribes electrode position based on the ratio distance from the
center point on the scalp [13]. Most interesting for a possible deployment in applied
contexts is the use of a single electrode, minimizing preparation time and making
the application more comfortable for the subjects. Less electrodes result in less
information in terms of spatial distribution which also limits the possibility of dealing
with noise (e.g. independent component analysis) and dipole source estimations
based on the reduced spatial information.

To determine the asymmetry index, the relationship between left frontal and right
frontal activity needs to be calculated; this is done by using the corresponding alpha
proportions: (ln(alpharight)− ln(alphaleft)) as proposed by Coan et al. [12].

8.2.1.2 Findings Related to QoE

Due to the possibility that more natural stimuli in terms of stimulus length can be
used, it is possible to examine the effect of longer lasting media stimuli (>10 min)
on the recipients (e.g. [14]). In this study, subjects were exposed to high quality
and low quality sequences of auditory or audiovisual material. Their only task was
to rate the content on a scale every few minutes, the rest of the time they should
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only focus on the presented content. In both setups, auditory and audiovisual, it was
shown that higher values in the alpha band power resulted when being exposed to
low quality stimuli as compared to higher quality (or reference) stimuli, which is
ascribed to fatigue and impaired information processing [14, 15]. In an additional
study, the impact of a high quality audio segment (5 min) inserted in a low quality
audio stimulus (15 min) was assessed. Subjects got less fatigued due to the better
audio quality as indicated by a lower alpha band power [16].

In another study alpha values extracted from frontal electrodes were also used
in order to assess the emotional state of test participants. It could be shown that
higher left frontal than right frontal activity, hence an increased asymmetry index,
was present in case where subjects were exposed to low quality stimuli, which indi-
cates a rather emotional negative processing of these stimuli, in contrast to higher
quality stimuli. Respective correlations to subjective scores were shown as well [17].
The presented results indicate a correlation of the extracted parameter—brain pat-
tern related to attention/fatigue (arousal) and pleasantness (valence)—and subjective
QoE, such as subjective emotional self-assessment and quality ratings.

8.2.2 Evoked Potentials

In contrast to the continuous data analysis, a precise timing is essential when it
comes to the analysis of evoked potentials. The commonly called Event-Related-
Potentials (ERP) are the resulting brain activity following a certain stimulus or after
a certain class of stimuli. The standard components of the ERP are named after
their polarity (“N” for negative, “P” for positive) and the time of their occurrence
after stimulus onset. For example the third positive component occurring after the
stimulus is named P3 or based on the passed time after stimulus presentation P300
(approximately 300 ms after stimulus onset; see Fig. 8.1).

Components of ERPs are hard to distinguish and can only roughly be related to
specific neural processing stages: Early differences are commonly based on sensory
processing and later differences are due to cognitive processes, such as triggered
during a detection task.

The mismatch negativity (MMN), which can be observed 100–250 ms after stim-
ulus onset, is a measure of low-level visual and auditory memory (see [5] and [18]).
Differences between the currently processed stimulus and previously ones are auto-
matically detected by a momentary internal sensory reference [19].

The P300 component and later ones are ascribed to higher cognitive processes
and can be split into two parts: P3a and P3b. P3a is evoked whenever a mismatch
between newly perceived information and internal memory copies on a cognitive
level are noticed. The P3b component is related to processes of task-related attention.
In general, the P300 is commonly elicited using the oddball paradigm where a
deviant stimulus is presented among a series of more frequent “regular” stimuli,
e.g., a high tone among a repeated series of low tones. Polichs [20] review gives
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Fig. 8.1 Two Event-Related Potentials (ERPs) evoked by auditory stimuli (grand average, electrode
Cz). Oddball paradigm with two tones as stimuli was used; standard (440 Hz beep tone for 150 ms,
probability of 80 %, 480 repetitions) and target (1,000 Hz beep tone for 150 ms, probability of
20 %, 120 repititions), the subjects had to click a button as fast as possible deciding which tone
they heard last. Inter-stimulus interval was set to 1,500 ms and sampling rate to 200 Hz. Data was
band pass filtered (0.1–40 Hz), and only correctly identified trials were used for display. The gray
bar indicates the time interval used for baseline correction (−200 to 0 ms: where 0 ms is the stimulus
onset), and the green interval indicates the intervals where the two ERPs are significantly different,
running t-test with adjusted p < 0.05. Components are marked as P1-3 for occurring positive peaks
and N1-2 for negative peaks

background information on all relevant processes of P300, P3a, and P3b components
[20]. Practical advice for measuring MMN, P300, and N400 is given in [5].

8.2.2.1 Data Recording and Analysis

For the analysis of ERPs, a small set of electrodes can be sufficient, usually up to
8 electrodes; they should be distributed along the central line following the 10/20
system [13], and for hemispheric differences equally distributed electrodes over the
right and left hemisphere are advisable. More electrodes are needed for the analysis
of more complex patterns e.g. spatial pattern distribution.

As evoked potentials depend on an exact timing, it is important that triggers are
exactly synchronized to be able to average the signal while keeping the temporal
information intact. ERPs cannot be observed in the raw EEG, as they are overshad-
owed by other, unrelated activity, which disappears when averaging several trials of
single ERP recordings.

Usually 20–30 trials as minimum are needed for an average ERP per stimulus
class; baseline averaged using the average value of the voltage in the interval usually
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up to 200 ms before the stimulus. This rather high number of trials compared to
standard quality tests also explains the usually small number of subjects used for
EEG-studies.

The aforementioned averaging methods are performed usually offline and as an
average over a group of subjects. This average over all subjects is the grand average
and is the result which is often plotted in these studies. Using classification techniques
this can be transferred to an online analysis of incoming physiological signals, to
decide whether the occurring brain activity of the proceeding stimulus was evoked by
one special class of stimuli [21]. In the case of Quality of Experience an exemplary
class of degradation can serve for that. With classification as a measure of separability,
it can be distinguished between perceived stimulus classes. For a tutorial on single-
trial ERP classifications see [22].

8.2.2.2 Findings Related to QoE

A first study using classes of degradations which are of interest for research in
telecommunication industry, was conducted by Miettinen et al. [23] using mag-
netoencephalography (MEG), where they could show a significant increase in the
measured amplitudes for distorted stimuli.

One of the first studies using EEG for quality assessment was conducted by
Antons et al. [24] in the auditory domain, where signal-correlated noise was intro-
duced in the stimuli, and the resulting signal-to-noise ratio was the independent and
scalable variable [24]. Here, after each presentation subjects had to judge whether
they perceived a distortion in the current stimulus or not. In this domain, the first
paradigm using EEG in a QoE context was derived starting with meaningless syl-
lables and developing it up to words. In each of the experiments it could be shown
that the elicited P300 gets significantly higher, the more distorted the stimulus is
[25]. Additionally, the P300 occurs earlier with stronger distortions. Furthermore, it
could be shown that stimuli which were perceived as undistorted by the participants,
but were distorted on the signal level, had a similar trend in the ERP as trials where
the stimuli were rated as distorted by the participant. Thus, high classification rates
for these trials could be obtained, and it was concluded that these degradations are
presumably processed non-consciously as they do not penetrate up to the subjective
behavior [24].

This measurement technique was further developed for (audio-)visual stimuli.
In studies conducted by Arndt et al. [28], the two-alternative forced choice (2AFC)
approach was used, which is a reduced implementation of the double stimulus contin-
uous quality scale (DSCQS) method (see [26]). Here, a first video sequence with the
reference stimulus was immediately followed by a possibly distorted one. As a dis-
tortion in these experiments artificial blockiness was introduced and varied in block
length. After each trial, subjects had to tell whether they perceived a distortion in the
second part or not. The findings from the previous auditory studies could be repeated,
and the same relation for visual stimuli was shown: the P300 is more distinct with
more distorted stimuli [27]. In a next step bi-modal stimuli were introduced using the
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2AFC paradigm [28]. Besides the already established relationship of P300 ampli-
tude and distortion level, in this study a significantly high relation between Mean
Opinion Score (MOS) [29] and obtained P300 amplitudes was observed. In other,
purely visually based studies Scholler et al. confirmed this finding and additionally
could show that the ERP of stimuli not perceived as degraded on the subjective level
could be identified similar to the ones perceived as degraded [30]. Another study
using visual stimuli was conducted by Lindemann et al. [31]. Here, rather different
kinds of distortions than the intensities were examined. They could also show high
classification rates between distorted and undistorted stimuli with the obtained data.

New technologies such as e.g. 3D videos can also be examined regarding their
quality and visual discomfort. This was done in a study by Li et al. [32], where
the authors could show a higher visual discomfort (1) while watching 3D contents
versus 2D contents and (2) while watching longer 3D sequences versus shorter ones
[32]. The reproducibility of the results among independently working laboratories
suggests that EEG is a reliable complementary measurement method to assess or
underline QoE related judgments.

The correlation of the P300 component and MOS (as a QoE-related metric) was
shown in several studies. Furthermore, there are brain patterns which are not corre-
lated to QoE directly but indicate an effect on QoE influencing factors such as the
cognitive state (see Chaps. 2 and 3).

8.3 Summary

The physiological basis of auditory and visual perception is well defined and guide-
lines for the neuronal measurement and analysis of such data have been established.
In this chapter we showed two different paradigms: (1) frequency power analysis of
the continuous EEG-data and (2) the analysis of components of event related EEG-
data. For both approaches, initial successful applications to QoE-relevant stimuli
were described and correlations of QoE and brain activation patterns were shown.
To facilitate further deployment of this measure, we will now give practical advice
based on our experience.

8.4 Practical Guidelines

1. Use short stimuli to get a clear picture of the ERP variations of interest when
you start working with a new stimulus type. If possible, select the stimulus such
that you have a good onset, meaning the onset of audio or video stimuli is in the
beginning of a recording. Be aware that audiovisual speech stimuli have rarely a
simultaneous beginning.

2. Start with a minimal stimulus set: (1) concerning stimulus length, perform tests
with short stimuli before you aim for longer ones; (2) use only a reduced set of

http://dx.doi.org/10.1007/978-3-319-02681-7_2
http://dx.doi.org/10.1007/978-3-319-02681-7_3
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speakers and sentences for auditory and a reduced set of scenes for (audio)visual
experiments, respectively; (3) use one class of degradation rather than several
classes.

3. Select only a few levels of degradation (e.g. three noise levels) instead of the full
spectrum in order to reduce expenditure of time. Hence, determine individual
levels of degradation intensity for each subject. It is best to aim for a similar
percentage of detected versus non-detected levels of degradation for each subject.

4. Control the experimental environment closely. If available, use e.g. ITU Recom-
mendations (such as [29]), and if appropriate reduce the suggested setup (see 1
and 3).

5. Use one of the established setups for presentation, e.g. oddball paradigm with
short stimuli [33].

6. Adhere to established analysis paradigms in the beginning—data on brain activity
tend to be overwhelming and polysemous, as they represent a variety of influences
next to the ones you were interested in with your study. The established approaches
developed over the years try to rule out as many of those variations as possible.

8.5 Future Research Topics

Studies so far have concentrated on signals after stimulus presentation. In addition it
would be interesting if data—obtained by physiology measurement methods—can
enable better quality prediction on a single-trial basis. This could be done by using the
neuronal signal preceding the stimulus for an estimation of the impact on perceived
quality. More specifically, the findings reported so far always focused on analyzing
processes that occur within the subject during the perceptive and the descriptive event
of quality assessment. While these methods can deliver useful additional information
as shown, they do not take into account which impact the QoE influencing factors
such as the cognitive state of the listener have on the judgment. Neuroscience studies
show that it is possible to detect not only the emotion and neuronal response triggered
by stimulus presentation but that the methods can also be used to assess the general
cognitive state prior to presentation. In simple words it could be measured how the
current state of a subject, be it emotional or cognitive, influences the process of
forming a quality judgment. These results could lead to a better understanding on
how the current state of subjects influences the subjective judgment.

One research field that was not extensively studied before in the context of Quality
of Experience is the field of brain stem measurements which will be interesting for
future research. Basically, this method is similar to the ERP procedure and measures
voltage differences due to neuronal activity. In contrast to ERP, this activity is pro-
duced by the brain stem and is different to the recorded ERP signal in terms of (1)
temporal behavior, as the signal emitted by the brain stem is measurable millisec-
onds after stimulus onset [34] and (2) in terms of strength, which is much smaller.
Especially worth mentioning is the work of Nina Kraus’ group who could show that
for example musical experience has an influence on the processing of information
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already on the brain stem level [35]. It would be interesting to see whether quality
expectations also come into play on this early level of perception. Another neurophys-
iological measure, NIRS, is showing promising preliminary results in the domain of
QoE related research. Here, the differences of oxygenated and deoxygenated blood
are recorded. In a first experiment using auditory stimuli significant correlations
between recorded NIRS features and scored subjective ratings could be shown [36].
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Chapter 9
Evoking Emotions and Evaluating Emotional
Impact

Robert Schleicher and Jan-Niklas Antons

Abstract This chapter gives an overview for Quality of Experience (QoE)
practitioners on common setups in emotion research using audio (sounds), visual
(pictures) and audiovisual (video clips) stimulus material to induce emotions. After
presenting available databases for the different modalities, methods for subsequent as
well as continuous self-assessment are discussed. Next to self-assessment, analysis
of accompanying physiological changes is a common means to evaluate emotional
responses. Here, typical measures of peripheral physiology are summarized. Finally,
practical advices for including material with emotional content and recording physi-
ological signals in experiments on audiovisual quality are given, and future research
directions are outlined.

9.1 Introduction

Emotions have been mentioned several times in this book, for example in Chaps.
2 and 3 on QoE versus User Experience, or Chap. 4 on factors influencing QoE.
There are at least two ways emotions can affect QoE: First of all, a stimulus may,
as intended, evoke (among other things) an emotion in the recipient, and the QoE
researcher intends to assess this emotional impact. Here, we can draw from the expe-
rience in related domains where standards to evaluate emotions and feelings have
been established. Second, a stimulus may cause an emotion in the recipient due to its
meaning, but this time it is not in the focus of the experiment, and in fact the emotion
may influence other parameters relevant for the study, e.g. the assessment of image
resolution (described in Chap. 6). In this case, it is important for researchers to know
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what stimuli can be considered as emotionally neutral, or even better, still measure
its emotional connotation to account for it in later analyses. Thus, this chapter will
focus on ways to systematically influence the subject’s emotions via audiovisual
stimuli, and methods to measure this effect. It is structured as follows: First, we will
describe available stimulus material to evoke emotions. Next, common instruments
for self-assessment of emotions are presented. After that, a brief summary on con-
comitant physiological changes is provided, as these are sometimes considered the
more ‘objective’ way to measure emotions as they are difficult to manipulate vol-
untarily in contrast to self-assessment. Finally, we will give practical advises when
studying emotions in the context of QoE and point out future directions of research.

9.1.1 Background

The study of emotions has a long tradition in psychology and related disciplines,
going back to Wilhelm Wundt, one of the founding fathers of experimental psy-
chology, who already proposed three dimensions to structure emotions [1], one of
them being quality, which ranges from pleasure to displeasure—the resemblance
to the Qualinet definition of QoE given in the Qualinet White Paper as “the degree
of delight or annoyance of the user of an application or service” is perplexing (see
Chap. 2).

However, as much as the controversy whether emotions are fundamentally orga-
nized along dimensions or in categories is still not settled among researchers, it is
also not clear what has to be considered as the ‘core’ element of emotions: Is it
the concomitant bodily changes, the upcoming intention to somehow react to the
emotional stimulus, or its impact on our thinking, including the shift in attention?
Animal research appears to focus on physiological changes and behavioral tenden-
cies caused by an emotional stimulus, while for questions concerning Quality of
Experience, conscious evaluation is of pivotal interest. Still, physiological changes
could here be used to assess those. As the current book is targeting the QoE commu-
nity, we will focus on this second aspect. We do so in a pragmatic way, which means
that we do not intend to give final answers to the above mentioned questions on
the fundamental nature of emotions, but describe which theoretical approaches and
experimental paradigms have turned out to be useful when studying the emotional
impact of multimedia material.

In Chap. 2, perception was defined as the conscious processing of sensory informa-
tion. As a working definition, emotions can be understood as immediately evaluating
this information as to what extent it is (expected to be) good or bad for the organ-
ism, and putting the organism in the state to react appropriately [2]. This includes
devoting mental resources to further elaborate the situation up to creating a conscious
representation of the own current emotional state, e.g. “I am scared/happy”, which is
called a feeling. Additionally, the own state is communicated to others via changes
in facial expression, voice, etc.

http://dx.doi.org/10.1007/978-3-319-02681-7_2
http://dx.doi.org/10.1007/978-3-319-02681-7_2
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At first glance, this ‘evaluating’ may sound similar to the quality assessment
processes described in Chap. 2. However, it has to be pointed out that affective
processes are predominately rooted in the evolutionary heritage of mammals,1 and the
reference point is irrevocably the organism’s expected well-being in a biologically-
inspired sense. Stimuli that are irrelevant in that regard do not cause an emotion, while
also emotionally neutral stimuli may easily be judged with regard to their quality as
understood in Chap. 2. A thorough discussion of emotion-related phenomena like
moods, sentiments etc. can be found in Chap. 4.

What turned out to be good or bad for the organism and what might be proper
affective reactions has been shaped by individual, but even more by evolutionary
learning, which is the reason why emotional reactions to certain stimuli are quite
consistent across people.

9.2 Media Stimuli

The need to make studies comparable has led to a couple of stimulus sets of which
the emotional impact is known and that are more or less standardized. We will limit
this description to stimuli that have been validated in a separate study prior to their
usage to evoke emotions for a specific purpose (e.g. examine physiological changes),
as otherwise the main research goal might have affected the emotional rating, and to
databases that to our knowledge are available to other researchers.

9.2.1 Visual Stimuli

The most prominent set of stimuli that is presented to subjects to evoke an emotional
reaction is probably the International Affective Picture System (IAPS) developed by
Bradley et al. [3]. It consists of still images which depict pleasant (e.g. a smiling
baby), unpleasant (e.g. mutilation scenes), and neutral scenes (e.g. a picture of a
towel). For all stimuli, their values on the dimensions Bradley and Lang consider
as basic for emotions, namely pleasantness (also called valence), arousal, and dom-
inance are given based on the ratings of a sample of approximately n = 100 US
students [3]. How these values were derived and further information on the mean-
ing of the underlying dimensions is explained later in this text. The format of the
images is jpeg with a maximum resolution of 1,024 × 768 pixels. These stimuli
are used worldwide for various research purposes, including human-computer inter-
action (HCI) [4]. Meanwhile, a comparable database validated with a sample of
German subjects exists, called EmoPics [5]. Their resolution is 800 × 600 Pixels in
the jpeg-format.

1 While we have heard colleagues jokingly speculating about a quality neuron which might be the
foundation of quality judgements, we haven’t heard anyone talking about a quality gene so far.

http://dx.doi.org/10.1007/978-3-319-02681-7_2
http://dx.doi.org/10.1007/978-3-319-02681-7_2
http://dx.doi.org/10.1007/978-3-319-02681-7_4
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9.2.2 Audio Stimuli

Analogous to the IAPS, Bradley and Lang also issued the International Affective
Digitized Sounds (IADS) library [6]. It consists of around 160 sounds of 6 s length
with diverse content, including human laughter or thunderstorm noise. Their format
is *.wav with varying bitrates. They also have been used successfully in the context
of HCI [7]. The IADS includes brief excerpts of works of composers like Bach or
Beethoven, but of course here longer pieces would be more appropriate to reflect
the emotional impact. While emotion and music is an active field of research (for
an overview, see [8]), no comparable standardized stimulus database exists to our
knowledge.

Quite the opposite can be said for emotional speech stimuli. As emotion recog-
nition is a major topic in speech analysis, there are numerous databases available in
this domain to e.g. test classification algorithms. Schuller et al. [9] for example list
eight databases with various languages for that purpose. They are usually not limited
to valence and arousal values like the IADS, but also name a specific emotion the
stimulus is representative for. There is one caveat with such databases if they are
used for emotion elicitation though: the fact that a speech stimulus reveals a certain
emotion of the speaker does not necessarily imply that it evokes the same emotion in
the listener. Hearing an angry voice might for instance rather cause fear than likewise
anger. One database that devoted special attention to this fact is the Kiel Affective
Speech Archive (KASPAR),2 where for a subset of the sentences the specific emotion
they evoked in the listener were identified, including physiological changes.

9.2.3 Audiovisual Stimuli

Film clips meanwhile appear to be the most popular method to induce emotions in
the laboratory [10] for a variety of reasons: They address both, auditive and visual
modality, they are dynamic and thus have a high attentional capture, they allow
to ‘unfold’ a complex emotional story or narrative as [11] calls it up to blending
of several emotions within one stimulus. Still, they guarantee better comparability
across subjects than mental imagery or personal recall of emotional scenes [12, 13].

Gross and Levenson [14] were among the first in 1995 to publish a list of scenes
from commercially available movies that would evoke certain emotions in the viewer,
and also offered detailed cutting instructions. An updated version can be found in
[13], also linking to updated cutting instructions. This original list was furthermore
extended by [15, 16] and the most recent set of film scenes from commercial films
can be found in [12].3 For all described films, a brief summary of the content plus
the target emotion is given, followed by a ‘hit rate’, i.e. in how many subjects of

2 http://www.stimmeundemotion.uni-kiel.de/Ressourcen.htm
3 The link given in [12] is apparently outdated. The instructions etc. can now be found at [accessed
4.3.13]: http://www.ipsp.ucl.ac.be/recherche/FilmStim/.

http://www.stimmeundemotion.uni-kiel.de/Ressourcen.htm
http://www.ipsp.ucl.ac.be/recherche/FilmStim/
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the norm sample the desired emotion was triggered, and what other emotions where
evoked, which might be interesting if someone intends to explicitly present such
ambiguous stimuli. In addition, values referring to a dimensional model of emotions
are available. These are all valuable information for researchers who intend to use
the clips with a new sample of subjects. The audiovisual quality of the film scenes is
however not specified. Schaefer et al. [12] report that the norm values were derived
using copies on VHS videotapes, [13] refers in the cutting instructions to both, VHS
and DVDs as source material. This is presumably done intentionally to leave it to
the researcher, which type of media she can get hold of as they are all commercially
available films. On the other hand it clearly shows that video quality appears of minor
importance for the authors.

One question that arises when commercial films are used is whether it matters that
subjects might have already seen the corresponding movie the excerpt is taken from.
We did not find such an effect in an own study [17] based on film clips recommended
by [16], and also Gross and Levenson report that if any, prior watching was associated
with more intense feelings [14], which is stated in [13] again.

To summarize, while pictures and brief sounds are easy to classify according to
their valence, but may be ambiguous with regard to what specific emotion they trigger
(the static scene of a person attacking another one may cause empathy for the victim,
fear of, or anger towards the attacker), film clips appear to be especially well-suited
to evoke a specific emotion in a standardized way.

9.3 Assessment of Experienced Affect

Attempting to evoke an emotion usually goes hand in hand with assessing the effect
of this intervention. In addition, it may in some cases also be desired to ensure
that a certain stimulus did not cause an emotion, as pointed out in the introduction.
Letting the users rate their emotion themselves to obtain a mean opinion score (MOS)
analogous to the perceived quality may be the obvious way for QoE researchers. We
will summarize the most common instruments for that purpose.

However, one fundamental difference of emotional stimuli as compared to other
types of sensory processing, e.g. the perception of a color or a number, is that they
trigger the intention to somehow react to them [18]. Bradley and Lang trace this
back to phylogenetically old motivational circuits in the brain that ensure survival
by letting the organism seek favorable conditions and avoid harmful ones. There-
fore they guide the attention towards any stimuli of either kind, and also prepare the
body for the corresponding reaction, appetitive or defensive [2]. While advocates
of basic emotions doubt that there are just these two types of reactions, but argue
for emotion-specific neural circuit as well as reaction patterns (e.g. [18]), they all
agree that emotions are embodied, i.e. inevitably linked to physiological changes.
This relationship lets physiological measures appear one of the major ways to mea-
sure emotional reactions. To account for this, one section will summarize findings
regarding the peripheral as opposed to the central nervous system (i.e. the brain)
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which is covered in Chap. 8. As research is multitudinous in this area, we will focus
on well-documented findings that are of practical relevance for QoE studies.

9.3.1 Self-Assessment

Bradley and Lang not only provide standardized stimulus material, they also offer the
instrument they use to let subjects rate the experienced affect: the Self-Assessment
Mannikin (SAM) [18] is a pictorial scale depicting a simple cartoon figure whose
expression varies on the three dimensions valence from an unhappy to a happy face,
arousal (a sleeping face to an exciting character whose whole body is trembling),
and dominance. As the latter dimension ranges from being controlled to being in
control, the cartoon is either very small in the picture or is covering more and more
of it, almost bursting out of the frame. Due to its simplicity, the SAM can be applied
efficiently to all kind of contexts, including a version on a mobile phone [7].

If a verbal assessment is preferred, the Positive and Negative Affect Schedule
(PANAS) [19] is a common alternative: it consists of 2 × 10 emotional adjectives
that people have to rate their feelings on using a five-point Likert scale, which ranges
from 1 ‘not at all’ to 5 ‘extremely’. The underlying dimensions are related to those
of the SAM, but give credit to the fact that the stimulus distribution of IAPS and
IADS follows a boomerang-shaped distribution: stimuli of high positive or negative
valence tend to be associated with high arousal values. Thus the positive affect (PA)
dimension of the PANAS represents increasing values of positive feelings concomi-
tant with increasing arousal e.g. from lethargic to enthusiastic, while the negative
affect (NA) dimension varies from low negative affect and low arousal (e.g. calm) up
to highly arousing negative feelings like anger or fear. The underlying dimensions of
SAM and PANAS can be mapped onto each other to some extent [20], but for the pur-
pose of picture/film assessment, the PA dimension of the PANAS appears to be less
well-suited [12].

To assess the emotional impact with regard to the evoked basic emotion,
researchers mostly use self-developed surveys (e.g. [13, 15, 16]) or variants of the
Differential Emotion Scale (DES) [21]. A newer instrument is PRemo which targets
basic emotions evoked by PRoducts using animated cartoon figures [22].4 This type
of emotional reaction is frequently addressed in the context of User Experience,
which is discussed in more detail in Chap. 3.

9.3.1.1 Post-hoc Versus Continuous Rating

So far, the described instruments are all applied subsequent to stimulus presentation,
which is completely adequate for still images or short sounds. If longer-lasting stimuli
are presented, one final rating might not be sufficient to cover the whole emotional

4 See also http://www.premotool.com/.

http://dx.doi.org/10.1007/978-3-319-02681-7_8
http://dx.doi.org/10.1007/978-3-319-02681-7_3
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Fig. 9.1 Mean valence ratings (−1 = unpleasant to +1 = pleasant) averaged over 10 s during
presentation of film clips of varying duration depicting different target emotions. Whiskers denote
standard errors

episode though, and similar claims have been made for quality ratings, e.g. [23].
At the same time this continuous measurement should not distract the subject’s
attention from the stimulus under evaluation. For purely auditive stimuli this can
easily be achieved by offering a device or graphical user interface (GUI) that is
operated manually and monitored visually like done by [24] or [25] for music. For
audiovisual material, the issue of divided visual attention is more pronounced. Nagel
et al. [26] and Mauss et al. [27] used a hardware rating dial that, after a training
phase, could be operated without having to look at it.

In our aforementioned study [17, 28], we adopted the interface developed by [25]
such that it could present videos with thin xy coordinate axes overlayed. Subjects
continuously rated their current emotion on the two dimensions of valence (x axis)
and arousal (y axis) using a mouse. The mouse pointer was visible in the coordinate
system as a small dot with a short tail to visualize the rating course of the last
seconds. The average rating course for valence of n = 60 subjects (35 female, mean
age 25+/−4.8 years) for the six clips of [17] that had turned out to be most effective
in evoking the postulated target emotion is depicted in Fig. 9.1.

It can be seen that for one clip, namely anger (red line in Fig. 9.1) the valence
changes from slightly positive in the beginning (when the later victims of violence
are depicted as happy people) to negative throughout the later course of events, where
they are being attacked. Such nuances in subjective evaluation would be lost when
only relying on one aggregated value without temporal information. However, it also
has to be noted that the values tend to be most pronounced at the end of the film clip,
i.e. show the highest/lowest y values (see Chap. 10). We will get back to this fact
later.

http://dx.doi.org/10.1007/978-3-319-02681-7_10
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9.3.2 Peripheral Physiology and Emotions

Peripheral measures are all those that are not directly derived from the central nervous
system. Some of them like cardiac activity or skin conductance are of special interest
as they are indicative for activity of the autonomous nervous system (ANS), which can
further be subdivided into its two major components: the sympathetic branch, which
is responsible for all autonomous changes that prepare for action, therefore called
ergotrop, and the parasympathetic branch, which influences all restorative processes.
Both have in common that their activity is controlled by older brain structures and
is difficult to influence voluntarily.

Facial muscle activity can be controlled voluntarily, but also has a large involuntary
component when it comes to emotional reactions, at least in untrained persons, up
to distinguishable emotion-specific patterns [29]. Thus, it is a common parameter to
measure emotional reactions, usually via the electromyogramm (EMG).

For exposure to stimuli of short duration like the IAPS or IADS, certain relations
are well established: emotional stimuli are attended faster and more extensively than
neutral ones. They lead to a decrease in heart rate, an increase in skin conductance
(indicative of sympathetic arousal), increased activity of the facial muscle corrugator
supercilii (causing “frowning”) for unpleasant stimuli, and increased activity of the
facial muscle zygomaticus major and orbicularis oculi (which both are involved in
smiling) for pleasant stimuli [30]. In general, the reactions tend to be stronger to
aversive than to pleasant stimuli, as the first may constitute an immediate threat to
survival. However, all these changes occur within roughly five seconds after stimulus
onset, and then parameters like heart rate tend to get back to their prior level [30].

Kreibig undertook the painstaking effort to review 134 publications that report
autonomous changes due to specific emotions induced over longer time ranges, fre-
quently with film clips [10]. For respiratory and cardiovascular parameters, certain
emotion-specific patterns could be identified, however, the author also concludes that
“Collecting valid data on autonomic responding in emotion has been and remains to
be a challenge to emotion research.” (p. 411 in [10]). Compared to that, skin conduc-
tance appeared to be a quite stable indicator for arousal, as it was increased in most
of the studies except for the emotions of sadness, contentment, and relief, which all
share a tendency for passivity rather than the need for action [10].

A peripheral signal that reliably indicates the experienced valence also over
longer time frames may be facial muscle activity—in a previous study, Kreibig et al.
[30] used it together with self-assessment as a control variable to check successful
induction of emotions, and we also found facial EMG to be able to differentiate
between negative and positive emotions [28]. Some authors alternatively subsume
facial expression under behavioral measures of emotion, an aspect we did not cover
in this paragraph, and which also includes the changes in voice mentioned in the
introduction.

Thus it may be a good moment to point out to the reader that this selection of
emotion evaluation methods is rather the tip of the iceberg than an exhaustive listing.
More detailed information on the topic can be found in alternative chapters of [13],
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or in [10, 31], which may serve as a starting point. However, there is always the
danger of getting lost in the sheer amount of information. To avoid this, we will give
some practical advices in the following that include an evaluative summary of the
evaluation methods.

9.4 Practical Advices

The advices given in this section are based on our experience with presenting emo-
tional stimuli and assessing them. The first and most straightforward advice is to use
material of which the emotional content is known a priori, and not mix both research
questions in a single study, i.e. present stimuli of unknown emotional content and
unknown quality levels. As described in the section on future research, it is far from
settled how emotion influences quality and vice versa.

The second advice is to use stimuli and validated questionnaires in the way
described in the original source, and not pick single questions out of a set or discard
the recommended instructions. One reason for the success of Bradley and Lang’s
material is surely that they are quite clear how to use the stimuli and how to rate
them subsequently—for that purpose, they include instructions as well as SAM tem-
plates in their IAPS and IADS manuals, and ask researchers to report the numbers
of the specific stimuli they used in their study. In psychological questionnaires, it
is less the single item that matters, but the repeated and aggregated measurement
or dimensional value it contributes to. So even if you consider single items redun-
dant or needless for your use case (e.g. the dominance dimension of the SAM), it is
better to present the survey in its original format, be it only for the purpose of later
comparability with other studies. The dominance value might not be that crucial for
passive viewing, but could be important for interactive settings, e.g. video confer-
encing. Next to pragmatic reasons, it is also important to remember that the scales
you provide suggest the test subjects how to structure their experience internally—if
dominance is not mentioned as a basic aspect of emotional experiences, they might
try to map this aspect onto the items offered, which could in the worst case result in
some kind of mis-attribution. In general, pictorial scales tend to be faster and easier
to complete, at the expense that the information obtained may be less detailed with
regard to the emotion experienced or specifics of the material presented.

When using standardized film clips that are targeting one single emotion each,
it might be sufficient to collect a self-assessment subsequent to presentation: the
subjective ratings in Fig. 9.1 show the most pronounced values at the end of the
clip. This of course only holds for clips where the course of events is evolving in one
direction—for excerpts of varying content, a continuous rating may reveal evaluative
changes. We would recommend to ask for the emotional rating immediately after
presentation and prior to any other queries, e.g. quality assessment. Emotions are a
transient phenomenon, and the current state may be affected by subsequent appraisal
processes [11]. While most people would agree that there are unpleasant movies of
high audiovisual quality, subjects may be inclined to give a clip they just rated as
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‘low’ with regard to quality also a less positive emotional rating to show internal
consistency.

Physiological changes are best compared to a baseline level to account for
interindividual differences. Here, the baseline should be similar to the later task,
i.e. watching a neutral film clip instead of simply letting the subject rest in a chair.
As physiological changes vary in their temporal course, it might be good to repeat
short baseline phases between the presentation of emotional content to avoid carry-
over effects of the current affective state to the next trial [13]. Compared to measures
of self-assessment, bodily changes can reveal aspects of emotional processing that
subjects are not conscious of, but similar to the difference between pictorial and
verbal scales, the results might be more difficult to interpret unambiguously in the
context of common QoE setups. Therefore it is always a good idea to ask the sub-
jects at least once during the test if they observed anything unusual or have any
other remarks that were not covered by the rating scales. These side notes can be
very helpful to explain unexpected results and sometimes even lead to new research
questions.

9.5 Future Research Directions

The most obvious reason for QoE researchers to pay attention to the emotional content
of the material they are presenting is that it may affect the quality assessment. The
question is, in what direction, and here the alleged relation might be that emotional
content intensifies the quality rating, i.e. lower quality for unpleasant stimuli, and
higher quality rating for pleasant ones. We are not sure whether this is the most
conclusive relation: emotional stimuli tend to attract attention, including the need for
appraisal how to deal with the situation, which at some point will withdraw attention
from other aspects, e.g. the audiovisual quality of the presented material. Thus it may
as well turn out that at least highly emotional arousing material smoothes quality
ratings. To disentangle these dependencies is surely one future research direction.

Vice versa, it is also not clear how quality influences emotional assessment. Again,
the simple relationship would be that the higher the quality (e.g. resolution, lighting),
the more intense the emotion rating of a given clip. And again, we doubt that the
influence is that simple: one common feature of the fear-inducing clips recommended
by [16] is that they are set in the dark, and the immanent threat is present, but not
identifiable. Here, the ambiguity increases the suspense as the actual appearance or
extent of the threat is left to the imagination of the viewer. A well-lighted-scenery
where all details are visible would probably decrease the emotion. In other cases, a
lower quality might increase the credibility of the content: one of the reasons for the
success of the movie Blair Witch project was that it was shot with a hand-held camera
and thereby implied it depicted an amateur recording of a ‘true’ holiday that went
terribly wrong. A similar phenomenon can be observed with youtube clips from
crisis regions shown on news shows. Again, the obvious low quality rather adds
to the perceived authenticity than decreasing it, and thereby might lead to higher
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affective reactions. As the definition of QoE given in Chap. 2 explicitly includes
emotional impact, these aspects have to be taken into account, and one of the future
research challenges will be to harmonize QoE models and research paradigms with
their equivalents in emotion research.
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Chapter 10
Temporal Development of Quality
of Experience

Benjamin Weiss, Dennis Guse, Sebastian Möller, Alexander Raake,
Adam Borowiak and Ulrich Reiter

Abstract Most research on Quality of Experience treats QoE as a static event. As
a result, QoE is measured for stimuli of delimited length, and the QoE which is
associated with the stimulus is considered to be stable along its duration. However,
this rarely happens in reality where usage episodes extend over several seconds and
minutes (e.g. a phone call), hours (e.g. a video film), or regularly over periods of weeks
or months (when considering QoE of a subscribed service). In this chapter, we will
discuss the cognitive processes involved when QoE is integrated over usage episodes,
and describe corresponding assessment methods. We will also review models for
estimating episodic and multi-episodic QoE from momentary QoE judgments or
their predictions.
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Fig. 10.1 Schematic illustration of QoE concepts

10.1 Introduction

With current communication services and networks, one major issue is the temporal
variability of transmission characteristics as they are common in today’s mobile and
best-effort networks. From a Quality of Experience (QoE) perspective, a system
with time-varying characteristics will have its impact on the user in terms of various
aspects. Respective time spans have been defined for user experience [44], ranging
from:

1. momentary/instantaneous experience of the system characteristics as a result of
the current media quality level or of events like sudden changes in transmission
characteristics,

2. over the retrospective appraisal of various events during an episode of usage like
a call or video clip,

3. until the cumulative experience when evaluating a whole service after multiple
episodes.

Of course, retrospective ratings can be asked for at any time during one episode.
In this chapter, however, we consider only complete episodes. Confer Fig. 10.1 for
an illustration of time spans and judgment events of momentary QoE, (remembered)
episodic and multi-episodic QoE, and the macroscopic (see below) QoS variation.

These three time-spans have a close connection to Kahneman [31], who distin-
guishes between the momentary-based approach and the memory-based approach.
This separation is made for the global field of human experience with concepts like
joy or pain, and can be directly transferred to QoE (see also Chap. 2).

The momentary-based approach corresponds to momentary QoE and reflects
direct instantaneous measures of experience. Variation over time of such measures
corresponds to macroscopic changes of system characteristics, as these are actually

http://dx.doi.org/10.1007/978-3-319-02681-7_2
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perceived as being varying in quality, as opposed to microscopic system behavior
(cf. [42]). Accumulating (e.g. averaging) ratings of momentary experience represents
a useful abstraction, not actual experience, called total utility in [31]. Momentary
QoE itself is an important measure for addressing the instantaneous user reaction
to changes in Quality of Service (e.g. types of transmission degradations). Assess-
ment methods of momentary QoE include those for truly instantaneous assessment,
but also “sampled momentary” QoE, i.e. assessment for short-term samples which
exhibit no macroscopic, but microscopic variation. These methods are presented in
Sect. 10.3.

The memory-based approach is concerned with retrospective appraisal, i.e.
remembered experience. This subsumes episodic and multi-episodic QoE, which
can be differentiated regarding the time of assessment and the lengths of the expe-
rience: Episodic QoE is concerned solely with one episode and typically assessed
directly after this one, whereas multi-episodic QoE might be assessed with or without
temporal alignment to an episode, and the scope of the experienced quality is usually
the whole service up to the event of assessment. This remembered QoE (remem-
bered utility in terms of Kahneman [31]) reflects the users’ integration processes
and the establishment and development of attitudes towards a system or service (cf.
Sects. 10.4 and 10.5).

Dependent on the research question, either momentary or (multi-)episodic QoE
is in focus. But in order to study their relationship, instantaneous and retrospective
ratings have to be analyzed together.

The focus in this chapter lies on the QoE as a result of time-varying transmission
characteristics. We address this by presenting empirical results in a structured way,
outlining assessment methods, and even presenting prediction models for auditory,
visual and audio-visual quality. Waiting times are not a topic presented in this chapter,
as they are covered in Sect. 22.3. Further information on cognitive aspects of QoE
are presented in Chap. 2.

According to the three time spans presented, this chapter starts in Sect. 10.2
with cognitive processes related to the temporal development of QoE. Then, it pro-
vides an overview of methods to assess momentary, episodic and multi-episodic QoE
(Sects. 10.3, 10.4, 10.5) and presents major principles of how retrospective appraisal
is related to momentary QoE (mainly in Sect. 10.4). We conclude with an outlook
on major issues in current research and applications (Sect. 10.6).

10.2 Cognitive Processes of Temporal QoE

One of the major topics in QoE research is the relationship between several momen-
tary events and retrospective appraisal of the resulting QoE. Often, a weighted
average of momentary ratings is correlated strongly with a single rating obtained
directly after a session. Results for such weighted averages reveal a higher weight
of the last ratings compared to the others. This observed effect is often called
recency effect, implying a relation to cognitive processes of recall. The assumption

http://dx.doi.org/10.1007/978-3-319-02681-7_22
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seems to be, that human processes in recalling information from the working memory
will ground such a retrospective appraisal, based on cognitive models [1].

Within the time range of the working memory of about tenths of seconds, typi-
cally 5–9 unrelated items (like object names or numbers) can be recalled right after
the presentation or after a short break without distraction. The exact time span used
for recall cannot be defined, as the working memory is not just an information stor-
age, but a multi-component system used for complex cognitive tasks. For example,
names or digits can be rehearsed within the phonological loop as long as there is no
distraction. The actual performance and time span depend on the individual, content
of information, motivation and attention to the task, or modality of distractor tasks
(see also Chap. 2).

The main effect observed in most studies addressing free recall from the working
memory is the likelihood to recall information better or worse depending on the
position of presentation: The first and the most recent items are recalled with a
higher probability in a free recall task. The first, so-called primacy effect lessens
somewhat with more items (e.g., 10–20 and thus also with longer time to recall),
whereas the recency effect can be reduced or eliminated by distraction or delay (e.g.,
15–30 s) between presentation and recall of items. Recency can thus be viewed as the
retaining of information, where the recall has not been deteriorated by subsequent
information.

The likelihood to recall information better or worse depending on the temporal
position within an episode can also be taken up by instrumental quality prediction
models. The rationale is to include such a cognitive process to model the rating at
the end of an episode on the basis of ratings for relatively short stimuli or calls with
varying quality.

Interestingly, such positional effects can also be observed for longer time spans
like several minutes to hours (e.g., remembering content of a talk), or even for a
whole season or year, determined by the number of events, not the time elapsed. A
different cognitive approach is not directly linked to actually recalling or retrieving
information from memory, but judging individual, even long-term experience in
retrospect based on memories, the memory-based approach presented in Sect. 10.1.
The peak-end rule models the heuristic of appraisal of one’s experiences in terms of
valence and intensity only by two remembered moments [30]. That is, retrospectively
judging long-term experiences (tens of minutes, but also time spans of, e.g., years) are
dominated by the most extreme and the most recent experiences. It could be shown,
that other information are not lost, but just not included into the retrospection. Here,
a primacy effect is not apparent.

This heuristic and the underlying peak-end rule seem to be closer to the actual task
of rating (multi-) episodic QoE than recall from the working memory. In fact, the task
of an episode-final QoE judgment is quite different to an instantaneous judgment of
momentary QoE, and thus does not precisely require to recall the experienced quality,
compare, judge and describe it. Instead, remembered QoE is bettercharacterized by

http://dx.doi.org/10.1007/978-3-319-02681-7_2
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eliciting the current attitude towards the service based on those quality events in
scope, may this be one or more episodes, and on which the peak-end rule is based on.

The relevance of intensity is already known for other judgment tasks based on
heuristics, e.g. the topic of combining traits for interpersonal judgments. Here, a
stronger impact of negative traits than positive ones is found [22], that can be modeled
with a weighted average [32]. Accordingly, models for time-varying quality often
take into account valence (i.e. special treatment of degradations) and variability itself
(cf. Sect. 10.4).

10.3 Assessing Momentary QoE

Most of the existing mono- and multi-modal quality assessment techniques do not
take into account fluctuations of the quality which happen to appear when a stimulus
of extended duration is viewed (i.e. more than 10 s). The remembered quality rating
provided after an episode (e.g. 10 min) should not be considered as an accurate
measure of momentary QoE, which is continuously evolving. This is due to the fact
that humans are more likely to make the overall quality judgment based on the most
recent experiences which are assumed to be of a greater importance or significance
(cf. Sect. 10.2). In order to overcome the mentioned inaccuracy two approaches
can be applied: the long content can be divided (windowed) into a number of shorter
episodes (e.g. 10 s each) and then evaluated separately (for an overview of parametric
models for estimating QoE of such short samples, see Sects. 12.3, 14.3 and 19.2),
or the quality can be judged on the fly, throughout the entire stimulus duration. In
the first approach, standardized methods applicable for short sequences evaluation
can be used. Examples of such methods, typically applied to 3–16 s long episodes,
are: Double Stimulus Continuous Quality Scale (DSCQS) [26], Absolute Category
Rating (ACR) [28] and Paired Comparison (PC) [28] (for more see [27, 29]).

However, the mentioned assessment techniques are lengthy in nature and hence
impractical in real life applications, where e.g. content of 30 min duration needs
to be evaluated. For this purpose, an appropriate, no-reference method (i.e. with-
out a stimulus to compare) allowing for instantaneous quality evaluation should be
employed. An example of such a method is the Single Stimulus Continuous Qual-
ity Evaluation (SSCQE) developed by the RACE MOSAIC project [19] and later
incorporated into the ITU-R recommendation BT.500-7 [26], or the corresponding
continuous assessment method for speech quality described in ITU-T Rec. P.880
[43]. The SSCQE allows participants to judge the perceived quality dynamically
using a slider mechanism with associated interval scale (commonly from 0 to 100
with the range divided into five equal slots corresponding to the ordinal five-point
quality scale). Although the method is capable of catching the quality variations
instantaneously and over extended periods of time, it is not free from drawbacks and
ambiguities. It has been reported that the continuous operation of the slider might
divert the user’s attention from the process of quality assessment [7] and that the
differences in participant’s reaction time to quality changes can reduce the accuracy
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of the method [41]. Recently, there has been increased interest in the development
of alternative methodologies capable of tracking the quality changes in a continuous
manner by using different types of rating devices, i.e. a glove [8], a steering wheel
[37], etc. Nevertheless, except for the type of rating instrument, those methods do not
bring any major methodological changes compared to the SSCQE. This is due to the
fact that all of them use the same type of rating scale (or in some cases even simplified
versions with reduced resolution) associated with each of the device. Moreover, the
improvement in the rating instruments’ performance over the slider mechanism has
not been proven and an effect of stimulus duration on users’ fatigue related to usage
of these devices has not been verified.

Modification of another standardized method (ACR) has been suggested for a
quasi-momentary assessment of a longer episode by providing judgments after time-
intervals of fixed window size [18]. The quality judgments are made during the
appearance of segments with no degradations in contrast to the gray segments used
for this purpose in the ACR method. This way, according to the authors statement,
the continuity of the sequence is preserved making the viewing conditions more
realistic.

A different approach towards continuous quality evaluation has been proposed by
Borowiak et al. [5]. Instead of providing a numerical representation of the perceptual
experience, the user is allowed to actively adjust the quality to the most appreciated
level in case degradation occurs. The improvement in the quality is achieved by means
of an adjustment device (e.g. rotary knob) and based on perception of quality changes
solely (no tactile feedback from the device). The scale assigned to the assessment
instrument in fact is a direct representation of the quality levels used in the test, and
a translation of the perceived quality into a numerical score or position of the rating
device is not required. There are no physical limits in the rotation mechanism as
witnessed in the previously mentioned methods, and the maximum quality can be
overpassed if not recognized by the user, causing gradual decrease in quality. This
is a reversible process, so the user can return to the reference quality by rotating the
device in the opposite direction again.

With this new technique, a measure of momentary QoE is achieved in relation
to the desired QoE. Eliciting the user’s behavioral reaction to experienced quality
by means of the quality adjustment approach allows for gathering the data with
less cognitive resources required compared to typical assessment methods [5]. In
consequence, subjects’ attention is on the presented stimuli rather than on the usually
challenging task of quality evaluation. Although new findings are possible with the
method, it should not be treated as a replacement of the existing ITU-R rating scales
based methodologies, but rather as an additional source of information with respect
to the user’s cognitive experiences.

In general, there has been relatively little attention devoted to the topic of continu-
ous quality evaluation, resulting in a comparatively small number of related publica-
tions. However, some interesting research findings have been claimed with respect to
the momentary quality assessment. In [33] it has been concluded that subjects react
almost immediately when a change from good to poor quality occurs while in the
reverse situation the adaptation process is much slower. This asymmetry in tracking
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the quality has been confirmed in [9] where changes in momentary speech quality
were evaluated. Other studies [4, 6], in which longer duration content (30 min) was
employed, prove the time dimension not being the main factor influencing quality
perception. The authors discovered that quality expectations over extended periods
of time are rather constant and that the same holds for the absolute quality level at
which the change is usually discovered. Moreover, it has been found that sensitiv-
ity to quality variations highly depends on the awareness of the process of quality
changes, and is higher when the subjects are in charge of the quality adjustment,
than when the process is controlled externally. These findings hold, no matter which
way the degradations appear in the presented material; whether stepwise in time or
immediately, in one move [3].

10.4 Assessing Episodic QoE

In contrast to momentary QoE, quality attributed to an episode of usage is commonly
judged directly after the end of the episode, may it be after watching a video clip or
movie, or after finishing a telephone or video call. Such ratings of remembered QoE
collected at the end-point of an episode may be different from the remembered QoE
judged upon at a later point in time, where effects such as distraction or contextual
transformation of QoE come into play. Still, such an episode-final quality rating may
not be easily related to momentary QoE experienced during the episode: For the
case of time-varying transmission characteristics, the averaged momentary QoE, i.e.
the total utility (cf. Sect. 10.1), is in many cases not an appropriate estimate of the
quality of the whole episode, as given by an episode-final judgment. Usually, such
an average is too optimistic (cf., e.g., [13, 46] for speech quality, and [20] for video
quality).

The recency effect between momentary and episode-final ratings was confirmed
for speech quality [14] and video quality [20]. There is evidence that the impact of
recency is smaller when momentary QoE is assessed continuously, i.e. with sliders
[21], so it may be advisable to assess momentary and episodic QoE separately.

A method which aims at achieving both short-term and episode-final ratings is
described in [12] for speech quality. The method consists of two separate tests which
are carried out on a specific type of stimulus material. The material consists of sev-
eral stretches of speech which have a duration of 4–8 s (thus the typical duration of
short speech stimuli), and which are related to each other by their content. 5 to 6
of such stimuli form a storyline of a simulated conversation, i.e. a virtual exchange
of information between two parties in which the stimuli represent the contribu-
tions of one party only. The stretches of speech are first presented in a standard test
set-up according to [27], this way obtaining (position independent) short-term QoE
judgments for each stretch. Secondly, the stretches are presented in their logical order,
with pauses of approx. 8 s between the stimuli. During each pause, the test partici-
pant is asked to orally answer a content-related question, usually in a multiple-choice
fashion, to incite her concentrating on the content and engaging in a conversation-like
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situation. At the end of the last stretch, the test participant is asked for an episode-final
rating of the overall quality of the episode. This so-called simulated conversation test
provides short-term and related episode-final QoE ratings, and thus allows to relate
one to each other. The procedure has also been adapted to video calls (then putting
the focus also on the visual modality [23]), and is currently considered for a future
ITU-T Recommendation [25].

Although this method [12] is able to simulate conversations, it is methodologically
difficult to assess momentary and episodic QoE in real interactive situations, as the
duration of each turn cannot be controlled, and thus neither strength nor position of
degradations can be systematically varied in order to obtain reliable averaged results.
As a consequence, many results and models stem from data obtained in passive
situations, and a valid transfer from judgments obtained this way to interactive quality
cannot be guaranteed. For the example of speech quality, a recency effect found for
passive listening was not replicated for the interactive session [16], and the method
described above to simulate conversational structures obviously neglects the effects
of echo and delay [12], which might be integrated differently from other sources of
degradations like noise.

Another effect which was found to influence episodic QoE is the impact of extreme
qualities [14, 20]. Consequently, models to describe episodic QoE with an integration
of momentary ratings include weightings for each momentary rating, with stronger
weighting for episode-final times of occurrence, and for stronger changes (or only
stronger degradations, as mentioned in Sect. 10.2):

• In [10], from any individual rating of speech QoE, may it be continuous or a short-
sample rating, a weighted mean is calculated, with a higher weight towards the
end of the episode, and for extreme degradations.

• In [9] the asymmetric temporal delay to adjust to changes in momentary speech
QoE observed by [14] (cf. Sect. 10.3) is integrated into a model of episodic QoE,
that uses these estimated momentary ratings, integrates them by averaging, but also
models a recency effect by taking into account the last significant degradation.

• In [12], there is also a two-step approach chosen for the speech domain. First, a
weighted mean is calculated, taking into account a recency effect—in contrast to
the two above with an absolute time window—and the impact of the strongest
minimum is additionally subtracted as a difference to the episodic average, for
estimating episode-final QoE.

• An alternative of the last model is presented in [46], using also the difference of
momentary speech QoE to the average instead of absolute weighting values to
obtain the weighted average.

• For picture QoE, [20] also propose a model incorporating a fixed recency effect
and the strength of impairment to calculate a weighted mean.

• A simple regression model for picture QoE using continuous rating includes the
contributions of the level of the extreme degradation only. Although the latest
ratings (recency effect for the last 5 s) is also significant, its inclusion does not
improve the model, and duration of the extreme degradation and residual mean
quality do no contribute significantly at all [21].
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• A prediction model for QoE of streamed video over mobile networks is referred
to in Sect. 19.3.3 [40]. It uses parametric estimates of momentary QoE, which are
adapted to cover context effects (e.g., [14]) and integrated to estimate overall, i.e.
episodic QoE.

Applying the simulated conversation test method of [12], an evaluation of three
of these models [10, 12, 46] could confirm their relevance also for scenarios with
changing audio bandwidth and packet loss [36]. Applying these models unmodified
even on audio-visual simulated conversation QoE, all three resulted in satisfying
estimates of episodic ratings, with [10] and [46] performing better than [12] (cf.
also Sect. 27.4). A comparable evaluation for audio-visual QoE including all models
mentioned above showed similar results [2]. The models show slightly lower perfor-
mance when estimates of momentary speech and/or video quality are used instead of
subjective momentary quality ratings, depending on the type of model used for the
momentary quality estimation (see e.g. [36] for a comparison, and Sects. 12.3,14.3
and 19.2 for an overview of models for estimating momentary QoE).

Incorporating also delay and echo as interaction degradations, [15] propose a
simple model to estimate episodic QoE for speech telephony based on instrumental
estimates of momentary QoE. In addition to echo and delay, noise and packet loss
are taken into account as listening degradations. The method to elicit authentic con-
versational situations uses short conversation tests as described in [24, 38] to obtain
episodic QoE for the interactive scenario. Although not dealing with time-varying
QoE, this approach provides a method and subsequently a model to integrate listen-
ing degradations with echo and delay as a basis to study temporal aspects for realistic
interactive scenarios.

As a summary, the averaged momentary ratings typically account for most of the
variance explained. Based on [2, 36, 46], Pearsons’ r are about 0.84–0.90 for the
plain average. Adapting momentary ratings to context effects (e.g. [14] improves this
a little bit (r increase of about 0.05). Accounting for recency and extreme qualities
results in values typically about or even over 0.95. Of course, with instrumental
estimates of momentary QoE, correlations are typically lower (r over 0.9). Still, for
data which is covered already very well by the plain average, additional modeling
does not improve the correlations that much further.

It seems that the recency effect itself is not as strong as the impact of the strength
of a degradation [2, 20, 46], although such a conclusion is dependent on the media
stimuli used, and therefore difficult to draw. Yet, both systematic effects seem to
resemble the mechanism described by [30] for remembered utility, and it would be
interesting to compare the models explicitly defined for episodic QoE with the peak-
end rule incorporating only the most extreme experience in addition to that for the
last portion.

Apart from the question of the cognitive processes involved in integrating momen-
tary to episodic QoE, there is of course the issue of valid and reliable assessment
methods. There is already much knowledge available for this area, resulting in a
number of standards (e.g. [25]). Still, most methods define and recommend labo-
ratory settings for quality assessment, although these do not represent typical (and

http://dx.doi.org/10.1007/978-3-319-02681-7_19
http://dx.doi.org/10.1007/978-3-319-02681-7_27
http://dx.doi.org/10.1007/978-3-319-02681-7_12
http://dx.doi.org/10.1007/978-3-319-02681-7_14
http://dx.doi.org/10.1007/978-3-319-02681-7_19
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thus ecologically valid) usage situations. For example, assessing video quality for
an entire movie in the living room of actual test participants [45] revealed a system-
atic difference compared to the laboratory setting. The authors conclude, that their
more authentic method and test environment provides more valid results, e.g. a lesser
impact of picture degradations and a stronger impact of degradations interrupting the
flow of the movie.

10.5 Assessing Multi-Episodic QoE

Quality of Experience should be considered over multiple episodes as continued
usage influences the user’s expectations and future behavior towards a system.

Interacting with a system for the very first time, the experience made by a user
is determined by his prior expectations and experience, which are used to form his
internal reference. The comparison between the experience and the internal refer-
ence leads to a quality judgment of the experience. The internal reference will then
be updated according to the user’s individual experiences, and will influence the
perception of future interactions with the system. The update process of the internal
reference happens during and after each interaction with the system (see Sect. 2.3).

The change of the user’s internal reference will influence not only the QoE of future
episodic interactions, but also the user’s acceptance and thus behavior towards the
system. This includes likeliness to use and attitude towards the system, but also task
selection and task solving strategies (see Sect. 2.3).

Adaptation effects have also been found in research on User Experience. It could
be shown that usage behavior of a user with a system changes over longer time
periods [34]: in the beginning, new features are explored and the interaction is playful,
whereas with time interactions become more task-driven and practical.

Methods to assess short-term QoE are neither designed, nor suited to study multi-
episodic QoE. In fact, sequence effects are frequently balanced out by randomizing
the order of stimuli over multiple participants. This is due to the targeted performance
comparison of different systems like codecs or media network configurations. Fur-
thermore, some experimenters try to replace an unknown, participant-specific internal
reference, which is used in the quality judgment process, by priming the participants
in the beginning of the experiment using a fixed set of anchor stimuli of pre-defined
levels of quality. This is especially important if participants are habituated to “better”
systems than the ones under study.

Assessing multi-episodic, and thus remembered, QoE is challenging for three
reasons:

1. First, the order of episodic use and their perception is important due to the update
process of the internal reference.

2. Second, the time-scales that must be taken into account are greater, and thus the
experiment has to be longer, sometimes spanning over days, weeks or months.
Using such long experimental periods, it is very difficult to control for other

http://dx.doi.org/10.1007/978-3-319-02681-7_2
http://dx.doi.org/10.1007/978-3-319-02681-7_2
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(external) factors which might also influence the quality judgment. To validly
study temporal effects on multi-episodic QoE also pauses between episodic usage
periods must be considered, so that the update process of the internal reference
can happen under realistic conditions.

3. Third, the usage behavior is dependent on the user himself, e.g. his personal pref-
erences, socialization, context and attitude towards the system. This will influence
the user’s approach to use the system, including task selection and usage patterns,
and ultimately his level of acceptance.

A practical issue occurs if a system is evaluated over a long period, where partici-
pants also use other comparable systems during the same period. The user’s internal
reference is influenced by all systems experienced during the usage period.

First work on multi-episodic QoE which is known to us has been conducted
by Duncanson in 1969 for an oversea telephony system. He could show that the
remembered QoE for multiple prior episodic uses is underestimated in comparison
to the judgment to a just-finished episode with the same actual performance [11].
This suggests that low-quality episodes have a greater impact on remembered QoE
over multiple episodes.

In [39] a method to study multi-episodic QoE with one system over multiple days
is presented. A comparable system usage is achieved by providing task scenarios for
each usage episode, so that not only each episodic use is similar but also the interaction
lengths and timing are comparable. This reduces the impact of the participant’s
behavior in the quality evaluation process. Each participant has to perform several
(in this case 24) usage episodes in fixed time intervals (here twice a day) within a
certain usage period (here 12 days). Two types of questionnaires are used: one for
assessing the QoE after each episodic use and one to assess the multi-episodic QoE
after several days. In addition, an initial interview and a final interview are conducted.

Möller et al. [39] used this method in a field study over 12 days providing two
tasks per day that should be fulfilled using a video telephony system. The system
performance was controlled on a day-to-day basis. Overall, 5 system performance
profiles were used with a total of 56 participants.

Two effects on QoE were found: first, a recovery effect after low performance
episodes, showing that prior episodes influence the QoE rating of following episodes.
The recovery interval was approx. 2 days long. Second, a general rise in QoE ratings
over the usage period of 12 days was noticeable. In [39] also the integration of
individual episodic QoE ratings into an overall QoE judgement for the system was
studied: the multi-episodic QoE judgment could be estimated by the average of
episodic QoE ratings of all prior episodes only for several days, whereas it was not
a good predictor for the multi-episodic QoE judgment on day 12.

This method was used in [17] to study multi-episodic QoE in a multi-service sce-
nario addressing audio-visual entertainment and telephony. In this study, the results
of [39] have been confirmed. In addition, it was found that the impact of performance
limitations depends on the type and use-case of the system.
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Multi-episodic QoE is of special relevance for service providers, especially in
telecommunication and entertainment, because those services are used very fre-
quently and the switching costs for customers are low [35]. Thus, it is important to
provide good QoE over longer usage periods in order to avoid customer churn.

10.6 Discussion and Conclusion

With time-varying Quality of Service, the primary issues for assessing QoE are
different for the three time spans presented, momentary, episodic and multi-episodic.

For momentary QoE, the focus lies on the instantaneous assessment using, e.g.,
a slider, so that a relationship between instantaneous service performance and user-
perceived QoE can be determined. As a drawback of continuous assessment, the
validity for authentic service usage is not ensured by such a permanent and untypical
secondary task, which directs attention from content to the quality judgment process.
Here, reliability and validity of alternative methods have to be studied. An alterna-
tive would be to use, e.g., physiological or non-permanent methods, like assessing
only extreme moments of QoE or even actively controlling quality like presented in
Sect. 10.3.

Methods to assess episodic and multi-episodic QoE do not seem to be very differ-
ent from each other. However, it is important to distinguish the “mere” integration
process of an episodic experience when rating the (retrospective) quality from the
attitude towards a service built within multiple episodes over a longer time span.
This attitude towards the service is much more affected by individual needs and
preferences and stronger linked to personal life. Therefore, authentic situations are
much more important when assessing multi-episodic QoE compared to established
and valid laboratory methods for episodic QoE. Multi-episodic QoE assessment thus
requires field tests, although this results in less control over the test set-up, e.g. in
creating specific quality profiles.

Relying on valid data might not only provide enough material, i.e. “profiles”
of time-varying service performance, to build valid models, but will also provide
insight into realistic distributions of time-varying performance to validate such mod-
els even better. Thus, the ongoing merging of service monitoring with QoE research
is expected to solve several issues presented here.

Prediction models incorporating empirical results are at hand for short sample
aggregations of momentary QoE and episodic QoE. However, there are still many
relevant factors that are not considered to satisfy the demands of applications like
monitoring or planning. The principal problem is the trade-off between incorporating
factors like content, attention etc. in a reasonable, i.e. generic and scalable, way. And
for multi-episodic QoE research related to modeling has just started. Here, especially
context factors affecting attention (secondary tasks of users, interruptions, parallel
usage of different devices) or the attitude towards the service (availability, mobility,
and even more than for episodic usage: content) will also play an important role.
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Chapter 11
Quality of Experience and Interactivity

Sebastian Egger, Peter Reichl and Katrin Schoenenberg

Abstract This chapter discusses the relation between interactivity and QoE. In this
context, a definition of interactivity comprising human-to-human interaction as well
as human-to-machine interaction is presented, and a description of a possible instru-
mentation is given. In terms of quality formation, a mediation layer between quality
influence factors and perceived quality features is introduced that allows the inclu-
sion of interactivity-related perception in the quality formation process. A discussion
of commonalities and differences between interaction with a system and interaction
with one or several other persons via a system identifies the open challenges for reli-
able and successful measurement of interactivity related aspects and the identification
of relationships between these interaction measures and QoE.

11.1 Introduction

Quality of Experience is a multidimensional concept. While, in the course of this
book so far, mainly the quality of experience of individual users has been addressed
from a psychological, physiological and temporal as well as technological and eco-
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nomical point of view, in this chapter we will focus on QoE issues that arise from
the communication process between several entities and the way they interact with
each other. Traditionally, this essential perspective has been addressed mainly in
the context of human-to-human (H2H)—and, to a lesser extent, human-to-machine
(H2M)—communication, while more recently also machine-to-machine (M2M)
aspects have gained rapidly increasing relevance. Therefore, we will follow a rather
broad approach and discuss the corresponding fundamental concepts and notions in
an abstract way including all different basic scenarios.

In order to capture the intrinsic features of the mentioned communication
processes, we resort to the notion of “interactivity” which we will formally define in
the next section. It is however instructive to point out from the very beginning that this
concept comprises a phenomenological (form) as well as a teleological (function)
component. In terms of describing interactive phenomena in a formal way, this has
led to the definition of “conversational temperature” (a term coined by M. Balinova
almost a decade ago, cf. [1]) as a metric characterizing the intensity of the interaction
process, while the underlying forces and motivations which trigger and influence the
mutual behaviour of the communication partners have been characterized in [2] in
terms of a game-theoretic equilibrium between respective user strategies optimizing
the mutual exchange of information.

As far as underlying technology is concerned, it is mainly the intermediate commu-
nication channel—and more specifically its two-way delay characteristics1—which
is responsible for the need to distinguish interactive from non-interactive QoE. Of
course, this delay has a direct impact on the quality perception itself (as shown by [3]),
but beyond that it may also massively influence the information sending/receiving
behaviour of the individual communication partners involved in the communication.

Figure 11.1 depicts the fundamental structure of interactive communication.
While the x-axis refers to time, we see how requests (REQ) and related responses
(RES) are exchanged between a user A and a receiver B via the intermediate trans-
mission channel with constant one-way delay. Messages are assumed to exhibit an
underlying fine granular structure (for more details on the left dashed circle see
Fig. 11.1). Requests can be initiated by both sides, and responses typically follow
them in time, however, in certain cases (cf. right dashed circle) responses are started
already before the end of the request transmission or are interrupted by additional
arriving messages, see Fig. 11.3 for more details. Eventually, this can even lead to
largely different perceptions with respect to the actual interaction pattern as pointed
out in [4], leading for instance to the distinction between active and passive inter-
ruptions.

The remainder of this chapter is structured as follows: after providing a formal
definition for interactivity in Sect. 11.2 and a brief overview of corresponding met-
rics in Sect. 11.3, we discuss the differences between static and interactive quality
experiences in more detail in Sect. 11.4. Section 11.5 discusses specific aspects of

1 Also other distortions in the communication channel such as e.g. echo or noise to impact the
interaction behaviour of interactants. However, throughout this chapter we focus on transmission
delay as most influential impairment for human mediated communication.
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Fig. 11.1 An interactivity constituting request-response pattern

interacting with systems or persons. Section 11.6 concludes the chapter with a brief
summary and outlook.

11.2 Interactivity Definitions

The topic of interactivity is a widely used concept which is rooted in several different
research traditions. As the aim of this chapter is the assessment of interactivity and the
identification of the effects interactivity exerts on QoE, as it is essential to differentiate
between the different phenomena all identically labelled interactivity.

Common to all understandings of interactivity is the fact that interaction can only
take place if certain interactive acts are performed by at least two actors communicat-
ing with each other. Nevertheless, the nature of the interactants (humans, machine,
media) as well as the way how they interact with each other are a crucial point of dif-
ferentiation between the existing concepts of interactivity. A classification along the
most prominent categories of interactivity has been proposed by [5], distinguishing
between:

Interactivity as Process: is interaction taking place between human subjects
where subsequent messages consist of responses to prior messages or requests
in a coherent fashion. Note that, in principle, the roles of the interactants are
reciprocal and can be exchanged freely.
Interactivity as Product: occurs when a set of technological features allows users
to interact with the system.

This classification already points towards the different scholar traditions of
human interaction and human to system (computer) interaction. Human interaction
researchers are rather strict in defining interactivity such as Rafaeli [6]. In their under-
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standing, true interaction can only take place between human interactants when their
roles (within the interaction) are 100 % reciprocal. In contrast, scholars in human-to-
machine interaction are less stringent, and talk about interactivity as soon as inter-
active acts are exchanged between entities, even if the roles of the entities are not
reciprocally interchangeable. In this chapter, however, we aim at analyzing the influ-
ence of interactivity on QoE for all types of different services as targeted within this
book (including both H2H and H2M interaction).2 Hence, we choose the following
definition of interactivity as common ground:

An interactive pattern is a sequence of actions, references and reactions where
each reference or reaction has a certain, ex-ante intended and ex-post recog-
nisable, interrelation with preceding event(s) in terms of timing and content.

Without loss of generality we restrict the further discussion throughout this chapter
to request-response patterns which are considered to be the common ground for both
H2H and H2M interactions.3

An exemplification of the above understanding of interactivity is depicted in
Fig. 11.2. The most common feature constituting the exchange of interactive acts
and thereby interactivity is the recurring characteristic of the request-response pat-
tern. The user (A, top of Fig. 11.2) issues a request which is transmitted to the
receiving side (B, bottom of Fig. 11.2). Now, the receiver (B) processes the request
and starts responding by sending data back to the the user (A) again. In both direc-
tions, messages may exhibit a fine granular structure, which is shown in Fig. 11.2 as
a sequence of arrows where different thicknesses are used to indicate the “seman-
tic intensity” of the corresponding content. Following the model outlined in [2],
one can for instance assume that the most important pieces of information (e.g. key
answer facts in human conversation, HTML format instructions in Web traffic, etc.)
are contained in the earlier parts of a response, while with ongoing message length,
the corresponding information becomes less dense and/or less important. As a con-
sequence, the receiver might be tempted to start her next action already before the
entire message has arrived. While such a behaviour is typically observed in every-
day communication, from an overall system behaviour it can also very naturally be
interpreted as a Nash Equilibrium that maximizes the overall information exchange
between both participants [2].

Hence, after a certain time, from the viewpoint of the user (A) the transmitted
response leads to an intermediate rendering result which is considered already suffi-

2 Due to space limitations we can only discuss interactivity for certain interactive services within this
chapter, and hereby want to point out that our definitions of interactivity as well as the contribution
of interactivity to the overall quality formation process are also valid for other interactive services
such as sensory experiences and interactive gaming, as described in Chaps. 24 and 25, respectively.
3 Human interaction scholars might argue that restricting interaction to request-response patterns
is no longer an analysis of true interaction but rather quasi interaction (cf. [5–7]). However, as we
target a broad range of services in addition to H2H interaction we are confident that this restriction
is adequate for identifying the influence of interactivity on QoE for all of these services.

http://dx.doi.org/10.1007/978-3-319-02681-7_24
http://dx.doi.org/10.1007/978-3-319-02681-7_25
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Fig. 11.2 An interactivity constituting request-response pattern taken from [13, 14]

cient by the user (we define this rendering state as “response comprehensible”). The
user (A) starts now with processing the response. However, the receiver (B) might
keep on with responding (e.g. in case of a long utterance or a heavy web page). After
processing the response, the user (A) issues a sub-sequent request, thereby starting
a new request-response cycle. Here it is important to understand that the issuing
of the follow-up request by the user (A) does not necessarily take place after the
complete response has been received at the user (A). He issues the request when
he has acquired sufficient information from the (eventually technically incomplete)
response and has processed it accordingly.4 The essential characteristic here is a
certain relation between the response and a preceding event (in the simple case only
the relation to a single request). Together with the above definition of interactivity, it
gets clear that the request-response characteristic is a distinct feature of interactivity.
Considering the differentiation between H2H interaction and H2M interaction it can
also be said that in terms of the receiving side (B), the nature (human, machine, etc.)
of the entity answering the request is not essential for establishing an interactive
request-response pattern, as it is, for example, the case in spoken dialogue systems,
which makes it applicable to both interaction types and respective applications.

4 This model is based on observations of H2H-communication interactions reported in [8–10]
where users were interrupting the other person frequently, and observations of H2M interaction,
where similarly users, while web-browsing [11, 12], were navigating further on a web page through
clicking on a respective link before the web page was fully loaded. This lower bound of sufficient
information (for issuing a subsequent request) might be defined in two ways: (1) with a relative or
absolute amount of information (e.g. 70 % of rendered screen area, or fully rendered screen) (2)
based on the considerations from [2] where the bound is reached after the entropy of user (A) gets
smaller then the entropy of the response of user (B) in order to maximize the amount on information
exchanged.
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11.3 Measurement of Interactivity

Based on the definition of interactivity provided in the previous section, we are now
discussing its instrumentation, i.e. how to make interactivity measurable. Deriving a
formal interactivity metric has turned out to be a non-trivial task [4], although it does
not seem too difficult to develop an intuitive understanding about different levels of
interactivity, especially in the case of H2H conversations, which will therefore serve
as our starting point. Hence, coming back to Fig. 11.1, we observe that the surface
structure of an interactive conversation between two partners A and B may formally
be described as a sequence of four states. These states are a result of each speaker
alternating between active and passive periods which can be numbered according to
their temporal order, see Fig. 11.3. Together with the delay added by the transmission
channel, on each speaker’s side this leads to a sequential chain made up of four states:
“A” if speaker A is active (only), “B” if speaker B is active (only), “Double Talk” if
both speakers are active, and “Mutual Silence” if none of them is active, see Fig. 11.4.

Note that, due to the mentioned transmission delay, the interaction pattern as
observed by speaker A may substantially differ from the one observed by speaker
B, while of course both of them are entangled in the same conversation. This leads
to two immediate consequences: first of all, the notion of “interruption” becomes
ambivalent, as we have to distinguish between “active interruptions” (where one
of the speaker becomes active while she is still receiving an ongoing talk spurt)
and “passive interruptions” (where an active speaker is interrupted by an arriving
talk spurt which has not been intended as an interruption but has been subject to

http://dx.doi.org/10.1007/978-3-319-02681-7_11
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transmission delay), see Fig. 11.3. Moreover, while the mentioned sequence order
of states may differ between the two speakers, any valid interactivity metric needs to
be uniquely defined and hence must be independent of the underlying perspective,
i.e. for the interactivity metric it must not make a difference whether it is calculated
based on the interaction pattern as seen by A or B (symmetry criterion).

Figure 11.4 depicts the four states of an interactive conversation as well as the
possible transitions between them as defined in [16]. In order to derive an interac-
tivity metric, we may interpret the state sequence in terms of a Continuous Time
Markov Chain with sojourn times equivalent to the durations of states “A”, “B”,
“DT” and “MS”, respectively. Together with some basic assumptions about limiting
behaviour, normalization and monotonicity/first-order properties, this results in an
exponential metric which shows a surprising strong analogy to the physical notion
of temperature as defined by statistical thermodynamics, see [4] for further details.
However, as demonstrated by Hammer [17], we can achieve similar accuracy also
with less sophisticated means, for instance using the so-called Speaker Alternation
Rate (SAR) which is defined as the average number of speaker alternations per minute
(cf. Fig. 11.3). Note that both the “conversational temperature” as well as the SAR
fulfill the stated symmetry criterion, at least to a sufficient degree [4].

Extending these approaches to the case of H2M interactivity, one could think
of using click rates (for the case of web pages) or more generally the number of
exchanged requests and responses over a certain time span as closely related inter-
activity metrics.

11.4 Quality Formation: Differences Between Static
and Interactive Experiences

Existing approaches to explain the quality formation process within a person such
as [18–20] mainly target media experiences on a single and static (in the sense of
interactivity) input signal and do not consider actions by the experiencing person. As
a result, these approaches do not account for recurring (inter) actions between two
or more entities,5 which result in the interactive request-response cycle described in
Sect. 11.1 and its related signals. The quality formation process described in Chap. 2
integrates already certain (exploratory) actions by the person, however it still does not

5 Thereby running several times through the respective perception and judgement processes.

http://dx.doi.org/10.1007/978-3-319-02681-7_2
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consider the (inter) actions between different interaction parties and their contribution
to the formed quality.

An approach to overcome this shortcoming is outlined in the taxonomy proposed
by Möller et al. [21, 22]. It incorporates the influence of the interaction process on
the overall quality formation process by introducing an additional layer of interac-
tion performance aspects which acts as mediation layer between quality influence
factors and perceived quality features6 as depicted in Fig. 11.5. This mediation layer
spans over several stages of the quality formation process (cf. Chap. 2), therefore the
relationships between these layers are not one to one and can vary in their strength
depending on the system, user, or context (cf. [21]). Naturally, such a mediation
layer does of course not fully integrate (inter) action between entities into the quality
formation process, however it is a simple and efficient way to consider the influence
interactivity exerts on QoE.

These interaction performance aspects result from the process of interaction
between two or more entities and their perception of this process on several dimen-
sions as depicted in Fig. 11.5 and described as follows:

Smoothness and Interaction Maintenance Effort: is how fluent and effortless
the users experience the conversational flow. If normal interaction behaviour has
to be adapted as a result of bad system performance in order to maintain the ongo-
ing interaction as well as possible, the interaction will usually also be perceived
as being less smooth. Typically, interaction has an inherent pace it establishes,
thereby keeping the maintenance efforts of the interaction parties minimal. How-
ever, due to system impairments the interaction pace can be changed, thereby
accordingly demanding additional user effort in order to adapt to the changed
pace. For H2M interaction, this can severely impact the flow experience or the

6 Note that the quality influence factors in the quality formation process described in Chap. 2 are
considered in the lower left box that feeds in the sensory processing cirle in Fig. 2.3.

http://dx.doi.org/10.1007/978-3-319-02681-7_2
http://dx.doi.org/10.1007/978-3-319-02681-7_2
http://dx.doi.org/10.1007/978-3-319-02681-7_2
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experienced smoothness, whereas for H2H interaction the conversational rhythm
can be impaired (cf. [10]).
Pace: is the users’ perceived promptness of the interactional acts and respective
actions by the other entity.
Response Ability: denotes if it is possible to issue a response following a prior mes-
sage or response from the system or other user. Response abilities through inter-
ruptions in H2H interactions can be severely obstructed by transmission delays,
as interruptions may not arrive in time and are not able to interrupt in the way it
was originally intended. In terms of browser-based applications, the modality type
of the response can be a source of difficulty, but is rather caused by the web-site
content in this application type.
Naturalness: is related to the inherent knowledge about how an interaction takes
place in a non-mediated or ideal case.
Comprehension Effort: is required to understand either the other interlocutor (in
case of H2H interaction) or needed to interpret the response from the machine.
Comprehension can be distorted by e.g. double talk or non-rendered portions of
the webpage which might be needed for navigation or information retrieval.

It has to be noted that the above aspects cannot be seen as disjunct factors, hence
overlaps of the different concepts are possible.

In terms of quality formation, the output from this interactions performance-
aspects layer is further translated into interaction-quality features, and then constitute
an additional input to the comparison and judgement stage (cf. Fig. 2.3 in Chap. 2),
where they are further processed in conjunction with the other (more media-related)
quality features.

11.5 Interacting with Systems or Persons

An important question that needs to be answered when looking into interactivity
within the scope of QoE is: Are we talking about an interaction with a system or an
interaction with another person or group of persons via a system?

There have been profound works dealing with the quality formation for multi-
modal systems, for instance, with smart-home or dialogue systems (see, e.g. [21,
23]). First insights have been described for the case of interaction with web-sites
[12], too. Although there has been much work on QoE for two-party audio and video
communication systems [20, 24–26], the aspect of interaction via such systems and its
analyses has been limited to telephone communication [8, 10, 17, 27]. For multiparty
communication, research is currently ongoing [28], but due to the high degree of
possible diversity, QoE becomes even more difficult to predict (see Chap. 15). We
can summarize that interaction behaviour plays a role in different research areas
addressing both types of interaction—with and via—systems.

In the following, we are going to discuss major differences and similarities for
the two cases, and the associated implications on QoE will be outlined.

http://dx.doi.org/10.1007/978-3-319-02681-7_2
http://dx.doi.org/10.1007/978-3-319-02681-7_2
http://dx.doi.org/10.1007/978-3-319-02681-7_15
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In both cases, when interacting with or via a system, the initial situation comprises
(a) a human (or humans) having perceptions, emotions, motivations and behaviours
that are built on the human’s personality, experiences and the current state and (b) a
system providing a certain QoS and (c) a context (or contexts).

Furthermore, for both, the interaction quality level is fundamentally determined
by the “speed or pace, conciseness, smoothness, and naturalness of the interaction”
[21] and other interaction performance aspects as described in Sect. 11.4. Following
from that, transmission delays and asynchronous transmission of different channels
are critical.

To illustrate the role of interaction from the viewpoint of a user, the process of
interaction can be understood as a tool for him or her to infer the quality provided by
the system of interest. In the H2M context, the interaction quality directly provides
information to the user on the quality of the system.7 The gathered information,
e.g. how comprehensible messages are, how easy it is to respond or how fluently
an interaction can be maintained, can directly be transfered into a quality judgment.
Interaction measures can therefore be considered to have a direct link to QoE.

In contrast, in the case of H2H communication, interaction problems experienced
by the user can either be due to the person at the other end or due to the system. For
some cases the identification is obvious; for instance, if background noises are falsely
amplified, it may be difficult to maintain a fluent conversation, but it can easily be
identified as a technical problem. The quality can be rated accordingly low. However,
for other cases the reason, i.e. whether it is the other person or the system which is
responsible for a low performance, is not clearly identifiable. When response times
are rather long, for example, it can either be due to a long transmission delay or
to a slowly responding person at the other end. Similarly, inappropriate timing of
utterances can be due to either the system sending out messages at an incorrect time
or to someone being inattentive or impolite and not getting the timing right. From
face-to-face interaction, the most common and natural way of interaction, people are
used to search for the reason of low interaction quality within the other person or the
relationship to him. Therefore, it becomes difficult for the user to dissociate technical
from human-related causes when interacting via a mediated communication system.
As a result, QoE ratings can be distorted by wrongly attributed causes. How familiar
interlocutors are with each other, the level of inherent structure of the conversation
(e.g. storytelling vs. question-answer patterns), how well people are acquainted with
possible malfunctions of the system, and if they are able to attribute them correctly,
becomes very critical for the resulting QoE judgments.

In terms of predicting QoE, measuring interaction behaviour can serve as addi-
tional input for prediction algorithms [27]. The underlying idea is that certain inter-
action patterns help to understand why quality is perceived in a particular way. If,
for example, a usually fast interactive conversation slows down dramatically and in
addition quality judgments drop considerably as well, one can follow that people had
to slow down their interaction pace due to some technical issues and additionally

7 including all system parts such as e.g. the transmission path, the interface, amount of information
stored etc.



11 Quality of Experience and Interactivity 159

reflected this in their judgments. Interpersonal factors can be excluded as an expla-
nation for such effects, if the test design is chosen accordingly (e.g. randomized
allocation of participants to groups).

When it comes to quality assessment, some more points need to be considered
for mediated H2H interaction. First of all, the same interaction and usage situation
is judged by at least two humans having different perceptions, emotions, motiva-
tions and behaviours based on different personalities, experiences and current states.
Therefore, the very same interaction with identical QoS can lead to different quality
perceptions and judgements. Hence, in these cases QoE evaluation results always
require careful interpretation and a clear definition of the desired aggregation level
of quality, for example, whether the focus is on the quality of each individual line
or on an overall score (for more details on this issue, see Chap. 15). Second, more
than one context influences the quality perception, since communication partners are
usually distributed over remote locations. As a third point, the number of interlocu-
tors may play an important role. The more interlocutors join a mediated call, the
more attention might be needed to follow the discussions [29], and as a result, less
attention is available for the evaluation of quality (for details, see Chap. 15).

Measuring communication behaviour becomes more complex with an increasing
number of interactants, too. If multiple people are involved in one interaction, it
needs to be specified if measures are based on an individual or a group level. Either
individual performances are assessed and used to explain certain outcomes regarding
quality, or group means (or medians) serve for the same purpose. As a third solution,
for some measures it is possible to calculate an overall group value. For example,
how often did someone (no matter who) misunderstand a prior utterance. The chosen
level should be in line with the aggregation level of the measurement. If the aim is
to relate interaction to individual quality ratings of different participants, individ-
ual interaction measures may be helpful to assess. When explaining outcomes on
the overall quality (as e.g. the mean of all participants) of, e.g., a conference call,
measures on the group level may be the better choice.

This discussion has shown that it is a long way to go towards reliably and success-
fully identifying relationships of interaction measures and QoE. However, discussing
commonalities and differences of human-to-system (-machine) and human-to-human
communication is a first step for acquiring in-depth knowledge on the role interac-
tion metrics can play to predict QoE in the different cases of interaction with or via
a system.

11.6 Conclusions

In this chapter, we highlight key QoE aspects in interactive mediated communica-
tions and interactive system use. We argue that the phenomenon of interactivity adds
an essential new and complementary perspective to QoE as discussed in the previous
chapters of this book, and thus needs both a careful definition and an efficient instru-
mentation, both provided in the first half of the chapter. Based on that, the specifics

http://dx.doi.org/10.1007/978-3-319-02681-7_15
http://dx.doi.org/10.1007/978-3-319-02681-7_15
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of quality formation in an interactive context is discussed and leads to the integration
of a novel mediation layer in-between quality influence factors and perceived quality
features, in order to handle interaction performance aspects. Finally, we address also
the distinctive features of interaction with a system versus interaction via a system,
and discuss related impact factors on QoE evaluation.

In general, our discussion shows that interactive phenomena may exert a non-
negligible influence on QoE, while at the same time requiring a substantial extension
of research and monitoring concepts. Especially the fundamental role of channel
delay characteristics has become obvious and turns out to be a crucial issue for
interactive services. Therefore, current and future work concentrates on investigat-
ing specific examples where interactivity-related impairments are measurable, for
instance delay-induced interaction deficiencies in human-to-human interaction or
distortion of flow in human-to-machine interaction contexts.
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Chapter 12
Speech Communication

Nicolas Côté and Jens Berger

Abstract The goal of any speech service is the transmission and/or processing of
speech signals. In this chapter we discuss the Quality of Experience (QoE) of speech
communication systems, including networks, speech processing applications and
terminals. We then give an overview of the methods employed to quantify and fur-
ther estimate the QoE of speech communication services with a focus on diagnostic
instrumental models. Such models provide indications on either the technical causes
of degradations or the quality features impacted by a component in the speech com-
munication system.

12.1 General Overview of Speech Communication

12.1.1 Quality of Experience in the Context of Speech
Communication

As defined by Hardy [7], a voice [speech] service corresponds to a voice interaction
through a telecommunication system.1 Two types of speech services exist, namely
(1) speech communication services, which imply a conversation between a talker
and a listener (or several listeners in case of teleconferencing systems) in a near

1 In the literature, the terms “voice service” and “speech service” are mostly used interchange-
ably. Here, we will refer to “voice” when the characteristics of the human voice are addressed,
and to “speech” when both the signal carrier and the referred content are of interest.
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“real-time” manner, and (2) streaming services (e.g. recorded messages stored on
a device). These services replace the air path between two interlocutors having a
face-to-face conversation. Since the success of any service depends on its QoE, the
quality assessment of the corresponding speech communication system or speech
processing application is required for both the developers and the telecommunication
providers.

12.1.2 Factors of Speech Communication QoE

Even if the quality of the transmitted speech is a factor determining the QoE of
speech communication systems, user’s satisfaction encloses many different aspects.
According to the theoretical framework of QoE introduced in Chap. 4, the physical
factors influencing the QoE are grouped into three categories: human influence fac-
tors, context influence factors and the system influence factors. The “human influence
factors” here correspond to the talker’s difficulties to produce an acoustic message
(e.g. aphonia) and the listener’s difficulties to understand this message (e.g. hearing
impairments). Since humans can use speech services in very diverse situations, espe-
cially with the massive introduction of mobile terminals, the last category, “context
influence factors”, covers many heterogeneous environments (in terms of time and
place). The “system influence factors” include all technical characteristics, physical
equipment and computer programs, of the speech service. Section 12.2 describes
mainly both subcategories, “network related system” and “device-related system” of
the more general system influence factor category.

12.1.3 Features of Speech Communication QoE

The perceived quality of telephone systems has been studied for many decades [5, 9,
28, 40]. In these studies, auditory tests have been carried out where subjects had to
judge the perceived quality of transmitted speech. It resulted from these studies that
speech quality, like other perceptual magnitudes, is by nature a “multidimensional”
object. Researchers introduced many quality features of speech signals: intelligi-
bility, clearness, brightness, loudness, naturalness, nearness, spaciousness, etc. For
instance, a good intelligibility of the transmitted and/or processed speech is a pre-
requisite for a maximum quality rating of the speech service. However, a perfect
intelligibility of the talker’s message at the listener’s side is not sufficient to achieve
high quality. For instance, the transmitted bandwidth can be restricted to the usual
telephone bandwidth, while the intelligibility remains almost perfect.

According to Möller et al. [25], the QoE space of a speech communication service
covers aspects of both speech perception and service usage. In Chap. 5, the QoE
features were classified in terms of four levels from perception to service usage. In
the field of speech communication, the first level of quality features called “level of

http://dx.doi.org/10.1007/978-3-319-02681-7_4
http://dx.doi.org/10.1007/978-3-319-02681-7_5
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direct perception” corresponds to the perception by the ear of the acoustic wave and
the transmission of the resulting auditory information to the central nervous system.
In a conversational situation, when two conversation partners interact, the QoE of the
speech service is influenced by several other features classified in terms of the “level
of interaction”. For instance, this level includes the naturalness of the interaction
between two interlocutors during a phone call. The third level of QoE features, the
“level of the usage instance”, includes all features related to the physical and social
environment at the talker’s and listener’s side. For instance, the background noise or
the room reverberation at the listener’s side has an influence on the listening effort and
thus on the QoE of the whole speech communication system [24]. Another example
is the advantage of mobility with cordless terminals and mobile telephony. The
last category of QoE features, called “level of service”, covers aspects like stability
over the entire duration of the communication, call set-up duration or interruptions
of the connection. This organization of quality features in four layers shows that
quality features are related to both instantaneous and multi-episodic experiences of
the service. All of these features play a role in the long-term acceptability of the
service and the averaging process is relatively complex (see Chap. 10).

Since many speech quality features exist in the literature, several authors
developed perceptual spaces based on few orthogonal quality features referred to
as “speech quality dimensions”. The following section summarizes the speech qual-
ity spaces proposed in the literature. Wälterman et al. [41] combined two auditory
methods to derive a speech quality space composed of the three following dimen-
sions:

• Discontinuity: this dimension reacts to degradation in the time domain, i.e. an
unpredictable variation over time of the signal.

• Noisiness: this dimension is affected by the amount of unwanted information
added to the speech message (either noise or a second talker).

• Coloration: this dimension can be affected by the two following elements: (1)
a deviation from a reference timbre (e.g. dark or bright) and (2) a bandwidth
restriction.

These three dimensions are of the type vector model. In other words, the origin of
the space defines the highest quality and the space is defined by positive values only.

However, all speech stimuli employed in Wältermann et al. [41] were adjusted to a
fix listening level of 79 dB SPL. Consequently, Côté [2] proposed to include a fourth
quality feature to the perceptual space; loudness. Indeed, loudness is considered as
the main feature of speech services QoE [5]. A loudness impairment is introduced
in the case of non-optimal listening level, that is, an attenuation or an amplification
introduced by the entire communication system. Loudness thus is a feature of the
“ideal-point model” type. The three perceptual dimensions described by Wältermann
et al. [41] are considered as orthogonal. However, the perceptual dimension “loud-
ness” can be correlated with the other dimensions. The loudness summation effect
shows that the bandwidth of a sound has an impact on its perceived loudness [4]. In
Côté et al. [3], the authors showed the converse effect; the coloration due to a speech
communication system has an influence on the optimal listening level.

http://dx.doi.org/10.1007/978-3-319-02681-7_10
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Fig. 12.1 Elements composing a speech communication system. A/D refers to analog to digital
conversion, AGC to automatic gain control, EC to echo compensations, CNG to comfort noise
generation, PLC to packet-loss concealment, VAD to voice activity detection and to NR noise
reduction

These above described four features should reflect the whole perceptual quality
space of transmitted speech. However, Sen [35] proposed a 5-dimensional space
including noisiness and two sub-dimensions for each feature, coloration and dis-
continuity: slowly-varying and rapidly-varying discontinuities and low-frequency
and high-frequency distortions. ITU–T Study Group 12 compares these two speech
quality spaces within the work item P.AMD.

12.2 Speech Communication Systems

Nowadays, speech communication systems are composed of a multitude of
components. The section below give an overview of the most important elements
composing a speech communication system and their possible impact on its QoE.
A typical example of such a system is depicted in Fig. 12.1. From the four types
of speech processing systems described by Rabiner [30], only speech coding is
introduced in the present chapter. Speech synthesis is covered by Chap. 13, speech
recognition and speaker verification technologies are not covered by the present
book.

Firstly, a telephone user talks and produces an acoustic signal, x(t). This signal
is received by the microphone of the talker’s handset. However, this handset also
receives sound from the environment, n(t), produced by the sound sources surround-
ing the telephone user. The microphone converts the acoustic signal into an electrical
signal, which is digitalized (i.e. sampled and quantized in x[k], where k is the sample
index) and pre-processed in order to remove the undesired signals (i.e. background
noise, reverberation and echo). Then, this processed signal is encoded with a (low
bit-rate) speech codec and sent to the transmission network. During the transmission
to the handset of the conversation partner, the signal passes through several gateways
and nodes. At the listener’s side, a continuous electrical signal is decoded with the
help of several digital “post-”processing algorithms. Then, the loudspeaker of the
listener’s handset converts the processed electrical signal into an acoustic signal,

http://dx.doi.org/10.1007/978-3-319-02681-7_13
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y(t). The listener’s acceptability of the whole communication service based (mainly,
but among other aspects) on the perception of the transmitted acoustic signal, y(t),
is the subject of the present chapter.

12.2.1 Telephony Networks

The traditional analog telephone network, referred to as Public Switched Telephone
Network (PSTN), has been optimized for an almost perfect intelligibility of the
speech message. For instance, the bandwidth of the transmitted speech corresponds
to the transmission of the frequencies between 300 and 3,400 Hz that enables a com-
prehensibility of almost all phonemes. This bandwidth is, nowadays, referred to as
Narrow-Band (NB). The PSTN is based on a “circuit-switched” network: the two
interlocutors are connected by a physical circuit. In such a network, all physical para-
meters are well controlled to ensure a stable Quality of Service (QoS): the network
accessibility is guaranteed and preserved over the whole call. During the last two
decades, the deregulation of the telecommunications market led to heterogeneous
transmission systems and speech processing algorithms. The first main transition
was the introduction of digital transmission, the ISDN (Integrated Services Digital
Network), which resulted in a decrease of circuit noise. Then, mobile phone networks,
GSM (Global System for Mobile) and UMTS (Universal Mobile Telecommunica-
tion System) networks, have been broadly set up all over the world. The users of
mobile telephony services are able to move from a quiet (house, office) to a noisy
environment (street, train station) during a phone call. However, these networks are
highly dependent on the characteristics of the radio channel between the mobile
phone and the antenna. This air path leads to interferences, producing bit errors and
frame losses, and handovers between two cells, two codecs and/or even two band-
widths, producing discontinuities in the transmitted signal. These quality variations
in mobile networks result in a perceived instability of the communication system
(see Chap. 27).

In addition to mobile telephone networks, speech communications over com-
puter networks have been introduced. The Voice over IP (VoIP) protocol is based
on a discontinuous transmission of packets of data, and the network is consequently
referred to as a “packet-switched” network. Nowadays, the packet-switched net-
work is the most widely used transmission path, because of its enhanced flexibility
compared to the circuit-switched network. For instance, large audio bandwidths
can be transmitted such as Wideband (WB, i.e. 50–7,000 Hz), Super-Wideband (S-
WB, i.e. 50–14,000 Hz) and Full-Band (FB, i.e. 20–20,000 Hz) bandwidths. These
wider bandwidths introduce less coloration of the speech compared to the the nar-
row telephone bandwidth and thus increase the QoE. For instance, a comparison
of clean WB and NB transmissions shows an increased quality of 29 % in the WB
case [27, 29]. However, VoIP transmissions may increase several quality impair-
ments. For instance, these wider bandwidths may increase the influence of the envi-
ronmental noise at the talker’s side, and the packetization process lengthens the

http://dx.doi.org/10.1007/978-3-319-02681-7_27
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overall transmission delay. A long transmission delay may introduce an audibility of
the talker’s own voice (echo) and reduces talking quality and double talk capability.

A packet-switched network may introduces discontinuities in the transmitted
speech message, too. This annoying degradation appears more frequently than in
a circuit-switched network. These discontinuities have two origins: (1) the bit-rate
allocation is not guaranteed over the whole call and (2) the packets can take different
transmission paths that lead to a time-varying transmission delay. This variation in
transmission delay is referred to as “jitter”. To generate a continuous signal, a buffer
is placed in front of the decoder. The size of this de-jitter buffer (e.g. 120 ms) defines
the tolerated lengthening of transmission delay between two consecutive packets.
However, the size of the jitter buffer increases the overall transmission delay and,
thus, may affect the conversation effectiveness. In case the speech segment may be
lost during the transmission or arrives too late to synthesize a continuous signal,
an algorithm “reconstructs” the missing packets. This algorithm called Packet-Loss
Concealment (PLC) reduces the discontinuities in the speech signal. Nowadays PLC
algorithms uses time-scale modifications of the speech signals (also known as “time-
warping”) which enable a smooth reconstruction of the waveform and avoid any
discontinuity in the speech signal.

12.2.2 User Interfaces

The physical interface between the customers and the transmission system can be a
handset, a headset or a Hands-Free Terminal (HFT). Such acoustic terminals have an
influence on the speech coloration. The timbre modification of the talker’s voice is
introduced by the electro-acoustic properties of the two transducers (microphone and
loudspeaker). Therefore, QoE of user interfaces is determined by their sending and
receiving frequency response characteristics. In addition, loudness is a main para-
meter for all acoustic interfaces. According to the “orthotelephonic reference posi-
tion” [12], the output signal loudness of such acoustic terminals should be equivalent
to the perceived loudness of two interlocutors having a face-to-face conversation at
one-meter distance.

Nowadays, the handset manufacturers introduce new services to user terminals
in order, for instance, to increase the mobility of the user. For instance, screens
with haptic feedback are included in modern mobile phones. Place for transducers
is consequently reduced and causes challenges for their acoustic design. Although
they enable a greater mobility, these terminals include several digital processing
systems such as noise reduction algorithm that may degrade the transmitted speech
signal [26].
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Table 12.1 Characteristics of NB speech coding algorithms

Codec Codec type Frame length (ms) Bit-rate (kbits) Ie

G.711 PCM 0.125 64 0
G.726 ADPCM 0.125 40 2
– – – 16 50
G.729 CS-ACELP 10 8 10
GSM-FR RPE-LTP 20 13 20
GSM-EFR ACELP 20 12.2 5

The value of Ie is expressed on the NB quality scale of the E-model [13], ranging from 0 to 100
[15]

Table 12.2 Characteristics of WB speech coding algorithms

Codec Codec type Frame length (ms) Bit-rate (kbits) Ie,WB

G.722 ADPCM 0.125 64 13
– – – 48 31
G.722.1 MLT 20 32 13
– – – 24 19
G.722.2 CELP 20 23.85 8
– – – 23.05 1
– – – 14.25 10
– – – 6.6 41

The value of Ie,WB is expressed on the WB quality scale of the E-model [14], ranging from 0 to
129 [15]

12.2.3 Speech Coding

A speech coding algorithm is a system that reduces the network rate used to transmit
the speech signal. The speech coder produces a compressed signal from the input
speech signal, referred to as the bitstream. After transmission over the network, the
aim is to get a synthesized speech signal as similar as possible to the original speech.
The impact of the speech codec on QoE depends on three physical characteristics:
(1) the bit-rate expressed in kbits, (2) the frame length expressed in milliseconds
(typical ranges of frame length are 5–30 ms), and (3) the paradigm employed by
the coding algorithm. Tables 12.1 and 12.2 present the characteristics of several NB
and WB speech coding algorithms. Almost all speech codecs have a flat band-pass
within the allowed transmitted bandwidth (NB, WB or S-WB) and a low quantiza-
tion noise resulting in a perfect intelligibility of the coded speech. However, they
introduce audible non-linear degradations that decrease their perceived quality and
affect automatic speech and/or speaker recognition algorithms. The parameter called
“equipment impairment factor” (Ie), used in the E-model [13], quantifies the degra-
dation introduced by the coding–decoding process. In addition, the coding–decoding
process introduces a delay which impacts the conversation effectiveness. Nowadays,
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speech codecs use a simple model of human auditory perception [17], are scalable
from NB to WB [18], and some modern codecs also allow for coding of both speech
and audio signals [16].

12.2.4 Voice Quality Enhancement

Voice Quality Enhancement (VQE) algorithms are integrated into the network or even
directly into the terminal to reduce the new impairments introduced by mobile or VoIP
networks. These algorithms are, for examples, echo cancellation, noise reduction,
de-reverberation and automatic gain control, see Fig. 12.1. Echoes of the talker’s
own voice is introduced either by an acoustic feedback at the listener’s side or by
an impedance mismatch at the interconnection between two networks. As already
mentioned, the latter effect is exacerbated in packet-based networks due to longer
transmission delay. Therefore, echo cancellation techniques are needed if the delay
exceeds 15 ms. Noise reduction is another VQE algorithm that has been widely
introduced in mobile terminals. It reduces the environmental noise at the talker’s
side transmitted by the network. This algorithm complemented by a de-reverberation
algorithm and an echo canceller separates the desired signal components from the
undesired ones. However, noise reduction algorithms based on spectral subtraction
reduce the noise level but simultaneously introduce musical noises on the speech
signal [33]. Therefore, Möller et al. [26] proposed to describe the speech degradations
resulting from imperfect noise reduction and echo cancellation by two additional
equipment impairment factors Inr and Iec.

12.3 Speech Communication QoE Measurement Methods

The following sections introduce the measurement methods employed to quantify
and further estimate the QoE of speech communication services, i.e. speech trans-
mitted through a network and/or processed by speech processing systems. However,
voice and speech quality measurement methods are employed in very diverse scien-
tific fields: medicine (e.g. the evaluation of voice-related problems), linguistics (e.g.
cultural comparisons) or speech communication. Each field has its own assessment
paradigm.

12.3.1 Auditory Methods

The most accurate auditory measurement method would be an assessment by
customers in natural environments. In practice, such “in-field” tests are hardly
implemented, and speech services QoE is assessed with artificial auditory quality
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Table 12.3 5-point scales

Quality of the speech [22] Score Impairment [11]

Excellent 5 Imperceptible
Good 4 Perceptible, but not annoying
Fair 3 Slightly annoying
Poor 2 Annoying
Bad 1 Very annoying

tests carried out in laboratories where the perception process is “directed” by an
experimenter. Many different auditory test methods are employed by the academic
laboratories and the speech service industries. For instance, listening-only experi-
ments are carried out to gather the most important QoE features. Their realism is
lower than that of conversational tests, since only the transmission system influence
factors are assessed. The P-Series of Recommendations published by the ITU–T
describe a general framework of speech communication measurement methods. In
a listening quality test (referred to as listening-only test by the ITU–T), the listeners
rate on a measurement scale a set of short speech samples (4–8 s) transmitted by
different speech communication systems. The most widely used measurement scale
is the 5-point integral quality scale presented in Table 12.3 (left column [22]). Such
methodologies are not suited to compare speech stimuli with small impairments.
Consequently, high-quality speech processing systems are assessed by methodolo-
gies used in the audio world and published by the ITU–R organization [10, 11] (see
Table 12.3, right column).

Most of the ITU–T and ITU–R auditory methods quantify the quality of a speech
service with a single value. This value is often used as an estimation of the over-
all speech service QoE. In addition to these methods, more complex auditory test
methods give diagnostic information about the assessed processing conditions. Such
quality tests rely on either a multi-scale rating process or a multidimensional analy-
sis of the auditory results. For instance, Voiers [39] developed a specific multidi-
mensional scaling method called Diagnostic Acceptability Measure (DAM) which
assesses quality features of speech samples. More recently, Wältermann [40] devel-
oped a similar method to assess the three speech quality dimensions discontinuity,
noisiness and coloration. However, such multidimensional tests are expensive and
time-consuming since the listeners are trained beforehand (experienced), and they
employ several rating scales for each speech stimulus (see also Chap. 5).

12.3.2 Instrumental Methods

Auditory methodologies rely on judgments by test subjects who are asked to give
their opinion about the quality of a speech stimulus. Since auditory tests are costly and
time-consuming, instrumental methods have been developed. Instrumental methods

http://dx.doi.org/10.1007/978-3-319-02681-7_5
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have different applications such as the daily monitoring of transmission networks
(e.g. VoIP) or the optimization of processing systems (e.g. speech codecs). They
provide either a single estimated value that possibly represents the quality of the
speech communication system (integral models), or a decomposition of the qual-
ity into several quality features (diagnostic models). In the following sections, we
review the reliable models employed to predict the different aspects of speech com-
munication QoE. Many building blocks have been developed such as the ITU–T
Rec. P.863 [23] model which estimates the listening quality of transmitted speech.
However, a tool that covers all aspects of the QoE and predicts the overall QoE of
speech communication services in a single value is not available yet.

Richters and Dvorak [31] proposed a performance model based on seven quality
criteria (speed, accuracy, availability, security, simplicity and flexibility) for each
function of the service (sales, connection, billing, technical support, etc). This model
is employed to assess the QoS of speech communication services and covers many
aspects of the service usage. More recently, Möller et al. [25] organized all QoS
parameters of speech communication services in a theoretical model which covers
the four levels of QoE-features (perception, interaction, situation and service). For
an example of an exhaustive evaluation of a speech communication service with such
quality criteria, see Chen et al. [1].

Many models have been developed and standardized to estimate the quality of
transmitted speech in a listening-only situation. Takahashi et al. [37] classified them
in three different groups: parameter-based models that use parameters describing
the elements of the system (e.g. ITU–T Rec. G.107 [13]), signal-based models that
use the transmitted or processed speech signal (e.g. ITU–T Rec. P.863 [23]), and
the packet-layer models that use information about the service operation (e.g. ITU–
T Rec. P.564 [21]). For instance, the well-known Perceptual Evaluation of Speech
Quality (PESQ) model includes a robust time-alignment algorithm useful for VoIP
variable delay [32]. The PESQ is now superseded by a new listening-only signal-
based model, called POLQA [23], that represents an intrusive speech quality model
suitable for NB to S-WB connections, electro-acoustic interfaces and VQE algo-
rithms. Most of these models provide an integral estimation of the quality. Recently,
diagnostic models have been developed in order to either indicate (1) the technical
causes of a single impairment or (2) describe the communication system QoE on few
speech quality features. In the former case, diagnostic models provide useful infor-
mation to system designers and operators that help them for maintenance purposes.
For instance, the ITU–T Rec. P.502 [20] describes standard methods to assess each
element of user terminals and network components. The corresponding test signals
are described in a separate standard [19]. These methods assess characteristics such
as (1) the frequency response, the sidetone, the harmonic distortion and the loudness
ratings of the user terminals, and (2) the echo loss, the double talk capabilities and the
background noise of the transmission networks. Even tough this first type of diag-
nostic models provides an exhaustive evaluation of the physical equipments, they do
not help telecommunication providers to design a voice service optimized for their
specific needs. The second type of diagnostic models describe a voice service in a sim-
ple quality space. They help the end-user to choose a voice service based on its cost
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and its QoE. The benefit of such a diagnostic model has initially been investigated
by Quackenbush et al. [28]. More recently, two sets of quality-feature estimators
have been developed from the perceptual quality space derived by Wältermann et
al. [41]. Côté [2] improved estimators initially developed by Scholz et al. [34] and
Huo et al. [8] into a signal-based model called Diagnostic Instrumental Assessment
of Listening-quality (DIAL). This model provides values of the four dimensions
“coloration”, “discontinuity”, “noisiness” and “loudness”.Wältermann [40] pro-
posed a diagnostic parametric model based on the E-model [13]. In parallel, Sen
and Lu [36] derived four estimators for temporally localized (slow-jitter and fast-
jitter) distortions and frequency localized (low-pass and high-pass) distortions.

So far, no instrumental model has been standardized for the estimation of the
speech quality in a conversational situation. However, Guéguin et al. [6] proposed
such a tool that combines estimations from three other models: PESQ and PESQM
for listening- and talking-only situations, respectively, and the E-model for a delay
impairment factor introduced by the transmission delay. Long-term quality estima-
tion has been studied by more researchers. For instance, Weiss et al. [42] was able
to estimate a long-term listening-only speech quality score (up to 2 min.) based on
PESQ estimations for 4–8 s stimuli.

12.4 Conclusions and Future Trends in Speech
Communication QoE

In this chapter we presented both the technical elements and quality features which
are relevant for the Quality of Experience of speech communication systems. We
reviewed the auditory and instrumental methods suitable for speech quality assess-
ment with a focus on diagnostic instrumental models that provide one output per
QoE dimension.

Over the last decades, instrumental models have been developed on either speech
or music databases. The former ones estimate the QoE of speech services such as
telephony, whereas the latter ones are dedicated to audio devices such as loudspeakers
or headphones [38]. The new standard model POLQA [23] has been developed for the
QoE estimations of speech communication systems only. However, both streaming
and telephony services now employ similar packet-based networks. This new usages
encourage the researchers to develop a common model that works with both types
of input signals.

Current speech quality models do not cover the influence of the listener’s acoustic
environment. Indeed, listening through a handset in a noisy environment involves
binaural hearing which is not covered by current models. Even though many studies
have been published over the last two decades, the effects of binaural hearing are
still unclear and difficult to include in such quality models.
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Further work is thus expected in the development of reliable instrumental methods.
However, such instrumental methods require, at first, auditory test results. Therefore,
the community of researchers who works in the field QoE would appreciate collab-
orations with voice service providers and developers of speech processing systems
to get access to databases including specific impairments and/or listening contexts.
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Chapter 13
Text-To-Speech Synthesis

Florian Hinterleitner, Christoph Norrenbrock, Sebastian Möller
and Ulrich Heute

Abstract In this chapter, we will address the quality experienced when listening
to speech which is synthesized by state-of-the-art synthesis systems which generate
artificial speech from text. Such systems are used, e.g., in information and navigation
systems, but also for generating audiobooks. We describe both, auditory evaluation
methods as well as instrumental models predicting perceived QoE. Besides over-
all perceived quality, we focus on perceptual quality features that can be used for
diagnosis and system optimization.

From the bandpass-based Voder invented by Dudley in 1939 to the modern day
Text-To-Speech (TTS) systems, synthetic speech has made tremendous progress.
The most general type of system is able to generate artificial speech from written
text. With the development of modern types of TTS systems,reminds listeners of
robot-like voices from the 1980s but of real human speakers. This increase made it
possible to use TTS in everyday services like email readers, information systems,
and smart-home assistants. Especially, the boom in e-books and smartphones and the
implied opportunity to synthesize the whole content of books and websites exposed
an entire new user group to synthetic speech. These emerging new application areas
demand a further constant improvement of TTS quality. The key to this progress
consists of auditory quality evaluations with human participants.
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Although, the use of speech as an interaction modality still lacks behind touch
at the time of writing, it can be expected that its spreading will increase in the mid-
term, because speech has principle advantages over other communication modalities
especially in specific situations, such as with parallel activities or when using small
devices.

Parametric systems, like the formant synthesizers [23] that became popular during
the late 1970s, were the first systems that could produce intelligible speech. Nonethe-
less, since this method uses a simplistic source-filter model of speech production and
bandpass filters to reproduce the formants of speech sounds, the generated speech
sounds artificial and robot-like. The first corpus-based synthesizers concatenated
diphone units to build a speech signal. These voices mainly suffer from sonic glitches
that occur at the conjunctions of two units. With the development of PSOLA (Pitch-
Synchronous Overlap and Add) [30], transitions between units could be smoothed,
leading to an increase in naturalness of diphone synthesizers; however, voice quality
was still far from optimum. In the mid 1990s, unit-selection speech synthesis [3] was
developed with the idea to select units from a large database of prerecorded speech
with the goal to minimize two cost functions: target costs, which describe how well
the units in the database fit to the text that is to be synthesized, and concatenation
costs, which show how well two units join together. The latest development in syn-
thesis was the HMM-synthesizer that was introduced in 2002 by Tokuda [36]. These
systems are based on Hidden Markov Models (HMM) that are trained on excitation as
well as spectral parameters of human-produced speech. During the synthesis phase,
the synthetic speech signal is generated by a maximization algorithm that finds the
optimal path through the HMM. Thus, HMM-synthesizers usually do not sound as
natural as unit-selection synthesizers, however, they generate speech that does not
suffer from prosodic glitches that are typical for concatenation-based systems.1

From the description of the diversity of synthesis techniques, it becomes obvious
that the related quality suffers from different types of degradations. Thus, besides
integral quality—which is important for selecting a synthesis technique for a given
purpose—quality features, as they have been discussed in Chap. 5, are of paramount
importance to characterize systems, to diagnose imperfectness, and to improve sys-
tem quality. Thus, this chapter will concentrate on methods which fulfill both require-
ments. We will start with an overview of auditory evaluation methods, then report on
experiments which identified relevant quality features, and conclude by presenting
first approaches for the instrumental estimation of quality; approaches which are
still in their infancy and which require further research, the directions of which are
outlined at the end of the chapter.

1 An extensive collection of speech produced by German speaking synthesizers can be found in [4].

http://dx.doi.org/10.1007/978-3-319-02681-7_5
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13.1 Auditory Quality Evaluation

The primary goal of speech is to serve the communication of information. Thus, a
key requirement to synthetic speech is that it is intelligible, i.e., that the linguistic
information can be discerned by the listener. However, intelligibility is commonly not
enough, and synthetic speech — even if it was 100 % intelligible — is not perceived as
human-like, mostly due to a lack in naturalness, which largely determines the overall
quality. In this section, we will describe functional tests to evaluate intelligibility and
judgement tests to assess specific aspects of a TTS signal. Further quality features
will be addressed in Sect. 13.2.

13.1.1 Functional Tests

Intelligibility is one of the big problems of parametric and diphone synthesizers,
which were popular until the development of unit-selection synthesizers in the
1990s. Even though the development of corpus-based TTS synthesizers and the
trend towards increasing corpora sizes made this problem less relevant, intelligi-
bility assessment remains a common task for TTS, especially within the scope of
HMM-synthesis.

Functional tests for intelligibility assessment can be classified into two categories:
segmental tests on a word level, where single words are presented to the listener, and
segmental tests on a sentence level, where complete sentences are evaluated. In both
cases, the intelligibility can be expressed by a total error rate.

13.1.1.1 Intelligibility on Word Level

The test material of intelligibility tests on word level is mainly focused on consonants
since they are more problematic to synthesize. In the following, the simple Diagnostic
Rhyme Test (DRT), its successor, the Modified Rhyme Test (MRT), and the more
complex Cluster Identification Test (CLID) are presented. The reader is referred to
[10] for a detailed overview of these and further intelligibility tests.

Diagnostic Rhyme Test (DRT) The DRT [1] uses a fixed set of meaningful words
to test for intelligibility of the initial consonant. The examined items are of the form
CVC, i.e., an initial Consonant followed by a medial Vowel followed by a final
Consonant. One auditory stimulus and one word pair are presented at a time. The
word pair consists of two words which differ only in the initial consonant, e.g. dune
and tune. The listener marks which of those two words he thinks was presented. For
each of six categories (i.e., voicing, nasality,...), specific word pairs are chosen. The
intelligibility is expressed by the total error rate or the percentage of correct initial
consonants.
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Modified Rhyme Test (MRT) The MRT is an extension of the DRT which is
able to test for initial as well as final consonant intelligibility. The test items consist
of sets of six one-syllable words. Half of the set differs in initial while the other half
differs in final consonant, e.g., bus, bug, but, buff, bun, and buck (a set that differs in
initial consonant). The listener has to identify which of the six items in the list was
presented. The intelligibility is given as initial and final consonant error rate or as
overall percentage of correct consonants.

Cluster Identification Test (CLID) The previous two approaches are fast, reli-
able, easy to administer, and no training of the participants is required. However, the
intelligibility may be overestimated since the participants can chose words from the
presented categories; thus, there is a probability to select the right word by chance.
In addition, the words presented in a set are meaningful, but not equally frequent in a
language; thus, there is an inherent distortion of the participants’ responses, which is
due to their knowledge of the language. A more balanced approach in intelligibility
testing which overcomes the limitations of rhyme tests is the CLID test. On the basis
of linguistic statistics gathered from speech databases containing monosyllables, an
automatic word generator is used to create phonotactically correct monosyllables of
the type CiVC j (where i and j represent the number of initial and final consonants,
respectively). These, mostly non-sense words are evaluated in an open-response test
where participants have to accomplish a task like:

Please write down what you have heard in such a way that another person would read it
aloud in the same way as you heard it originally. [24]

This guarantees that the participants are not biased by any given response categories.
Subsequently, the recognition rates can be computed on word and on cluster level
(initial, medial, and final consonant).

13.1.1.2 Intelligibility on Sentence Level

While intelligibility tests on word level lead to very diagnostic results, tests on sen-
tence level are more similar to speech perception in normal communication situations.

Semantically Unpredictable Sentences (SUS) In the most common test method-
ology short semantically unpredictable sentences (SUS) [2] are used, i.e., they do
not occur in real life. The advantage of SUS results from the fact that, even though
the syntax of each sentence is correct, the whole sentence does not make sense,
thus the listeners can not rely on a semantic context. This increases the importance
of the acoustic characteristics of the TTS signal. A SUS test uses five different syn-
tactic structures, e.g., subject—verb—object could yield the sentence “The strong
way drank the day” [22]. Ten sentences for each of the five categories are produced
and assessed in random order in a listening test.



13 Text-To-Speech Synthesis 183

13.1.2 Judgment Tests

While the previous section discussed evaluation methods focused on functional test-
ing, i.e., intelligibility was measured by how well listeners correctly identify words
and phrases, the current section addresses judgment tests. In these tests listeners
are instructed to rate stimuli along a number of attribute scales determining specific
aspects of a system and thus yielding very analytic results [10]. The most simple way
would be to ask listeners to rate, e.g., the naturalness of TTS stimuli, on a 5-point
absolute category rating (ACR) scale and to build a mean opinion score (MOS).

A more complex approach is specified in the ITU-T Rec. P.85 [18]. This method is
recommended by the Telecommunication Standardization Sector of the International
Telecommunication Union (ITU-T) to assess the quality of telecom services which
provide synthetic speech output, be it via concatenating sentences, parts of sentences,
or via TTS synthesis. A test according to this recommendation should include at least
5 different synthesis systems and at least one reference condition (e.g., natural speech
corrupted with degradation or a known synthesis system). The test is designed in a
way that requires the listener to concentrate on the content of each message, i.e.,
before rating each stimulus on 5-point opinion scales, the test participants have to
answer several questions concerning the information contained in the stimulus. Thus,
the messages should contain a fixed part that is specific to the addressed use case
and a variable part that differs between stimuli. The duration of the stimuli should
be between 10 and 30 s. A possible test phrase in a mail-order shopping scenario
would be:

Mr. Zimmerman, you have ordered running shoes, color: white, size: 41, price: 61e. They
will be delivered to you in 10 days.

Here the name, the shoe color, it’s size, the price and the delivery date are variable
parts that can be requested from the listener.

Each stimulus is presented twice consecutively. After the first presentation the test
participants answer questions on the information contained in the stimulus, and after
the second presentation they judge the quality of the presented stimulus on different
rating scales. Each listening test consists of 3 sessions: a training session, where
the test participants should get used to the test procedure, the environment and get
an impression of the quality range of the stimuli in the test, and two main sessions
that either use scales concerning the intelligibility or the quality of the synthesizers.
The intelligibility scales test the listening effort, comprehension problems and the
articulation while the quality scales assess pronunciation, speaking rate and voice
pleasantness. Furthermore, each session also includes the scales overall impression
and acceptance. An extension of P.85 towards the assessment of synthesized audio-
books was proposed in [28]. Therefore, scales that are relevant when synthesizing
the content of books were included, e.g., scales that assess intonation and emotion.

Given the complexity of this test the question arises why an evaluation via P.85
should be preferred over a simpler intelligibility test or a MOS test addressing over-
all quality. These three methods were compared in [35]. The results showed that
high intelligibility ratings do not necessarily come together with high ratings on the



184 F. Hinterleitner et al.

naturalness and overall impression scales. Moreover, the best ranked synthesizer in
the naturalness test did not get the best rating on the overall quality scale. Thus,
while a simple MOS naturalness test can give a basic overview of the quality of
synthesizers, the P.85 procedure yields far more fine-grained information about the
performance of a system.

However, this evaluation protocol has also been heavily criticized. In [38] the
authors suggested extensive modifications:

• natural speech-reference stimuli should not be included because they affect the
mean ratings of TTS systems and thus tend to diminish the differences between
them;

• items that assess naturalness, audio flow, and ease of listening should be included;
• the item speaking rate should be modified so that one end of the scale represents

an optimal speed while the other end indicates extremely slow or extremely fast
speech.

One of the main points that has already been addressed in [35] is the fact that many of
the recommended scales are highly correlated. Thus, some of the scales mainly mea-
sure the same perceptual impression, when they should actually cover all perceptual
quality features of synthetic speech. These features are not necessarily orthogonal
but certainly exhibit smaller correlations than the scales from P.85.

13.2 Perceptual Quality Dimensions

Depending on the kind of TTS system, different degradations still diminish the overall
quality impression: most PSOLA-based diphone synthesizers lead to artificial voices
due to frequent concatenations of speech units, HMM-synthesizers can generate
natural-sounding but also very noisy speech, and the quality of unit-selection systems
mainly depends (1) on the size of the used speech corpus, (2) on how well the units
fit together, and (3) on how well the units fit to the text that is to be synthesized.
These impairments all sound differently, thus they degrade speech along different
perceptual features. Hence, the quality of synthetic speech is of multidimensional
nature.

In the following section we will present two studies that used different approaches
to identify these perceptual quality features. The first one is based on the rating
of stimuli on several attribute scales similar to ITU-T Rec. P.85 while the second
approach uses a pairwise comparison test to create a stimulus space.

13.2.1 Semantic Differential

In [11] a Semantic Differential (SD) was used to evaluate perceptual quality dimen-
sions of synthetic speech. The main idea was to use a set of attribute scales to measure
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the auditory impression of listeners. In order to find such a set, suitable for the assess-
ment of synthetic speech, several pretests needed to be conducted. The goal of the
first pretest was to collect a broad basis of attributes that describe auditory features
of synthesized speech. Thus, expert listeners were instructed to write down nouns,
adjectives, and antonym pairs that describe their auditory impression, and to rate the
intensity of each item. The aim of the second pretest was to narrow down the set of
attribute scales till it is small enough to be used in the main test while still precisely
describing the quality stimulus space. The resulting scales were then used in the
main test where the listeners rated stimuli produced by a variety of different TTS
systems. A factor analysis with a subsequent oblique rotation revealed 3 factors. The
first factor is related to the scales accentuation, naturalness and rhythm, therefore,
it was labeled naturalness. The second factor can be associated with the scales hiss,
noise, and rasping sound. This feature represents disturbances in the signal. The third
feature is linked to the scales polyphony and intelligibility and thus indicates tempo-
ral distortions in the signal. Artifacts affecting the intelligibility especially occur in
concatenation-based synthesizers at the transitions between two units. Connecting
units with slightly different speaking rates sometimes even leads to the impression of
two different voices speaking at the same time. Moreover, the scale speed indicated
a fourth quality dimension which seemed to be of minor importance.

This study clearly produced results that improved the understanding of synthetic
speech from the perceptual viewpoint. Nonetheless, since this approach uses global
scales, the test participants rating is limited to them. Hence, perceptual impressions
of the listeners that could not be expressed by the presented scales could not be
captured.

In an attempt to come up with a similar set of attribute scales that is optimized for
the evaluation of audiobooks synthesized by TTS systems, two further studies were
conducted [12, 16]. Given the long stimuli duration and the special requirements
for TTS audiobooks, e.g., the ability for emotional speech, several additional scales
were developed. The listening tests contained TTS read books that were chosen
with the attempt to cover a variety of different writing styles. A factor analysis with
a subsequent oblique rotation resulted in 2 factors for both studies. While there
were minor inconsistencies in the assignment of the attribute scales to the resulted
factors, both studies yielded a prosody and rhythm dimension as well as a dimension
associated with the listening pleasure.

13.2.2 Pairwise Comparison and Multidimensional Scaling

Given the drawbacks of the SD approach, this section presents a method to extract
perceptual quality dimensions that is solely based on the unrestricted perceptual
quality impression of the listener and not on given rating scales. The main idea
is to scale dissimilarities between pairs of stimuli. These dissimilarities can then be
transformed into a stimulus space in which the between-point distances correspond to



186 F. Hinterleitner et al.

the dissimilarities between stimuli. Via a Multidimensional Scaling (MDS) algorithm
this stimulus space can be reduced in dimensionality until the solution is interpretable.

Thus, each stimulus in a set of n stimuli has to be compared to all n − 1 stimuli
resulting in n(n−1)

2 comparisons. In large object sets, this approach easily leads to
way over hundred comparisons. Depending on the length of the stimuli, this would
cause a test duration per subject of several hours. Therefore, listening tests with large
object sets need to apply a method to derive dissimilarities without a full pairwise
comparison test. For cases like these, Tsogo [37] proposed a sorting task where test
participants are assigned to build groups of stimuli that are similar to each other while
being different from the stimuli in other groups. This leads to an n × n incidence
matrix per subject from which a dissimilarity matrix can be derived.

In [15], such a test has been conducted on a large set of different TTS systems.
An MDS of the resulting dissimilarity matrix yielded 3 dimensions. Since MDS
dimensions give no indication on their interpretation, the stimuli can only be analyzed
along the identified dimensions via expert listening or an additional listening test.
Thus, an interpretation is often a vague and highly subjective task. For this reason,
the authors evaluated all stimuli on the scales that were developed during the SD
experiment described in Sect. 13.2.1. Thereby, the correlations between the factor
scores and the attribute-scale ratings gave indications on the interpretation of the
dimensions. Stimuli with high ranks in dimension 1 sounded very human-like even
if the speech was somehow distorted. These voices can be described as voices with
personality and charisma. Thus, dimension 1 was labeled naturalness of voice. The
second dimension is linked to the scales rhythm, fluency, and bumpiness. Therefore,
this dimension represents the prosody as well as temporal distortions in the signal.
Finally, the third dimension could be tied to the scales speed and tension. Stimuli
with high values in this dimension were slowly speaking and relaxed, while voices
with low values sounded stressed and restless.

13.2.3 Comparison of Perceptual Quality Dimensions

On first sight, the results from the Semantic Differential in Sect. 13.2.1 and the
Multidimensional Scaling experiment in Sect. 13.2.2 seem to be contradictory.
However, Table 13.1 reveals major similarities between the aforementioned stud-
ies. The feature naturalness from the SD experiment which seemed to be too broad
to give useful information about a TTS system can be found in the dimension nat-
uralness of voice and in the prosodic part of the dimension temporal distortions
from the MDS test. Thus, it comprises the quality of the voice and the prosody of
the generated signal. In contrast, the dimension temporal distortions from the MDS
experiment combines prosodic features as well as characteristics that indicate the
fluency and the intelligibility of a TTS signal. Remarkably, even though listeners
could clearly distinguish between, e.g., noise and hiss in signals through the pre-
sented attribute scales, the feature disturbances, which was highly significant in the
SD test, can not be found in the MDS experiment. We assume that this effect is most
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Fig. 13.1 Perceptual quality dimensions of synthetic speech

likely due to the nature of most TTS signals: even though TTS quality improved
dramatically over the years, there are still major issues that catch the attention of lis-
teners. These impairments mainly affect the features naturalness and prosody. They
are so dominant that minor problems like disturbances, which most of the listeners
are already used to via coding and transmission artifacts in cell phone or IP-based
communication, might be masked. Thus, this dimension did not emerge from the
MDS experiment. More similarities can be found in the dimensions speed and calm-
ness. Even though they were labeled differently in each experiment, they both cover
the same aspects of the signal.

Surprisingly, even the results from the audiobook-reading experiments can be
assigned to the already discussed dimensions. The feature listening pleasure corre-
sponds to the feature naturalness of voice while the feature prosody and rhythm is
linked to the prosodic parts of the feature naturalness from the SD test and temporal
distortions from the MDS experiment.

In summary, these four studies included stimuli for different use cases (e.g. short
message reader, audiobook reader) produced by different kinds of state-of-the-art
TTS systems (i.e., diphone synthesis, unit-selection synthesis, HMM-synthesis), that
were tested with different types of listening tests (e.g. scale-based listening tests and
tests that are solely based on the perceptual impression of the listener) but yielded
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a consistent and comprehensive image of the perceptual quality of synthetic speech.
Thus, 5 more-or-less universal perceptual quality dimensions can be termed:

• naturalness of voice
• prosodic quality
• fluency and intelligibility
• absence of disturbances
• calmness.

13.3 Instrumental Quality Prediction

Evaluating synthetic speech as described in Sect. 13.1 is extremely cost-intensive as
well as time-consuming. Thus, a continuous evaluation of a TTS system during its
development process through auditory tests is almost not feasible. Therefore, devel-
opers of TTS systems would greatly benefit from instrumental methods that predict
the perceived quality of TTS systems. Even though instrumental tools will not be able
to supersede auditory tests, the continuous evaluation of a system could greatly sup-
port the development of high-quality voices. In this section we present an overview
of different approaches towards instrumental quality prediction of synthetic speech.
There are two categories of quality prediction models: reference-based measures, i.e.,
measures that use natural speech references to compute a distance value between the
reference and the to-be-evaluated TTS signal, and reference-free measures that use,
e.g., speech features or internal parameters of TTS systems to predict quality.

13.3.1 Reference-Based Measures

Several reference-based measures have been developed to predict distortions in
natural speech introduced by transmission channels of telephone networks. These
models use a clean speech reference, i.e., the signal before the transmission, and
evaluate the perceptual distance to the signal after the transmission.

Synthetic speech as such can be considered as distorted speech which raises the
question if instrumental measures developed for the quality assessment of coded
speech can be used to predict the quality of TTS systems. In [5], Cernak et al. used
the measure described in the ITU-T Rec. P.862 Perceptual Evaluation of Speech
Quality (PESQ) [20] to evaluate single-word narrowband TTS signals. This study
yielded correlations between the subjective MOS and the predicted MOS close to 1.
These impressive results lead to further investigations [13] including the reference-
based measures Diagnostic Instrumental Assessment of Listening quality (DIAL) [7]
and the PESQ successor ITU-T Rec. P.863 Perceptual Objective Listening Quality
Assessment (POLQA) [21]. In this study, synthesized sentences with a duration of
2–3 s were evaluated. The correlations achieved by all three measures were disap-
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pointing throughout all databases. Of course it has to be noted that all measures were
used outside their original domain, therefore these results do not contradict their
good performance on telephone-band coded speech. The main reason for the low
correlations is most likely a poor time alignment between the reference and the syn-
thesized signal which is due to non-linear distortions introduced by TTS algorithms.
Thus, further research in this domain should include an improved Dynamic Time
Warping to ensure an exact time alignment between reference and TTS signal.

13.3.2 Reference-Free Measures

In most practical cases, a natural speech reference of the “same speaker” as in the
TTS system is not available, thus reference-free measures have to be applied.

In the approach by Chu et al. [6], an average concatenative cost function for unit-
selection synthesizers is defined as a weighted sum of 7 sub-costs. These 7 compo-
nents can be directly derived from the input text and the scripts of the speech database.
The correlation between the cost function and the subjective ratings yielded −.87.
Despite this impressing result, a cost-function of this type can only be computed for
unit-selection synthesizers. To predict TTS quality independent of the synthesizer
type, a more general approach has to be developed.

In 1993, Mariniak [25] introduced a framework for predicting the quality of syn-
thesized speech. He proposed to construct a reference feature space by extracting
signal-based features from a large number of different human speakers. Classify-
ing synthetic speech patterns with respect to this feature set would yield a quality
estimate of the TTS samples.

A similar approach, using a Hidden Markov Model (HMM)-based feature com-
parison, has been implemented by Falk et al. [8]. Given the fact that spontaneous
spectral changes in natural speech can only occur about every 20 ms due to the
inertia of the articulation organs, more frequent changes can thus be classified as dis-
tortions introduced by the speech synthesizer. In this approach, HMMs are trained
on speech features, e.g., mel-frequency cepstral coefficients (MFCC), extracted from
a given set of different natural speakers (not necessarily the same speakers as the
to-be-evaluated TTS voices). In a second step, the same features are extracted from
the TTS samples. Finally, via the forward-backward algorithm [34], a log-likelihood
value can be derived which indicates the perceptual distance between the TTS signal
and the HMMs. This approach led to fairly good correlations between subjective and
predicted MOS on the evaluated databases. However, severe issues, especially with
female voices, were reported when applying this algorithm to other databases [29].

A second approach towards quality prediction is based on features related to
degradations introduced by the synthesis process. In [29], the internal parameters of
the ITU-T Rec. P.563 [19] were investigated. These parameters capture characteris-
tics that are typical for telephone-band coded speech signals, e.g., noise, temporal
clipping, or robotization effects. A sequential feature selection was employed, fol-
lowed by a factor analysis. The resulting factors were combined to a quality estimate
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via a simple linear regression model. The same approach was executed on a set of
1,495 general speech features [27] which provide a broad variety of information on
vocal expression patterns that are useful when classifying human emotions. Both
predictors led to correlations between subjective and auditory MOS of about 0.80 on
3 evaluated TTS databases and thus outperformed the HMM-approach in all cases.
A combination of 3 different quality estimators (HMM-based predictor, P.563-model,
predictor based on general speech features) via linear regression yielded more stable
results. However, this first pilot study only evaluated 3 small TTS databases and
did not perform any sort of cross-validation (CV) in the development process of the
predictors.

With prosody being a major influence on the naturalness impression of listeners,
features that model the intonation in a speech signal are of great interest. In [31], for-
mal patterns of speech prosody were investigated. 18 purely acoustic markers were
derived from the fundamental frequency (F0) and vocalic/consonantal durations.
These markers were analyzed individually and in conjunction via 3-fold CV regres-
sion models. Nonlinear parameters, based on the F0 slope, proved most valuable.
The regression models yielded correlations as high as .87.

With the promising results of prediction models based on prosodic features
described in the previous paragraph, further research was conducted concerning the
pitch contour in natural speech. In [14], features derived from the Fujisaki-model [9]
which describes the F0-contour of speech signals, were computed. A multiple linear
regression was used to combine these features and tested for over-fitting by a leave-
one-out CV. The correlations between the subjective MOS and the predicted MOS
were around .60 for 3 of 4 databases.

In [32] further research on the performance of features that capture the intonational
properties of human speech was conducted. A comparison between prosodic features
of synthesized and human speech confirmed the assumption that prosodic variation
systematically influences perceptual naturalness of TTS signals and imposes a major
impact on their overall perceptual quality. Furthermore, F0 dynamics were found to
be substantially lower in TTS than in natural speech. The cross-validated prediction
models yielded correlations between subjective and predicted dimension ratings of
up to .83.

In [33], the prosodic features described in the previous paragraphs as well as
MFCCs were investigated concerning their ability to model the perceived quality of
TTS in audiobook reading tasks. As reported in Sect. 13.2.3, even though the use
case differs from the TTS databases investigated in most of the presented studies
(short messages deployed, e.g., in spoken dialogue systems), naturalness of voice
and prosodic quality were also the main influences on perceived quality. Several
approaches for perceptual modeling were investigated and compared. The cross-
validated models yielded correlations as high as .87.

The latest study [17] again concentrated on the large-scale feature set from [27]
for general speech features. 1,495 general speech features were extracted to build
prediction models for 2 extensive TTS databases. Quality predictors for female and
male voices were developed following two different approaches: a three-step feature
selection followed by a stepwise multiple linear regression and a model based on
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support vector machines were implemented. The predictors were cross-validated via
3-fold CV and leave-one-test-out CV. A strict CV method, where the partitioning is
realized prior to the feature scaling and feature selection steps, was applied. In the
3-fold CV case, correlations as high as .89 could be achieved. The more ambitious
leave-one-test-out CV yielded correlations around .80 for the male speakers while
the results for the female voices need further improvement.

13.4 Conclusions and Future Work

In this chapter, we addressed the quality experienced when listening to synthetic
speech. Auditory tests can be divided up into two different categories: functional
tests can be used to evaluate the intelligibility, and judgment tests are used to assess
more subjective aspects of a TTS signal, e.g., its naturalness or the overall quality.
Two different test methodologies to determine perceptual quality dimensions were
introduced: either the ratings on the attribute scales presented in a Semantic Differ-
ential can be further processed via factor analysis to derive perceptual dimensions,
or a Multidimensional Scaling algorithm can be used to transform the dissimilarities
from, e.g., a pairwise comparison test, into interpretable perceptual quality dimen-
sions. Tests of both kinds were carried out in different studies. A comparison of the
results led to the set of 5 universal perceptual quality dimensions of synthetic speech:
(1) naturalness of voice, (2) prosodic quality, (3) fluency and intelligibility, (4) distur-
bances, and (5) calmness. Moreover, different techniques to instrumentally predict
the quality of TTS signals have been introduced. Even though reference-based mea-
sures have lead to a tremendous accuracy for quality predictions on word-level, the
results for longer stimuli were disappointing. In addition to that, in most cases natural
references of the same speaker are not available. Thus, reference-free measures have
to be applied. These measures use features extracted from the synthetic voices to
indicate distortions in the signal that are typically introduced by speech synthesizers.
The results showed that cross-validated predictors can lead to correlations between
subjective and predicted MOS of over .80. Nonetheless, all predictors still struggle
with female voices.

In the future, further research will be done, especially with regard to female voices.
Furthermore, predictors that compute quality estimates for the dimensions introduced
in Sect. 13.2 are subject to further plans. Predicting individual quality dimensions
will provide an insight into the characteristics of text-to-speech synthesizers and will
help to further improve them.
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Chapter 14
Audiovisual Communication

Markus Vaalgamaa and Benjamin Belmudez

Abstract Audiovisual communication has expanded rapidly over the last years on
computers and mobile devices. This chapter discusses the key aspects of Quality of
Experience of the audiovisual communication. We will give an introduction to audio-
visual communication and explain technical elements and perceptual features which
relate to the Quality of Experience. Main subjective and instrumental quality assess-
ment methods will be presented. Finally, we specifically discuss a few key aspects
impacting quality, namely, time-varying quality perception, audiovisual quality inte-
gration as well as the impact of overall delay and audiovisual synchrony, and give
an outlook for future work.

14.1 Introduction

Early public video call experiments started in the 1930s at the German Post office
which provided a service between Berlin and Leipzig [34]. In the 1960s, AT&T
brought a first commercial product called the “Picturephone” to the market and con-
tinued the service until the 1970s.1 During the beginning of the 21st century, the
mobile communication industry made a significant investment to develop video tele-
phony under 3GPP umbrella, resulting in the 3G-324M protocol enabling video com-
munication over circuit switched networks. However, it took few years more before
technology, infrastructure and business were ready and Voice over Internet Protocol

1 http://www.corp.att.com/attlabs/reputation/timeline/70picture.html
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(VoIP) solutions revolutionized video communications. Software-based VoIP clients
enabled fast development and quick adaptation of new technologies such as real-time
audio and video communication over public internet, efficient audio and video
coding, and peer-to-peer technology. The broadband Internet with high bandwidth
and speed, as well as the development of affordable personal computers and webcams,
provided enhanced user experience in home environments. These factors combined
with a new business model such as a free use of basic services created solutions that
quickly gained a large audience. A few of the first notable solutions were proposed
in the early 2000s such as Skype and Apple iChat.

Video communication was firstly seen as a natural evolution from voice calls
towards face-to-face communication, however a few essential usage differences exist.
Users of video solutions explain that video communication brings them closer and is
socially more involving compared to an audio call [31]. Therefore video communi-
cation is highly popular among families and friends living far apart from each other.
In addition, video chats are popular in work environments where people are regularly
in close collaboration with colleagues at different locations. The addition of a video
channel has also enabled new means to communicate for deaf, hard-of-hearing and
speech-impaired people. On the other hand, video calls are not always the preferred
choice as audio calls allow users to keep a social distance, e.g. when users do not
wish themselves or their surroundings to be seen.

The audiovisual (AV) communication usage can be split into two segments: busi-
ness and consumer usage. On the business side the solutions range from teleconfer-
encing to telepresence solutions. The teleconferencing solutions are typically realized
either with a software solution on a personal computer or with a dedicated device.
Such solutions enable people to work effectively in multi-location business environ-
ments while minimizing travelling time and cost. These solutions often incorporate
additional services such as meeting hosting and screen sharing in order to enhance the
collaboration. The telepresence solutions expand teleconferencing to very high qual-
ity services with dedicated devices and even physical meeting rooms, such examples
can be found from companies like HP, Tandberg, Cisco and Polycom. A common
denominator for the business solutions is that users are willing to pay for good quality,
reliability of the service and additional features, thus motivating solution providers
to invest into specific hardware and if needed into dedicated network connections.
Therefore, the companies developing these solutions have a high interest and moti-
vation to measure and provide the best achievable user experience.

The usage of consumer video communication has grown rapidly over the past
decade and nowadays millions of users share the same solutions. It has been estimated
that VVoIP (Video and Voice over IP) communication creates more than one third
of the world’s international call duration in the beginning of 2013.2 One of the
reasons for this rapid growth has been free or very low-price subscriptions. These
subscriptions have been possible as software-based solutions can run on the top of the
users’ existing personal computers, smartphones and access to broadband network

2 http://www.telegeography.com/press/press-releases/2013/02/13/the-bell-tolls-for-telcos/index.
html

http://www.telegeography.com/press/press-releases/2013/02/13/the-bell-tolls-for-telcos/index.html
http://www.telegeography.com/press/press-releases/2013/02/13/the-bell-tolls-for-telcos/index.html
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connections. With a good audio and video setup, a device with enough processing
power and a good broadband network connection, consumer products can achieve
stunningly high audio and video quality. On the other hand, the variations of quality
can be noticed in practice and in many cases software-based solutions provide the
“best-effort” service by coping with constraints given by limited acoustic and video
setups, computer resources and network limitations or temporal Quality of Service
(QoS) variations. This means that in the consumer market there is a need for robust
and high quality software and hardware solutions.

One of the growing areas over the past years has been video communication on
mobile devices. The processing power of smartphones is now sufficient to simulta-
neously encode and decode video at a high spatial and temporal resolution during
a real-time communication. In addition, the wide availability of broadband WLAN
connections has enabled mobile video communication. The wireless mobile networks
today such as 3G have issues with network speed, latency, quality and delays during
the cell hand-over which can limit quality. However, the latest network technologies
such as LTE and 4G are expected to significantly improve the quality and reliability
of video communication on mobile devices.

In the upcoming years, we foresee that the quality of VVoIP solutions as well as
the users’ expectations will rapidly increase both on personal computers and mobile
devices. This will keep the competition between the solution providers very active.
As a consequence, mobile manufacturers, AV communication providers and network
operators, who are able to provide reliable and high quality services with free or low
price will dominate. The telepresence market still has room for even higher quality
and innovative products. Compatibility and interoperability between business and
consumer solutions will be some of the key issues to be addressed for an extended
and successful user experience.

In summary, the success of future AV communication solutions will be defined by
their ability to provide reliable and high-quality communication even in versatile and
fluctuating mobile environments. This brings a specific need for effective methods
and metrics to enable an accurate evaluation of AV communication quality. Consid-
ering the above-mentioned context of Quality of Experience (QoE) this chapter will
concentrate on the following points. The next Sect. 14.2 will give an overview of
technical aspects impacting the AV communication quality. Thereafter, we will dis-
cuss the key aspects of subjective and instrumental quality assessment in Sect. 14.3.
In the following three Sects. 14.4–14.6 we focus on a few specific aspects: time-
varying quality perception, audiovisual integration and interactivity factors. Finally,
Sect. 14.7 provides conclusions and trends for the future.

14.2 Audiovisual Communication Systems

In this section we will give an overview of audiovisual communication systems and
quality degradations that might occur while using them. The system chain and main
algorithms will be presented. In addition, the typical audio, video and overall quality
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Fig. 14.1 Processing chain of a video communication solution. The video and audio process-
ing chains are represented separately (i.e. no multiplexing of the video and audio signals before
transmission over the network)

degradations are briefly described and a few practical aspects of the network usage
during AV communication are given.

14.2.1 Real-Time Audiovisual Transmission

The quality of AV communication can be explored by dividing it into three parts:
audio quality, video quality, and level of synchrony between these two modalities. In
order to understand what affects the perception of these modalities, the processing
chain of a video communication solution is shown in Fig. 14.1 and will be discussed
below.

On the audio side, a microphone captures the speech of a user. The speech signal
can be enhanced with pre-processing algorithms such as automated gain control to
adjust the speech level, noise reduction and acoustic echo cancellation. The next
processing step is speech encoding. A great variety of speech coders are used in AV
communication solutions. The popular narrowband coders, with a 3.5 kHz audible
bandwidth, are: ITU-T Rec. G.729A, ITU-T Rec. G.711, and 3GPP AMR-NB coders.
Within the wideband (7.5 kHz audible bandwidth) and superwideband (11 kHz and
beyond audible frequency bandwidth) codecs the popular ones are 3GPP AMR-
WB (ITU-T Rec. G.722.2), the AAC-family codecs, ITU-T Rec. G.719, ITU-T Rec.
G.722, and Silk.

On the video side, the webcam acquires the video signal that can be pre-processed
with noise reduction and other adjustment algorithms. The video will be encoded to a
certain frame rate, spatial resolution and bit rate while trying to optimize the perceived
video quality. The most commonly used video codecs for AV communication are
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ITU-T Rec. H.263 and H263++, MPEG-4 Part 2 (Xvid or DivX), ITU-T Rec. H.264,
VP8 and VP9, and also ITU-T Rec. H.265 (HEVC) is foreseen to become popular
on future systems.

Many of the above-mentioned audio and video codecs are also used in streaming,
see Chaps. 16 and 19 for additional details. However, the key aspect that separates
the usage of the codecs and algorithms is that real-time AV communication requires
minimal latency. Therefore, all algorithms, codecs included, are tuned and optimized
to achieve a low processing delay.

After the encoding stage, the audio and video streams are packetized and often
encrypted for security reasons before being sent on the network. The majority of
the video communication solutions today use public Internet for data transmission.
On the network side, the solutions are based on peer-to-peer technologies or
client-servers structures or even hybrid combinations of both. There is a variety
of standards and proprietary protocols to enable communication. Calls are initial-
ized through signaling, like SIP for instance, between clients or between clients and
servers. Once the call has been initialized, real-time audio and video data streams
can be transmitted through the network via protocols such as UDP, TCP and RTP.
Special techniques and protocols are required to pass through firewalls, such as fire-
wall traversing and network address translations (see STUN in RFC 5389, TURN
in RFC 5766 and ICE in RFC 52453). If packets are missing on the receiver side,
techniques such as forward-error correction (FEC) and packet retransmission can be
applied to minimize the corruption of the data stream.

Once received, audio and video packets will be buffered and reordered (if those
arrived in a mixed order). Packets arriving too late might be discarded. The client
could, for example, wait a while for the packets to arrive by increasing the buffer size
and modifying the play-out speed of both audio and video, or replace the missing
audio or video part with packet loss concealment algorithms. After decoding, the
audio and video frames can be post-processed to further improve the overall quality
before the playout via loudspeaker and display.

A major part of the algorithms mentioned above and their details are solution-
specific and proprietary. However, there are a few algorithms which must be agreed
upon in order to enable interoperability between different AV communication solu-
tions. Such algorithms and protocols involve audio and video decoders and network
protocols including packetization and de-packetization. One solution to enable the
interoperability between different codecs is to transcode (in other words convert) one
codec bit stream into another at the network. However, transcoding operations can
cause a noticeable quality drop-off and it require a specific processing on the servers.
For these reasons it is more beneficial to agree on common codecs and protocols
beforehands instead of using transcoding between the different solutions.

3 http://tools.ietf.org/html/rfc5389,http://tools.ietf.org/html/rfc5766, and http://tools.ietf.org/html/
rfc5245.

http://dx.doi.org/10.1007/978-3-319-02681-7_16
http://dx.doi.org/10.1007/978-3-319-02681-7_19
http://tools.ietf.org/html/rfc5389
http://tools.ietf.org/html/rfc5766
http://tools.ietf.org/html/rfc5245
http://tools.ietf.org/html/rfc5245
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14.2.2 Quality Degradation Factors and Features

Various quality elements (for a definition see Chap. 2) or technical factors may
degrade audio and video qualities. A detailed list of the audio elements is presented
in Chap. 16, and of the video elements in Chap. 19. The most common audio quality
elements are network impairments, which can cause freezes in playback, packet loss
artifacts, low bit rate distortions and acoustic impairments, particularly microphone
noise and acoustic echo artifacts. In addition, on speakerphone and living room TV
products, the reverberation and lack of clarity can be important technical factors. On
the video side, the main elements impacting the quality are camera capturing quality,
video encoding like encoder type, bit rate, frame rate, video resolution and network
related factors like packet loss and jitter. In addition, the overall delay and synchrony
between audio and video impact the overall quality.

These technical factors are closely linked to the perceptual artifacts of the AV
signal. These are referred as quality features and describe the user’s perception of
the AV signal (see Chap. 2 for a definition). On the audio side, the common quality fea-
tures are audible noise, echo, muting, lack of intelligibility, coding artifacts, limited
audible bandwidth and temporal quality degradations. On the video side, common
quality features are jerkiness, blurring, blocking, color distortions, image freeze,
unnatural movement and noise. A long delay will impact the conversational quality
by reducing the interactivity of the communication. If the relative delay between
audio and video is large enough it can cause a perceptual asynchrony artifact, for
example when lip movements do not match the perceived auditory signal.

14.2.3 Practicalities on AV Communication

Network quality and speed have drastically increased during the past years. The wide
availability of broadband internet connection enables very high quality video commu-
nications. Towards low bit rates, improvements of coding and network technologies
enable a sufficient video quality with a speed as low as 100 kbps. However, high-
definition video with resolution of 720p or higher at 30 frames per second require
a bit rate higher than 1 Mbps. In fact, it is not uncommon to see differences larger
than a factor of 10 in the actual bit rates of AV communication. Also it is worth to
note that high-quality audio coding clearly requires less bits than high-quality video
coding. Thus, at rates of about 100 kbps it may be that audio uses around 30 % of
the bit rate whereas video uses the remaining bit allocation. However, at higher rates
the video coding may take 90 % or even more from the bit rate. We will return to the
bit rate budget allocation in the Sect. 14.5.4 about the trade-off between audio and
video for low bit rates.

http://dx.doi.org/10.1007/978-3-319-02681-7_2
http://dx.doi.org/10.1007/978-3-319-02681-7_16
http://dx.doi.org/10.1007/978-3-319-02681-7_19
http://dx.doi.org/10.1007/978-3-319-02681-7_2
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14.3 Subjective and Instrumental Quality Assessment

AV communication quality can be described using perceptual dimensions. In prac-
tice, investigating all the dimensions and potential use cases through subjective user
tests is very resource-intensive and time-consuming. Subjective experiments must
be carefully designed so that the results can be trustfully exploited and also used
for comparison between different experiments and laboratories. The presence of
experimental biases can significantly affect the validity and reliability of the results;
therefore, such experiments usually comply with international standards (e.g. ITU,
EBU). Accuracy is also required in the usage of instrumental metrics; the acoustic
and visual conditions as well as the usage area of the metrics can highly influence
the validity of the prediction.

In the next Sect. 14.3.1, we will briefly introduce subjective assessment methods
applicable for AV communication. In Sect. 14.3.2, we will focus specifically on con-
versational assessment. The modeling of AV quality as well as instrumental metrics
are presented together in Sect. 14.3.3.

14.3.1 Subjective Assessment

Subjective experiments for assessing transmission quality, like the ones standardized
by the ITU, are commonly used for evaluating speech quality (ITU-T Rec. P.800 [23]),
video quality (ITU-T Rec. P.910 [26]), and audiovisual quality (ITU-T Rec. P.911
[27]). These standard methods describe the assessment of short stimuli (samples of
4–12 s for speech, and 10–15 s for video) in a passive viewing and listening situa-
tion. In turn, conversational quality can be evaluated using ITU-T Rec. P.805 [24] for
speech-only, or ITU-T Rec. P.920 [28] for AV communication. These recommenda-
tions propose task-based conversational scenarios for pairs of conversing partners.
The resulting conversations should last at least 2 min for audio-only, whereas a
duration comprised between 3 and 5 min is required for the audiovisual counter-
part. Further information on multi-party conversation scenarios and their associated
assessment methods can be found in Chap. 15.

14.3.2 Conversational AV Communication Assessment

ITU-T Rec. P.920 proposes several types of task-based scenarios depending on the
targeted application and on the factors to be evaluated. Five scenarios for AV conver-
sations are described: name guessing, story comparison, picture comparison, block
building and object description. Additional tasks are included to assess the impact
of speech delay, audiovisual delay and audiovisual asynchrony on communication
quality. This recommendation also provides general guidelines to modify existing
scenarios or developing new ones:

http://dx.doi.org/10.1007/978-3-319-02681-7_15
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1. The scenarios should allow test participants to primarily focus their attention on
the audiovisual terminal.

2. The scenarios should be designed based on real-life audiovisual communication
to ensure the validity of the results (to a sufficient degree).

3. If communication efficiency is measured, the task should allow “reproducible
quantitative results”.

The tasks have to be designed for a wide range of test participants (including elderly
and hearing-impaired subjects). Additional recommendations can be set in order to
obtain acceptable test results: the scenarios should be reproducible to ensure reli-
ability (i.e. limited variations in the conduct of the conversational scenario), and a
sufficient level of familiarity between conversing partners is advised in order to avoid
additional uncontrolled hindrances to the communication process.

Aspects linked to the interactivity or to the usage4 of the auditory and visual
channels have to be taken into account when designing a scenario. For instance, if
the impact of delay is under assessment, the resulting interactivity (e.g. number of
turns, number of words, number of words per turn and presence of backchannels)
will impact the subjective perception of delay. If the assessment goal is the quality
evaluation of transmitted video, scenarios privileging the use of the visual channel
will be better suited. Finally, a task-based conversation is likely to be cognitively
heavy, thus leaving less resources to the user for the assessment task (unlike in a
passive listening and viewing situation).

According to ITU-T Rec. P.920, subjective quality should be judged retrospec-
tively, i.e. after each conversation is carried out. First, test participants are asked to
rate the overall AV quality, then the video quality and at last the audio quality. This
specific order is chosen to avoid a direct average of the audio and video qualities to
form the AV score. Absolute Category Rating (ACR) scales are commonly used to
assess conversational quality. Examples of such scales are the 5-point, the 9-point
and the 11-point5 ACR scales defined in ITU-T Recommendations P.910 and P.911.

14.3.3 Quality Modeling and Instrumental Measurement

Conversational quality of AV communication can be estimated using a parametric
prediction model standardized as ITU-T Rec. G.1070 [18]. This model used for
planning purposes is divided into three main modules: the speech and video qual-
ity estimation functions, and the multimedia quality function. The speech quality
estimation function is a simplified version of the E-model [16, 17] available for
narrowband and wideband services. The video quality estimation function has been
primarily developed for typical videotelephony “head-and-shoulders” content and

4 The channel usage refers to the extent to which subjects utilize a channel to transmit information
relevant to carry out scenario-related tasks.
5 The 11-point ACR scale has end-points which are verbally defined as anchoring points.
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depends on application parameters (e.g. codec, display size, video resolution). The
multimedia function takes into account the output from the audio and video qual-
ity modules, but also the absolute one-way delay and the asynchrony between the
auditory and visual signals. The coefficients of the video and multimedia quality
functions need to be trained through subjective testing. Their values depend on the
conversational tasks used during the training phase. As a consequence, using the
model for other types of tasks may lead to poorer performances. The Annex A of
the recommendation describes a procedure to derive a set of coefficients for any
particular set-up; some examples of coefficient values are provided in the appendix.

ITU-T Rec. G.1070 is a good framework for overall quality estimation of audiovi-
sual communication based on the auditory and visual qualities. It allows to integrate
those individual qualities into a multimedia quality taking into account the result-
ing audiovisual quality and the one-way transmission delay. Its prediction accuracy
thus heavily depends on the individual performance of its speech and video qual-
ity estimation functions. This model was initially developed for planning purposes,
however, in the case where the signal is available for diagnostic usage, one could
replace the planning quality functions of the model by media-based models (quality
metrics) which generally produce more accurate results.

The basis for standardized instrumental audio and speech quality metrics are
defined primarily in the ITU-T6 P and G series of Recommendations, and IEEE
standard 269-2010.7 Detailed and specific measurements can be found for example
from 3GPP, ETSI, ITU, and TIA documentation, see more in Chap. 12. One of
the potential tools is the state-of-the-art speech quality metric in ITU-T Rec. P.863
[25] also known as POLQA. It is a full-reference intrusive tool that mimics the
human hearing system. This means that it compares the short (4–30 s duration)
recorded speech file (called degraded file) to the original high-quality speech file
(called reference file) using a complex quality estimation model based on the human
hearing system, and as an output gives the estimated Mean Opinion Score (MOS).
Therefore, POLQA can be very useful for a G.1070 type of framework in predicting
audio quality MOS more accurately than the audio model of G.1070 does.

In the area of video quality tools, the above mentioned bodies added by the Video
Quality Experts Group8 have evaluated and recommended a number of metrics. As
with the audio tools, many of the metrics do not provide direct estimation on an
MOS scale. However, there are a few video metrics that do estimate quality on the
MOS scale, such as ITU-T Rec. J.247 [21] and ITU-T Rec. J.341 [22]. Both of
these tools are full-reference video quality metrics that compare the degraded video
file to the original video file. In addition, there are various other full and reduced
reference models to estimate video quality on the MOS scale, see more in Chap. 19.
The predictions of these tools can be used in a G.1070 type of framework to estimate
the quality of the video part within AV communication quality.

6 http://www.itu.int/en/ITU-T/publications/Pages/recs.aspx
7 http://standards.ieee.org/findstds/standard/269-2010.html
8 http://www.its.bldrdoc.gov/vqeg/vqeg-home.aspx

http://dx.doi.org/10.1007/978-3-319-02681-7_12
http://dx.doi.org/10.1007/978-3-319-02681-7_19
http://www.itu.int/en/ITU-T/publications/Pages/recs.aspx
http://standards.ieee.org/findstds/standard/269-2010.html
http://www.its.bldrdoc.gov/vqeg/vqeg-home.aspx
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14.4 Time-Varying Quality Perception

In error-prone networks, a constant level of quality cannot always be ensured by
service providers, thus leading to a fluctuating quality. Time-varying distortions are
the most characteristic type of degradations of Voice and Video over Internet Protocol.
Transient degradations like packet loss are susceptible to affect in different ways the
overall quality of a call, that can last from a few seconds to several hours. As a
result, memory effects come into play in the process of describing and modeling the
perception of an AV call.

14.4.1 Memory Effects

The evaluation of long AV stimuli implies a certain understanding of how humans
construct affective experience over time. Studies in cognitive psychology revealed
that “global evaluations of past affective experiences are not merely perceived or felt;
they are constructed” [7]. Cognitive components like long-term memory, working
memory and attentional processes have been reported to have an impact on judgments
and evaluations [41]. In the course of an affective experience, some moments turn out
to be found more meaningful than others. These moments receive greater weights in
the global retrospective evaluation. As previously detailed in Chap. 10, peak affect
intensity and the ending were defined as the moments that could serve as efficient
proxies to evaluate an affective episode [7]. This is referred to as the “peak-end rule”.
Additional effects were brought to light like the “duration neglect”, stating that the
duration of negative episodes does not significantly impact the final judgement [6].
The trend of intensity change as demonstrated by Ariely [2] and Schreiber and
Kahneman [38] can have an impact on the hindsight judgement especially when
occurring towards the end of an affective episode. Finally, a recency effect was
found to occur in several studies on speech quality evaluation [5, 8, 15, 40] and on
video quality evaluation [1, 9, 10].

14.4.2 Conversational Time-Varying Quality Modeling

Methodologies to assess time-varying quality of long AV samples or in a conversa-
tional set-up have been described in Chap. 10. The methodology based on simulated
conversational structures developed by Weiss et al. was extended to AV material by
Belmudez et al. [4]. Quality scores (audio, video and audiovisual) for short sam-
ples were collected in a first session. In a second session, the short samples were
concatenated into long samples and the overall AV scores for these were collected.
Three types of temporal integrations were proposed: (1) using existing temporal
integration models on the audiovisual MOS scores of short samples, (2) aggregating

http://dx.doi.org/10.1007/978-3-319-02681-7_10
http://dx.doi.org/10.1007/978-3-319-02681-7_10
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the audio and video MOS scores into an audiovisual MOS score before applying
the temporal integration model, (3) applying the temporal models on the audio and
video scores separately, and aggregate the final audio and video MOS scores into
an AV score. The results showed that existing models exhibited a high correlation
between individual sample ratings and end-call judgments (as an example, the model
from Weiss et al. reaches a correlation of 0.97 against 0.93 for the plain average,
with a decreased RMSE value on a validation dataset). Moreover, several perceptual
effects were observed: the temporal location of strong degradations did not seem to
play a major role, and a larger time constant for the recency effect was obtained.
This method has the advantage of controlling the temporal location and the strength
of the impairments, while simulating a conversational situation. It however differs
from a real interactive conversation in the sense that the interpersonal aspects and the
influence of the tasks remain missing factors. The assessment scope of this method is
thus limited in terms of type of impairments (e.g. echo and delay cannot be included)
and in terms of resemblance with a real conversation.

In summary, time-varying quality can be constituted in a simplified way from
short-term (4–20 s) quality evaluations, like described in Sect. 14.3.3, which are
aggregated to form a long-term evaluation. In the short-term interval, the quality will
be highly dominated by the worst temporal artifact during that interval. In the long-
term interval, according to the current models, the biggest contribution will be the
average of the short-term qualities on MOS scale, followed by the worst quality (peak
degradation) interval. The recency effect does have an impact, but less important than
the previously mentioned parts.

14.5 Audiovisual Quality Integration

Audiovisual quality integration refers to the human process of combining or pooling
different information from the auditory and visual modalities in order to get an esti-
mation of the perceived AV quality. There are so far three possibilities for modeling
AV quality: a quality-based approach like the one adopted in the G.1070 model which
predicts the audiovisual quality on the basis of individual auditory and visual quality
scores; an impairment-factor-based approach (ITU-T Rec. P.1201 [20] addressing
HDTV video streaming) where each factor quantifies the quality-impact of different
degradations; and a dimension-based approach like the one described in [43], where
descriptive attributes are clustered into perceptual dimensions (e.g. aesthetic feeling
and feeling of activity) and then pooled into an overall quality score.

14.5.1 Quality-Based Audiovisual Integration

Numerous studies support the theory that global AV quality can be predicted from
the individual auditory and visual qualities separately. In that case, the auditory and
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visual signals are considered to be internally processed to produce separate auditory
and visual qualities that are fused at a late stage to give a judgment of the overall
perceived quality (late fusion theory). A commonly used function for integration is
composed of a linear combination of the audio and video MOS, and of a multiplicative
term, see Eq. (14.1). The ITU in Recommendation P.911 proposes to only use the
multiplicative term between the audio and video qualities with an additive shift as
an estimator of the AV quality, see Eq. (14.2):

MOSAV = α · MOS A + β · MOSV + γ · MOS A · MOSV + θ (14.1)

MOSAV = γ · MOS A · MOSV + θ (14.2)

with MOSAV , being the audiovisual quality, MOS A, the audio quality, MOSV , the
video quality, and α to θ being constants. In Eq. (14.2), the recommended values of
the formula coefficients are an average of the values obtained in different studies: γ

is set to 0.11 and θ to 1.3 when MOS varies between 1 and 5. More generally, the
values of the coefficients of Eq. (14.1) depend on various factors:

• testing methodology
• test conditions: type and range of impairments
• material, i.e. presentation devices
• audiovisual content
• experimental setup: passive listening/viewing or interactive; in a laboratory

or in situ.

The extended range of variation and the combination of these experimental factors
make it difficult to determine a unique integration function accounting for all possible
scenarios [44]. A meta-analysis performed by Pinson et al. in [35] showed that the
variation of the MOS range for both the auditory and visual modalities is of primary
importance in order to get an unbiased integration function. The hypothesis is that
the relative importance of both modalities should be comparable, as suggested by
the results of their experiments.

14.5.2 Impact of the AV Content

The AV content has a major impact on the AV integration, as recent reviews [44] and
[35] indicate. Studies performed with teleconferencing situations, including “head-
and-shoulders” material or meeting room situations with several participants, suggest
that both audio and video quality have a significant impact on AV quality integration.
The situation seems to be different for TV and more generally streaming material,
where experimental results show that the more attention the user dedicate to the
visual channel, the higher is the relative weight for video quality compared to the
one for audio quality in the overall integration.

Korhonen et al. [33] showed a practical study on how to find an optimal trade-off
between audio and video packet-loss artifacts at bit rates varying between 360 kbps
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Table 14.1 Cross-modal influences reported in the literature for different types of AV contents and
evaluation methods

Experiment Experimental context Stimuli length Method A → V V → A

[14] Videotelephony passive 10 s ACR None Weak
Videotelephony interactive 5 min ACR None Strong

[11] Animation and narration 10 s ACR – Medium
[37] Videotelephony passive 6 s ACR Strong Strong
[3] Television 25 s ACR Weak Strong
[29] Television 30 min SSCQE Strong None

The qualification “weak” refers to an impact smaller than 0.1 MOS, “medium” when it is comprised
between 0.1 and 0.5, and “strong” above 0.5 MOS. The methods used in these studies are the absolute
category rating (ACR) and the single stimulus continuous quality evaluation (SSCQE), see Chap. 10
for further details on these methods

and 1.4 Mbps. This study demonstrates the difference between news and opera type
of material where the attention of the user is on audio, in contrast to football material
as the other extreme having the attention primarily on video.

14.5.3 Cross-Modal Interaction

Cross-modal interaction refers to the impact of one modality to another, for example
the impact of video quality on the perception of audio quality. In a passive experi-
mental set-up, the general consensus is that cross-modal interactions affect perceived
quality. However, experimental results substantially differ between studies depend-
ing on the context of application and on the AV content.

Main findings from the literature are summarized in Table 14.1. In the case of
videotelephony, the influence of the audio quality level on the perceived video quality
is relatively uncertain, as the two studies [14, 37] contradict each other. Additional
information on the levels of degradation and intelligibility of the audio channel would
help to understand this discrepancy. An influence of the video quality level on the
perceived audio quality is found in three studies among the five studies examined. It
can be argued that either the AV content of the experiment [11], or the assessment
methodology used in it [29], might have made a difference in the measurement
cross-modal perception.

14.5.4 Trade-off Between Audio and Video for Low Bit Rates

As it was discussed in Sect. 14.2.3, for a similar perceptual quality (i.e. the same
MOS) audio coding requires less bits than the video coding. This also means that
at low bit rates for a same increase of audio and video bit rates the audio quality

http://dx.doi.org/10.1007/978-3-319-02681-7_10
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raises quicker than the video quality. Therefore, at high bit rates (hundreds of kbps
or more), the optimal AV quality can be achieved by giving audio coding close to
the maximum bit rate it requires, and the rest (i.e. the majority of the bit rate budget)
for the video, see Eqs. (14.1) and (14.2). Nevertheless, at high rates the audio coding
uses still less than 1/10th compared to the video bit rate. At low bit rates the optimal
trade-off between audio and video coding is slightly different. A study from Winkler
et al. [42] showed that for a bit rate budget varying from 40 to 100 kbps, the optimal
audio/video bit rate ratio was found to be around 30/70. The complexity of the content
also plays a role: for complex scenes and higher bit rate budgets, more bits should
go to audio compared to the optimal trade-off for simpler scenes and lower bit rates.

Investigating bit rates with total budgets comprised between 100 and 160 kbps,
Jumisko-Pyykkö [30] came to similar conclusions: for a budget of 100 kbps, an audio-
video ratio of 24/76 was preferred over 16/84, thus emphasizing the significance of
the audio channel. For video contents with a high spatial complexity (sport and TV
series), a ratio of 16/84 was judged equal to a ratio of 24/76, showing the relative
weight of audio towards low bit rates.

These studies indicate that there seems to be a switch in user preference towards
audio quality over video quality at low bit rates, and at more complex video scenes.
As such, this is easy to understand as in low bit rate situations where the AV quality
will be clearly compromised, users will focus on speech in order to understand the
other party instead of weighting fidelity of the video. As Jumisko-Pyykkö indicated,
the interesting question for future studies is to find the audiovisual quality threshold
below which the basic audio quality, for example intelligibility, starts to dominate
the overall quality.

14.6 Other Factors Impacting the QoE

14.6.1 Impact of Overall Delay

End-to-end delay occurring between two conversing partners may degrade the calling
experience. A commonly used mapping between mouth-to-ear delay measured in ms
and the quality scale (E-model rating scale) is given in ITU-T Rec. G.114 [19]. The
mapping of ITU-T Rec. G.114 originates from the results by Kitawaki and Itoh [32]
who used six different tasks ranging from the highly interactive “number exchange”
to “free conversation”. In summary, ITU-T Rec. G.114 states that on communication
one-way delay of 150 ms or below does not degrade quality, however one-way delay
above 400 ms is unacceptable. Several studies have indicated that whilst the G.114
mapping is applicable in the E-model for network planning purposes, the mapping
is over-critical for assessing normal conversations. A review by Raake et al. [36] of
recent studies proposes a modification to the E-model mappings, taking into account
the interactivity of the conversation. Their proposal is based on the findings that
everyday conversations are not as interactive as G.114 assumes, and that people
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adapt to the delay caused by the communication style by decreasing the interactivity.
For these reasons, longer delays do not impact perceived quality as much as ITU-
T Rec. G.114 indicates. Based on the proposed mapping in [36], the degradation
caused by delay would be roughly half on the quality scale in a case of an everyday
conversation compared to the current mappings of ITU-T Rec. G.114. The interplay
between delay, interactivity and quality is further discussed in Chap. 11.

14.6.2 Audiovisual Synchrony

People are used to experience synchrony or slight audio delay/lag between audio and
video in their everyday life. Therefore, a large asynchrony between audio and video
is perceived as artificial, strange and annoying. Reasonable levels of asynchrony have
been extensively studied in the broadcasting world, and ITU-R BT.1359-1 [12] sets
the recommendations for the detection and acceptability. According to ITU-R Rec.
BT.1359-1 the detectability thresholds for asynchrony are 125 ms when video leads
the audio, and 45 ms when audio leads. The acceptability thresholds for broadcasting
material are about 200 ms when video leads, and about 100 ms when audio leads. It is
worth noting that compared to these values the often referred ITU-T Rec. J.100 [13]
appears to propose over-engineered thresholds of 40 ms for video lead and 20 ms for
audio lead.

In AV communication, the asynchrony is mainly perceived as a lip
de-synchronization, that is a difference between lip movements and perceived speech.
It could be assumed that if the lips are not properly visible, the asynchrony might
not have an impact. Steinmetz’s study [39] indicates that when lip synchronization is
studied between head, shoulder and body views, there is a release on the detectability
of asynchrony for the body view, however this difference is relatively small, in the
order of a few tens of milliseconds.

14.7 Conclusion and Outlooks

In general, the following trends for AV communication can be drawn: First, AV
communication will expand rapidly to mobile devices in the upcoming years. The
expansion will be enabled by a wider availability of mobile networks that support
high quality real-time communication, and smartphones that have enough processing
power to run a high-quality AV communication solution. Second, we expect the
QoE of mobile AV communication to rapidly increase, as better technical solutions
and devices will be developed to overcome challenges given by limited bit rate,
challenging use cases and available processing power. Third, the increased QoE will
impact user expectations that will raise quickly following the best solutions on the
market. This will create a tough competition between AV communication solutions
to gain bigger user bases. Fourth, on the business side, we see an expansion of even

http://dx.doi.org/10.1007/978-3-319-02681-7_11
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higher-quality AV communication systems which support a wide range of mobile
devices and consumer AV communication interoperability.

On the Quality of Experience side of AV communication, we expect developments
in the following areas: first, there is a need to update the ITU-T E-models [16, 17] to
capture the impact of delay on QoE in a more realistic way. In particular, this means
that the E-model’s one-way delay degradation part will be updated to incorporate
the interactivity of communication into the model. Effectively, this will mean that
the updated model with a normal setting will indicate a lower impact of the delay on
overall quality compared to what ITU-T Rec. G.114 currently proposes.

Second, the increasing usage of mobile AV communication will raise a demand of
fluent and duplex communication with mobiles using the speakerphone mode.9 This
would enable people to make AV chats outdoors and on the move while keeping a
phone in front of them. This use case would specifically address challenges of acoustic
echo cancellation due to the close proximity between microphone and loudspeaker
and the high playback level that is required from the loudspeaker. Therefore, there will
be a need for advanced methods to evaluate acoustic echo cancellation, loudspeaker
reproduction and noise-suppression related quality factors.

Third, the quality evaluation of the mobile use case will also require specific
tools and evaluation methods for “fair vs. poor” or hygiene quality. Hence, such
tools should be tuned to measure and capture non-ideal speech and video quality
to capture the essential parts of the quality degradations that are vital for the users.
One of the needs is an intelligibility measure that is able to grasp the key parts of
speech intelligibility in challenging situations. It should emphasize the intelligibility
dimension of speech quality while down-weighting the dimensions related to the
naturalness or fidelity.

Fourth, there will be a need for fast subjective and instrumental tools to capture the
key parts of quality in AV communication. Such tools should be able to measure audio
and video coding and packet loss concealment performance, as well as microphone
and camera capturing and preprocessing qualities.

Finally, we will see that future mobile networks will also create time-varying net-
work conditions. This means that there will be temporal quality variations. Therefore,
there will be more attention paid to temporal quality integration and tools providing
overall quality for temporally varying calls over both mobile and LAN networks.

There are numerous quality elements and factors that impact the quality of audio-
visual communication. This increasing complexity will motivate a demand to iden-
tify the key elements and factors and concentrate on those, while at the same time
acknowledging and re-evaluating the contribution of the remaining elements and
factors to overall AV quality. Therefore, a suitable balance is needed between more
time-consuming subjective tests and faster, but often less accurate, instrumental mea-
sures. If only one topic needs to be mentioned, we will foresee that the temporal
quality which was discussed in Chap. 10 and the control of it will be the key for a
successful audiovisual communication solution.

9 This means that a loudspeaker of a device reproduces the sound from the other participant without
a necessity to keep the device at the ear.

http://dx.doi.org/10.1007/978-3-319-02681-7_10
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Chapter 15
Multimedia Conferencing and Telemeetings

Janto Skowronek, Katrin Schoenenberg and Gunilla Berndtsson

Abstract With today’s technical possibilities, in particular, packet-based data
transmission and high processing power, telephone and videoconferencing systems
celebrate increasing interest. However, the success of such systems is essentially
determined by the quality provided and experienced when using them. This is why a
high need of appropriate assessment methods can currently be observed. Given the
broad range of possible solutions, assessing QoE of so-called telemeetings becomes
very difficult and brings along the need for a high degree of variability regard-
ing assessment methods. Since multiple participants usually communicate via such
systems, it is required to also investigate aspects of the interaction process and their
influence on QoE. Furthermore, the multiparty situation enables users to directly per-
ceive asymmetries in the equipment and in qualities provided from different sites,
which affects the perceptual situation as well. This chapter is intended to explain
the described challenges in detail and to give first insights into how they might be
handled.

15.1 Introduction

Already for several decades, telephone conferencing solutions have been used in
business environments to connect more than two persons working at remote loca-
tions. It can be said that today most businesses could not work without conferencing
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applications. Besides telephone conferencing, videoconferencing plays an important
role for many users too these days. The development started already in the seventies
with the first picture telephone, to connect two interlocutors with an audiovisual con-
nection. The big success unfortunately did not follow the invention right away. Newer
technologies based on satellite transmission, and later ISDN, didn’t seem to facilitate
the breakthrough either. However, the unsurpassable argument of low costs compared
to face-to-face meetings and the additional increasing globalization of businesses
made the usage of conferencing systems indispensable. Thus, videoconferencing
systems were used for business purposes, but audio-conferences constituted the big-
ger part. Presumably, with the quality available, the added value of the video was
not high enough to exceed the cheaper and more flexible audio-conferencing sys-
tems. Only with packet-based transmission over the internet, sufficient bandwidths,
the according easy way to use video, and the much lower costs, videoconferencing
finally celebrated a breakthrough, also attracting the private sector this time. Thanks
to the computer-based transmission, plenty of improvements could be achieved for
audio-conferencing as well, in particular providing higher audio bandwidths.

Traditional telephone conferences are therefore augmented today by a large variety
of systems, ranging from high-end audiovisual telepresence rooms to PC or mobile-
phone based software solutions. Given the variety of telephone- and videoconference
solutions and given the fact that such systems are used for both professional and
private life, it is reasonable to use one term that covers all means of multiparty audio
or audiovisual communication between distant locations. In this chapter, the term
telemeeting is used to serve this purpose, as it broadens the scope of the conventional
term teleconference by emphasizing that a telemeeting is considered to be more
flexible and interactive than a traditional business teleconference.

Holding telemeetings—either for business or private purposes—bears a number
of well-known advantages. Obviously, travel time and costs can be reduced if the
number of journeys can be decreased by having telemeetings instead, which has
a positive impact on the environment as well. It should be noted that in the past
telemeetings have often been considered as alternatives to face-to-face meetings due
to this travel-reduction argument. However, studies have shown that this is not really
the case [2, 5–7, 22]. Instead, telemeetings should be seen as complementary to
face-to-face meetings. Thus, a probably more important advantage is the possibility
to hold telemeetings spontaneously, i.e. on short notice and for short meeting times.

The goal of future developments is to provide users with a telemeeting experience
that is as close as possible to a face-to-face meeting, or, in case this is not possible
(e.g. using mobile phones), to facilitate efficient meetings and pleasant experiences.
In order to achieve this, proper assessment methods are needed that help system
developers to improve or invent new systems. The primary goal of such assessments
should then be to provide a system that is easy to use, is properly functioning and
has a good quality.

Concerning QoE, the assessment of telemeeting systems is facing a number
of challenges. First, QoE of multiparty telemeetings is currently not fully inves-
tigated. Although a first standardized recommendation on quality evaluation tests
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for multiparty telemeetings is available [16], there are still many detailed questions
that require further study.

Second, the huge variety of telemeeting systems makes it difficult to use one
common assessment method that is valid for all types of equipment. Nevertheless,
this chapter will try to discuss the relevant questions to be dealt with when planning
an assessment, following a similar approach as in [16]. The third challenge is the
possibility that users may connect to the same telemeeting with individually different
devices or via different networks, e.g. fixed phone, mobile phone, PC, videoconfer-
encing or telepresence equipment. In contrast to a two-party call, having more than
one other interlocutor makes a direct comparison of the different connections and
devices possible. Due to the possibility of such asymmetric situations, it is necessary
to assess the quality perception of all participants to obtain a good estimation of the
overall quality of a telemeeting.

It can be concluded that the assessment of telemeetings is a complex matter that is
strongly related to other aspects described in this book, e.g. speech, audiovisual, or
audio transmission. The following will be in line with existing standards on assessing
components [12–14, 16]. Even though most of the existing literature is not focused
on the multiparty case and therefore does not cover a number of relevant aspects, the
relevant publications serve as the base.

It can be summarized that the QoE of a telemeeting is more than one quality
score. After clarifying which precise technical case is evaluated, there are further
different targets that can be pursued. Due to this high degree of diversity, input from
and co-operation with a number of different scientific fields would be beneficial to
progress in the topic of quality evaluation of telemeetings.

15.2 Concepts and Definitions

An appropriate QoE assessment of any telecommunication system requires a clear
specification of the actual goals, the target variables, and considered use cases and
system configurations. Concerning multiparty telemeeting assessment, not only a
very broad range of use cases and system configurations is possible, but also the
actual goals and target variables can differ substantially between studies. Thus, a
common understanding of the different perspectives and an appropriate technical
language would facilitate a better exchange of ideas and knowledge as well as a
proper comparison of study results. For that reason, this section provides concepts and
definitions that assist investigators in the specification of their goals, target variables
and use cases.

Concept No. 1: Definitions Around the Term Multiparty
Multiparty telemeetings can be held in principle between two or more than two
interlocutors, who are located at two or more than two sites. To be more precise,
ITU-T Rec. P.1301 [16] proposes to use a number of terms that disambiguate the
meaning of multiparty telemeetings: First, multiparty is defined as “more than two
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persons”, regardless of the number of connected sites in the telemeeting. Second, to
indicate whether the interlocutors are located at two or more than two sites, the terms
“point-to-point” and “multi-point” are proposed. Third, to cover the special case of
having exactly one person per site, the term “one-per-site” is proposed. With these
terms, a precise differentiation is possible between, for example, a telemeeting con-
necting two locations with more than one person in at least one location (multiparty
point-to-point), a telemeeting connecting more than two locations with exactly one
person per location (multiparty one-per-site), and a telemeeting between more than
two locations with more than one person in at least one location (multiparty multi-
point).

Concept No. 2: Technical Asymmetry as Important Use Cases
The presence of technical asymmetry differentiates a multiparty telemeeting from
a conventional two-party telephone or video-telephone call. Asymmetry means that
the type of equipment used at each site or the connections between sites can be
different from site to site; for example, one interlocutor uses a fixed-line telephone,
one uses a PC-based software client, one uses a mobile phone. Obviously, also two-
party telephone or video-telephone calls can be asymmetric, e.g. with a call between
a mobile and fixed-line telephone or with different transmission capacities in each
direction (upstream vs. downstream). The differentiating aspect in a multiparty set-
ting is that interlocutors can directly perceive asymmetries because they can compare
any differences between the other interlocutors in the same call. In a two-party set-
ting, however, interlocutors do not have the possibility for such a comparison and
cannot directly detect asymmetries, unless they are discussing any such impairments.
At this point, it should be noted that also in a multiparty setting, it is possible that
interlocutors are in a similar situation as in a two-party call: if one interlocutor con-
nects via one type of device while all the other interlocutors use a second type of
device, i.e. the first device is the asymmetric component in this setting, then this one
interlocutor perceives all other interlocutors without any differences between them,
i.e. he or she can not directly perceive asymmetry. As a result, a precise description
of any asymmetric use cases and system configurations is necessary, because there
are—from a perception point of view—two different implications of asymmetry:
either the asymmetry can be directly perceived or not, depending on the particular
setting and interlocutor.

Concept No. 3: The Communicative Situation as Part of Assessment Goals
The communicative situation is another main differentiator between a multiparty
telemeeting and a conventional two-party call. The primary goal of a telemeeting is
to facilitate an efficient communication between interlocutors, ideally irrespectively
of the number of interlocutors. It is known in the field of computer-mediated group
communication and remote collaborative working, e.g. [3, 4, 8, 19, 20, 25], that
the ability of creating a common ground between interlocutors is a crucial aspect.
That means, in a group-communication context, interlocutors do not only attempt to
understand the shared information but they also strive for an understanding of who the
others are, and they will adapt their responses accordingly. Furthermore, people use
non-verbal signs (e.g. sounds, gestures, posture changes) [18] or use certain phrase
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constructions and utterances [24] in a face-to-face meeting in order to negotiate, more
or less subconsciously, who is speaking next. Consequently, the more a telemeeting
system is supporting such group-communication aspects, the more users benefit
from the system’s performance. The implication is that telemeeting QoE can be
investigated from two view-points: a technical view-point in terms of perceived
quality of the system as such, and a more holistic view-point in terms of perceived
quality of communicating via the system. That means investigators should be specific
about which of these two view-points constitute their actual assessment goals.

Concept No. 4: The Aggregation Level of Quality as Target Variable
There are three different aggregation levels of quality possible in a multiparty context.
The first and lowest aggregation level is the quality of the individual connections Qi, j

between any pair of interlocutors i and j . At first glance, this would correspond to
the quality of a conventional two-party connection. However, both from a technical
and a perceptual point of view, this is not entirely true. Technically it is possible
that a degradation occurring in one connection can also affect the other connections.
For example, an acoustic echo at the device of one interlocutor does not only mean
that the other interlocutors hear an echo of their own voices, but they also hear the
echoed voices of all other interlocutors that are also fed back via that one echo causing
device. Perceptually it is known that the context can influence quality judgments;
hence it cannot be assumed that the quality perception of the considered individual
connection in the multiparty call will be the same as the perception of the technically
same connection in a two-party call. That means even for Qi, j an aggregation might
take place in the form of some mutual influence of the other connections.

The second next higher aggregation level is the quality of the overall telemeeting
Qi as perceived by each individual interlocutor i . Obviously, Qi is a function of the
individual connection qualities Qi, j , whereas this function has not been investigated
in more detail yet. At first glance, some weighted linear addition would form an
intuitive starting point. However, non-linear effects might need to be considered as
well; for instance, one connection may be extremely degraded such that the overall
judgment would be bad, independently on how good the other connections were.

The third and highest aggregation level is the quality of the overall telemeeting
Qall across all interlocutors. In analogy to the discussion above, Qall is a yet unknown
function of the individual qualities Qi . However, there is one conceptual difference
between determining Qi as function of Qi, j and determining Qall as function of
Qi : Qi and Qi, j can be simultaneously assessed by the same interlocutors, e.g.
they can form a judgment of individual connections and of the overall system during
the same call. That means, the relation between Qi and Qi, j can be determined
from a perspective from “inside” the telemeeting. Determining Qall , on the contrary,
requires a perspective “outside” of the telemeeting, as now different perceptions of
the same system need to be integrated.

These aggregation levels of quality constitute in fact different target variables for
the assessment of telemeeting quality. Depending on the assessment goals, inves-
tigators should define the desired aggregation level(s) and they should design the
assessment method accordingly.
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Concept No. 5: The Quality Reference as Part of the Assessment Goals
Quality judgments are a comparison between the observed characteristics of an entity
with its desired characteristics. Thus, a proper interpretation of any assessment results
requires that those desired characteristics, i.e the quality reference, are either explic-
itly known or at least can be reasonably assumed.1 Regarding the assessment of a
multiparty telemeeting system, two conceptually different quality references are of
interest, depending on the actual assessment goals: Is the reference a multiparty but
face-to-face communication, or is the reference a two-party communication via a
telecommunication medium? The first reference would be appropriate to investigate
for instance the advantage of holding a physical meeting compared to holding a
telemeeting, which—as pointed out in Sect. 15.1—has been a discussion point in
literature for a long time. The second reference would be appropriate to investigate
for instance the performance of a new multiparty functionality of a telecommuni-
cation system compared to its performance in a two-party scenario. In other words,
the quality judgment can be based on a comparison along two different dimensions:
either comparing telecommunication with face-to-face communication or compar-
ing two different types of telemeetings, for instance a multiparty conversation with
a two-party conversation. Ideally, investigators should attempt to control for this
aspect and they should be precise about this aspect in their reports. For instance, in
subjective tests, a smart formulation of the test instructions could trigger the desired
reference, which the corresponding report should explicitly mention.

15.3 Influence Factors

As already discussed, there is a broad range of telemeetings that can be very differ-
ent in their character and the situation can be complex with several different types
of equipment and different number of interlocutors at the sites. Furthermore, the
perceived Quality of Experience of a telemeeting can be influenced by a number
of factors. Chapter 4 provides a comprehensive overview of such aspects in terms of
human, system and context influence factors. In this chapter we readdress some of
them from the multiparty point of view. The influence of these factors depends on
the type of meeting, thus not all factors mentioned are relevant for all types of meet-
ings, and—as already discussed in Chap. 4—there is probably an interaction between
several of these factors.

Human Influence Factors in Telemeetings. The personality of participants in
telemeetings, or, specifically, the combination of different personalities of partici-
pants can have a major impact on the overall quality. For instance, the overall quality
judgment might be dominated by the technical connection of “talkative” participants,
because it is their connection that other participants are listening to most of the time.

1 In utilitarian quality tests with naïve test subjects, one does not explicitly ask for the reference
that the subjects are consciously or even subconsciously using. However, such tests assume that the
subjects’ quality references are similar, e.g. their experience with a normal landline telephone call.

http://dx.doi.org/10.1007/978-3-319-02681-7_4
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Furthermore, this combination of personalities determines also the conversational
structure, in terms of turn-taking behavior, single-, double- or multi-talk situations,
etc., which in turn influences also the quality judgment. Other human influence
factors, which are of high relevance in the telemeeting context, are the amount of
experience with multiparty telemeetings and the voice character. Both aspects will be
addressed in more detail in Sect. 15.4 when the profile of test participants is discussed.

System Influence Factors in Telemeetings. Chapter 4 subsumes under the term
system influence factors essentially all technical aspects of the system that con-
tribute to the quality judgment. Since it is possible to directly perceive asymmetries
in a telemeeting, the particular individual combinations of end devices and network
connections can have different impacts on the telemeeting QoE. Furthermore, tele-
meetings face a number of technical multiparty specific challenges that can influence
the QoE. Here we refer to the fact that telemeeting systems can introduce additional
artefacts that would not be present in comparable two-party calls. As an example,
let us consider traditional telephone conference bridges. First, such bridges intro-
duce an additional transcoding, as they decode all incoming streams, mix the audio
signals together, and then encode them again for sending it out to the recipients.
Furthermore, such bridges may also use voice activity detection (VAD) to mix only a
limited number of signals with actual speech content together. While the goal of such
processing is to reduce computational complexity and to prevent that small degra-
dations (e.g. low but audible background noise) of individual connections can add
up to large overall distortions, imperfect VAD performance can introduce artefacts
such as speech clipping.

Context Influence Factors in Telemeetings. According to the categorization in
Chap. 4, the acoustical and visual environment is part of the physical context. An
influence of the acoustical and visual environment on a multiparty telemeeting that
goes beyond the influence of a conventional two-party call can happen when multiple
participants are in the same room, but located at different positions in it. First, the
quality as assessed by those participants in that room depends on their actual position,
i.e. the distance and angle from display(s) and loudspeaker(s). Second, the quality as
assessed by the participants at the other remote sites depends also on the position of
the participants sharing that same room, i.e. the distance and angle from camera(s)
and microphone(s). As a consequence, the quality of the same call for participants
in the same room can be different, even though the technical setup as such is exactly
the same. Furthermore, the quality of the same call for the participants at the remote
sites can also be different, depending on whom the remote participants are mainly
listening to or looking at.

Another contextual influence factor that is particularly interesting for telemeetings
is the different use case in terms of business or private meetings. If we assume that
business telemeetings are mainly driven by a particular goal or to accomplish certain
tasks (“We need to get this done.”) and that private meetings are mainly driven by
the desire to experience some feeling of presence or social connectivity (“It feels
so good to see you.”), the quality expectations of participants may be different:
Participants might be less critical as long as the task at hand can be accomplished
during the business telemeeting, while they would be more critical for the same

http://dx.doi.org/10.1007/978-3-319-02681-7_4
http://dx.doi.org/10.1007/978-3-319-02681-7_4
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technical condition when using the system in a private context. On the other hand, if
the desired feeling of connectivity can be achieved in the private setting, e.g., through
a good visual interaction, other aspects, such as a high intelligibility, that would be
important for accomplishing a defined task may be less relevant.

15.4 Subjective Testing

The corresponding subjective test methods are as diverse as telemeetings can be.
Therefore this section will not give exact guidance to one particular method, but it
focuses on some aspects that need to be considered when choosing and setting up
a multiparty telemeeting test. A more specific guidance to suitable test methods for
telemeeting assessment can be found in the ITU-T Rec. P.1301 [16].

Communication and Test Mode. At first, it needs to be determined which com-
munication mode is supported by the system under test. It can be audio-only, video-
only (for hearing impaired persons), audiovisual, or—which is also quite common in
telemeetings—a mix of these modes. Knowing this, it is necessary to decide which
mode should be tested. This question is easy for audio- or video-only systems but
not as simple for the audiovisual case. If, in this latter case, the audio quality is of
main interest the visual quality should as far as possible be kept constant throughout
the tests. A clear separation of the two modes will, however, not be possible because
the interplay of the audio and visual channel will always affect the overall quality
perception of a person. The situation in the case of mixed modes is even more com-
plex, because in this case some participants have only the audio channel available
while others have also visual information available. As an example, imagine a test
design in which speech intelligibility is degraded. The visual information sent via a
videoconferencing system will help to understand the content as well. As a result,
the quality may not be affected as much as if it was tested within an audio-only
system. For this case, it may help to define different assessment scales for the test
subjects. For example, it would be possible to ask about the audio quality only and
to explain the difference compared to an overall quality judgment when instruct-
ing the participants. Even though a conjunction of the audio and video information
can never be fully avoided in audiovisual communication systems, the interacting
effects regarding quality judgments can at least be minimized by selecting the right
assessment scales.

Scales. When choosing the right assessment scale or scales, some other aspects
have to be considered. First, it has to be decided if a conventional scalar quality value
is of interest, e.g. the overall mean opinion score (MOS), or if a more diverse outcome
using multiple scales is wished. For example, a single judgment of overall quality
does not take into account aspects that are important in a telemeeting context, such
as cognitive load, conversational structure, or the conversation goals. Second, one
aspect to consider in this context is the expected differences that the test conditions
will have on the quality scale. They may determine how fine-graded the quality-
scale categories need to be set. If rather small differences can be expected, i.e. when
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comparing similar conditions in one test, the scale needs to be able to reflect those
in contrast to a design where the differences are large, i.e. when comparing diverse
conditions. In that case, categories could cover a wider range of qualities. Third,
another aspect is the range that quality judgments of the selected conditions will
span over the scale. When testing a high-end telepresence system, for example,
quality scores can be expected to be rather high in general. Then participants should
be able to tick different high values to reflect differences, in order to prevent any
ceiling effects. Nonetheless, it is usually necessary to compare the outcomes to other
configurations or systems. To be able to do so it is recommended to use one of the
well-established quality scales (see e.g. [12–15]).

Test Design. Since people use telemeeting systems to interact with each other,
the question of test task and the related type of quality, namely interactive or non-
interactive is of high importance. Which type to choose mainly depends on the
technical conditions that are tested and the conclusions in terms of validity that
shall be drawn. Impairments, such as transmission delay, which highly affect the
interaction, should always be tested with an interactive test task. This holds for both
conventional two-party tests and multiparty telemeeting tests. On the other hand, the
influence of listening or viewing related impairments can also be tested in a listening-
or viewing-only test, having the advantage of lower effort and costs. However, also in
this case, the highest validity can be achieved if the system is assessed most closely
to the way it is to be applied, which implies an interactive test task. Due to the
apparent importance of the communicative situation of multiparty telemeetings (see
Sect. 15.2), the decision between interactive and non-interactive test is of particularly
importance.

When selecting a test task, similar criterions should be used. The task should
trigger a situation as close to the actual use-case as possible but be sensitive enough
for the quality evaluation at the same time. To fulfill both of these needs can become
difficult when a high number of sites are connected to one system. With increasing
number of sites the number of interlocutors usually increases as well, and therefore
the cognitive load required for following the conversational situation. As a result,
less cognitive capacity may be available for judging the quality.

Related to this aspect of gathering reliable results, it is recommended to choose a
suitable length for the entire test session and to include pauses for the test participants.

Test Participants. When the test design and scales are set, the desired profile
of participants needs to be defined. Participants, in general, have different hearing
and viewing abilities. As in conventional two-party tests, these should be tested
prior to the test and be in a normal range (see e.g. [14]). Test participants will also
have different personalities and different interaction styles. These will affect the
conversation and in turn the qualities perceived. However, it is usually difficult to
control for the personality. If participants are selected and allocated randomly to
groups, hopefully the related effects are distributed equally. It is also important that
all subjects perform all types of conversation tasks if possible to further diminish the
influence of the personality on the test results. The communication, and therefore the
perceived quality, can also be affected by the degree of familiarityof the interlocutors.
Interlocutors that know each other tend to have more natural and fluent conversations



222 J. Skowronek et al.

and may detect abnormalities like longer response times or differences in voice
characteristics faster and thus be more sensitive to impairments. However, in real-
live usage, systems are not always used by participants who are familiar to each
other. Similarly, it needs to be decided whether mixed-gender or only single-gender
groups should run through the tests. On one hand, mixed groups are more likely to
occur in real-life context, so results would show a higher degree of generalizability
if mixed groups conduct the test. On the other hand, particular female or male voice
characteristics can facilitate speaker separation in a multiparty call, which in turn can
influence the cognitive load shared for conducting the test task and judging the quality.

As a last point, prior experience of the subjects with similar telemeeting systems
is of major importance. Two strategies can be followed here. First, in case of a
rather complex setting, for instance if many different devices are connected to one
conference (high degree of asymmetry), it is recommended that participants have
experienced a similar communication situation before in order to be able to judge the
quality reliably and not to be overwhelmed by the technical possibilities. Second, if
it is not possible to find such subjects, a longer training phase can be conducted prior
to the actual tests to familiarize participants with the system and the communication
situation. This training needs to be distinguished from a warm-up phase which is
generally recommended to make participants comfortable with the lab situation and
the test task. It is not recommended to include exactly the same configurations that
are used in the training. If participants are confronted particularly often with certain
degradation in a test context, an over-sensitization of the subjects can lead to over-
critical quality ratings. On the other hand, if test participants are used to certain
degradations in daily life, the opposite effect may happen: participants might be less
critical because their quality expectations are low. As with most aspects in subjective
test planning, it is a question of setting priorities to answer a particular question for
a particular telemeeting system.

15.5 Instrumental Assessment of Telemeeting QoE

Concerning the instrumental assessment of telemeetings by means of quality-
prediction models, at this moment in time, we are not aware of any published work
that evaluates the performance of existing two-party methods in a multiparty case or
that proposes a new method specifically developed for multiparty settings. For this
reason, we can here discuss only some general aspects.

The first aspect is how such models try to predict quality in the conventional
sense of existing models, i.e. modeling the perception of the system’s technical per-
formance. A first type of models could be based on existing models that follow the
concept of different quality aggregation levels (see Sect. 15.2): Since the existing
models are developed for two-party cases, they could be first applied to estimate the
quality of the individual connections between participants Qi, j . Then the aggregated
levels Qi and Qall could be modeled by novel algorithms, which estimate the rela-
tions between Qi, j , Qi and Qall . Another variant is to develop models from scratch,
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that is to directly estimate multiparty quality judgments (Qi and Qall ) by means of
appropriate data-fitting or machine-learning approaches.

An important issue for such models will be asymmetric conditions, because they
constitute the main difference compared to conventional two-party cases [16]. Fur-
thermore, asymmetry has some implications on the model development, because
different interlocutors may experience different connections in the same call, which
in turn requires smart approaches to properly organize the data accordingly to those
different perspectives before the actual training of the model can be conducted. A
discussion on the data complexity of asymmetric conditions and a first proposal for
an adequate data processing is given in [27].

A second aspect is how models aim at a prediction of the quality in a broader
sense including also the communicative aspects, i.e. modeling the perception of the
system’s performance to facilitate group communication. Those models could extend
the more technical approaches above by incorporating communication-related mea-
sures, such as conversational parameters [10, 11], new measures that estimate task
efficiency (e.g. based on conversation duration) or new measures that reflect the com-
plexity of the communicative situation (e.g. based on the number of interlocutors).
However, it may take some time until such models are available, because first more
research is needed both on the influence of those communicative aspects on quality
judgments and on the development of corresponding communication parameters that
can be technically measured.

15.6 Specific Topics

In this section, there will be a focus on three very particular challenges that play a
major role for multiparty telemeetings: asymmetry, delay, and speaker separation.

Asymmetry. As already mentioned, the problem of asymmetrical technical condi-
tions arises unavoidably when evaluating different telemeeting use cases. The higher
the number of participants connected to a telemeeting, the more likely a diversity of
end devices and connection capabilities. Furthermore, not only may the equipment
be different but also the number of participants at each end. As an example, this could
mean that one person may be using a mobile phone, another one using a fixed-line
telephone, while four participants in a third room are calling in via PC client run-
ning on a laptop. Such situations are very typical use cases and lead to completely
asymmetric quality conditions for the different interlocutors. Berndtsson et al. [1]
performed several different types of conversation tests using such rather complex set-
tings. Some tests compared audio-only to audiovisual telemeetings and one-person
to multi-person configurations. The results showed that participants preferred to use
audiovisual equipment over audio-only connections and to be in a room with other
interlocutors whilst being connected to the conference call than to be alone in a room.
Another test described in that article revealed that it was preferred to synchronize
the video delay to the audio delay than to keep the audio delay lower than the video
delay (at least for delays shorter than 600 ms).
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Delay. Especially in asymmetric settings, transmission delays are likely to occur
due to different processing for the end-devices. However, until now little is known
about the impact on the quality perception. Some results from the traditional tele-
phony context give first insights. Back in the 1990s, Kitawaki and Itoh [17] found
that the interaction speed of the task is a mediating factor regarding the impact of
the delay on the quality judgment.

Delay is easily noticeable during highly interactive tasks, such as test subjects
alternate to count from one to twenty back and forth as fast as possible, while it is
less noticeable in free conversations. Even though delays in free conversations are
often not noticed consciously until they are long, they can still affect the conver-
sation quality as the conversation partner might be perceived to be unusually slow,
hesitant or not interested [1]. Guéguin [9] showed that the impact of delay is much
more severe when there is talker echo induced at the same time. Besides pure audio
transmission delay, as mentioned, there might also be audio–video asynchrony in
video-conferencing systems. This asynchrony has to be distinguished from the one
that occurs in TV applications. In video-conferencing, users do not only watch a
video but try to interact with each other via a more or less synchronous connection.
It should be noted that interacting with a person whose gestures and mimic is asyn-
chronous to his voice is a very artificial situation. It requires high concentration and
effort to interact in this way which in turn may have severe impacts on the quality
perception.

Speaker Separation. The third challenge is the issue of speaker separation in
audio-conferences which naturally becomes more difficult with an increasing num-
ber of interlocutors. Luckily, new technical possibilities allow for a spatial rendering
of the voices of participants during such calls, though a broad market introduction of
such techniques has not been launched yet. A pilot study by Skowronek and Raake
[26] investigated the relationship of number of interlocutors, cognitive effort and per-
ceived quality. They found that the better the technical solutions, for example, using
spatial representation with head-tracking compared to a non-spatial representation,
the less cognitive effort was needed. The number of interlocutors, however, domi-
nated the variation in cognitive-effort measures. Regarding transmission quality, the
different system conditions showed a clear effect, while the number of interlocutors
did not. These results give first insights into how the problem of multiparty inter-
action and the related higher cognitive effort could be diminished. A prior study by
Raake et al. [23] showed a similar advantage of spatial representation in terms of
perceived quality in three-party calls.

In sum, the status of the current work on the three challenges mentioned exemplar-
ily shows that there is still considerable work to be done to improve the experience
of users being connected via a multiparty telemeeting.
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15.7 Future Applications

There are a number of strong trends in the development of new telemeeting tech-
nologies that will likely enhance the Quality of Experience, while, at the same time,
bringing additional challenges for the proper assessment of such systems. Five such
trends are: mobility, interoperability, ease of use, collaboration possibilities, and
feeling of presence.

Mobility. More and more mobile solutions will be available, which means that
users will have more possibilities to connect to a telemeeting from almost anywhere.
This requires new assessment methods for two reasons. First, there is a lack of
standardized recommendations on how to test the perceived quality of a telemeeting
using handheld mobile devices, i.e. how to appropriately test quality aspects such
as for instance image quality while the display is moving due to hand movements.
Second, it is very difficult—if at all possible—to realize mobile test scenarios that
are ecologically valid in laboratory test environments. Thus there is a strong need for
methods to test telemeeting quality outside of a laboratory environment (field tests),
which balance meaningful test cases and control over the test situation conditions.

Interoperability. All types of devices that can be used for telemeetings should
also be technically capable to connect, which is often not the case. Obviously, stan-
dardization efforts are needed and ongoing to provide the necessary interfacing tech-
nology. However, the outcome of such standardization can have an impact on the QoE
assessment: not only the quality of the device and its connection to the network, but
also any limitations inherent in the standardized interfacing stages need to be consid-
ered. For example, in traditional telephony networks, the narrowband G.711 codec is
often used as the interfacing component between operator networks, even though the
ongoing proliferation of wideband telephony is changing this situation. That means,
the possibility of a potential transcoding due to such interfacing standards should be
checked when designing telemeeting tests with different devices.

Ease of Use. The mechanisms to establish telemeetings are often very cumber-
some for users, even though more emphasis of manufactures to improve this situation
can be observed compared to the past. Apparently, an easy call setup of a telemeeting
is an important factor for users, but no research on the contribution of this aspect
to the overall telemeeting QoE has been published and no standardized methods are
recommended.

Collaboration. More and more telemeeting services allow the sharing of slides,
pictures, and videos or writing in the same document, nowadays using web-based
platforms such as webRTC (real time communication in the browser). For an
overview of the different underlying conceptual models of collaboration, see for
example [21]. Currently, no standardized assessment methods for such collaboration
functionalities are available, and ITU-T Rec. P.1301 [16] can give only some general
advices. Furthermore, the communicative aspects of telemeeting QoE, which have
been already discussed earlier in this chapter, might be even more important in this
context, given now the system’s emphasis of supporting efficient collaboration.
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Feeling of Presence. High-end telepresence systems use optimized equipment
showing life-size videos of the participants on large screens in specially designed
rooms. However, also other less expensive telemeeting solutions will likely strive for
providing a certain feeling of presence in order to differentiate or compete in future
markets. Two special technologies, which are available to enhance the feeling of
presence, are spatial audio and 3D video (see Chaps. 17 and 20 for more details on the
QoE of spatial audio and 3D video). With spatial audio users can be surrounded by the
voices of the participants in a telemeeting. This does not only have a positive effect on
speaker separation and cognitive load (see Sect. 15.6), but it also enhances the feeling
of presence: Hearing individual voices at different positions in the auditory space
is closer to the situation of a face-to-face meeting than hearing all voices coming
from one direction. The use of 3D video in a telemeeting situation can provide a
feeling of depth in the scene, which can make it easier for users to comprehend
complex objects in a video-conference scene. This can lead to an enhanced feeling
of presence in the meeting, which is closer to the situation in a face-to-face meeting
than a conventional two-dimensional display technology can be. With the upcoming
application of spatial audio and 3D video in telemeeting systems, appropriate test
methods are needed that capture the added value of these technologies in terms of
technical quality, ease of communication (spatial audio), visual comfort (3D video),
and feeling of presence.

15.8 Conclusions

Although telecommunication between multiple parties has a history of several
decades, the importance of telemeetings in both business and private life is still
increasing, driven by a combination of economic and societal trends (e.g. global
businesses, people living apart from friends and relatives) and the availability of
new network and end-device technologies. One factor contributing to the success of
telemeeting systems is the QoE that such systems provide, which brings us to the
question of appropriate test methods. Obviously, the assessment of telemeeting QoE
can and should build on the comprehensive amount of existing methods for conven-
tional two-party telecommunication. However, at a number of points throughout this
chapter, we discussed the lack of or need for specific methods that address some
special characteristics of telemeeting QoE: First, telemeeting QoE depends not only
on the audio or video signal quality (i.e. media quality), but also on a number of
additional aspects that play an important role, such as ease of communication. This
opens new questions on how to include such aspects into the quality measurement.
Second, participants may directly perceive differences between interlocutors in case
of asymmetric conditions, opening new questions on how to appropriately assess
such situations. Third, the technical implementation of telemeeting systems can be
very diverse, ranging from high-end telepresence rooms to mobile-device solutions,
which makes it difficult to develop one method for all systems. Fourth, new techno-
logical trends, e.g. mobile solutions, spatial audio, or 3D video, require additional
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assessment methods in order to appropriately investigate the impact or added value
of such technologies. To summarize, this chapter showed that some work on tele-
meeting QoE has been published and that some assessment approaches are already
available, while there are still many open questions to be answered and corresponding
assessment methods to be developed.
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Chapter 16
Audio Transmission

Bernhard Feiten, Marie-Neige Garcia, Peter Svensson
and Alexander Raake

Abstract Audio with good quality is the essential fundament for all multi-media
services. The transmission of audio signals relies on efficient encoding and decod-
ing algorithms (codecs) that enable the reduction of the required channel capacity,
but still provide an excellent audio quality, even when transmission errors occur. The
most succesfull audio codecs are mp2, mp3, aac and ac3. The codecs employ sophis-
ticated signal processing algorithms imitating properties of hearing. The processing
may cause specific artifacts such as high frequency loss, narrow-band noise and
pre-echoes. The final quality needs to be verified with statistically valid listening
tests. Detailed procedures for conducting reliable speech and audio tests are defined
in ITU Recommendations P.800, BS.1116, and BS.1534. Instrumental measurement
methods such as BS.1387 replicate subjective tests allowing the estimation of the per-
ceived quality. The ITU Recommendation P.1201 is a recently standardized method
for estimating the audio quality of a transmitted signal without the need to have a
reference signal available.
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16.1 Introduction

Nowadays, media applications including audio are typically based on digital
processing and transmission. After conversion from the analogue domain to the
digital domain, the audio signals are further processed and compressed for achieving
the required bit rate. For the encoding and decoding of the audio signals, a large num-
ber of different audio codecs have been developed and standardized. The codecs and
their related coding artifacts are introduced in Sects. 16.2.1 and 16.2.2. Audio trans-
mission is increasingly based on the Internet Protocol suite. For example, IP-based
transmission is extensively used for IP-based Television (IPTV) as well as audio, or
music streaming services. While the first digital broadcast services such as DAB and
DVB-T used the MPEG-2 Transport Stream (MPEG-2 TS) directly, newer devel-
opments use IP protocols also on radio bearers. DVB-H, 3GPP MBMS and digital
cable services employ IP, UDP and RTP protocols in combination with MPEG-2 TS.

At large, the quality of an audio transmission chain depends on five steps: (1)
recording and processing, (2) encoding, (3) transmission, (4) decoding and error-
handling, and (5) post-processing and reproduction. The quality related to the record-
ing, (1), depends on aesthetic aspects and the choices made during production (cf.
Chap. 2), as well as on the technical aspects of the recording equipment and acoustic
environment. The signal is further processed, yielding a mix into a given number
of audio channels possibly including meta-information. The corresponding impact
on quality is significant; however, due to the focus on audio streaming, it will not
be further discussed in this Chapter. Further information may be found in Chap. 17.
The encoding, (2), may cause significant degradation, depending on the targeted
compression and employed codec. Transmission across an IP-based network, (3),
may lead to errors that have a severe influence on audio quality, for example audio
distortion or crackle due to packet loss and corresponding concealment in case of
unreliable transport via UDP, or stalling or interruptions of the audio stream in case
of reliable transport using TCP. The respective effects depend on the subsequent
handling of the loss- or delay-affected stream by the buffering and error-correction
mechanisms, (4). Next, the decoded audio is reproduced via the device selected by
the user, which may range from a high-end, and possibly multi-channel home or
professional audio and loudspeaker system, to a cheap streaming device with low-
quality mono loudspeakers. Considerations on the quality evaluation of reproduced
sound can be found in [49, 57] and Chap. 17. The following text mainly deals with
the quality impact due to audio coding and transmission errors. Sections 16.2.2 and
16.2.3 provide an overview of typical coding and transmission artifacts.

Audio quality is primarily assessed by listening tests with human listeners.
One may rely on experts reporting their listening experiences, or on experiments
conducted with a larger listening group. The ITU has released well elaborated
recommendations on how to conduct such tests. They are introduced in Sect. 16.3.2.

To complement time-consuming and expensive auditory tests, instrumental meth-
ods for assessing audio quality have been developed. Besides basic measurement
methods aiming for linear and non-linear distortion or the signal-to-noise ratio, more
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elaborate methods have been developed, which allow to estimate the quality ratings
obtained from actual listeners for the signals under test. Most prominent are the
full-reference models developed for audio and speech. The so-called Perceive Audio
Quality (PEAQ) method is introduced in Sect. 16.4.1, as the most widely used model
in this context.

For the planning of a service, and for monitoring the quality at arbitrary points
in the transmission chain, an appropriate reference signal cannot easily be made
available without substantial additional resources. For these cases, parametric,
no-reference quality models can be applied. A parametric model for quality assess-
ment in the context of network planning and monitoring has recently been standard-
ized by ITU-T, and is described in Sect. 16.4.2.

The following sections will give insights into audio coding (Sect. 16.2.1), quality
testing (Sect. 16.3.2) and quality perception modeling (Sect. 16.4). The text concen-
trates on unidirectional, non-interactive services. Conversational services and related
delay aspects are handled in Chaps. 11, 12 and 14. Finally, in Sect. 16.5, the influence
of the audio quality on the overall QoE is discussed.

16.2 Audio Coding and Transmission

16.2.1 Audio Coding Schemes

Audio signals can generally be transmitted as uncompressed or compressed (loss-
less or lossy) representations. Several lossless compression schemes are available.
Because of the relatively small compression gain of 30–50 %, lossless coding is
rarely used for transmission.

The majority of relevant audio coding schemes belongs to the lossy compression
family. Lossless compression removes statistical redundancy from the audio signal
(redundancy reduction), a process which can be reversed. On the other hand, per-
ceptual, lossy audio compression removes perceptually irrelevant parts of the signal
(irrelevancy reduction). A selection of common codecs is presented in Table 16.1.

Most codecs use a time-frequency analysis in terms of some transform to the
frequency domain, often an MDCT (modified discrete cosine transform, see for
example the review by Painter and Spanias [45]). Typically a critically sampled
filter bank with perfect reconstruction is used. Earlier codecs, such as the MPEG-1,
Layers I and II codecs [22], use a filter bank for sub-band processing, with 32 uniform
bandwidth filters, and a block of audio samples is handled at a time. In a parallel path,
a higher-resolution analysis is done using, for example, the Fast Fourier Transform
(FFT). The spectral analysis is used to identify tonal and noise-like components.
For these components, their respective masking properties are computed using a
psychoacoustic model. A total masking threshold curve is derived. The effective level
difference, within each sub-band, between the signal components and this masking
threshold determines how much quantization noise may be allowed in that sub-band,
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Table 16.1 Some common audio codecs. More details are given in the text

Codec Special properties

MPEG-1, layer II (mp2) Used in DAB and IPTV services
MPEG-1, layer III (mp3) The audio codec that started the Internet audio revolution
MPEG-2/4 AAC Advanced audio coding. Successor to mp3. Used in a range of streaming

services. Supporting multi-channel
MPEG-4 HE-AAC High-efficiency AAC. Uses spectral band replication and parametric

stereo for efficient compression. Used in DAB+
MPEG-4 AAC-LD Lower algorithmic delay, 20 ms, than AAC
MPEG surround Exploits cross-channel correlations
MPEG USAC Unified speech and audio coding. Incorporates audio and speech codecs

for signal adaptive coding
APT-X Very low compression gain, Algorithmic delay of 2 ms
Dolby digital (AC-3) Multi-channel codec, used on DVD and IPTV services
DTS Multi-channel codec used for cinema and DVD at higher bit rates
Ogg Vorbis Open-source audio codec
Opus Low-delay audio and speech codec standardized by IETF

without exceeding the masked threshold, that is, how many bits may be allocated
to that sub-band. In the highly successful MPEG-1, Layer III codec (mp3) [6, 22,
23], a hybrid approach is used, where an MDCT is applied to the outputs of the
sub-bands for increased frequency resolution in the signal path. Also, for enhancing
the quality of transients in general audio signals, a switching between longer and
shorter blocks of time samples is employed, based on the current properties of the
signal. In the MPEG-2/4 AAC codec [5, 24], the sub-bands are abandoned, and the
MDCT is used as the single transform step, similarly to how other codecs such as the
Ogg Vorbis and AC-3 (Dolby Digital) codecs operate (see overview given by Herre
and Dietz [19]). A low-delay version of the AAC codec, low-delay AAC (LD-AAC)
uses a shorter MDCT transform, as well as some other design choices, to reach an
algorithmic delay of 20 ms, as compared with a minimum of 55 ms for standard
AAC [38].

The bit allocation is controlled by the desired bit rate selected for the encoding.
Rather than always yielding inaudible quantization noise (by keeping the quantization
error below the masked threshold curve), lower bit rates will aim at letting the noise be
optimally distributed and ideally minimizing its audibility. From a service provider’s
perspective, a constant bit rate (CBR) is often attractive, but the signal properties
typically favor a variable bit rate (VBR), since this leads to a constant audibility
of the quantization noise. CBR is usually achieved by using a bit-reservoir, which
involves an increased delay for a varying bit-allocation across blocks. This allows to
spend more bits for audio frames containing transient signals than for the following
frames.

The MPEG family codecs use a set of tools, that is, different functions, some of
which can be manually chosen while others are used only in certain versions of the
codecs [19]. For example, Temporal Noise Shaping is a function which hinders the
quantization noise from spreading in time across a block, which otherwise could yield
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audible pre-echoes. Instead, quantization noise is temporally aligned with transient
parts of the signal, which then mask the noise [18]. Stereo Processing handles the
two channels jointly for increased coding efficiency. An important development in
the MPEG family was the Spectral Band Replication, which uses the waveform-
replicating approach described above only up to a certain frequency. The signal in the
high-frequency range is then described in a parametric way. Harmonic components
can be generated as an extension of the lower harmonics in the “baseband”, with
a simplified envelope shape description. Noise-like components can be described
only by their envelope shape. This approach is used in the High Efficiency AAC
codec (HE-AAC) [25]. The joint stereo processing is taken several steps further in
the MPEG Surround codecs, for multi-channel audio signals [20]. In those surround
codecs, the inter-channel relationships are described in a parametric way, exploiting
correlation properties. Spatial audio coding is described further in the next subsection.

Coding audio signals at very low bit rates, such as 16 kbps, with reasonable speech
quality, relies on modeling speech properties in the codec. Hence, the MPEG Unified
Speech and Audio Coding (USAC) incorporates a Linear Predictive Coding (LPC)
kernel that is adaptively activated for speech-like signals [44].

Alternatives to the transform-based codecs include a technique which uses a
pre- and post-filter approach that employs a broad-band signal quantization. This
approach can facilitate ultra-low algorithmic delay [55], as implemented in the Fraun-
hofer Ultra-Low Delay audio codec with an 8 ms algorithmic delay. Yet another ultra-
low delay audio codec uses Adaptive Differential Pulse-Code Modulation (ADPCM)
for very moderate compression ratios, reaching an algorithmic delay of less than
2 ms [38].

16.2.1.1 Spatial Audio Coding

Several multi-channel formats have been developed for applications such as home
cinema, movie theater sound, video games, virtual reality, etc. Spatial audio formats
that accompany a movie picture typically use a frontal set of loudspeakers for
phantom sources, as in stereo reproduction, and a set of surround loudspeakers for
environmental sound effects with less precise localization than the frontal phantom
sources [21]. These formats include the 5.1, 7.1, 10.2 and 22.2 loudspeaker set-
ups, where the number after the decimal point indicates the number of band-limited
channels, for so-called Low-Frequency Enhancement. For each of these loudspeaker
setups, several audio codecs are in use. The 5.1 format is the most common one, and
popular codecs are Dolby Digital, DTS, and MPEG Surround. Several extensions
of the first two codecs exist, such as Dolby Digital Plus and DTS-HD High Reso-
lution Audio, with support for larger numbers of loudspeakers. Formats with many
loudspeakers support more symmetrical rendering of spatial audio, that is, with-
out a specific frontal sector. Computer games, virtual reality, and other applications
might use the formats Vector Base Amplitude Panning (VBAP), Wave-field Synthesis
(WFS) or Higher-Order Ambisonics (HOA), which can use arrays with any number
of loudspeakers, as further described in Chap. 17. For these multi-channel formats,

http://dx.doi.org/10.1007/978-3-319-02681-7_17
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Table 16.2 Audio artifacts obtained from user tests with descriptive methods and from expert
classifications. Details are provided in the text

Processing Artifacts

Coding Quantization noise, binaural unmasking distortions, aliasing artifacts,
timbre distortion (birdies), muffled audio (band-limitation), pre-echoes,
rasping, metallic sound, tone trembling, sparkling, bubbling, change of
stereo impression [12, 37]

Transmission Interruptions, frame repetition [46], asynchrony

lossless compression such as Meridian Lossless Packing is often favored since the
perceptual effects of applying lossy audio codecs are uncertain. The MPEG-H stan-
dards, which are under development, include a part for 3D-audio, where formats for
multiple loudspeaker channels will be supported.

16.2.2 Coding Related Artifacts

Typical audio artifacts, that is, the quality features resulting from the encoding and
decoding process are summarized in Table 16.2, row “Coding”.

Non-linear distortion appears during quantization of the signal. Because of its
random, fast fluctuating character, this distortion is perceived as noise. When a filter
bank is used in the codec, and the filter bank output signals are quantized, the envelope
of the amplitude spectrum of the quantization noise is shaped according to the signal
so that the noise is optimally masked by the signal (see Sect. 16.2.1). The quantization
noise is therefore not white, but colored noise. This colored noise is perceived as
roughness when exceeding the masking threshold [58, 63].

The masking threshold can sometimes be lower when listening with two ears
rather than one. In particular, the detection of a signal in noise improves when either
the phase or level differences of the signal at the two ears are not the same as those
of the masker. This phenomenon is called the binaural masking level difference, or
binaural unmasking [37]. An implication of this is that the signal and masker appear
to originate from different directions in space, which was found to make quantization
noise more easily audible.

Aliasing errors [12, 37] are inherent to the use of critically sampled filter banks.
Typically, perfect reconstruction filter banks are used, which provide aliasing cancel-
lation, but the cancelling property may be reduced by sub-band quantization errors.
The distorted harmonic structure is likely to be unmasked especially for signals
containing harmonics [58].

High frequency loss and band-limitation may occur when the high-frequency
bands of the filter-bank are cut due to bit rate constraints. Further, also sub-bands
that are masked may be omitted for encoding. As a consequence, the sound may
vary with respect to high frequencies and timbre. A cut of high frequencies results in
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muffled audio [15], and when single bands are switched on and off, sound artifacts
may be heard that are referred to as birdies [37].

Pre-echo [12, 37] may occur for transient audio signals, especially when long
frame sizes are used for transform coding. Long frame sizes are preferred for coding
efficiency purposes. When an impulsive sound such as a castanet clap occurs in the
middle or at the end of an audio frame, after decoding the quantization noise spreads
over the entire frame. In such cases, a so called “pre-echo” before the clap may
become audible. Such an artifact that occurs before a transient signal is more critical,
as the temporal pre-masking of the human hearing system is much smaller than the
post-masking. In speech, plosives and fricatives may be overlaid with reverberation
and flanging artifacts. Flanging is a sound effect where the signal is processed with
time-varying comb filters.

Codecs applying spectral band replication may not reconstruct the harmonic over-
tone structure correctly, which may be perceived as rasping and metallic sound. The
simplified, parametrized spectral envelope over time may lead—in certain cases—to
tone trembling or sparkling sound, which has also been referred to as bubbling
[39, 40].

A change of stereo impression may occur when original level and delay differences
between the transmission channels are not exactly reconstructed. For example, a two-
channel stereo signal can be transmitted as a sum and difference signal of the two
channels. The sum signal represents the mono information and the difference signal
represents the stereo information. The preservation of the stereo image depends on
how accurately the difference signal is maintained. In an extreme case, the stereo
effect gets lost. More complex confusion of the stereo localization may occur, for
instance with the Parametric Stereo (PS) module of the HE-AACv2 codec. This
module reconstructs a stereo signal from the down-mixed mono signal according to
the parameters extracted during the capture of the stereo input signal. This down-
mixing procedure may result in the loss of stereo image, while the tone leakage
artifacts, which refer to the leaking or vanishing of one channel to another channel,
originate from the variability of mixing coefficients. These phenomena are perceived
as blurred spatial position [37].

16.2.3 Transmission Related Artifacts

Transmission errors can have an effect at different levels of the protocol layers. For
a transmission over IP using UDP for transport, an error typically leads to the loss
of a full audio frame resulting in an audible gap between 20 and 30 ms, depending
on the codec’s frame size and sample rate.

The strength of the audible effect also depends on how the audio frames are con-
nected to each other, that is, in how far coding information is inter-frame dependent.
Usually, the frames overlap, and the overlapping parts are added together, weighted
with a window function. For a lost frame this weighting has the positive side effect
that the signal is faded-out and faded-in again. The MDCT provides a fading over half
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the window duration, while the polyphase filterbanks have a much smaller fade-in
and -out. Hence a lost frame in the case of AAC results in a much smoother quality
experience than a lost frame in the case of MPEG-1 Layer II. For MPEG-1 Layer
III, the built-in bit reservoir may, in addition, cause a loss of significant frame infor-
mation because, for complex frames, some of the allocated bits are transmitted with
the following frame.

Transmission artifacts are summarized in Table 16.2, row “Transmission”, and
detailed in the following paragraph.

When a frame is lost, error concealment techniques can be applied to reduce the
audibility of the loss. The most common method is to replace the lost frame(s) by
the previous frame (frame repetition). When doing so in the compressed domain,
the windowing of the codec provides a smooth blending between the frames. For
longer gaps, silence (interruption) or a low noise is typically inserted. Alternatively,
the missing frames may also be skipped. This results in a shorter audio stream, and
may cause asynchrony in the case of an audiovisual signal. More complex conceal-
ment methods aim at higher order interpolation techniques between the previous and
following frames [46]. For most of the mentioned codecs, the concealment methods
are not standardized. Hence, for a given audio frame loss, the different concealment
implementations may result in different levels of perceived audio quality.

In recent time, alternative transport mechanisms to unreliable UDP-based
streaming with RTP have been introduced, which are instead based on the reliable
TCP transport. Examples are web-radio services and music streaming services. In
this case, loss of IP-packets are corrected by the underlying reliable transport mech-
anism of TCP. Here, degradations of quality may result when the play-out buffer of
the client is filled below a given threshold, and the play-out is paused until a sufficient
amount of media information is available in the buffer again. In this case, the listener
perceives a stalling event, which may result in waiting until the play-out resumes.
Work by Egger, Schatz and Reichl has indicated that the respective quality often
follows a logarithmic behavior over the overall waiting time, in addition depending
on the number of stalling events. This behaviour has been related with the Weber-
Fechner law in [50]. In more recent work by Sackl et al. [53] stalling-related quality
for audio and video streaming has been compared.

16.3 Subjective Quality Assessment

16.3.1 Room and Electro Acoustic Effects on Audio Quality

The previous subsection has described the impairments that are introduced due to
audio coding and transmission. As mentioned in the introduction, the terminals, in
this case loudspeakers or headphones for the receiving end, as well as the room
acoustical environment can have a large impact on the perceived audio quality. This
is especially true for loudspeakers that might range from miniature loudspeakers in



16 Audio Transmission 237

Table 16.3 ITU listening test methods and references to relevant tests employing these methods

Subjective test methods Description

BS.1116 [26] Methods for the subjective assessment of small impairments in audio
systems employing a double-blind triple-stimulus with hidden refer-
ence. A continuous five-grade impairment scale is used for assessing the
test item with respect to their basic audio quality, stereophonic image
quality and/or impression of surround quality. Samples of conducted
tests: [1, 61]

BS.1534 [29] Method for the subjective assessment of intermediate quality level of
coding systems employing a mUlti stimulus test with hidden reference
and anchor (MUSHRA). This method is intended to give a reliable
and repeatable measure of systems having audio quality with clearly
noticeable artifacts. Samples: [2, 3]

P.800 [36] Methods for subjective determination of transmission quality employing
absolute category rating (ACR), degradation category rating (DCR) or
comparison category rating (CCR). The most frequently used opinion
category scale is Excellent, Good, Fair, Poor, Bad. Samples: [31, 36]

portable units with a very limited frequency range and dynamic range, to large high-
quality loudspeakers in domestic or professional use. In many test situations, the
terminals are treated as constants, or context factors. Yet, the subjective assessment
of reproduced sound quality is a large field in itself, with standardized test methods
that partly overlap with those addressed in the next subsection [4]. Quantities that
affect the quality are the frequency range, the flatness of the frequency response,
the non-linear distortion and additive noise. For loudspeakers, also the interaction
with the room acoustical conditions has a substantial influence on the perceived
quality. The same loudspeaker used in different listening environments can generate
a substantially different perceived quality [59]. Another aspect is the interaction
between coding artifacts and the acoustical conditions in the listening room: Coding-
related artifacts have been shown to be partially masked by room acoustics [54],
leading to less strong impairment when coded audio is listened to in reverberant
spaces.

16.3.2 Assessment Methods

Subjective tests for assessing the perceived quality of audio transmission systems
have to be designed very carefully as many factors may influence the outcome.
Commonly used and established methods for subjective audio tests are the ITU-R
Recommendations BS.1116, BS.1284, BS.1286 and BS.1534. For speech, ITU-T
Recommendation P.800 is most often applied (see Table 16.3).

All these methods share common principles, but focus on different aspects. For
instance, audio tests are typically conducted with expert listeners, while for speech
tests non-expert (“naïve”) listeners are preferred. While expert tests deliver better
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Fig. 16.1 Performance of frequently used audio codecs obtained with a MUSHRA test [14]

insights in technical deficiencies and show significant results already with a smaller
number of listeners, the naïve listeners better represent the opinion of the targeted
population. P.800 speech tests often apply single-stimulus methods with absolute
category rating (ACR) or a degradation category rating (DCR). For audio tests
paired or multi-stimulus tests with hidden reference are proposed. BS.1116 specifies
a double-blind triple-stimulus with hidden reference test, while BS.1534 employs
a MUlti Stimulus test with Hidden Reference and Anchor (MUSHRA). MUSHRA
allows the direct comparison between a set of test stimuli. The stimuli can be com-
pared to the clean reference, so that even small differences can be detected. With
BS.1116 and BS.1534, test excerpts can be listened to multiple times. A typical
result of a MUSHRA test for the most frequently used codecs is shown in Fig. 16.1.
As expected from various listening tests [1–3, 61], the best performing codec at low
bit rates is HE-AAC, followed by, in that order, AAC-LC, MP3, and MP2.

The selection of the test method also depends on the targeted application. For
instance, in the context of the development of quality models for multimedia appli-
cations, audio, video, and audiovisual subjective tests have to be conducted. In that
case, it may be required to align the listening test method to the video and audio-
visual ones. This was the case for the development of the parametric audio quality
model described in Sect. 16.4.2 for the IPTV scenario. In that case, an ACR test with
single stimulus was selected and the 5-point categorical scale from ITU-T P.910 was
adopted. This approach reflects quite well the normal user’s situation: The user of a
broadcasting service is listening a sequence only once and judges based on expecta-
tions. However, it was expected that for the upper quality range, where differences
can only be perceived by direct and/or multiple comparisons, a different behavior of
the test methods may show-up. The paired comparison and single stimulus methods
may give different results when it is unclear if the perceptible difference between the
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reference and the test item is a quality degradation. Subjects may judge the degraded
item in a single stimulus test as having superior quality. It was assumed that the
ACR still would be appropriate to assess the full range of audio qualities and that the
results of the ACR tests would be comparable to MUSHRA test results. With ACR,
the assessment of codecs at high bit rates and under error-free conditions might fall
in a very small range, and even the ranking of these codec conditions might not reli-
ably be resolved anymore. Also, gradients, offsets, and saturation effects in the scale
usage might be different. A comprehensive introduction into the biases in listening
tests can be found in [62].

In a dedicated subjective test, MUSHRA and ACR were applied in parallel. It
could be shown that the ACR method is sufficiently fine-grained to resolve the users’
experience for high quality ranges as well. Only for a very few points and high bit
rates ACR was not suited to identify the solution with superior quality [14]. The
scales were compared in depth in [48].

A valuable parameter for assessing the quality of an audio transmission system
is the so called Coding Margin [13], a way of describing inaudible artifacts. The
coding margin can be determined in a subjective test by interactively amplifying
the artifacts until they become audible for a test person. The coding margin then
describes the headroom to the threshold of audibility of artifacts. A suitable method
for amplification of the artifacts is the difference method. The difference signal
of the time synchronous original and coded signal is amplified and added to the
original signal. Changes introduced by the frequency response of the codec need
to be compensated. Detection of the threshold of audibility is best performed with
a forced-choice method. The definition and validation of the method to measure
coding margin is described in [13]. An extension and application of the coding margin
measurement in combination with other subjective testing has been implemented for
a large crowd sourcing platform with the object to acquire quality comparisons of
audio codecs on the Internet [56, 60].

16.4 Audio Quality Models

An overview of existing audio and speech quality models is provided in [51],
covering both “full-reference” (also known as “double-ended” or “intrusive”) and
“no-reference” (also known as “single-ended” or “non-intrusive”) methods, as well
as signal- and parameter-based models. The current section concentrates on full-
reference audio quality models (Sect. 16.4.1) and “no-reference” parametric audio
quality models (Sect. 16.4.2).
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16.4.1 Full-Reference Quality Models

Basic instrumental measurement methods for audio systems, such as Signal-to-
Noise-Ratio (SNR) or Total Harmonic Distortion (THD), are well known to describe
the technical quality of a system but are often not suited to express the quality the user
perceives. The quality of codecs cannot be measured with basic methods because the
codecs allocate their bits adaptively according to the characteristics of the content.
Hence the perceived quality of a transmission chain is better measured using real
test signals and ideally the measurement tools also reflect how the user perceives
degradation by modeling the auditory system and the perception of sound.

A variety of approaches have been taken to consider hearing properties into the
measurement. One of the most essential basic assumptions is to consider that the
strength of a subjective sensation is proportional to the logarithm of the stimulus
intensity (Fechner law). Another assumption is to weight the signals according to
the spectral sensitivity. The essential psychoacoustic factors are categorized in loud-
ness, sharpness, roughness and tonality and have been mathematically modeled in
[63] based on comprehensive empirical experiments. The loudness models take the
processing of the critical band levels of the audio signal into account and consider
spectral and temporal masking. Sharpness describes how the spectrum of the signal
is spread towards high frequencies, interpreted on the critical band scale. Roughness
is a sensation that relies on the perception of fluctuation in the critical bands. Tonality
models the sensation of composite tone mixture in relation to noise-like sounds. In
addition modeling binaural effects is essential for considering spatial sounds, but
also for explaining observed masking phenomena.

A full reference quality model aims at detecting noticeable differences between
the reference signal and the transmitted audio. Typically, short-time model output
values (MOVs) are calculated from the reference signal and the signal under test,
employing psychoacoustic modeling as described above. The MOVs represent a
time-varying multi-dimensional perception pattern. This pattern is processed further
in a cognitive detection model aggregating and averaging the MOVs over time and
deriving a single value estimation for the quality differences.

Several full-reference objective perceptual measurements for audio were devel-
oped. Six of these measurement methods, Disturbance Index (DIX), Noise-to-Mask
Ratio (NMR), Perceptual Audio Quality Measure (PAQM), PERCEVAL, Perceptual
Objective Measure (POM) and The Toolbox Approach were evaluated for ITU stan-
dardization. In a collaborative approach the best feature extractors were integrated
into one single method, the so called PEAQ (Perceptual Evaluation of Audio Quality)
standard ITU-R BS.1387 [30, 58]. PEAQ replicates subjective listening tests accord-
ing to ITU-R BS.1116. It derives an objective difference grade (ODG) corresponding
to the mean subjective difference grades (SDG) of the basic audio quality obtained
in listening tests. The used test items were around 20 s long and contained different
error types.

In a first step, PEAQ derives MOVs from comparisons between the reference
signal and the signal under test. Examples for the selected MOVs are “modulation
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difference”, “noise loudness of missing frequency components”, “noise loudness
with emphasis on introduced components”, “linear distortions”, “bandwidth of ref-
erence and signal under test”, “total noise to mask ratio”, “frequency bands containing
significant noise components” and “harmonic structure”. Most MOVs were studied
for different averaging and threshold detection strategies.

The averaged MOVs are mapped to the ODG using an artificial neural network.
The net is trained beforehand with optimization techniques that minimize the squared
difference between the ODG distribution and the corresponding distribution of mean
SDGs for a sufficiently large training data set. PEAQ performs best for high quality
samples. For the validation set with unknown content it showed a correlation of
r = 0.851 and only a few outliers. It has been proven that PEAQ generates both
reliable and useful information for several applications [30, 58].

PEAQ cannot deal with stereo and does not perform well for coding tools such as
spectral band replication. PEAQ also does not handle a degradation of quality caused
by a transmission error such as a packet loss. Efforts have been made to enhance
the psychoacoustic and the cognitive model and to support measurement of stereo
quality for full reference audio quality model, summarized in [8]. A new version of
the standard has not yet been released.

Alternative quality models for spatial audio exist as well, as reviewed and studied
in the AABBA project [49].

16.4.2 No-Reference Audio Quality Models

In the case of single-ended audio quality models, the reference (non-degraded) audio
signal is not available. The perceived audio quality is estimated for the degraded audio
signal only, either from the audio signal itself, or from a parametric description of the
transmission chain. With the latter approach, the quality of encrypted audio signal
can also be estimated.

Most single-ended signal-based and parametric models described in the literature
[7, 10, 35, 42] are dedicated to speech and especially to speech communication links
such as Voice over IP (VoIP). However, the approaches related to the parametrization
of the effect of packet-loss in VoIP [9, 47] may be used in the context of audio
transmission as well. Single-ended signal-based audio models for estimating the
perceived quality are not common.

The impairment-factor based approach of the E-Model (ITU-T G.107) [35] was
adapted for single-ended quality estimation of IP-based audio transmission several
times. In [17], the full-reference model PEAQ was used to derive the coefficients of
the coding related impairment term. The transmission and packet loss impairment
term was calibrated with the help of subjective testing. In [43], the model takes
as inputs the audio bit rate and the percentage of lost audio packets. The model
has been developed for two audio codecs (AAC and Lame MP3) and random loss
error. Another single-ended parametric model has been proposed in [11] for AAC
Low Complexity (AAC-LC). The model is suitable for both low and high bit rate
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applications, such as MobileTV and IPTV and takes as input the audio bit rate,
the codec type, the sampling rate, the frame length, the packet-loss-frequency (the
number of loss events), and the average IP packet burst-length (considering only IP
packets containing audio). This model was validated against subjective test results
and shows high performance results. However, as noted by the authors, the interaction
between audio bit rate and packet-loss-rate is not considered.

The most up-to-date and thoroughly validated single-ended audio quality models
are the audio models of the ITU-T P.1201.1 and P.1201.2 standards [32–34]. These
models have been developed for low (e.g. MobileTV) and high (e.g. IPTV) bit rate
applications respectively. They take as input parameters extracted from the Internet
Protocol (IP) packet headers. Both models use the audio bit rate in order to capture
the quality impact of audio compression degradation. The ITU-T P.1201.1 model
captures the quality impact of audio packet loss with the aggregated length of lost
audio frames normalized to the measurement duration. The ITU-T P.1201.2 uses
instead the percentage of lost audio frames and a weighted average of the number of
consecutively lost audio frames, also called burst length, which allows to take into
account different loss distributions.

Both the ITU-T P.1201.1 and P.1201.2 models capture the interaction between
audio compression and transmission error degradation. The burst-length related
parameter of the ITU-T P.1201.2 reflects the observation that isolated losses yield
better perceived quality than short bursty losses (e.g. two consecutively lost audio
frames) and that long bursty losses (that is, from four consecutively lost audio frames
onwards) are better perceived than isolated losses [16].

For both models, the model coefficients depend on the employed audio codec.
Codecs covered by the P.1201.1 model are AAC-LC, AAC-HE, AMR-NB and—
WB+, and the P.1201.2 audio model has been developed for the AAC-LC, HE-AAC,
MPEG1-LII and AC-3 codecs. Formulas and coefficients of the models are reported in
[32, 34]. Both models show high performance results on both known and unknown
test databases, with a Pearson’s correlation coefficient of r = 0.94 and a Root-
Mean-Square-Error of rmse = 0.35 (on a 5-point scale) for the P.1201.1 model and
r = 0.949 and rmse = 0.34 for the P.1201.2 model. Note that the test databases
differ between P.1201.1 and P.1201.2 since the two models are not targeting the
same application areas.

16.5 Discussion

Main efforts for developing methods for modeling the quality perception of audio
transmission applications in the QoE domain are based on short-term sequences
of 10–20 s so far. Short-term quality scores are not sufficient for estimating the
QoE of audio transmission related services. It still needs to be found out how these
measures can be aggregated to a validated long period QoE performance index.
Long-term quality estimation is not trivial since new subjective test methods need to
be developed and validated as well. The context in which the audio is listened to is
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essential for the QoE. The kind of applications and the chosen terminal, as addressed
with the study of the room and electro-acoustic effects in Sect. 16.3.1, need to be
taken into account. Finally, the user characteristics should also be considered. Steps
to be undertaken towards QoE prediction are briefly reviewed in Chap. 19.

Furthermore, the tools for the estimation of the perceived quality still could be
improved. The modeling of the auditory system, the perception and the reception of
high quality audio is still an open field. The derived auditory features and the cognitive
modeling are still insufficient for explaining the subjective quality judgments for a
big part of audible coding artifacts and stereo presentation impairments.

The parametric models can be calibrated quite well to reproduce the subjective
test results. But ideally, and since they provide different compression qualities and
concealment features, each encoder and each decoder would need to be considered
in the subjective testing.

If one succeeds to extract meaningful parameters representing compression effi-
ciency, audio content complexity, and loss concealment characteristics, a hybrid
audio quality model would be a promising approach.
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Chapter 17
Spatial Audio Rendering

Matthias Frank, Franz Zotter, Hagen Wierstorf and Sascha Spors

Abstract Complementary to non-spatialized signals and their transmission, this
chapter gives an overview of the quality of rendering methods that create spatial
sound. Common methods and the underlying concept of a virtual sound scene are
introduced and the herewith associated quality features. In particular, evaluation
strategies and experimental results are presented in order to discuss spatial and timbral
quality features of spatial audio rendering.

17.1 Introduction

Spatial audio rendering aims at mimicking our perception of spatial audio scenes by
employing suitable processing techniques, loudspeakers, and headphones. As source
material for rendering, an entire physical sound scene, or a single sound it contains,
is captured by one or more microphones, see Fig. 17.1. The captured signals and
additional spatialization parameters provide a virtual sound scene representation
that is stored, played back, and modified during thinkable post production steps.
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Fig. 17.1 Typical audio recording and rendering scenarios consist of a physical sound scene,
a virtual one in which mixing and spatialization parameters of virtual sound objects might be
specified, and finally a perceived auditory scene that is rendered on headphones or loudspeakers

Within the virtual sound scene, a virtual sound object is the representation that
controls the rendering algorithms. A virtual sound scene is composed of several such
virtual objects. Virtual sound objects can also be related to models of a physical
source. Such an object can be, e.g., point-source-like, plane-wave-like, directional
[2, 49], reverberant, diffuse, or wide [30, 34, 37, 54, 88]. Virtual sound scenes
may also integrate virtual sound scene material produced for particular loudspeaker
playback systems, e.g., two-channel-stereophonic recordings.

In order to translate the virtual scene into signals to be played back by loudspeak-
ers or headphones, renderers use spatialization algorithms aiming at the listener
perceiving a corresponding auditory scene.

How is the rendering quality assessed, and what is a good reference?
Not necessarily does spatial audio rendering reproduce an original, physical sound

scene. Therefore a physical quality evaluation is often not rewarding. For instance,
two-channel stereophony uses level and/or time differences between two horizontally
arranged loudspeakers to create an auditory object from a virtual sound object that
may only be located somewhere between the loudspeakers. How good the perceived
quality features of this auditory object match those of the virtual sound object is best
rated in relation to a perceptually resembling reference, preferably one that is no
product of rendering. For stereophony, this reference is often a loudspeaker placed at
the physical location of the virtual source. The sound field of this reference generally
differs from the stereophonic sound field.

There are many auditory quality features that have no simple physical corre-
spondence. For instance, quality features in a concert hall comprise apparent source
width, listener envelopment, clarity, and mixing time, etc. [32, 40, 43], most of which
being rather unrelated to physical extent or in a non-unique relation to the physical
response.

While the perceptual reference for assessing virtual room acoustics or auralization
[73] is still taken from the physical room or environment that is to be reproduced,
spatial audio rendering might also evoke quality features that do not correspond to
any physical reference outside, and which are described by properties of the virtual
sound objects only, e.g. [54, 58, 64].
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Some models exist for spatial audio quality features such as localization direction,
[7], however, a comprehensive technical evaluation of all quality features, see e.g.
[66], is not available yet. Therefore today, most spatial audio rendering methods still
need to be evaluated perceptually.

This chapter gives a summarizing overview of current strategies and results
assessing spatial audio rendering. After introducing fundamentals of spatial hearing,
the typical spatialization techniques and their key features are outlined. Subsequently,
ways are discussed of identifying and evaluating different quality features produced
by such techniques. Next, we will see exemplary results about the spatial quality fea-
tures such as perceived direction and width, and timbral fidelity for varying quality
elements, e.g. number of loudspeakers. The chapter concludes with a discussion of
the overall quality of spatial audio rendering.

17.2 Spatial Audio

In contrast to vision that mainly captures the look direction, our ears simultaneously
receive a mixture of all sources surrounding us. Auditory sensation evokes audi-
tory scene analysis so that we may focus on specific sounds and their provenance,
mainly based on interaural differences and spectral cues. Current rendering methods
attempt to provide immersion by surrounding the listener with sound, and they may
directly utilize auditory cues related to spatial hearing.

17.2.1 Spatial Hearing

The direction of a single sound source in the horizontal plane is strongly related to
interaural differences of level and time delay, so-called interaural level differences
(ILDs) and time differences (ITDs). These differences are inherent in the head-related
transfer functions (HRTFs) [6], the transfer functions between a sound source in a
specified direction and the ear canals of the left and the right ear. Known as the
duplex theory, ITDs are a dominating cue at lower frequencies, whereas ILDs are
more important for perception at high frequencies [69]. Newer studies reveal that for
broadband sources, low frequency ITDs are dominant [79] but ITDs are also impor-
tant at high frequencies [46]. Nevertheless, differential cues only provide information
about lateralization, i.e., how far a sound source is shifted to the left or right. For dis-
criminating between front and back, up and down, spectral information in the HRTF
is crucial [38], which is mainly due to the pinna. Vertical localization of sound sources
is therefore less accurate and more individual than horizontal localization [6]. Up
to some level, incoherence of the ear signals was shown to increase the perceived
width [10] and spaciousness. This can be explained by the fact that the localization
cues over time and frequency are less pronounced.
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17.2.2 Rendering Methods

Neglecting the influence of other modalities, such as vision, vibration, or bone
conduction, a perfect synthesis of the pressure at the eardrums would result in an
indistinguishable (authentic) reproduction of the virtual scene. From the perspective
of human perception, this technical goal does not need to be perfectly met in order
to obtain a perfectly plausible impression of the virtual scene.

Binaural synthesis aims at reconstructing an auditory scene by generating ear
signals. For this purpose, binaural synthesis reproduces the acoustic effect of the
outer ears (including upper torso, head, and pinna) on the sounds in the audio scene.
Playback primarily uses headphones, but may also use loudspeakers together with
crosstalk canceling algorithms [36, 41]. There are two different techniques to cap-
ture the effect of the outer ear [50]: (1) direct recording of the signals at both ears
or (2) measurement of the transfer functions from an acoustic source to both ears.
The former technique (dummy or original head stereophony) involves the placement
of microphones in the ears or the usage of a head and torso simulator. The advan-
tages of such recordings are that they handle real-world mixes and do not require
processing. Major drawbacks are that the head orientation in such recordings can-
not be post-processed, and that the HRTFs might differ from those of the listener.
The second above-mentioned technique filters the monophonic signals of the virtual
source with the pre-captured HRTFs. These HRTFs are typically measured for a
variety of head-orientations and/or source positions. In a fully virtual environment,
head tracking and a database of HRTFs are used to involve an interactively changing
head orientation [45], and provide the individually best matching HRTFs [51].

Various techniques employ loudspeakers for playback, which is considered as
being more comfortable in many situations. Here, the target is not to involve a simu-
lation of the outer ear but the synthesis of a suitable sound field that uses the natural
cues of the auditory system. Loudspeaker playback can frequently handle a varying
number of listeners, although the practically usable size of the listening area (sweet
spot) may depend on the particular technique.

In sound field synthesis, the loudspeakers are used to produce a sound field that
approximates the sound field of the virtual scene over an extended listening area.
The best known representatives are Higher-Order Ambisonics (HOA) [1, 21, 23, 81]
and Wave Field Synthesis (WFS) [4, 5, 68]. Regardless of their differences, these
methods employ delays and gains, often also filters, to distribute the signal of a virtual
sound object to loudspeakers.

A perfect reconstruction of a physical sound field for frequencies up to 20 kHz
(the highest audible frequency) requires a loudspeaker spacing below 0.86 cm, in
order to sample the corresponding wavelength at least twice. Even though practi-
cal implementations may employ a large number of loudspeakers, which can reach
several hundred channels or even more [74], none of the current systems is capa-
ble of synthesizing a physically accurate sound field for the full frequency range of
hearing. The implemented systems nevertheless prove that spatial sound reproduc-
tion following the principle of physical reconstruction is promising in producing the
desired perception.
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For instance, in WFS physical reconstruction suffers from spatial sampling
artifacts above a critical frequency. Anyhow, as the perceived direction is domi-
nated by low-frequency content, experiments prove that the perceived direction of
the auditory object is still correct when using large loudspeaker spacings [78]. In
addition, the artifacts are, to some extent, equally distributed across the entire listen-
ing area, which leads to the assumption that also perceptual localization is evenly
consistent. Current research investigates the underlying hearing mechanisms and the
overall quality as it may be affected by a larger loudspeaker spacing.

A much less complex loudspeaker-based spatial audio rendering is obtained by
utilizing the ITD as the dominant binaural cue. For a listening position that is equally
distant to all loudspeakers (sweet spot), a correct ITD is easily synthesized at low
frequencies by amplitude panning, i.e. playback level differences of the loudspeakers.
The introduced level difference controls the perceived direction of the auditory object
for two-channel stereophony [39, 76].

For listening positions outside the sweet spot, the superposition is impaired,
and the nearest loudspeaker dominates localization. Vector-base amplitude panning
(VBAP [57]) allows to generalize stereophony from surrounding loudspeaker pairs on
the horizon to triplets of loudspeakers including elevation. As the perceived width and
coloration appears to modulate for moving sources [24], multiple-direction amplitude
panning (MDAP [55]) or Ambisonic panning [86] are frequently used as an alterna-
tive. In Ambisonics, the order N determines the directional resolution of playback,
which yields a technical sweet spot size of N

3 wavelengths.

17.3 Quality Evaluation

So far, there is no overview or recommendation about the comprehensive evaluation
of spatial audio rendering available in the literature. A terminology and paradigm
for the evaluation of the spatial quality is presented in [61] for multi-channel, stereo-
phonic rendering (5.1 surround [16]). Evaluating these rendering techniques, the
overall quality was found to be composed of timbral quality at 70 % and of spatial
quality at 30 % in [62]. In turn, timbral quality and spatial quality are composed of
multiple dimensions themselves.

Methods such as multidimensional scaling [47] can be employed to deter-
mine the dimensionality. In order to end up with an entire list of independent
attributes, the collection of verbal descriptions for the different dimensions is required
[18, 31, 82]. Another option is the repertory grid technique, where listeners respond
to triads of stimuli and create their own attributes which describe a common feature
of two stimuli that distinguishes them from the third one.

Known attributes can be rated entirely independently by a suited method. For
example localization can be assessed by pointing methods [27, 65, 78]. Using such
a method, the subjects point into the direction of the auditory object by using their
head, a handheld device and/or a laser beam. For other attributes such as the width
or the coloration of the auditory object one or more references are often included
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in the experiment to create reliable results. This can be done by a pairwise or a
MUSHRA(-like) comparison of the stimuli. If no reference is or can be included,
an extensive training phase can be required to give a reliable direct elicitation. For
other attributes also a direct threshold measurement could be possible. In this case a
standard alternative forced choice experiment can be employed.

17.4 Spatial Quality Features

Despite there are many more spatial quality features (spaciousness, listener envel-
opment, etc.), the most basic spatial quality features of an auditory object created
by spatial audio rendering are its position and extent. The corresponding evalua-
tion deals with perceived localization (direction and distance) and width, on which
this section focuses. For an introduction to the assessment of more complex quality
features, the example of presence in [71] is a good starting point.

17.4.1 Direction

For binaural synthesis via headphones, HRTFs, and a head tracker, the localization
accuracy in the horizontal plane can be as high as it is the case for a physical source,
i.e. roughly 1◦ for frontal directions [6]. In some cases, e.g. when there is no head
tracking or for other than frontal directions, accurate localization depends on the
usage of individual HRTFs and degrades when only using the HRTFs of a dummy
head [65].

In order to facilitate the evaluation of WFS for multiple listening positions, binau-
ral simulation of loudspeakers can be used. The study in [78] uses such a simulation to
assess the localization of a frontal auditory object of a linear WFS loudspeaker array
with a length of 2.85 m for three different loudspeaker spacings (0.19, 0.41, 1.43 m).
To investigate the localization accuracy in the listening area, the listeners were seated
at 16 different positions at two listening distances, 1.5 and 2 m. For the two smaller
loudspeaker spacings the localization accuracy was equal in the whole listening area.
In particular, the smallest spacing yields an accuracy that is indistinguishable from
the accuracy when localizing a physical loudspeaker. The average absolute localiza-
tion deviation is only 1◦ larger for a spacing of 41 cm. For a loudspeaker spacing
of 1.43 m, corresponding to employing only three loudspeakers, localization accu-
racy is similar to what is achieved with amplitude panning. The deviation between
desired and perceived direction is small for central positions and becomes very large
off-center, leading to an average absolute deviation of 7◦. At off-center positions, the
listeners reported to always localize the auditory object from the nearest loudspeaker.

Similar results were found in [28] using 5th order 2D-Ambisonic amplitude pan-
ning on a ring of 12 loudspeakers and a radius of approximately 5 m. The median
localization deviation for frontal sources was 3◦ at the central listening position. For a
position that was one half of the radius off-center, the average deviation was 6◦, which



17 Spatial Audio Rendering 253

seems reasonable for plausible surround reproduction. For a lowered Ambisonic
order, localization errors increase a little at the central listening position and become
a lot worse at the off-center position.

The vertical direction of amplitude-panned virtual sources was evaluated in [75]
for two loudspeakers in the median plane at elevation angles of ±20◦ on a radius
of 2.5m. The different amplitude-panned virtual sources were created with 7 differ-
ent inter-channel level differences (ICLD) of {±∞, ±6, ±3, 0}dB; in the −∞dB
condition, only the lower loudspeaker is active, for ∞dB only the upper one. The
dependency of the perceived elevation on ICLD is monotonic and exhibits a +6◦
bias. The perceived elevation is saturated towards the ±∞dB ICLDs, and ±3 dB
yields a ±10◦ shift of the perceived elevation, which is roughly 1.5 times more shift
as for a frontal, horizontal loudspeaker pair. For these small ICLDs the perceived
elevation subjectively varies twice as much as for the ±∞dB conditions. This result
agrees with the findings in [35, 56] that vertical amplitude panning is possible but
with a larger subjective variation compared to horizontal panning.

Instead of pairwise panning, the study [11] evaluated the perceived direction
using three-dimensional 1st and 4th order Ambisonic panning at the central listening
position. The evaluation employed a hemispherical arrangement of 24 loudspeakers
in three rings at {0, 30, 60}◦ elevation and at a distance of 5 m. The vertical deviation
from the desired directions is smaller for the 4th than for the 1st order reproduction.
There is an overestimation of elevation for directions near the horizontal plane. This
is because the Ambisonic representation spreads signals on the horizontal plane
symmetrically to the upper and lower hemisphere. In playback, the energy of the
lower hemisphere is largely preserved but lifted to the loudspeakers in the horizontal
plane. On the other hand, there is an underestimation of elevation for 4th order virtual
sources near the north pole. This effect is consistent with the typically underestimated
elevation of physical sources there [6].

The 5◦ localization accuracy for the elevation of noise in the 4th order Ambisonics
experiment is similar to the accuracy found using speech on single loudspeakers
in [6]. It seems that 4th order Ambisonics is enough for an accurate reproduction
of elevation, at least at the central listening position. One can estimate from the
experimental setup that vertical loudspeaker spacings of ≤30◦ support the resolution
of the perceived elevation angle.

There is no strict evidence that a deviation of less than 10◦ from the desired
perceived direction is sufficiently plausible. Still the assumption is reasonable as the
1◦ resolution is restricted to localizing frontal azimuth directions. Typical standard
deviations reach around 10◦ for localization from elsewhere, see [17]. Most of these
values are optimistic in practice, as they were achieved for specific sounds and in
laboratory environments.

17.4.2 Distance

Localization also comprises distance, whose perception depends on amplitude, direct
to reverberant ratio, high frequency loss, as well as curvature of the wave fronts for
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nearby sources, see [83, 84]. In general, lateral distance perception is better than
a frontal/dorsal one [15], and also better for broadband binaural sounds [14]. For
spatial sound rendering, Völk [72] could show that the minimum audible free-field
distance differences on a 96-channel circular wave field synthesis system are the same
as for physical sources. Including room simulations, distance perception seems to be
similarly good as in physical rooms, as shown for the LoRA loudspeaker system [22].

For binaural reproduction the phenomenon of inside-the-head localization can
occur. This describes the case of an auditory object perceived with a distance equal
or smaller than the radius of the head. Begault et al. [3] have investigated the influence
of the usage of a head-tracker and adding reflections to the HRTFs on inside-the-
head localization. Especially the last technique can enhance the perception out of
the head. HRTFs for sources nearer than 50 cm change not only their amplitude
but also their interaural level differences. This has to be considered for binaural
reproduction, but can be simplified by obtaining near-field HRTFs from far field
HRTF measurements [33].

In some recent works, audibility of the orientation of sources was shown [20, 60]
and measured [53, 85], however, the particular attributes are not well-described yet,
and directivity rendering is fairly new [19].

17.4.3 Width

The ratio between direct and reverberated sound not only influences the percep-
tion of distance but also the perception of spaciousness. An important aspect
of spaciousness is the apparent source width (ASW) perceived in concert halls
[32, 52]. In psychoacoustics, perceived width was shown to be inversely proportional
to interaural coherence [9, 10] when using headphones. In spatial audio rendering, the
ASW can be increased directly by adjusting the correlation of a pair of loudspeakers
[34, 87] or across several loudspeakers [37] by a set of decorrelation filters. Whereas
decorrelation filters can only increase the ASW, its lower limit is not an entirely
free parameter. In amplitude panning, the rendering algorithm influences the mini-
mal ASW [26, 48, 55]. If a single loudspeaker is active, the ASW is narrower than
with simultaneously active ones for which the loudspeaker spacing determines the
minimal ASW [25].

17.5 Timbral Quality Features

Spatial audio rendering frequently achieves spatial reproduction by using simultane-
ously active loudspeakers, and hereby sometimes introduce audible timbral changes
of the sound, due to constructive and destructive interference. The audibility of
such colorations depends on the spectra and correlation of the resulting ear sig-
nals. In many cases, binaural decoloration mechanisms [12] are able to suppress the
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coloration present in the individual ear signals. Differences in coloration are typically
easiest to perceive with continuous signals of a uniformly excited spectrum and
lengths of about a second. Pink noise signals are therefore often preferred in tests.

For WFS, the frequency response is generally impaired above the aliasing fre-
quency. Whereas below the aliasing frequency, the wave fronts emitted by the loud-
speakers merge to a single wave front, above additional, delayed wave fronts arrive at
the listener position. Wittek [80] has investigated the coloration differences between
±30◦ stereophony and WFS on loudspeaker arrays with different spacings. He asked
the subjects if they could perceive a timbral difference between a given reference
with a flat frequency spectrum and the test stimuli. These differences were rated on
a scale ranging from no difference towards extremely different. The subjects in the
listening test were centrally seated at a distance of 1.5 m to the array, and pink noise
bursts were presented. The test stimuli were generated via binaural synthesis [42],
and different directions of the virtual sources were used. For a loudspeaker spacing
of 3 cm, the coloration of WFS was rated as good as for stereophony. More coloration
was perceived for a loudspeaker spacing of 12 cm. However, further increase of the
spacing up to 48 cm did not increase coloration.

De Bruijn [13] investigated the variation of timbre with the position of the listener
for speech shaped noise in WFS. He employed two linear loudspeaker arrays with
loudspeaker spacings of 12.5 and 50 cm. Changes in coloration were clearly percep-
tible for the larger loudspeaker spacing and negligible for the smaller loudspeaker
spacing.

For the reproduction of virtual sources with WFS that are located inside the
enclosed playback volume, so-called focused sources, coloration often appears
together with other audible artifacts such as chirps/clicks. In this case, the additional
wave fronts arrive before the desired one. The geometry of the loudspeaker array and
the position of the listener have a strong influence on the amount of coloration and
artifacts that are perceptible. This is due to the fact that the time distance between the
first additional wave front and the desired one has a strong impact on the perception.
If the time difference is too large, artifacts and more than one object are perceptible.
Thus smaller loudspeaker arrays seem to have lower coloration and artifacts. But
they could impair the spatial quality due to the grouping of all wave fronts to one
source, in which case the first wave front dominates the localization [77].

An example is shown in [29, 77], where focused sources reproduced using WFS
are being assessed. Figure 17.2 shows a principal component analysis of the attribute
ratings of one subject for castanets as focused source stimuli. The different stimuli
conditions are marked by the black points. Points are labeled with the angle describing
the shifted listener position and the length of the array. The listener was always
looking into the direction of the focused source.

In [24], the perceived coloration changes of moving sources using amplitude pan-
ning were evaluated in a listening experiment. The experiment employed equidistant
ring arrangements of 8 and 16 loudspeakers using the panning strategies VBAP,
MDAP, and two variants of Ambisonic panning. Each condition was tested twice in
a MUSHRA-like test procedure. The rotation speed of the source was 0.1◦ per ms
using an interpolation time of 1ms, resulting in 3.6 s for a whole 360◦ movement
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Fig. 17.2 Principal
component analysis of the
attribute ratings of a single
listener for castanets synthe-
sized as a focused source in
Wave Field Synthesis. The
black points indicate the posi-
tion of the conditions given
in the two-dimensional space
determined by the two given
components for each stimu-
lus type. The angle indicates
the listener position, were 0◦
was a center position and the
index is the length of the used
loudspeaker array. The gray
lines show the arrangement of
the attribute pairs in these two
dimensions

Pr
in

ci
pa

l c
om

po
ne

nt
C

2

Principal component C1

ref
0ο

4m

30ο
4m

60ο
4m

0ο
10m

30ο
10m

60ο
10m

around the listener. The listeners judged the coloration changes on a continuous scale
from imperceptible to very intense. For both numbers of loudspeakers, VBAP yielded
the strongest coloration changes. The smaller number of loudspeakers resulted in sig-
nificantly less coloration changes. This result seems to contradict the findings in [70]
that VBAP does not produce coloration in typical applications.

The above-mentioned experiment employed Ambisonic panning with the highest
possible order for the respective number of loudspeakers. Spatial aliasing occurring
outside the sweet spot covering N

3 wavelengths can be suppressed by increasing
the number of loudspeakers. Despite this seems to bring a technical advantage, it
yields a perceptual disadvantage: annoying coloration or auditory objects close to
the listener’s head were reported [67]. Thus, low order Ambisonic signals should be
played back using fewer loudspeakers or in a reverberant-enough environment [63].

17.6 Conclusion

Obtaining overall quality ratings for spatial audio rendering techniques is a challeng-
ing task. Nevertheless, several results could be presented above evaluating specific
quality features of auditory objects obtained by spatial audio rendering. At present,
audio content produced for high-definition rendering systems such as WFS or bin-
aural synthesis is not as common as for stereophony. One of the reasons is the
greater complexity the production of a virtual sound scene requires, compared to
a channel-based stereophonic production. Consequently, meaningful comparative
quality ratings of entire sound scenes are still rare. And yet, we can learn a lot about
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the perception of spatial audio rendering with rather simple scenes of point sources
with simple test signals.

A way to master the challenges of a quality evaluation of different spatial audio
renderers is to investigate independent perceptual attributes such as localization and
coloration, for which there are well-established methods, such as MUSHRA, AFC,
or direct assessment. Establishing the definition of a standardized international list of
attributes for evaluation is an ongoing challenge. For this reason, this chapter gave an
overview of studies concerning attributes selected by the authors. Understandably,
the question of how to estimate the overall quality from the single attributes remains
to be answered.

One approach to overcome this uncertainty is to work not only with the con-
cept of authentic reproduction, but let the listener rate if a perceived audio scene
is plausible. Plausible means that the perceived features of the reproduced scenes
show plausible correspondence with the listener’s expectations in the given context,
without necessarily being authentic [8, 44, 59].
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Chapter 18
Haptics

Rahul Chaudhari, Ercan Altinsoy and Eckehard Steinbach

Abstract Haptic communications refers to the ability to touch, feel and to physically
manipulate objects in a remote (real or virtual) environment via technical means.
The realization of convincing haptic interactions requires a solid understanding of
both kinesthetic and tactile perceptual mechanisms and stimulation principles. This
chapter starts with a concise overview of the current state of knowledge in these
two areas. Then, we discuss the main performance parameters for haptic interaction
systems, and point towards factors that may influence QoE in haptics. So far, the
quality experienced by the human during haptic interaction has been mainly evaluated
via time-consuming and costly subjective tests and only recently, first preliminary
approaches for objective quality evaluation have surfaced. We briefly touch upon this
topic and finish the chapter with a discussion of model-based prediction of haptic
feedback quality.

18.1 Introduction

Remarkable technical innovation and tremendous growth in audiovisual commu-
nications have improved the quality of experience and productivity in networked
interaction between distant people, e.g,. through video conferencing. State-of-the-art
commercial teleconference solutions already simulate very convincing online envi-
ronments where participants experience a high sense-of-togetherness with others
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(e.g., [15, 23]). Sophisticated audiovisual sensing/display devices, efficient audio/
video coding standards and high-capacity communication networks have driven this
progress.

The ability to physically interact with distant objects and humans, a feature that
would contribute substantially towards ultimate immersion is, however, not yet fully
realized. The rapidly rising field of haptics (the sense of touch) is widely thought to be
a big step forward in delivering this promise [50, 52, 56]. Applications that involve
physical interaction with environments that are remote, inaccessible, hazardous, or
too big/small in scale for a human can benefit extensively from haptic technology.
Some examples include on-orbit servicing for satellites [48], space exploration [53],
tele-surgery [14], deep-sea exploration [49], safety-critical situations [19, 35], tele-
manufacturing [18], tele-manipulation and tele-assembly [45]. Haptics also plays a
key role in virtual simulations of real (e.g., collaborative assembly/design [28]) or
fantasy environments (e.g., games [43]). Haptic communication is inherently bidi-
rectional, i.e. humans not only feel haptic feedback—similar to audio/video—but
also, physically act upon an environment. Accordingly, a bidirectional human-centric
design and analysis of haptics technology is necessary [8].

18.1.1 Haptic Perception

From a functional perspective, haptic perception can be divided into two classes
[37]—kinesthetic and tactile . The kinesthetic perception informs us about the current
state (position and orientation) of body parts like the head, torso, limbs, etc., as well
as their movements. Forces and torques imposed on the human body alter body states
(e.g., by presenting resistance to motion and/or by changing its direction), and can
thereby be sensed indirectly through kinesthetic feedback.

The tactile perception, on the other hand, informs us about cutaneous (tactile)
stimuli acting on our body surface. These stimuli may be simple sinusoidal or multi-
tone vibrations, or highly complex stimuli that encode various physical properties—
like roughness, hardness, elasticity, viscosity, etc.—of objects or fluids.

Researchers study various aspects of haptic perception like the perception band-
width, spatio-temporal resolution, detection, discrimination thresholds, etc. through
psychophysical (relating the physical to the psychological or perceived) studies. In
the following sections, we describe the haptic sensory system in some detail, and also
present some psychophysical results that may bear upon the design and evaluation
of technical systems involving haptic communication.

18.1.1.1 Kinesthetic Perception

The kinesthetic perception of the static and dynamic state of body limbs is supplied by
peripheral mechanoreceptors in the muscles, tendons and joints. These mechanore-
ceptors include: (1) muscle spindles that are connected in parallel with muscle fibers,
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Fig. 18.1 Stimulus discrimination zones (gray) have been found to be non-uniform as a function
of the direction of the force vector
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and (2) Golgi Tendon Organs (GTOs) that are in series with muscle fibers at their
connection with the skeleton. Muscle spindles encode changes in muscle length,
whereas the GTOs encode changes in muscle tension. At higher levels, all these
changes are integrated to form an estimate of the position/orientation of limbs. In
addition to the afferent information flowing from the receptors towards the brain, the
efferent information (commands flowing from the brain towards the muscles) is also
considered in inferring the static and dynamic body posture [27].

A fundamental law of psychophysics—the Weber’s law—states that the minimum
detectable change in the magnitude of a stimulus is proportional to its original mag-
nitude. This minimum change is also called the Just Noticeable Difference (JND) for
that stimulus (JND—5–15 %, depending upon stimulus type and the limb/joint where
it is applied [12]). Thus, a perceptual deadband exists around the stimulus magni-
tude, within which stimulus changes go unperceived. Human perceptual limitations
captured by Weber’s law have been exploited successfully in efficient transmission
of kinesthetic signals over communication networks [24, 55, 56].

Today’s picture of haptic perception is still not complete but with more and more
investigations being performed, the individual results contribute towards a compre-
hensive understanding of the underlying mechanisms and limitations that can be
exploited in technical systems. As an example, [31] has investigated human per-
ceptual limitations for multidimensional kinesthetic (force) signals. Thresholds α

and Δf (x→) that capture human limitations in perceiving changes in force direction
[9, 57] and amplitude [31, 46], respectively, were studied. It was found that the mul-
tidimensional extension of Weber’s law for force signals is non-isotropic, which
means that it is not uniform as a function of the direction of the force vector
(see Fig. 18.1).
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18.1.1.2 Tactile Perception

The tactile perception uses sensory information derived by cutaneous receptors
embedded in the skin. There are three types of cutaneous sensory receptors:
mechanoreceptors, nociceptors, and thermoreceptors. All three types of cells are
located near the surface of the skin, which is the largest sensory organ in the body. In
the average adult, it covers close to 2 m2 and weighs about 3–5 kg [33, 47]. Hairless
(glabrous) skin, which covers the palmar and fingertip regions of the body, plays the
most important role in tactile explorations. Therefore, most of the research studies
focus on the glabrous skin. Here, we focus on the properties of the mechanoreceptors
alone.

Mechanoreceptor cells are responsible for the sensation of vibration, pressure,
and object surface parameters such as roughness, shape and orientation of an object.
They transduce mechanical energy into neural responses and can be grouped into
two categories according to the rate of adaptation: rapidly adapting (RA) and slowly
adapting (SA) mechanoreceptors. The four primary mechanoreceptors located in the
glabrous skin are Pacinian corpuscles, Meissner corpuscles, Merkel cells, and Ruffini
endings. RA mechanoreceptors, i.e. Pacinian corpuscles and Meissner corpuscles,
only respond when the skin is moving [10]. Pacinian corpuscle (PC) fibers are found in
the deep subcutaneous tissue. They sense vibrations also when the skin is compressed,
but they are not sensitive to fine spatial discrimination and steady pressure. Meissner
corpuscles are sensitive to low-frequency vibrations and they can detect and localize
small bumps and ridges. SA mechanoreceptors consist of the Merkel cells and Ruffini
endings. Merkel cells are responsible for the sensation of pressure and ruffini endings
are sensitive to the stretching of skin. Being able to perceive stimuli at different
frequencies is important and the frequency ranges of the receptors are [4]:

• Ruffini ending: 0.4–80 Hz,
• Merkel cell: 5–15 Hz,
• Meissner corpuscle: 10–60 Hz,
• Pacinian corpuscle: 50–1,000 Hz.

Similar to the human auditory system, the human tactile system is not equally sensi-
tive to all frequencies. Our skin is sensitive to the frequency range from 0.4 to1000 Hz
and the highest sensitivity is reached in the range of 200–300 Hz. The temporal reso-
lution capability of the skin is high and the gap detection threshold is about 5 ms. The
tactile system is capable of processing intensities up to 55 dB above the threshold.
Face, tongue, and fingers are the most sensitive areas of the body. The point localiza-
tion threshold of the fingertip is approximately 1 mm and lower than the two-point
discrimination threshold (2–5 mm) [38]. The face has the smallest detection threshold
for weight with 5 mg and highest tactile acuity for pressure.
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18.1.2 Mechanical Signals that Stimulate Human Kinesthetic
and Tactile Channels

In real-world interactions with objects in our immediate surroundings, we execute
manual tasks and perceive object properties through direct touch. In this chapter,
however, we are concerned more with how these interactions can be mediated by
technical systems, so that natural or artificial haptic feedback can be delivered to
humans. In the following, we describe which physical signals supply haptic informa-
tion, and how they can be sensed and delivered to humans in a technology-mediated
way.

18.1.2.1 Kinesthetic Signals

In technical systems, kinesthetic signals are represented by forces and torques (F/Ts)
generated during physical interactions with objects. F/Ts affect the static/dynamic
human body state, and can thereby be sensed indirectly through the kinesthetic
sensory system.

A haptic device, such as the one in Fig. 18.2a or b, is typically used to sense
human motion (position/orientation of the hand, and the corresponding velocities),
and present kinesthetic (F/T) feedback in the reverse direction. The sensed human
motion can be used to control either the motion of a virtual end-effector in a virtual
environment (VE) (Fig. 18.2a), or that of a real end-effector at the end of a robot-arm
(Fig. 18.2b). Whenever the controlled end-effector collides with an object, feedback
F/Ts are either algorithmically computed (in case of a VE), or physically sensed (in
case of real-world teleoperation). These F/Ts then drive the haptic device motors
appropriately to display them to the human hand.

18.1.2.2 Tactile Signals

Tactile mechanical stimuli consist of vibration and pressure. Vibration is an oscil-
latory motion of a physical object or body that repeats itself over a given interval
of time. Physical characteristics of vibration are described by amplitude (displace-
ment), velocity, acceleration, and frequency. Each vibration can be regarded as an
information carrier. Vibrations carry information on the texture of surfaces, mechan-
ical system defects or material properties. Several researchers have concentrated on
the design and construction of vibrotactile transducers for delivering vibrations to the
human hand. Electromagnetic shakers, eccentric mass motors, piezoceramic actu-
ators, bending wave actuators, surface acoustic wave (SAW) displays, and tactile
pattern displays are used to generate tactile feedback. The feedback quality of the
actuator is strongly influenced by the bandwidth of the device, frequency response,
maximum feedback amplitude, resolution, and latency [5]. Therefore reproduction
quality depends on the ability of a transducer to accurately reproduce a waveform.
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Fig. 18.2 a Haptic interaction with a virtual environment. A standard haptic (force-feedback)
device, such as the one shown here, reads human motion commands through position sensors
and in the other direction, displays force to the human hand via motors. b A haptic teleoperation
system [17]. The human motion ẋh is sensed at the human system interface (HSI) through the haptic
device, and transmitted to the teleoperator robot over a communication network, where it serves
as a reference for the robot’s motion ẋs. When the robot comes in contact with its environment,
forces/torques Fe are sensed and transmitted back to the human operator side, where they are
displayed to the user through the haptic device as Fh

A detailed discussion of the reproduction characteristics of different actuator tech-
nologies can be found in [6]. Portability of the actuator and power consumption are
two important design features. Users prefer generally smaller transducers because
of the wear comfort.

The other physical property that is sensed by mechanoreceptors is pressure. The
minimum activation force to stimulate the mechanoreceptors is 3.6 mN [60]. The
excursion limit of the fingertip is approximately 3 mm. To simulate small-scale
shapes, pin arrays are developed and used. Various actuator technologies are applied
to develop pin arrays. Some of them are dc motors, servo motors, piezoelectric
bimorphs, shape memory alloy actuators, solenoids, pneumatic actuators, and micro-
electromechanical systems.



18 Haptics 267

18.2 Performance Parameters and QoE in Haptic Systems

18.2.1 Performance Parameters

We classify the performance parameters of haptic systems into three categories—
system-centric performance parameters (given technical limitations, what is the best
a system can do), performance parameters of the system considering human psy-
chophysical limitations (what is actually required of the system, given the limitations
of human perception), and finally, human-centric performance parameters (what con-
tributes towards the enhancement of Quality of Experience for human users when
interacting with haptic systems).

18.2.1.1 System-Centric Performance

Kinesthetic haptics employs robotic hardware through which not only information,
but also physical energy is exchanged between the human operator and the system.
This necessitates a control theory-based treatment of design and analysis for haptic
systems (which by itself ignores human factors). The control-theoretic performance
parameter of stability is the most fundamental requirement for operability and human-
safety of a haptic system [36]. With “stability”, usually Bounded Input Bounded
Output (BIBO) stability is implied, where a bounded input to a linear system is
guaranteed to produce a bounded output from it.

The second most important parameter under this category is system trans-
parency [40, 51]. Full system transparency requires that the corresponding sig-
nals (velocities and forces) on the human and the teleoperator sides be equal (see
Fig. 18.2b) (ẋh = ẋs, Fh = Fe). Lawrence et al. [36] define transparency such that
the mechanical impedance displayed to the human being be equal to the environ-
ment impedance (Zh = Ze). Here, the term “impedance”can be thought of as being
an “opposition” to human motion. It is very frequently characterized as a mechanical
mass-spring-damper model of a physical object.

Due to its fundamental trade-off with stability, transparency as defined above is
impossible to achieve, especially when intermediate artifacts like communication
delay are present. Based on the above requirements, typical performance metrics
used are time- or frequency-domain integrals over position/force/impedance errors
[34, 59, 62].

18.2.1.2 System Performance Considering Psychophysical Limitations

For kinesthetic feedback systems, Hirche et al. [25] were the first to account for
limitations of human perception in evaluating system performance. They judged
the telepresence system to be perceived transparent, if the difference between the
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impedance displayed to the human and the impedance of the remote environment is
within the human Just Noticeable Difference Zh ≤ [Ze − JND, Ze + JND].

Also in tactile systems, an optimum interface should match (or possibly exceed)
human sensory and control capabilities [5]. Psychophysical thresholds, such as tac-
tile acuity, just noticeable level difference, and just noticeable frequency difference,
define necessary information to obtain more realistic and compelling tactile inter-
faces. The methodologies, which are used in tactile acuity investigations, are based
on classical psychophysical measurement methods, such as method of constant stim-
uli or method of adjustment (for a detailed overview of the methods [32]). Two key
psychophysical measures are “Point of Subjective Equality” and thresholds.

18.2.1.3 Human-Centric Performance

The concept of Presence is the prime example of human-centric system performance
characterization. It can be defined to be the feeling of “being there” or “feeling present
or immersed” in a technology—(VEs or robotics in our case) mediated environment.
The major factors that have been found to underlie Presence include: (1) richness of
sensory information—how comprehensive, multi-modal, and consistent the sensory
feedback given by the system is, (2) interactivity and responsiveness of the system,
(3) the content of the experience, etc. (see [29] and the references therein). Over-
all, how effectively a technical system replicates (or even surpasses) our real-world
experience decides how present a user feels in this system.

Presence being a subjective concept, it is best evaluated through psychometric
tests. Traditional methods involve post-test rating scales and questionnaires (whereby
the experience is had first, and then judged later), and online subjective evaluation
(whereby the judgment happens during the experience). Subjective evaluation meth-
ods are often criticized for various reasons like response bias, the difficulty in con-
structing reliable questionnaires, attentional overload, etc. Hence, subjective results
are usually supported by objective metrics like the amount of adjustment of body pos-
ture, physiological response measurement, reaction to distractions, social responses
like facial expressions and gestures, etc.

18.2.1.4 Quality of Experience in Haptics

The previous three categories of performance parameters are characterized by an
increasing degree of human-centricness. Thus, we predict that a good QoE metric
for haptics would weight the parameters in Sect. 18.2.1.3 heavily as compared to the
previous ones.

QoE Parameter Taxonomy for Haptic VEs

A comprehensive classification of QoE parameters for haptic-based VE applications
has been presented in [20, 21], and the references therein. Both QoS influences and
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User-Experience (UX) parameters have been considered in this taxonomy. While
QoS parameters for haptics also typically involve delay, jitter, and packet loss, rele-
vant UX parameters have been classified as: perception-related parameters, quality of
haptic rendering, psychological, and physiological parameters. Perception measures
reflect how the user broadly perceives the haptics-based application. The rendering
quality jointly considers the rendering of graphics, audio, and haptics. The psycho-
logical and physiological parameters capture the subjective and objective user-states
respectively. Examples of parameters that represent these classes are media synchro-
nization (QoS parameter), fatigue and user intuitiveness (perception-related), haptic
rendering (rendering quality parameter), and degree of immsersion (psychological).

Upto now, QoE in haptics has always been evaluated through subjective tests with
the human-in-the-loop. Typically, subjects evaluate system artifacts on an Absolute
Category Rating scale with gradations similar to “imperceptible”, “perceptible, but
not disturbing”, “slightly disturbing”, “disturbing”, and “strongly disturbing”. In the
following, we discuss the limitations of subjective testing, challenges in objective
quality evaluation (OQE), and a couple of OQE approaches.

18.3 Model-Based Prediction of Haptic Feedback Quality

Development of novel human-machine systems necessitates extensive subjective
testing, which is difficult and very time-consuming. In haptics, it is especially so, since
customized hardware makes it difficult to parallelize tests. Also, since subjects are
typically not used to being delivered artifical haptic stimuli, extensive experimenter
monitoring is required. This slows down the progress of technical developments. To
circumvent this problem, algorithmic models of human perception are employed for
performance evaluation. Here, we outline some challenges facing the development
of human haptic models, and progress made in this area.

18.3.1 Methods and Models

18.3.1.1 Kinesthetic Feedback

Action-Perception Modeling

The uncertainty involved in a haptic system due to the bidirectional human-in-the-
loop nature of haptics makes it nearly impossible to perfectly reproduce haptic signals
involved in a task in two separate sessions. Therefore, it is not possible to have a fair
comparison of haptic signals from two separate runs, making signal-based evaluation
of effects of a system component on quality difficult. Hence, unlike audio and video,
in addition to a perception model, another important challenge in haptic quality
prediction is the development of a human action model that can replace the active
human behavior from real experiments in a software simulation [13].



270 R. Chaudhari et al.

Fig. 18.3 Overview of the objective quality assessment framework introduced in [13]. Similar
haptic experiences can be imposed on subjects by specifying the same reference trajectory to be
followed in the compensatory tracking task for every subject. The trajectory error that they should
try to minimize is displayed to them visually. With data from these tasks, values for the action model
parameters are identified, the model is simulated, and the uncompressed and compressed versions
of the haptic signals are recorded. These are then compared in the perceptual domain using the
PMSE metric (Eq. 18.1)

A fully automatic objective1 quality prediction framework for the compression
of haptic signals is proposed in [13]. This framework is based on partial models
for the central nervous system and the neuromuscular arm of the operator (action
model), and a haptic perception model. These models are identified with data from
manual control tasks (compensatory tracking) [22]. This (action) model allows us
to simulate the entire telemanipulation experiment in software, and to predict haptic
quality objectively using a perception model. Figure 18.3 illustrates this concept.

The work in [13] specificially attempts to do a model-based prediction of the
quality of a compressed haptic signal relative to the uncompressed one. In this direc-
tion, haptic interaction is first simulated with compression of the haptic data turned
OFF. The haptic sample sequence recorded here represents the undistorted reference
signal. Then, the simulation is repeated with the haptic compression turned ON. The
haptic samples recorded here represent the distorted signal. A perceptual comparison
is then made between the two sequences using the Perceptual Mean-Square Error
(PMSE) defined below, based on the Weber–Fechner law [61]:

PMSE = 1

N

N−1∑

i=0

(
S(i) − Ŝ(i)

)2
, where S(i) = c · ln

(
I(i)

I0

)
(18.1)

where N is the number of samples, S the sensation the human experiences as a func-
tion of the applied haptic stimulus, c a scaling constant that needs to be determined

1 Here, “objective” implies algorithmic or mathematical prediction of subjective quality.
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experimentally, I the magnitude of the applied stimulus, and I0 the absolute detection
threshold.

With the above models, the quality-prediction results show a (decreasing) quality
trend similar to that from subjective tests, as the strength of the applied compression
increases.

User-Experience Modeling

In [20, 21], a holistic system-level mathematical model for haptic QoE based on
weighted linear combinations of QoS and User-Experience (UX) parameters (see
Sect. 18.2.1.4) has been presented and validated:

QoE = ζ × QoS + (1 − ζ ) × UX (18.2)

where

QoS = Σl(ηlSl)

Σl(ηl)
(18.3)

and

UX = A
Σi(αiPi)

Σi(αi)
+ B

Σj(βjRj)

Σj(βj)
+ C

Σk(γkUk)

Σk(γk)
(18.4)

where ζ can be used to prioritize QoS parameters versus user experience parameters.
Sl, Pi, Rj, and Uk represent individual quality values for QoS measures, percep-
tion measures, rendering quality measures, and user state measures, respectively.
ηl, αi, βj, γk are weighting factors which depend on the relative quality values of
individual QoS and user experience parameters. Weightings A, B, C are determined
empirically. Optimal weighting factors have been determined in [21], which have led
to quality estimates with a high correlation with the subjective ratings (correlation
coefficient 0.92, with p < 0.005).

18.3.1.2 Tactile Feedback

Quality judgments are based on physical (i.e., elements) and perceptual (i.e., features)
layers. The quality elements and features of tactile interfaces are summarized and
a quality model was presented in [5] (Fig. 18.4). However the weightings of the
individual features on the quality judgment are context dependent and as until today
there are very few empirical data on it.

User dependent factors, such as expectations, experiences, motivations, memories,
emotions, attitudes, familiarity with the interface, and particularly fun, novelty, and
ease of use play an important role on quality judgments.
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Fig. 18.4 The quality elements and features of tactile interfaces according to [5]

The use of touch sensitive displays and touch surfaces is just emerging and they
are more and more replacing physical buttons [3]. A big disadvantage of such kind of
displays is the missing tactile feedback which is required for the confirmation of the
successful operation. The missing tactile feedback causes usage errors and quality
problems. Recent studies revealed that tactile feedback enhances the usability and
the quality of a handheld device with touch screen compared to a device without
tactile feedback [11, 26, 41].

Improving the haptic exploration and identification of virtual shapes and objects
provides great potential for numerous applications. However, many challenges exist
because subjects experience various difficulties during the exploration and recog-
nition process of virtual models when using a standard force-feedback device. The
results of a recent study showed that additional tactile and auditory feedback can
enhance haptic exploration and object identification [54]. The frequency alteration,
temporal/spatial information and the amplitude modulation frequency are perceptu-
ally relevant cues for object recognition.

Apart from the interface quality, another important issue is the tactile “feel” or
“appeal” of a product [4]. People are exposed to many forms of vibration from
different products by using them, e.g., vibrations from vibrating tools (drill, electric-
razor, hand mixer, vacuum cleaner, etc.), vibrations from vehicles, or vibrations
from musical instruments (guitar, drum, etc.). Therefore, the research related to
human response to product vibration is becoming increasingly important. Number
of studies evaluated the product vibration quality [4, 7, 44, 58]. The identification
of relevant descriptors, which characterize the tactile experiences, is pivotal in the
tactile quality evaluation. Recently, an investigation was conducted to define the
tactile verbal descriptors and establish a vocabulary [42]. The elicited descriptors for
tactile experiences associated with human hand were tapping, prickly, tingling, strong
(weak), pointed, rhythmic, constant, coming and going, pulsing, flowing, breeze,
pulse of air, and dispersed. Frequency and temporal properties were observed to play
an important role in the selection of attributes. A similar investigation was conducted
for whole-body vibrations [2]. The results show that different perceptual properties
were used depending on the frequency of the sinusoidal whole-body vibration signals.
The attribute “bumpy” was found suitable for the low frequencies (8–30 Hz). The
middle frequencies (up to 75 Hz) were characterized with the attribute “shaky” and
high frequencies (75–300 Hz) were characterized with the attribute “humming”.
The attribute “rattling” was chosen as suitable for low modulation frequencies and
the attribute “wavy” for high frequencies. For the impulsive signals, the attribute
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“beating” is suitable. Descriptor selection behavior of the participants shows that
our experiences with vehicles play an important role. For example the property
“bumpy” is used mostly to describe the whole-body vibrations which were generated
by vehicles. Recent studies showed that acceleration level is insufficient to describe
the product vibration quality [4, 7]. Therefore multidimensional characteristic of
vibrations are taken into consideration to develop models based on abovementioned
tactile features. However the investigation of the relationship between tactile features
and signal properties is still necessary to develop effective prediction models.

Interest in human responses to whole-body vibration has grown, particularly due
to the increasing usage of vehicles, e.g., cars, trucks, and helicopters etc. In recent
years, a number of quality evaluation experiments were conducted on the vehicle seat
and steering wheel vibrations [1, 7, 44, 58]. Another reason for the growing interest
in recent years is the importance of the vibrations generated by the performance of
music. The floor or the chair can vibrate because of the resonance or the structure-
borne sound stimulated by instruments [16]. A recent study revealed that synchronous
presentation of vertical whole body vibrations during concert DVD reproduction can
improve the perceived quality of the concert experience [39].

18.4 Conclusion

In this chapter, besides offering the reader a concise background on haptics and hap-
tic technology, we have elaborated on the objective and subjective performance of
technical systems with haptics. We have also presented initial ideas on the characteri-
zation of a haptic QoE. We contend that the human factors as outlined in Sect. 18.2.1.3
weigh heavily in determining and enhancing QoE in haptics. Furthermore, we have
described methods and models for predicting haptic quality objectively.

Some milestones in the characterization and evaluation of haptic QoE have been
reached, e.g., the development of action and perception models for haptic interaction,
identification of factors underlying QoE, etc. The state-of-the-art, however, needs to
be extended further in several directions. For example, for kinesthetic feedback,
the human action and perception models need to become more sophisticated to be
able to close the quality-prediction gap to the results obtained from subjective tests.
Research also needs to be concentrated on more realistic scenarios involving real-
world telemanipulation systems. Finally, joint QoE evaluation methodologies for
the audio, visual, and haptic modalities should be developed. On the tactile side,
significant progress has been made in identifying and relating physical elements and
perceptual features of tactile signals, and in integrating them to predict overall tactile
quality. However, the need for further refinement of these relationships and models
is still felt. Moreover, additional empirical data in a variety of contexts are needed
to determine appropriate application-specific weighting of perceptual features in
determining quality. In general, wide consensus on a QoE definition and the factors
underlying it, specifically for haptics, does not yet exist. Future research should
address both these issues.
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Chapter 19
Video Streaming
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Abstract This chapter addresses QoE in the context of video streaming services.
Both reliable and unreliable transport mechanisms are covered. An overview of video
quality models is provided for each case, with a focus on standardized models. The
degradations typically occurring in video streaming services, and which should be
covered by the models, are also described. In addition, the chapter presents the results
of various studies conducted to fill the gap between the existing video quality models
and the estimation of QoE in the context of video streaming services. These studies
include work on audiovisual quality modeling, field testing, and on the user impact.
The chapter finishes with a discussion on the open issues related to QoE.
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19.1 Introduction

With the multitude of video transmitted across the internet infrastructure, video QoE
is of large interest for users, internet service or content providers, and component
manufacturers alike. As a consequence, video-related services have received a lot of
attention by research and development activities over the past years. As with other
media applications such as audio entertainment or speech communication, three
principle types of quality assessment can be distinguished:

1. Explicit quality tests with users evaluating respective sequences in laboratory
tests,

2. instrumental quality estimation algorithms, also called quality models, or
3. possible additional consideration of context and user behavior in conjunction

with the assessment of technical performance parameters, for example capturing
service and user data during large-scale service use [17].

As for the case of other media, test methods involving human viewers can be
distinguished according to the presentation method (method of constants vs. method
of adjustment, and use of single versus multiple stimuli), and the scale being used
for judgment. For an overview of subjective test methods, the interested reader is
referred to [98], Chap. 4, and to the ITU recommendations [19, 30, 31, 45–47]. In
addition, discussions and comparisons of methods can be found in [10, 27, 72, 107].

Quality models have been developed to complement or replace time-consuming
and expensive viewing tests. For an overview, cf. e.g. [9, 75, 97].

The categorization of algorithms based on the type and amount of information
employed for the quality assessment is depicted in Fig. 19.1, modified from [75].
From this figure, it can be seen that the quality models can be categorized in terms of:

• the amount of reference information they employ: No-Reference (NR), where the
models do not have access to the original non-degraded signal, Reduced-Reference
(RR), where the models have access to features extracted from the original signal
(see box “Feature extraction” in Fig. 19.1), and Full-Reference (FR), where the
models have access to the original signal (“Original source” in Fig. 19.1),

• the type of information that is used for quality predictions: Signals (“signal-based
model” in Fig. 19.1) and/or transmission-related parameters extracted from packet-
header- (“Parametric model” in Fig. 19.1) or bitstream- information (“Bitstream
model” in Fig. 19.1). Hybrid models take as input signal (pixel), bitstream, and/or
packet-header information,

• the extent to which they include the explicit modeling of the human visual system.

This chapter mainly addresses quality models focusing on IP-based video stream-
ing applications and the most widely used codec in this context, H.264 [38]. However,
the scope of the presented models is broader: Signal-based models are usually not
restricted to H.264, and they can be applied universally. Also, the structure of the
other types of models make them generally adaptable to other codecs and network
types.

http://dx.doi.org/10.1007/978-3-319-02681-7_4
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Fig. 19.1 Categorization of video quality assessment algorithms, adapted from [75]

Typically, video transmission over IP networks (e.g. for broadcast TV as in
IP-based Television—IPTV) is performed using unreliable transport mechanisms,
such as the Real Time Protocol (RTP) in conjunction with the User Datagram Pro-
tocol (UDP), to ensure limited delay and real-time operation. However, with the
increase of available network bandwidth, multimedia content can now be deliv-
ered very efficiently using TCP and typically HTTP (e.g. in the case of Youtube or
other so-called over-the-top services), which enables traffic reduction by the efficient
usage of caches, for example in the vicinity of end-users. Different considerations
for QoE in the context of UDP-based versus TCP-based transmission are discussed
in Sects. 19.2 and 19.3, respectively.

The chapter is structured as follows: Sect. 19.2 summarizes the video degradations
that are encountered in the case of streaming with unreliable transport, and respec-
tive approaches for instrumental assessment. These include the impact due to video
coding as well as the packet-based transmission, possible packet loss and its conceal-
ment. Here, different types of models are outlined, including packet-header-based
models for network planning and monitoring, bitstream-based models, pixel-based
models and hybrid models. Sect. 19.3 discusses the differences between streaming
over unreliable and over reliable channels, and how models initially developed for
video streaming with unreliable transport can be used here, and which additional com-
ponents are required to also handle adaptive streaming or re-buffering. In Sect. 19.4,
the rather technical approach followed up to that point is re-considered, and cur-
rent trends towards a more QoE-centric assessment of video streaming services are
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presented, including added modalities and audiovisual assessment, field rather than
lab testing, and the impact due to the type of user. Finally, in Sect. 19.5, future work
in the field of video streaming QoE assessment is discussed.

19.2 Video Quality Models for Streaming with Unreliable
Transport Mechanisms

This section introduces the main degradations occurring due to compression or packet
loss in the case of unreliable transport mechanisms. It also provides an overview of
the different types of video quality models, with a focus on standardized models.
Packet-, bitstream-, pixel-based, and hybrid models are addressed, as well as full-,
reduced-, and no-reference models.

19.2.1 Video Coding and Packet Error Degradations

Blockiness, also referred to as block distortion or tiling [48], is a distortion of the
image characterized by the appearance of an underlying block encoding structure.
Block distortions are caused by coarse quantization. They comprise other identified
degradations such as the staircase effect, mosaic pattern effect or the DCT basis-
image effect [106]. In modern encoders, coarsely quantized block boundaries are
usually filtered, reducing the visibility of the above artifacts but leading to blurriness,
which is characterized by reduced sharpness of edges and spatial details [48].

In order to reduce the amount of video information that the system is required to
transmit or process per unit of time, video frames may be skipped at the encoding
stage. This may result in jerkiness, which is defined in [48] as a “motion which
was originally smooth and continuous, but is now perceived as a series of distinct
“snapshots” of the original scene”. It is often observed in the case of high motion
scene.

During the encoding process, video frames are assigned different types, which are
called “I-frames”, “P-frames” and “B-frames”. The perceptual impact of packet loss
depends on the type of the frame in which the loss occurs. Indeed, P- and B-frames
are predicted from previous I- and P-frames, while I-frames are intra-coded and
therefore do not depend on previous frames. As a consequence, if a loss occurs on an
I- or a P-frame, the loss is typically propagated till the next I-frame. If a loss occurs
on a reference B-frame, which is used in hierarchical coding, the loss propagates till
the next P- or I-frame, i.e. it only affects the surrounding non-reference B-frames.
There is no loss propagation if the loss occurs on a non-reference B-frame, since it
is not referenced by other frames.

The perceptual impact of packet loss also depends on the packet loss concealment
applied by the decoder. If slicing is applied as packet loss concealment, one packet
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(a) (b)

Fig. 19.2 Effect of packet loss when one slice per frame is used. a Loss occurred in the current
frame. b Loss propagated from previous frames

loss results in the loss of the corresponding pixel-area as well as the pixel-area
corresponding to the rest of the affected slice (see red rectangle in Fig. 19.2a). The
decoder re-synchronizes its bitstream parsing process at the beginning of the next
slice, using the slice header. Therefore, the spatial extent of the loss depends on the
number of slices per frame. For instance, and as shown in Fig. 19.2a, the video was
encoded with one slice per frame, the loss of a packet yielded the loss of the rest
of the frame, and the lossy area was replaced by the same area in the last reference
frame.

In the case of slicing, packet loss may also yield blockiness effect, as shown in the
red rectangle area of Fig. 19.2b. Indeed, when loss occurs, content from the previous
reference frame is usually copied to the lost portion of the hit frame. If there is
motion in the sequence, this replaced content will not fit well the missing content.
In the subsequent frames, the whole lost block of pixels will be displaced, resulting
in a blocking artifact.

Another loss handling strategy is freezing with skipping. In this case, the frames
affected by loss are completely discarded. According to the encoding process
described above, the frames referencing the lossy frames are also discarded, and
all discarded frames are replaced by the last unimpaired reference frame. The video
is therefore perceived as frozen.

19.2.2 Packet-Based Models for Network Planning

In the case of network planning, parameters of the service to be deployed cannot
be measured. Instead, planning assumptions are made. Typical model input parame-
ters used for network planning are the average bitrate and the percentage of packet
loss, as proposed by [91] for variable bitrate, random loss and motion-compensated
transmission-error concealment. Since the impact of packet loss depends on the loss
distribution [7, 21], burst-length-related parameters are commonly used, as presented
in [89] for small video formats and in [21] for IPTV and High Definition (HD) video.
In [104], the authors improved the ITU-T G.1070 model [36] by including a bursti-
ness parameter computed from the burst density (fraction of lost or discarded packets
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in a burst period), the burst duration, the number of lost packets and the number of
burst periods. Alternatively, the packet loss frequency may be used instead of the
packet loss percentage and packet burst length [101]. Since the perceptual impact
depends on the applied packet loss concealment (slicing or freezing with skipping)
and on the number of slices per frame (in the case of slicing), both the packet loss
concealment and the number of slices per frame should be considered by the model,
as presented in [21] for the IPTV scenario.

19.2.3 Packet-Based Models for Service Monitoring

In the case of service monitoring, model parameters are extracted from the bitstream.
The most applicable case of an encrypted bitstream is considered in this section. In
this case, the model does not have access to the payload or to the pixel information.

The network planning models can be used in that case. However, additional infor-
mation may be extracted from the encrypted bitstream such as the video frame bound-
aries and the video frame types (I-, P- or reference/non-reference B-frames). This
allows a more accurate parametric description of the degradations and of the influence
of the content.

Indeed, it is known that the impact of packet loss depends on the type of the frame
in which the loss occurs [91]. In particular, a loss propagates till the next I-frame
when it occurs in an I- or a P-frame (in contrast to a B-frame, see also Sect. 19.2.1).
The number of impaired frames is therefore more appropriate than the percentage of
packet loss for capturing the quality impact due to packet loss, as proposed in [100]
and [102] for slicing, and in the ITU-T P.1201.2 standard [43], for both slicing and
freezing with skipping.

As previously mentioned, the spatial extent of the loss depends on the slice size
in the case of slicing. This spatial extent is computed in both the ITU-T P.1201.2 and
in [20]. In the ITU-T P.1201.2 standard, the spatial extent of the loss is combined
with the loss duration in a single parameter describing the whole degradation for
directly predicting the perceived quality.

It has often been observed that the spatio-temporal complexity of content influ-
ences the quality impact due to coding artifacts and the visibility of the loss. For
instance, slicing degradations are more visible in the case of panning or complex
movements than in the case of almost static-content. In the case of an encrypted
stream, this content complexity may be captured by the frame sizes and frame types,
as proposed in [42, 43, 63, 100, 102, 103]. In particular, in the case of coding
degradations, the I-frame sizes are used [42, 43], reflecting the observation that high
I-frame sizes indicate low content complexity at low bitrates. The ratios between B-,
P- and I-frame sizes may also be used [43, 103]. In [43], these ratios capture the
observation that similarly small B- and P-frames sizes, compared to I-frame sizes,
indicate low temporal complexity.
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19.2.4 Bitstream-Based Models

Bitstream-based objective quality models predict video quality using the encoded
video as it is transmitted through the network (see Fig. 19.1). These models parse
the video bitstream without reconstructing the pixel information and are particularly
interesting for monitoring video quality at any point in the distribution network
(network-based monitoring). However, parsing the bitstream requires coder-specific
implementations of each model.

By analyzing the encoded video bitstream beyond the packet headers as described
in the previous section, additional information can be gathered at the frame level. For
example, quantization and motion vector information can be obtained by parsing the
video data [59, 82]. This provides a first indication of the video quality and video
content characteristics [64].

In [65], quality is estimated in the compressed domain by considering the Quan-
tization Parameter (QP), the motion and the bitrate allocation of inter macroblocks.
Similar information has also been used in [59].

Besides predicting video quality, bitstream-based models have also been con-
structed to estimate the visibility of impairments due to, for example, packet loss in
the network [2, 55, 56, 77, 87]. This approach can be used to verify if the delivery
network is able to provide adequate QoE to the end-users [18, 37]. The bitstream
features which are typically used to detect the visibility of loss are the duration and
extent of the propagated error, the motion and the residual error of the degraded area
in order to account for the spatio-temporal complexity of the video sequence and
capture the perceptual effects caused by packet loss. Then, the prediction of visi-
bility may be performed using classifications methods, such as generalized linear
models [55, 56, 77], support vector regression [2], or binary trees [87].

Bitstream based quality assessment models are standardized in ITU-T Rec.
P.1202 [32], where P.1202.1 [33] refers to lower resolutions (from QCIF to HVGA)
and P.1202.2 [34] refers to higher resolutions (from Standard Definition (SD) to HD).
In P.1202.1, compression artifacts are computed based on the QP, the key frame rate,
the frame rate, and the motion vector magnitude. Similarly, in P.1202.2, the com-
pression degradations are computed based on two parameters: the average QP of the
sequence and a parameter which denotes the content complexity (computed based
on the bits per pixel and the QP).

The perceived distortion of slicing degradations depends on the effectiveness
of the employed error concealment technique. Thus, the level of visible artifacts is
computed based on the motion information, the residual energy of the erroneous area,
and the error propagation extent to indicate how annoying is the slicing artefact. This
reflects the principle that the parts of the sequence which can be easily predicted
(e.g. low texture, low motion) can be efficiently concealed.

The distortion caused by each freezing event is computed based on the freezing
duration and a motion term to reflect the fact that a freezing in the fast moving part of
the video results in larger jerkiness and therefore causes larger perceptual annoyance.
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(a) (b)

Fig. 19.3 Space varying sensitivity of the HVS to coding artifacts. The blockiness is more visible
in flat areas than in high contrast areas as the building wall. a Foreman original frame. b Same
frame coarsely quantized

Finally, the overall freezing degradation is computed as the square root of the sum
of the individual degradations of each freezing event.

19.2.5 Pixel-Based Models

Pixel-based models estimate the video or image quality using features or information
associated with pixel data only (see Fig. 19.1). These models are therefore taking
as input the decoded video. They may in addition use the reference (non-degraded)
video signal. The most popular metric in this category is the Peak Signal to Noise
Ratio (PSNR), which is computed based on the Mean Squared Error (MSE) between
the two (degraded and non-degraded) video signals. PSNR is quite popular due to its
inherent properties: it is simple to compute, parameter-free and memory-less, and as
a result, it can be calculated locally without consideration of other source samples.
The MSE is, however, a signal fidelity measure and not a perceived quality metric.
In fact, it shows poor correlation with perceived quality mainly because it does not
take into account the properties of the human visual system [28].

The Human Visual System (HVS) is characterized among other things of contrast
sensitivity and masking which lead to a space- and time-varying sensitivity of the
artifacts associated with lossy coding and packet errors. As an example, Fig. 19.3
shows the first frame of the Foreman sequence in CIF resolution. The sequence
has been coarsely quantized and therefore coding artifacts, namely blockiness, are
visible. However, due to the space-varying sensitivity to distortion of the HVS, the
blocking is more noticeable around the face, while it is less disturbing on the building
wall. Therefore HVS-based models embed the HVS properties to weight more the
artifacts present in image areas where the human eye is more sensitive and vice-
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versa. One of the first HVS-based model is the Visual Difference Predictor (VDP)
[12], which uses the contrast sensitivity function of the HVS to weight differently the
artifacts in image area. For a thoughtful review of HVS-based models, the interested
reader is referred to [6].

Another well-known pixel-based model is the Structural SIMilarity (SSIM)
index [93], which has been initially proposed for images and eventually extended for
videos [94]. It is a full-reference model and for each pixel computes the distortion
as the contribution of three terms: luminance, contrast and structure. The terms are
then multiplied together and the final SSIM score is obtained as the average over
all pixels. The work in [90] estimates the Mean Square Error (MSE) induced by
channel errors by performing a maximum-a-posteriori estimation to detect the loca-
tion of corrupted pixels. After these pixels are detected, the NORM algorithm ([66],
see also Sect. 19.2.6) is run to estimate the final MSE. Considering also the tem-
poral component of videos, the work in [73] proposes a general reduced-reference
Video Quality Model (VQM). The VQM uses features computed over the pixels of
the original and processed videos and combines all of them according to a linear
weighting. The features used by VQM are related to quality degradation introduced
by lossy coding or channel errors. The VQM has been standardised as quality model
in the set of models specified in the ITU-T J.144 [39]. Furthermore, VQuad-HD is
a full-reference video quality model for high definition video signals, which was
selected by ITU-T as Recommendation J.341 [40]. It is based on the computation of
the following quality features: blockiness, slicing, blurring, and jerkiness, as defined
in Sect. 19.2.1.

19.2.6 Hybrid Models

Hybrid video quality assessment models employ a combination of packet infor-
mation, bitstream information and the decoded reconstructed video sequence (see
Fig. 19.1). In general, in a hybrid video quality assessment algorithm the features
extracted or calculated from the bitstream (e.g. motion vectors, macroblock types,
transform coefficients, quantization parameters, loss duration, etc.), and the informa-
tion extracted from packet headers (e.g. bitrate, packet loss, delay, etc.) are combined
with the features extracted from the decoded and reconstructed images in the pixel
domain. Since the reconstructed image can be obtained from the decoding device, this
type of model ensures that the error concealment method of the decoder is taken into
consideration. Within the Video Quality Experts Group (VQEG), efforts are ongoing
towards the joint construction and validation of novel objective hybrid video quality
models [86].

The V-Factor [97] model inspects different parts of the encoded bitstream and
extracts information from the packet headers and the encoded and decoded videos
to model the impact of packet loss during video streaming. In [62], coding para-
meters are extracted during the decoding process of the video to construct a hybrid
bitstream-based quality model. The model is based on a linear combination of quan-
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tization parameters, bitrate and boundary strength parameters. The latter parameter
influences the intensity of the deblocking filter in order to minimize blockiness arti-
facts. In [57], the authors further extended an existing bitstream-based objective video
quality model [58] by including pixel-based features. These features are based on
detecting bluriness, blockiness, motion continuity and other aspects describing video
quality. Their results show that the hybrid model outperforms the bitstream-based
model. Similarly, a hybrid no-reference model for H.264/AVC encoded sequences
is proposed in [13]. It is based on the quantization parameter and a pixel difference
contrast measure.

The work in [78] estimates the MSE induced by channel errors between the
reconstructed signal at the encoder and decoder. The model targets MPEG-x and
H.26x codecs and is designed in three different versions denoted as Full-Parse (FP),
Quick-Parse (QP) and No-Parse (NP). The FP version estimates the square error on
the luma component for each pixel and then provides the MSE at the required level
of granularity (e.g. macroblock, slice, frame, etc.). The input data to the FP algorithm
require entropy decoding and inverse quantisation only. The QP estimates the MSE at
slice level using bitstream parameters such as packet headers, thus without requiring
any decoding operation. Finally, the NP estimates the MSE at sequence level using a
linear relationship between the packet loss rate and the MSE. As may be noted, the
three different versions lead to a different trade-off between model complexity and
accuracy, with the FP being the most complex and accurate version. Finally, the work
in [66] describes a NO-Reference video quality Monitoring (NORM) model which
estimates the MSE induced by channel losses for H.264/AVC coded videos at the
macroblock level. The NORM algorithm models the channel distortion as the result
of three contributions: lack of motion vectors, lack of prediction residuals and error
propagation from previous frames due to motion compensation. The contribution to
the MSE due to specific coding tools of the H.264/AVC standard (i.e. intra prediction
and deblocking filter) is also addressed. The NORM estimate has also been used to
devise a reduced-reference quality model based on SSIM [93].

19.3 Video Quality Models for Streaming with Reliable
Transport Mechanisms

This section begins with a short description of the progressive download and adap-
tive streaming mechanisms and of the corresponding degradations. Subsequently, an
overview of models developed for the quality assessment of progressive download
and adaptive streaming services is presented.
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19.3.1 Progressive Download and Adaptive Streaming
Mechanisms and Degradations

There are two main types of video streaming over HTTP: (a) progressive download
and (b) HTTP adaptive streaming (HAS). In progressive download, the client may
begin the playback of the media before the whole media is downloaded. However,
if the available throughput is lower than the bitrate of the media, the player will
stall until enough data have been downloaded. This is perceived by the end users
as freezing without skipping, which is typically called rebuffering or stalling. To
avoid stalling during playback and enable smoother flow of video, HAS methods
adapt to the available network conditions. In HAS applications, the video is encoded
in multiple quality versions, called “representations”, which are segmented in short
intervals, typically between 2 and 10 s long. The adaptive client periodically requests
segments of the video content from an HTTP server, and then decodes and displays
this segment. The client may switch between different representations at each request
depending (mainly) on the available bandwidth. The aim is to provide the best quality
of experience for the user by avoiding stalling events. However, the perceived artefact
in this case is the fluctuating quality of the video sequence and quality models should
consider the impact of temporal quality adaptation. The interested reader is referred
to [83] for more information on standardized HAS methods such as the Dynamic
Adaptive Streaming over HTTP (DASH).

19.3.2 Progressive Download Models

An audiovisual quality model has been proposed in [26] for rebuffering degrada-
tions.1 The model takes as inputs the number of stalling events and the average
length of a single stalling event. It was developed based on the results of laboratory
and crowdsourcing tests. Video sequences had different video resolutions, but no
extremely small or high definition resolutions. The video durations were typical of
Youtube videos (on average 5.54 min and up to 15 min).

Another model has been proposed in the ITU-T P.1202.1 Recommendation [33]
for capturing the quality impact due to rebuffering degradations, for low video res-
olutions (up to HVGA). The model is based on the ratio between the rebuffering
duration of the sequence normalized to the total duration of the sequence (including
the rebuffering duration). The ITU-T P.1202.1 model has been developed based on
the results of subjective laboratory tests. The model was validated on video sequences
of 16 s and up to 30 s. However, the rebuffering ratio parameter is normalized to the
sequence duration and is therefore in principle applicable to longer sequences.

1 Note that the focus was so far on visual stimuli and, therefore, video quality models. Due to its
impact on the scientific work dedicated to rebuffering models, and although it is audiovisual, the
model of [26] is presented in this section.
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The rebuffering quality model of the ITU-T P.1201.1 Recommendation [42] has
been developed using the same test databases as the P.1201.2 model. Similarly to [26],
it uses as input parameters the number of stalling events and the average length of
a single stalling event. In addition, the average distance between two rebuffering
events is used as an input parameter to capture the distribution of the rebuffering
events in the sequence.

Both the ITU-T P.1201.1 and P.1202.1 are addressing the lower video resolution
application area. No rebuffering quality model has been so far standardized for higher
resolution applications such as IPTV. However, the ITU-T is currently planning to
develop a parametric model for progressive donwload (“P.NAMS-PD”) valid for both
lower and higher video resolution application areas. This model will also capture the
quality impact due to initial rebuffering. Note that the quality impact due to initial
rebuffering has also been studied in [25], with initial delays up to 30 s for 60 s video
duration. This impact was found negligible compared to the quality impact due to
stalling events occurring during the playback of the video.

19.3.3 Adaptive Streaming Models

The main feature of video sequences transmitted using HAS is the change in quality
over time. Most of the existing quality assessment algorithms of Sect. 19.2 assume
constant base (i.e. without packet loss) quality over the whole sequence and have been
designed for short durations, typically between 10 and 20 s. With HAS services, the
base quality is varying over time, and the quality adaptation typically lasts more than
20 s. In addition, these services facilitate the switching between devices and video
resolutions (TV screen, tablet PC, smartphones) during playback. Quality models
have therefore to be adapted to estimate quality for longer duration sequences (from a
few seconds to several minutes), for fluctuating quality within the sequence, and even
for switching between devices. Since quality models are preferably developed based
on the results of subjective tests, a revision of the existing standardized subjective
test methods [29, 45] is needed.

The impact of time-varying quality on human perception was investigated in [23],
and it was shown that subjects react with different time constants to large sudden
quality degradations or improvements. Moreover, it was shown that the location
of a quality degradation or improvement influences subjects’ overall judgements,
revealing a recency effect. On the video domain, user perception of adapting quality
was studied in [11, 68], revealing that the perception of spatial distortions over time
can be largely modified by their temporal changes. Moreover, in [80], an hysteresis
effect was observed in the subjective judgment of time-varying video quality. The
video adaptation scheme of [99] for modeling the impact of bitrate and frame rate
adaptation on perceived quality suggests that for video sequences with high temporal
complexity, adaptation on frame rate will result in better quality than adapting QP;
on the other hand, adaptation of QP is beneficial for video with low motion or fine
texture details.
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Quality assessment models for HAS can also employ existing models to assess
the quality of short intervals (e.g., approx. 10 s) and then combine these scores into a
single quality estimate using temporal pooling techniques. There are several temporal
pooling algorithms ranging from simple approaches which consider the maximum,
minimum, or mean video quality to those which integrate the temporal properties of
human perception, memory effects, and transient properties. For example, in [61],
temporal pooling is based on motion, while in [69], a content adaptive spatial and
temporal pooling strategy is proposed which takes into consideration the severity of
the quality degradations. In [81], an evaluation of the most popular pooling techniques
using PSNR and SSIM as quality predictors concluded that the plain average of
individual quality scores can achieve comparable results with the most sophisticated
pooling methods. Further extending this study, a temporal pooling scheme based
on an auto-regressive moving-average (ARMA) model to simulate the adaptation of
perceived quality over time was presented in [67]. It is based on the computation
of standardized video quality models, such as J.144, J.341, and P.1201.2, on video
chunks of short duration, typically from 5 to 15 s. Moreover, a penalty parameter was
introduced into the model to take into consideration the abrupt quality degradation
within the sequence and the frequency in representation switches. In conclusion, the
aforementioned approaches indicate that objective estimates of short sub-sections of
a video sequence can be efficiently pooled into a single score as long as the memory
and recency effects are taken into account.

19.4 From Video Quality Towards QoE

The models presented in the previous sections estimate the video quality of short
sequences, typically 10 s, in the context of laboratory testing, where the viewing
environment as well as the task given to the user deviate from typical viewing condi-
tions. These models are therefore not estimating the QoE, and several aspects need
to be taken into account to achieve a more QoE-centric assessment approach. These
aspects include audio-visual quality, field testing, and user impact characterization.
An overview of theses aspects is provided in this section.

19.4.1 Audiovisual Quality Models

Several studies on audiovisual perception, summarized in [60], have been conducted
in the 1980s. However, the first audiovisual quality models to be found in the liter-
ature appeared as late as in the 1990s. At this time, these models addressed either
analog degradations, such as audio and video noise [3, 35, 49], or compression
artifacts, such as blockiness [8, 24, 50, 52]. For an overview of audiovisual qual-
ity models covering analog and compression degradations, see [105]. The interest
in modeling audiovisual quality has risen again in the past ten years, reflected for
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instance by standardization activities such as the ITU-T Recommendations P.1201.1
and P.1201.2 [42, 43] or the Audiovisual High Definition Quality (AVHD) project of
VQEG, which intends to evaluate audiovisual quality models for multimedia appli-
cations and HD resolution. Audiovisual quality models for mobile applications have
been developed in 2005 and 2006 [79, 96], but the reported model versions do not
cover the effect of transmission errors. This latter point is problematic since in the
case of the time-varying degradation due to transmission errors, the impact of audio
and video quality on the overall audiovisual quality as well as their interaction might
differ from the case of compression artifacts. This influence of the degradation type
has been studied in [22] for higher resolution application areas such as IPTV. In par-
ticular, the authors show that the impact of the audio quality on the overall perceived
audiovisual quality is higher in the case of audio packet loss than in the case of audio
coding degradations. In parallel to this finding, an audiovisual quality model has been
proposed which captures the impact of the audio and video degradation types (cod-
ing vs. transmission-error degradations). Both compression and transmission-error
degradations are covered as well in [4] for interactive scenarios and small video reso-
lutions. Based on an extensive review of the literature, both [22] and [105] highlight
that video quality generally dominates the perceived audiovisual quality, but that
this dominance depends on the semantic audiovisual content. Finally, an overview
of existing audiovisual quality models is provided in [70]. The authors show that a
simple model based on the product of audio and video quality terms is valid for a
wide range of scenarios and applications. When a small amount of data is available
for a wide range of applications, it is indeed a safe choice to use a model as simple
and with as few coefficients as possible to avoid overtraining.

19.4.2 Ecologically Valid Testing

As detailed in Chap. 10, subjective methodologies for assessing momentary QoE
provide detailed guidelines describing how to conduct such experiments. These rec-
ommendations define different methods for presenting and rating video sequences.
Typically, short duration (10–15 s) video sequences are presented to the test sub-
jects and rated immediately after watching. In the case of longer video sequences
(up to 30 min), continuous quality evaluation is recommended where subjects rate
quality while watching the video [29]. Specific instructions are provided to the test
subjects on how to evaluate the video sequences at the beginning of the experiment.
The assessment methodologies also specify requirements for the environment in
which the subjective experiment is conducted. These requirements are formulated in
terms of room illumination, subject seating position, screen calibration, etc. As such,
subjective quality assessment experiments are usually conducted in controlled lab
environments. These assessment methodologies are still actively used for measuring
pure video or audiovisual quality.

The broad availability of high speed Internet access and growing number of
multimedia-capable devices (such as smartphones and tables) enable watching video

http://dx.doi.org/10.1007/978-3-319-02681-7_10
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content at anyplace, anytime. Thus, the environment in which video is actually con-
sumed does not necessarily comply with the recommended controlled lab setting.
Furthermore, according to its definition ([41, 74] and Chap. 2), Quality of Experi-
ence (QoE) is influenced by user expectations, context, and personal preferences.
Therefore, capturing and understanding end-users’ QoE go beyond purely mea-
suring video quality [76]. This calls for new subjective studies and methodologies
[5, 15, 16, 71, 92] enabling episodic and multi-episodic subjective quality evaluation
in more realistic and ecologically valid environments (cf. Sect. 10.4).

A first effort towards assessing QoE of IPTV services in real-life environments
has been made in [84, 85]. This study involved conducting subjective experiments
in subjects’ own home environment under realistic viewing conditions. Comparing
the results obtained with subjective tests conducted in a controlled lab highlighted
the importance of the assessment environment, primary focus, and immersion on
impairment visibility and quality perception. It is found that immersion has a major
impact on impairment tolerance and overall QoE.

Field testing can provide new insights and findings which cannot necessarily be
discovered in a controlled lab setting. In this respect, field testing should complement
lab testing rather than replace it.

19.4.3 User Impact

The viewing and listening environmental set-up is thoroughly controlled in standard-
ized video quality test methods [30, 44]. These systematic methodologies reduce sig-
nificantly the amount of noise in the results and enable the comparison of test results
between labs. However, the outcome of these tests cannot be easily extrapolated to
more realistic scenarios due to variable factors such as the context of use.

As presented in Chap. 4, the main limitation in the development of more realistic
tests is the complex interaction between all determinant influential factors of the
ecosystem. Hence, researchers from the field of social sciences and economy tried
to analyse how factors such as user demography, overall service quality and context
of use interact and influence the perception. New approaches were developed, such
as the Theory of Acceptance Model (TAM) [14], and more recently the Unified
Theory of Acceptance and Use of Technology (UTAUT) [1]. These theories intend
to understand the development of intention of use of a service, based on strong
behavioural elements such as external influential variables, perceived usefulness and
perceived ease of use.

First uses of these theories can be seen in [51, 95], where modified versions of
TAM are utilized to predict the adoption of IPTV services. The results are surprisingly
aligned to studies in the context of mobile television [53], demonstrating that the
content offered, the technological knowledge of the user, his/her attitude towards
technology, and socio-economic factors are crucial for a positive experience of the
service. The above-mentioned findings suggest that users with similar characteristics
show similar behaviour, an observation that, in spite of being studied in other services

http://dx.doi.org/10.1007/978-3-319-02681-7_2
http://dx.doi.org/10.1007/978-3-319-02681-7_10
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for decades, has been little explored in the study of multimedia services. Among the
most relevant factors, the degree of expertise of the users with the service greatly
influences the way in which they perceive and evaluate quality. However, this type
of classification only gives a general idea concerning the main factors influencing
the users’ evaluation process. It has therefore been necessary to combine cognitive
and psycho-perceptual methods that provide the user with the freedom to assess the
service attributes in their own words, as seen in [54, 88].

19.5 Discussion

The literature is rich in video quality models, with different model types accord-
ing to the application needs. The first models were developed in order to address
compression artifacts. Then, new models appeared for covering packet loss degrada-
tions yielding slicing or freezing with skipping degradations in the case of unreliable
network such as RTP over UDP. Other models have recently been proposed for
addressing the progressive download scenario.

These models all target short-term video quality predictions and ignore which user
and in which context the user utilizes the video streaming service. Some studies have
already been conducted for addressing longer term quality predictions. Other sub-
jective tests have been conducted to address the context- and user-impact. However,
this topic needs much more investigation, especially with the new emerging types of
video streaming applications such as adaptive streaming and complex scenarios such
as portable TV, where the user can watch TV in different locations and on different
screens

It is still open which subjective tests should be conducted to address these complex
scenarios and to identify which factors, in addition to the perceived video quality,
influence the overall QoE. Also open is the type of measurement tools to be targeted.
Indeed, a “measurement-window” approach, with which quality scores are output
for example every 10 s, is traditionally used in service monitoring. With the diver-
sity of degradations, and in order to better capture the long-term QoE prediction, a
“remembered-event” approach may become more appropriate, where an event rep-
resents any kind of degradations of any duration. In that case, efforts should be spent
on the identification and characterisation of these “events”, as well on the weighting
of their contribution to the overall QoE.
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Chapter 20
3D Video

Pierre Lebreton, Marcus Barkowsky, Alexander Raake
and Patrick Le Callet

Abstract 3D video has been considered as the next step in television for some time.
The transition from 2D to 3D is frequently seen as comparable to the transition from
monochrome to color. The introduction of this new dimension adds new challenges
regarding the question of its relates with Quality of Experience (QoE). This chapter
mainly focuses on presenting the particular challenges related with stereoscopic 3D
video quality. This includes the difficulty to evaluate QoE of 3D video, taking into
account all relevant factors. In particular, traditional approaches fail to capture aspects
such as the added value in terms of QoE due to 3D depth or quality-issues brought by
3D-specific artifacts and their effect on visual comfort, so that alternative solutions
for evaluation are required. As a consequence, the aim of this chapter is to address
3D-specific aspects of visual perception. The employed technology is another aspect
of high influence on 3D video QoE. The chapter addresses the different issues related
with content creation, transmission and representation, to help the reader understand
the differences to a 2D transmission chain, and how technology affects the perception
and the construction of the general judgment of 3D video QoE.
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Fig. 20.1 Analysis of QoE in different layers

20.1 Introduction

Quality of Experience in 3D video is of multi-dimensional nature, and many factors
contribute to establishing the overall experience. The purpose of this chapter is to
provide information about the differences between 3D QoE and 2D QoE. A simpli-
fied layered scheme of factors leading to or influencing QoE is depicted in Fig. 20.1.
The general motivation of the construction of this model is explained in Sect. 20.2.
Section 20.3 describes the perceptual aspects related with the 3D QoE model.
Section 20.4 emphasizes the differences between a 2D and 3D transmission chain,
and how these affect the different levels of the QoE model. Section 20.5 presents
methods for evaluating the QoE, both in perception tests and using prediction algo-
rithms. The final section discusses key issues to be considered in future research.

20.2 Model of 3D Video QoE

It is commonly assumed that the visual experience of 3D, as presented by Seuntiëns
[46], may be measured and modeled as a complex combination of three main factors:
texture quality, depth perception, and visual comfort. These three factors represent
the second level of the layered QoE model depicted in Fig. 20.1. They stem from
sensory input coming from the outside world via the eyes of the observers, which
are included in the first layer.

The link between overall QoE and the three stated main factors is difficult to estab-
lish. Traditional approaches to evaluate QoE by means of single stimulus method-
ologies fail to capture the multi-dimensionality of 3D video. They seem to be mainly
evaluating one component, namely pictorial quality, as can be seen in [33, 55]. In
these studies, it can be observed that 3D QoE is not rated higher than 2D QoE.
Moreover, studies have shown that when evaluating quality on an absolute scale, 2D
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and 3D are not rated differently [26, 46], whereas when using other methodologies
such as Pair Comparison [35] or another evaluation concept [31, 46], a difference
of QoE is clearly visible. An explanation may be related with the expectation of
the observers: in case of a subjective experiment with coding conditions, it can be
assumed that their expectation is driven by pictorial quality. This is also enhanced
by the fact that the proposed test conditions do not investigate the depth and quality
dimensions separately. This results in an inability to account for depth, also due to
the absence of a clear reference. Similar restrictions apply to all three main factors,
rendering their isolated measurement difficult.

To tackle this issue, intermediate steps of the construction of 3D video QoE can
be considered to link the main factors in level 2 to the global QoE in level 5, as shown
in Fig. 20.1 [46]. These higher-level concepts include “naturalness” or “plausibility”
and “immersion”(level 3 and 4 in Fig. 20.1).

Linear models between QoE and the factors of level 2 and those in level 3 and
4 are proposed in [30, 60]. The subjects were asked for judgments of “visual expe-
rience”, defined in [46] by a model taking into account “the diverse set of image
attributes which contributes to the overall perceived quality of 3D-TV images”, and
was evaluated in the presence of white Gaussian noise and Gaussian blur [30]. As
the study shows, these judgments depended mostly on “pictorial quality” (level 2),
and to a lesser degree on “immersion” (level 4). In the absence of image noise and
blur, depth and visual comfort were found to be of similar importance in the study
reported by Chen et al. in [60] for the “visual experience”, defined as “ the overall
quality of experience of the images in terms of immersion and the overall perceived
quality”. As opposed to the study in [30], the effect of image quality was found
to be negligible in this study. These results provide some information concerning
the contribution of the different factors to the “visual experience”, which is better
approaching the notion of “3D video QoE”.

20.3 Perception

As further described in the 3D QoE video model of Sect. 20.2, 3D video QoE depends
on pictorial quality, visual comfort and perceived depth (level 2 in Fig. 20.1). While
the perception of pictorial quality can be assumed to not differ significantly from the
2D case [30, 46], visual comfort and perceived depth do. A detailed analysis of
the origins of these two factors with regard to the level 1 input is required. This will
prepare the explanation of distortions which will be presented below in the context
of the technical considerations regarding the 3D video transmission chain.

20.3.1 Depth Perception (Level 2)

The introduction of 3D video enabled adding stereoscopic depth perception. The
general perception of depth comes from different cues, which can be classified into
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Fig. 20.2 Monocular depth cues (figure adapted from [32])

two main categories: binocular and monocular depth cues [14]. These cues originate
from the level 1 of Fig. 20.1. The monocular depth cues are illustrated in Fig. 20.2,
that is, the cues that provide information about the depth using only information
from a single view. The binocular depth cues (also of level 1 in Fig. 20.1), depicted
in Fig. 20.3, are based on the fact that healthy humans have two eyes, and each of
these eyes provides a slightly different view. The binocular vision is based on two
aspects, the convergence of the eyes to the object of interest, called “vergence”, and
the focus on the considered object using the variable lens-system of the eyes, referred
to as “accommodation”. The retinal images are processed by the brain to understand
the position in depth of the elements in the scene.

Besides the source of depth information from monocular and binocular cues, it
should be considered that the depth perception itself has two different aspects: the
depth quantity and the depth quality [60].

The depth quantity describes how much depth is perceived due to the 3D effect,
the depth quality provides information on the extent to which the depth rendering
appears plausible. In both cases, there are strong interactions between the monocular
depth cues and the binocular depth cues with regard to the construction of the per-
ception of depth. Indeed different combinations of monocular and binocular depth
cues can result in different amounts of the two dimensions of depth perception: for
example, the effect of blur was studied in [56, 58], the effect of light in [39, 43],
of relative size in [53], and of texture gradient in [20]. No general model has been
unanimously defined so far to model depth perception from monocular and binocular
depth cues. However, since studies have found that depth-cue pooling refers to a sta-
tistical inference problem, maximum likelihood estimation (MLE) has been used to
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consider the reliability of the depth cues when pooling information from individual
cues [32, 34, 39].

The depth quality is based on the monocular depth cues, the binocular depth cues,
how they are perceived and how they agree, taking also prior knowledge about object
shapes into consideration. Indeed, to achieve a realistic depth rendering, the camera
capturing has to consider how the sequences will be reproduced [11]. For example,
the “cardboard effect”, which is characterized by objects to appear unnaturally flat, is
caused by a contradiction between the monocular depth cues or general knowledge
of the object’s shape and the binocular depth cues that indicate that the object is
flat, when it actually is expected to have depth. This may happen, when the camera
distance was chosen for a reproduction on a cinema screen, but the video is displayed
on a smaller television screen. See [11, 62, 63] for the complete description of the
phenomenon and a measure of distortion based on shooting and rendering condition.

20.3.2 Visual Comfort (Level 2)

A major issue regarding 3D video reproduction is visual (dis)comfort (level 2 in
Fig. 20.1). It is widely assumed that beside artifacts due to poorly generated 3D
material (strong vertical misalignment, temporal misalignment, view inversion, win-
dow violation effect, lighting and color misalignment etc. [4, 13]), the source of
visual discomfort is due to the range of binocular disparity used. First, to ensure
binocular comfort, it is usually assumed that disparity values should remain smaller
than 60 min of arc. The second major problem is due to the vergence/accommodation
conflict, which is depicted in Fig. 20.4: in the case of a real object, the convergence
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Fig. 20.4 Vergence/accommodation conflict

of the two eyes to a specific object (vergence) is synchronized with the adaptation
of the lens to provide the focus on the light reflection of the examined object (accom-
modation). However, in case of a 3D screen, the position of the display, the light
emitting source, remains at the same planar location. Thus, the accommodation
remains fixed, whereas the vergence changes with the visual exploration of the depth
of objects in the scene by the observers. The visual discomfort is produced by the
stress due to the resulting rupture of synchronization between the vergence and
accommodation. The position of the objects in depth, their motion, and the display
size influence the visual discomfort significantly [22, 38, 49]. The limit of acceptable
vergence/accommodation difference has been related to the depth of field (DOF) of
0.2 diopters [64]. This defines a depth range around the sharp depth plane where the
image can remain sharp. This is motivated by the fact that the human visual system
does not always adapt the vergence and accommodation, and there is an area which
enables adaptation of the vergence without updating the accommodation.

Several other possible sources of visual discomfort need to be considered, notably
the conflict between depth cues such as the window violation, where objects “pop-
ping out” of the screen appear cut by the frame of the TV. These is an example of
interposition depth cue conflicting with the binocular depth cues.

20.4 Technical Aspects

Technically, 3D video has often been implemented as an extension of existing 2D
video chains. However, there are several differences [21]. Figure 20.5 depicts a typical
transmission chain. In every step of the transmission chain, new types of artifacts can
be found due to the specificities of 3D. A classification of these new artifacts based
on their origin can be found in [4]. In the following, links between the artifacts and
the respective cues and layers as of Fig. 20.1 will be discussed.
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Fig. 20.5 Typical transmission chain

20.4.1 Capture

The production of high quality 3D material is one of the most challenging tasks
for 3D video. The use of multiple cameras has induced new kinds of artefacts that
may significantly affect quality, such as keystone, or depth quality as related with
the cardboard effect, the puppet theater effect, etc. [4]. In addition to these quality
aspects, inappropriate combinations of shooting and display conditions can result in
highly uncomfortable contents [11], for example due to too high values of disparities.

In addition, other factors due to the use of multiple cameras can impact the comfort,
such as vertical misalignment, brightness and color misalignment, temporal offset,
different focus point, window violations etc. These factors must be monitored and
minimized during the acquisition process [16].

20.4.2 Post Production

In the post-production process, a lot of effort is spent to conceal the artifacts from
capture such as brightness, color, vertical alignment between stereoscopic views,
correction of geometrical distortion due to lenses. However, these steps cannot solve
the issues around the quality of the depth reproduction. Moreover, any processing
to make the content available for a different screen size than the original target one
may result in a distortion of the depth rendering, due to conflict between monocular
and binocular depth cues. The format conversion from the separate views to one of
the 3D formats such as “frame compatible” or the “Multi-view plus depth” (MVD)
format [52] can also induce new kinds of distortion: loss in spatial resolution for
the first one, and synthesis distortion for the latter. The synthesis errors are, at this
particular step of post-production, due to the high complexity of the depth estimation
from multiple views, if it is required to estimate depth. Indeed the problem of stereo
correspondence has not been solved yet, in spite of its long history. The interested
reader in the development of such algorithms can refer to [45] where respective work
from the early eighties is referred to. Traditional approaches employ assumptions
about the physical world, the piecewise-smoothness of the surfaces and assumptions
on the camera calibration and epipolar geometry [45], to enable finding solutions to
this highly underconstrained problem.
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20.4.3 Encoding

The effect of coding on 3D video QoE is multiple. Depending on the representation
format and coding algorithm used, transmitted as simulcast, MVC, frame compatible
or depth image based rendering (DIBR) [52], loss of spatial resolution may occur.
Coding itself has also been found to affect the perceived amount of depth, in addition
to the impact on perceived quality [61].

Moreover, one issue specific to MVC and Simulcast approaches is the possibil-
ity to perform asymmetric coding, which will result in different perceived quality,
depending on the kind of artefact: for example, in case of coding, image quality is
perceived as the average of the quality of the individual stereoscopic views [46].
In contrast, in case of blurring, image quality is perceived as the maximum quality
between the quality of the two stereoscopic views [46, 50]. As a consequence, down-
scaling before encoding and transmission has been found as an efficient approach to
increase overall quality [55]. However, these studies only consider short sequences,
and the long-term effect of such approaches is still unknown, and may be related
with the effect of discomfort and visual fatigue. Results in this direction were shown
by Seuntiëns, where highly asymmetric coding conditions have shown a significant
increase of Eye-strain [46].

MPEG is in charge of the development of the 3D extension of the HEVC standard
for 3D video encoding based on depth image based rendering (DIBR) [52]. One of
the issues at the coding level is the allocation of the bitrate between texture and depth
[7]. Different allocation scenarios will result in different kinds of distortions, either
in the texture or in the depth rendering of objects. These distortions are mainly visible
at the texture quality level (layer 2 of Fig. 20.1). This was studied in [46], where it
was shown that both image quality and depth are affected by coding, but the effect
on image quality is much stronger than on perceived depth.

20.4.4 Transmission and Decoding

The effects due to the transmission of 3D video do not principally differ from the 2D
case. However, packet loss during transmission has a significantly different effect
on the overall quality than for 2D, since in addition to pictorial degradations, it
adds binocular rivalries, which make contents painful to watch [33]. These binocular
rivalries are due to asymmetric distortion of the pictures. In this particular case,
switching back to a 2D presentation might even be preferred by the users, when
transmission error only affect one view [2]. Other alternatives for the concealment
of 3D video transmission errors may also be considered, for example looking into
redundancies between the stereoscopic views [40].

In the case of DIBR, one particular issue is the one of decoding, since this process
requires the synthesis of the views from the transmitted texture and depth information.
Different algorithms are available for this purpose, as described and evaluated in [6].
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This process is particularly error-prone, since it requires inpainting for filling
occluded areas which were not available during acquisition, for example due to
the specific viewing angle of each camera during shooting. This results in a new kind
of distortion of the pictures.

20.4.5 Display

3D displays do not directly show the decoded signal to the user, but carry out some
processing before reproduction. Displays have different sizes and different resolu-
tions. Depending on the technology employed (passive, shutter, autostereoscopic
[41]) and the display size, the displays have different 3D rendering abilities [1, 12,
28]. In addition, displays can produce new kinds of artifacts such as crosstalk, with
specific implications: ghosting, the picket fence effect, flicker, shear distortions, etc.
[4], which may strongly affect the perception. To evaluate the quality of the displays,
standardization efforts on the characterization of the displays are underway by the
International Committee for Display Metrology (ICDM) [23]. The produced standard
provides an in-depth description of the methodologies for achieving the character-
ization of the display properties such as crosstalk, contrast, luminance, effect of
head-tilt, etc. [47].

20.5 Evaluation

In Sect. 20.2, a general model of 3D video QoE has been discussed, and the need
to introduce new evaluation concepts regarding “naturalness” and “immersion”, to
capture the multi-dimensionality of 3D QoE. The purpose of this section is to provide
additional information on evaluation methods using perception tests and instrumental
algorithms.

20.5.1 Subjective Evaluation

Assessing the added-value of 3D as compared to 2D video in quality tests is chal-
lenging. The evaluation of multidimensional quality perception as experienced in
3D using single-scale methods such as absolute category rating (ACR) tests was
found to fail. An evaluation using a single perceptual scale cannot well capture such
high-level concepts as shown on the top layer in Fig. 20.1, “Quality of Experience”
[30, 33, 46]. Lower-level concepts, up to the level of “naturalness”, “immersion”
and viewing experience may however be measurable in perception tests using single
scales, if one experiment per scale is targeted [30, 46, 60].
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For tackling the overall QoE, however, other evaluation concepts or methodolo-
gies may succeed. Explorative studies using small groups of test participants may be
used for the identification of the dimensions involved with 3D QoE. Sensory profil-
ing techniques such as the Open Profiling of Quality can be used, too, to let the test
participants define the evaluation concepts they find relevant [51]. Other evaluation
paradigms using multiple stimuli allowing comparisons between different presenta-
tions such as the SAMVIQ methodology combined with an appropriate evaluation
concept can also be considered [60]. This enables the test participants to sequen-
tially compare different test conditions, and help them to perform the evaluation by
having direct comparisons between the sequences. In addition, the ability to adapt
scores after several inspections of the different test conditions can also contribute to
achieving higher accuracy in the subjective ratings [29]. Still, the problem persists
that participants understand and use adjective scale terms such as “more natural” in
different ways. Considering that some of the tasks asked for 3D video QoE evaluation
may be difficult for the test participants, the use of paired comparison methodologies
can be particularly meaningful. It transforms a difficult question, which takes into
account many factors, into a simple binary decision of preference. This is particularly
useful for measuring complex concepts such as 3D video QoE in terms of a global
measure taking into account all the dimensions involved, such as display size [24],
pictorial quality, visual comfort [37], or depth and comfort [35, 36]. This approach
also is closer to the concept of acceptance of one system compared to another [24, 35].
Performing a paired comparison experiment is usually time-consuming, but methods
have been adopted that allow for significantly reducing the number of pairs [15, 37].
The pairwise comparison data can then be analyzed to estimate perceptual scores
using the Bradley-Terry model or the Thurstone-Mosteller model [17], providing the
distance between the test conditions on the resulting perceptual quality scale.

However, these evaluation methods are time consuming and costly, and cannot
be applied to monitor real-time services. As a consequence, there is the need for
instrumental measurement tools, which will be presented in the next subsection.

20.5.2 3D Video QoE Prediction

Key issues that must be considered for 3D QoE prediction are the consideration of
which dimensions are to be predicted, and in which application scenario. In many
cases, 2D perceptual evaluation algorithms called “C4” [3] and defined in [10] already
show high performance as compared to subjective test data obtained for evaluating
traditional image coding algorithms, such as JPEG or JPEG2000, yielding a Pearson
correlation of 0.92 and RMSE of 0.36 on the 5-point ACR-scale [3]. Asymmetric
coding in case of JPEG or JPEG2000 compression can also be estimated well using
C4 by averaging the quality estimates for the two stereoscopic views, with resulting
Pearson correlation of 0.94 [9]. However, pictorial quality measured by C4 is only one
aspect, and visual discomfort can affect the QoE ratings. Obviously, these algorithms
only focus on pictorial quality, and only results from quality tests that target this



20 3D Video 309

quality dimension can be matched. Full QoE including the preference of 3D over
2D cannot be addressed with these algorithms, as discussed in more detail below.
Benoit et al. showed that 3D image quality prediction performance with the Structural
SIMilarity image quality metric [54] (SSIM) can be improved by considering the
distortion on the disparity maps in addition to the pictorial distortion, however, such
improvement was found to be minimal for C4 [3]. Improved approaches for the
consideration of pictorial and depth degradation in the context of H.264-based coded
video have been considered by Jin et al., by representing and evaluating the distortion
in a 3D space [25]. Their method decomposes the signal using a 3D Discrete Cosine
Transformation (3D-DCT) to consider different aspects in the distortion evaluation
process, such as frequency-based masking, the contrast sensitivity function (CSF) of
the human visual system (HVS), and luminance masking. This model shows a high
performance in comparison to subjective test data with a Pearson correlation of 0.92.

3D video QoE prediction is however not solved, since with a new application sce-
nario, the DIBR video coding scheme, traditional 2D objective metrics completely
fail to capture 3D QoE [5, 57]. From the twelve quality prediction algorithms com-
pared in [5], none achieves a higher Pearson correlation than 0.4. This is due to
the nature of the new kind of distortions induced by image synthesis, which are not
captured by traditional prediction approaches, and first alternative algorithms have
been proposed for this particular scope [5, 18].

In addition, the prediction algorithms mentioned in this subsection were com-
pared with quality scores obtained from an ACR-based test which, as explained in
Sect. 20.2, fails to capture the differences between 2D and 3D. The assessment of
evaluation concepts such as “naturalness” and “immersion”, which show the QoE
improvement of 3D over 2D, requires the prediction of the other factors at the level
2 of Fig. 20.1 in addition to pictorial quality: visual discomfort and depth. Prediction
algorithms for these two factors have been developed, namely for comfort [19, 42,
48], and for depth [32, 44, 65]. However, no instrumental prediction for the over-
all 3D video immersion or naturalness are available. This topic will require further
study, and should be a direction for future research on QoE prediction algorithms.

20.6 Discussion

Splitting the QoE concept for 3D video into multiple dimensions, and organizing
the different perceptual constructs into different layers, allows each of the aspects
that are involved to adequately be tackled. Each aspect may have different technical
causes, and its impact on the global QoE may depend on the severity of other aspects,
leading to complex dependencies. As a consequence, quality test methodologies, the
understanding of the human visual system (HVS), and the technical algorithms, both
on the service exploitation as well as on the measurement side, co-exist, interact,
and advance based on their results. Further understanding of the HVS will refine the
rules and guidelines that may lead to improved technology, while technical advances
allow for further isolating the influence factors on the HVS and the resulting QoE. An
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example is the current stereoscopic display technology, which has largely advanced
from high crosstalk, anaglyphic reproduction which were used in some cases for
TV such as in the United Kingdom in November 2009 [59], to better view sep-
aration, Full-HD active shutter technology. Another step forward may be expected
with the upcoming Ultra-High Definition (UHD) technology, which not only enables
line-interleaved polarized displays at Full-HD resolution, but also autostereoscopic
displays with reasonable resolution per view. Hence, the “4K” (3,840× 2,160 pixels,
i.e. 4 times HD resolution) will not only be of interest for higher definition 2D, but
especially is expected to significantly improve 3D display technology. OLED TV
will also provide the ability to enhance the overall experience by enabling higher
picture quality, which will also benefit 3D.

Currently, 3D display manufacturers and costumers are cautious with promoting
and accepting 3D content, since health issues have not been completely negated.
Visual discomfort, as the immediate sensation of an unusual and often unpleasant
state, may be captured from individual observer’s opinion or through questionnaires
such as the “Simulator of sickness” [8, 27]. There may, however, also be long-
term effects, such as the dry-eye syndrome known from 2D screens, that have been
subsumed under the term “visual fatigue”. Visual fatigue may be diagnosed in a
medical sense from various factors that may be reported by observers, or be measured
objectively. So far, only limited knowledge exists about the long term effects of
watching video on 3D screens, and adaptation effects may overlap with fatigue. Both
visual discomfort and visual fatigue may be predicted using objective evaluations
of the content shown on the screen. In the future, the measurement of QoE in 3D
video needs to take into consideration all the aspects shown in Fig. 20.1. When the
technological advances reach a similar level as in 2D, it is expected that the 3D
video QoE will be appreciated by the viewer, clearly outperforming the 2D video
experience.
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Chapter 21
Crowdsourcing in QoE Evaluation

Tobias Hoßfeld and Christian Keimel

Abstract Crowdsourcing enables new possibilities for QoE evaluation by moving
the evaluation task from the traditional laboratory environment into the Internet,
allowing researchers to easily access a global pool of subjects for the evaluation
task. This makes it not only possible to include a more diverse population and real-
life environments into the evaluation, but also reduces the turn-around time and
increases the number of subjects participating in an evaluation campaign signif-
icantly by circumventing bottle-necks in traditional laboratory setup. In order to
utilise these advantages, the differences between laboratory-based and crowd-based
QoE evaluation must be considered and we therefore discuss both these differences
and their impact on the QoE evaluation in this chapter.

21.1 Introduction

Quality of Experience (QoE) evaluations are usually performed in specially equipped
laboratories according to established protocols and methods. The QoE evaluation in
this standardised environment is well understood, allowing for reproducible and
reliable results. Unfortunately, there are also several disadvantages: the number of
simultaneous participants is limited, the demography of the subjects is often not
representative of the diversity encountered in the general population, the evaluation
environment does not reflect the majority of real-life environments in which the
stimuli are consumed and lastly, depending on the location, a possible reimbursement
of the subjects can introduce an additional financial burden.
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Crowdsourcing provides an alternative to this traditional approach, elevating many
of these issues by using the Internet to assign evaluation tasks to a group of online
workers. QoE evaluations are thus no longer performed in a laboratory, but con-
ducted via the Internet with participants from all over the world, in a multitude of
environments, representing real-life conditions. This not only allows us to recruit
the subjects from a larger, more diverse group, but also to either reduce the finan-
cial expenditures significantly or alternatively hire more subjects, leading to more
representative results. Moreover, the global worker pool allows for studies targeting
different demographics and cultures, usually not possible in evaluations limited to
the location of an evaluation laboratory. Another advantage of the distributed eval-
uation with crowdsourcing is the faster turn-around time and instead of days, test
campaigns can be completed within hours.

Moving from the laboratory to the crowd, however, is not as straight-forward as
simply generating a web-interface for an existing test. There are significant differ-
ences between laboratory-based and crowd-based evaluation with respect to concep-
tual, technical and motivational aspects that need to be considered when performing
the crowd-based QoE evaluation. But if the unique properties of the crowdsourcing
environment and their impact on the QoE evaluation are considered appropriately,
crowd-based QoE evaluation provides an efficient, simple, cheap and more repre-
sentative alternative to traditional laboratory-based QoE evaluation

In this chapter, we provide a short introduction on crowdsourcing for QoE eval-
uation (Sect. 21.2), followed by highlighting the differences between the crowd-
based evaluation and the evaluation in the laboratory (Sect. 21.3). We then discuss
in detail the impact of the crowdsourcing environment on the QoE assessment task
(Sect. 21.4). Finally, we provide the conclusions and lessons learned from this chapter
(Sect. 21.5).

21.2 Background on Crowdsourcing for QoE Evaluation

Before we compare advantages and disadvantages of laboratory-based and
crowd-based QoE evaluation, this section provides a brief introduction into the
crowdsourcing-principle, common crowdsourcing platforms and reviews existing
crowd-based frameworks for QoE evaluation.

21.2.1 Crowdsourcing Concept

Crowdsourcing is a further development of the outsourcing principle, where the gran-
ularity of work is reduced as well as the administrative overhead. In outsourcing, tasks
are performed by designated workers or subcontractors, whereas in crowdsourcing
the task is submitted to a huge crowd of anonymous workers in the form of an open
call. Crowdsourcing tasks can be accomplished within a few minutes to a few hours
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and do not require a long-term employment. Tasks are often highly repetitive e.g.
image annotation or speech recognition, and are usually grouped in larger units,
referred to as campaigns. Most employers submitting tasks to an anonymous crowd
use a mediator who maintains the crowd and manages the employers campaigns.
These mediators are called crowdsourcing platforms offering web-based access and
services. Some platforms allow restrictions of the anonymous crowd for certain tasks
e.g. based on their country of residence.

Amazon’s Mechanical Turk (MTurk) [2], Microworkers [22], and Facebook [10]
are typically used Crowdsourcing platforms. MTurk and Microworkers are commer-
cial platforms with their own worker crowds also denoted as human cloud. For the
successful execution of a task, the worker gets paid by the platform on behalf of the
employer defining successful task completion. MTurk is one of the largest crowd-
sourcing platforms and is often used in research studies and in commercial third-party
applications. It provides an API, several filters and qualification test mechanisms are
available and the main workforce of this platform is located in the USA and in
India [24], but only US residents or companies can legally submit tasks to the MTurk
platform. In contrast to MTurk, Microworkers also allows international employers,
its worker are more diverse [12], and the redirection of workers to own servers or test
applications is permitted. Additionally, the employer can define specialized groups
of workers, based on certain skills, for example, workers from Germany with fluency
in French or based on the experience with the workers from previously conducted
campaigns. Microworkers does not offer some features of MTurk yet, especially
no API and neither elaborated test nor qualification campaigns, leading to a more
difficult identification of trustworthy workers.

Besides these commercial providers, Facebook and other social networks can be
used to recruit test users for free. However, redesigning a user test to be suitable for
a social network environment imposes a significant amount of additional work and
is not always possible. Also participants recruited from a social network might be
biased in terms of expectations or test behaviour and need to be provided with the
right incentives for participating such as gamification [25].

21.2.2 Existing Crowdsourcing Frameworks for QoE Evaluation

Crowdsourcing tests for QoE evaluation require the presentation and assessment of
the different stimuli in a suitable web-interface. Instead of implementing an appro-
priate interface separately for each QoE test, existing frameworks can be utilised and
we briefly discuss two examples of QoE evaluation frameworks for Crowdsourcing:
the Qudrant of Euphoria by Chen et al. [5] and QualityCrowd by Keimel et al. [18].

Chen’s Quadrant of Euphoria provides an online service for the QoE evaluation
of audio, visual, and audio-visual stimuli. It allows for a pairwise comparison of
two different stimuli in an interactive web-interface, where the worker can judge
which of the two stimuli has a higher QoE. Additionally, the platform provides
some rudimentary reliability assessment based on the actual user ratings under the
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assumption that the preferences of users are transitive relations: if a user prefers the
test condition A to B and B to C, the user will also prefer A to C. If this condition is
not met for a certain number of triplets, the user is rejected.

The second example, the QualityCrowd framework, is not an online service, but
a complete platform designed especially for QoE evaluation with crowdsourcing.
QualityCrowd is an open-source project that can be installed and modified with
relatively low effort on any suitable web server [28]. Using this framework a test can
consist of any number of questions, be compromised of videos, sounds or images, or
a combination thereof and it facilitates the use of different testing methodologies, e.g.
single stimulus or double stimulus, and different scales, e.g. discrete or continuous
quality or impairment scales. In its latest iteration QualityCrowd2, QualityCrowd
provides a simple scripting language allowing the creation of test campaigns with
a high flexibility, e.g. to combine video and still image evaluations, choose from
different testing methodologies, specify a training session and introduce control
questions to identify reliable user ratings and ensure high data quality.

21.3 Comparison of Crowdsourcing
and Laboratory QoE Studies

Crowdsourcing provides a compelling alternative to the traditional QoE evaluation
in the laboratory. The main advantage of crowdsouring is the vastly larger pool of
subjects with a significantly more diverse background compared to usual laboratory-
based evaluation, where the demographic of the test subjects is often rather limited.
Diversity in this context focuses on the cultural background of the subjects and the
resulting differences in the experienced quality between different countries. Although
the last disadvantage of the laboratory-based evaluation can easily be avoided by
recruiting the subjects more selectively, this issue is usually neglected and especially
in an academic setting often students with a similar background e.g. only engineering
students are selected for convenience. There are, however, also fundamental differ-
ences between a crowd-based and laboratory-based QoE evaluation in conceptual,
technical and motivational areas [17] as listed in Table 21.1.

Conceptual differences arise mainly from the fact that on the one hand crowd-
sourcing tasks are usually much shorter than comparable laboratory tests, and on
the other hand the test supervisors have significantly less control over the partici-
pating test subjects. In general, crowd-based QoE evaluation should be in the order
of minutes, whereas laboratory QoE evaluations are in the order of tens of minutes.
Hence, it is not always possible to map the structure of an existing laboratory eval-
uation directly to a crowd-based evaluation, but the structure needs to be split into
multiple smaller task. This also implies that unlike in the laboratory, not all test
conditions will be assessed by all subjects, making common statistical outlier detec-
tion not applicable e.g. ITU-R BT.500 [16]. Moreover, the test supervisors have
much less control over the subjects and therefore it is more difficult in crowd-based
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Table 21.1 Differences in QoE studies in the laboratory and with crowdsourcing

Differences Crowdsourcing Laboratory

Conceptual
Test duration 5–15 min 30–60 min
Outlier detection Common statistical methods Common statistical methods

often not applicable
Training Can not be ensured Training with feedback
Technical
Environment and equipment Real-life environment Standardised and artificial
Stimuli Mostly limited to Multi-sensory

web-supported audio and video
Design Limited by internet access, No limitations

web-browsers and devices
Motivational and subjects
Demography Global and diverse Local and limited
Incentives Mostly financial Financial and altruistic
Cost Cheap Expensive

evaluations to ensure a proper training of the subjects, in particular as no direct
feedback between supervisors and subjects is possible.

Technical differences are related to the web-based nature of crowdsourcing. In
contrast to the standardised environment and equipment in a laboratory-based evalu-
ation, the crowd-based evaluation is performed in a more real-life environment using
consumer devices, reflecting the everyday experience of people. This, however, also
implies that evaluations requiring explicitly a controlled environment e.g. for deter-
mining the thresholds of just noticeable differences of stimuli are not suitable for
crowd-based evaluation. Web browsers and consumer internet devices, however, limit
both the complexity and the stimuli e.g. no eye tracking or haptic stimuli, respec-
tively, are possible. Further the Internet transmission of the test contents has to be
taken into account in the implementation of the test.

Motivational differences are caused by the usually pure financial incentive for
the crowd-workers, unlike test subjects in laboratory evaluations that often have a
higher intrinsic motivation due to an interest in the evaluation’s goals. Hence it is not
uncommon that workers on the one hand try to cheat by providing bogus results, or
on the other hand do not evaluate the test conditions as diligently as subjects in the
laboratory, as the more evaluation tasks a worker performs, the higher his financial
gain is and thus the less time spent on a task, the better.

Differences in the reliability of the results between crowd-based and laboratory-
based evaluations are mainly due to the motivational issues described above, but also
due to conceptual and technical differences to the laboratory-based evaluation, as we
can neither ensure that the workers are properly trained, nor are we able to ensure
that the stimuli are presented as intended.
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Considering these differences, the limitations and reliability issues caused by the
conceptual and technical differences can be overcome by appropriately designing the
QoE evaluation with crowdsourcing in mind. The last issue related to the motivational
difference, however, is not as easily overcome as it is related to the workers and not
the infrastructure provided by the evaluations’ designers. Nevertheless with sufficient
checks, reliable results can be gained as discussed and demonstrated in the next
section.

21.4 Impact of Crowdsourcing Environment on QoE

In order to understand the impact of the Crowdsourcing environment on the QoE
assessment task, it is illustrative to repeat QoE assessment tests in the Crowdsourc-
ing environment and compare the achieved results. We discuss the unique influence of
the Crowdsourcing environment and the corresponding task design on the example of
two different subjective QoE assessment tests: one video and one image quality eval-
uation. For both examples, we use data from existing, well-documented laboratory
experiments and re-implemented the tests as close as possible in the Crowdsourcing
environment. Both tests were implemented with an interactive web-interface, pro-
viding a slider for continuous quality assessment similar to the slider used in the
laboratory set-ups.

21.4.1 Task Design and Incentives

The task design in crowdsourcing has to take into account the distributed and remote
test environment in order to ensure high data quality. The actual user ratings are
affected because of the QoE influence factors which are additionally emerging from
the remote setting and which are not directly controlled [11]. Thus, it is necessary
to monitor the users’ environment in order to identify additional influence factors on
the QoE assessment. For instance the effect of the viewing environment on quality of
subjective rating for QoE evaluation of video having coding distortions is well known
like the impact of devices [4, 23] or viewing conditions [3]. Reliability mechanisms
are necessary to identify and filter out ratings from unreliable users or wrong test
conditions, whereas incentive mechanisms aim at increasing the data quality. There
are several reasons why some user ratings are not reliable and need to be filtered out
in order to avoid false QoE results: wrong test conditions may occur due to errors
in the web-based test application or due to incompatibilities of the test application
with the subject’s hard- and software. Unreliable user ratings may also be caused by
unclear or too complex test instructions. Similarly, language problems may occur
with international users. Furthermore, there may also be cheating users who try to
submit invalid or low quality work in order to maximize their received payment while
reducing their own effort. This is even the case if the expected gain is very small [27].
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Reliability Mechanisms. Numerous efforts have been made in order to improve
the quality of the results submitted by the workers and to detect cheating workers.
Hoßfeld et al. [14] add different elements to check the reliability of the user in the
task design, consisting of consistency tests [1, 7], content questions [21], gold data
[15], and application-layer monitoring. Examples of consistency tests include, but
are not limited to the repetition of the same test condition twice, simple questions
that are unrelated to the test content like human computation of simple text equations
(‘two plus 3=?’) or knowledge questions like ‘In which continent lies Italy? Europe,
Asia, New Zealand’. Content questions take the content in the actual test contents into
account by asking, for example, ‘Which type of sport was shown in the video? Tennis,
football or horse riding’. Lastly, application-layer monitoring analyses measurable
properties like the response time of the user or the viewing time of a video. However,
all mechanisms mentioned above should not influence the true QoE assessment test.

General Task Design. Beyond the integration of reliability mechanisms, a task
should be designed in such a way that there is no incentive for the user to cheat. Kittur
et al. [20] concludes that a task should be designed in such a way that cheating takes
approximately the same time as faithfully completing it. Eickhoff and de Vries [9]
discourages cheaters instead of detecting them by appropriate task design. Tasks that
require creativity or abstract thinking decrease the ratio of cheaters, as money-driven
workers prefer simple tasks over creative ones. However, too difficult questions or
too complex tasks may also discourage test participants. Therefore, a good trade-off
has to be found in practice. Also long tasks should be split into smaller tasks, as the
task duration has a severe impact on the cheater ratio. Workers’ share of previously
accepted submissions as provided by Crowdsourcing platforms, however, is not a
robust measure of worker reliability [9].

Incentives. Incentives play a key role in the successful use of crowdsourcing. They
ensure high data quality and are complementary to the reliability mechanisms [13].
While monetary interests may be the key driver in commercial crowdsourcing, other
incentives address social aspects, entertainment and altruism [26]. Altruistic crowd-
sourcing is carried out by volunteers with a desire to help in, for example, scien-
tific research or community work. Gamification is the concept to develop incentives
aiming at entertainment and fun for the subjects. Therefore games with a purpose
enable human contributors to carry out tasks as a side effect of playing online games,
for example, computation tasks [25] or data/image labelling [8, 30]. Gamification is
strongly task related and there are no general guidelines on how to design a game espe-
cially for QoE assessment. Nevertheless, the results using the gamification approach
are very promising. For example, [8] shows that gamification reduces fake ratings
significantly by a factor of five and that innovative, creative tasks are less likely to
invite cheating, increase data quality and efficiency. In summary, gamification has
the potential to make crowdsourcing an even more powerful tool for quality testing.

Example: Video Quality Test Results. We illustrate the influence of different
incentives and task designs on the user ratings on the example of a video quality eval-
uation. The video quality test is based on a laboratory test performed by De Simone
et al. [6] and the corresponding EPFL-PoliMI data set consists of six video sequences,
compressed with H.264/AVC at different bitrates and transmission errors, resulting
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Fig. 21.1 Differences of
the MOS values between
two video quality studies in
terms of the a pearson linear
correlation coefficient in the
upper part of the matrix and
b mean squared error (MSE) in
the lower part. Additionally,
a linear regression curve is
provided
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in 78 different processed videos with corresponding MOSs. One unique feature of
this data set is that the test was performed in two different laboratories, at EPFL
and PoliMi, allowing us to also compare the results from Crowdsourcing with the
inter-lab agreement in this test.

The experiments were re-implemented with two different task designs with the
QualityCrowd framework [18, 19] and different demographies. The crowd used in the
test is indicated by the two ending characters (‘-ST’: students; ‘-MW’: Microworkers;
‘-Fb’: Facebook) in Fig. 21.1. The first adaptation of the video test to the Crowd-
sourcing environment is a straight-forward task design, where each task consists of
exactly one video to be assessed, denoted as QualityCrowd1 (‘QC1’). In the sec-
ond adaptation, each task consists of five videos including content questions and
additionally each worker was required to participate in a training task, denoted as
QualityCrowd2 (‘QC2’).

Figure 21.1 shows the Pearson correlation of the MOS values between any two
video quality studies in the upper part of the matrix, and the lower part quantifies
the difference of the MOS values in terms of the mean squared error. Figure 21.2
compares the MOS values for certain test conditions with the results from the ‘EPFL’
laboratory study and we can observe the following:

1. Crowdsourcing leads to similar results as in the lab (e.g. ‘QC2-Fb’ and ‘EPFL’).
2. Crowdsourcing frameworks with reliability checks (QC2) lead to better results.
3. Users with the same incentives, altruistic users in ‘QC1-St’ and ‘QC2-Fb’, paid

users in ‘QC1-MW’ and ‘QC2-MW’, and lab users in ‘Polimi’ and ‘EPFL’ provide
similar MOS ratings. However, subjects with different incentives can not fully
replicate the behavior of all users as also concluded in [23].

4. Paid Crowdsourcing users providing unreliable ratings have a severe impact on the
MOS as seen in ‘QC1-MW’. Consequently, reliability and screening mechanisms
must be included in both test and the analysis.
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Fig. 21.2 Impact of test envi-
ronment (laboratory or crowd-
sourcing) and incentives (paid
vs. altru-istic crowdsourcing)
on the MOS values in the
video quality tests
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5. Results from laboratory- and crowd-based evaluations may differ absolutely, pos-
sibly caused by different incentives or context and users, but the shift of the curves
can easily be taken into account by a normalisation procedure.

In summary, the results achieved with workers acquired in a social network show
similar results to the inter-lab correlation between different evaluation laboratories,
regardless of the chosen task design and the integrated reliability mechanisms. Yet,
workers hired with purely financial incentives on common Crowdsourcing platforms
provide results that clearly depend on the task design: for our simple design in
QualityCrowd1, without any worker training and control question, the results are
significantly worse than the results achieved with the two-stage design [13] of training
and content questions in QualityCrowd2.

21.4.2 Broadening QoE Research

Crowdsourcing offers unique possibilities for QoE research, allowing the investiga-
tion of research questions so far not considered or not feasible to consider. Using
the example of image quality evaluation, we will sketch how Crowdsourcing gives
researchers a powerful tool for QoE assessment. Perceived quality is influenced by
factors on four different levels: context, user, system, and content. In image quality,
the content level addresses format and resolution, but also the general type of content
like landscape photos or clip-arts. The technical influence factors are abstracted on
the system level. They cover influences of the devices, the displays, the transmission
network to deliver the images, possibly causing waiting times or even image artifacts,
but also the implementation of the application itself like progressive image down-
load. Due to the low costs and fast turn-around of Crowdsourcing evaluation, these
categories may be analysed with a statistically sufficiently large number of subjects.
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Fig. 21.3 Results for image
quality tests conducted in a
laboratory with local subjects
and via crowdsourcing with
international users from Asia,
US, and Europe
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The user level includes psychological factors like expectations and experiences of
the user, but also memory and recency effects. The context level considers aspects
like the environment in which the user is consuming the service, the socio-cultural
background, or the purpose of using the service like entertainment or information
retrieval. Crowdsourcing enables new ways to research all these factors and quantify
their impact on QoE. For example, a QoE influence factor on the user level can be the
users’ expectations: those used to lower quality represented by low video resolution
will rate differently than those typically consuming higher quality as represented by
high video resolution. The expectation level may be closely related to the country of
the subject and users from different regions may have different expectations about
the provided content quality.

The impact of demographics on QoE is illustrated using an image quality test
as example. Wang et al. [31] designed and conducted a laboratory test and from
the resulting LIVE data set we selected 17 images and their corresponding MOSs
from the JPEG compressed images within this dataset. Figure 21.3 compares the
MOS values from the laboratory study with the results from the Crowdsourcing
study from different regions. Figure 21.4 shows the squared MOS difference from
the different regions to the LIVE dataset, normalised by the absolute MOS value
from the laboratory. We can see that there are differences (up to 1 MOS value) across
regions for MOS values below 2.5. For higher image qualities, there is no impact of
the demographics. For this experiment, the results from US and Europe lead to very
similar results, while the subjects in the laboratory and the Asian worker agree in their
image quality ratings in that study. Note that the laboratory study was performed in
the US in 2004 and this could explain the agreement of Asian and labratory subjects,
as expectations may change over time regarding image quality. Similar results of the
impact of demographics on MOS was also observed in other studies e.g. regarding
web aesthetics [29].
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Fig. 21.4 Results for image
quality tests obtained via
Crowdsourcing with inter-
national users from Asia,
US, and Europe, compared
to the results from a labo-
ratory study using the mean
squared error, normalised by
the absolute MOS value from
the laboratory. Additionally,
the mean absolute relative
error (MARE) over all images
is shown
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In summary, Crowdsourcing enables extended studies on the various QoE influ-
ence factor, often not possible in a single laboratory, where the influence of these
factors is often not noticeable due to the restricted pool of subjects. Still, the influence
factors are not or only partly under control in a crowdsourcing campaign and it is
necessary to monitor and track all these additional QoE influence factors.

21.5 Conclusions and Discussions

Crowdsourcing offers new possibilities for QoE evaluation by moving the evalua-
tion task from the traditional laboratory environment into the Internet and enabling
researchers to easily access a global pool of subjects for the evaluation task. The
advantages of Crowdtesting are reduced time and costs for tests, a large and diverse
panel of international users, and realistic user settings, allowing us to circumvent
bottle-necks in traditional laboratory setups. However, conceptual, motivational, and
technical challenges emerge due to the test environment. Therefore appropriate mech-
anisms like reliability checks or training phases must be included in the task design.
In doing so, crowdsourcing offers the possibility to broaden QoE research and to
study additional influences on content, user, system, and context level like the impact
of incentives or demographics on QoE as discussed in this chapter. With advances
in the research on incentives like gamification, crowdsourcing has the potential to
be an even more powerful tool for quality testing. One of the major advantages of
crowdsourcing studies is also that real-world problems and influences on QoE are
intrinsically emphasized.

In principle, crowdsourcing could be used for the assessment of any stimuli and
interactivity, using any type of subjective methodology. In reality, however, we are
faced with several limitations on the possible scope of QoE crowdtesting. The main
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technical factors limiting the scope of QoE assessment are bandwidth constraints and
support of the workers’ devices to present the required stimuli. Although 2-D video
and audio capabilities have become standard at most devices, 3-D video and audio
capabilities or high dynamic range (HDR) displays cannot be readily assumed to be
available. The support for other stimuli, for example, haptic or olfactory stimuli, is
nearly non-existent in common computer hardware as used by the workers and thus
these stimuli are currently not suitable for QoE crowdtesting. Besides these technical
factors, QoE assessment methodologies requiring the interaction between different
workers, e.g. for interactive video conferencing, are possible, but challenging in their
execution. Taking these limitations into account, QoE crowdtesting is feasible for
typical web applications like web browsing or file download, 2-D video, image and
audio QoE assessment tasks, where the usable formats depend on the bandwidth
requirement.
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Chapter 22
Web Browsing

Dominik Strohmeier, Sebastian Egger, Alexander Raake, Tobias Hoßfeld
and Raimund Schatz

Abstract The Chapter provides an overview of Quality of Experience research
for web-browsing, highlighting recent research trends. It indicates how Web-QoE
assessment has evolved from the mapping of technically measured page-load times
to quality estimates to the notion of perceived page-load time. Here, the considera-
tion of the user’s current task and respective role of individual element load times
is discussed. The interactive nature of web-browsing is further analyzed in terms
of temporal effects regarding the subsequent page access of users during typical
browsing sessions. Finally, the chapter provides an outlook on future challenges
related with the increasing complexity of web-services and respective page-loading
processes.
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22.1 Introduction

For many users, the Internet has turned into one of the most pervasive means of
accessing multimedia services. For many of us, it plays an important role in our daily
lives. Significant technological progress of recent years has transformed the Internet
from a simple data sharing network into a sophisticated, but complex ecosystem
[3, 12]. This evolution has also set new requirements on maintaining and improv-
ing the performance of the Internet, especially in terms of improved Quality of
Experience.

Over the years, many sophisticated QoS-based approaches have been established
for network performance assessment and optimization [1, 14]. However, the Inter-
net’s performance is still impaired by high latency or low responsiveness of web ser-
vices, which represent critical problems for the end users. As shown recently, 67 %
of web users encounter slowly loading web sites weekly, 25 % of the users even daily.
For Internet Service Providers (ISPs), these figures show that user-perceived perfor-
mance of web services still is a critical issue. Studies have shown that 49 % of the
regular users will leave a web site and change to a competitor’s service due to expe-
rienced performance issues [8, 20]. Consequently, optimization of Future Internet
web services based on QoS-based approaches and purely technological paradigms
does not sufficiently capture the requirements to meet or enhance the end-users’
satisfaction with these services.

While existing QoS approaches for optimizing web services deal with perfor-
mance aspects of the physical system, Web-QoE, defined as “Quality of Experi-
ence of interactive services that are based on the HTTP protocol and accessed via
a browser” [9], focuses on the optimization of web services by understanding the
end-users’ perception of performance. The critical issue in this context is perceived
waiting which occurs after requesting a web site until it has been fully loaded in the
browser.

This chapter provides an overview of recent Web-QoE research. It discusses wait-
ing times1 as the key metric for assessing Quality of Experience for web-based
services. Going from single page requests to a series of consecutive page views,
it also outlines the importance of temporal considerations as well as the interactive
nature of the service. Especially interactivity and the related tasks which users want to
accomplish have shown to be a major QoE influencing factor beyond network-related
performance parameters.

1 Note that we use the term time when we address physically measured time as well as perceived
time. However, in some cases the term duration may be more appropriate, for example for addressing
the duration of a stimulus or in general perceived duration.
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Fig. 22.1 Page view cycle

22.2 From Single Page Requests to Sessions
and Flow Experience

Waiting times while requesting a web page have been regarded as the crucial QoE
influencing factor on web-QoE. From a network perspective, these waiting times
are the results of delays which occur at various points of the Internet. According to
Butkiewicz et al. [3], especially the inclusion of third-party services (e.g. analytics,
advertisements) into modern web services significantly increases the content and
service complexity for a single website request—and leads to various delays. Ager
et al. [1] and Poese et al. [14] show that content transmission over CDNs and multi-
server structures has become an issue for network-based optimization of the Internet.

However, for an individual web user, it is irrelevant at which part of the complex
end-to-end transmission a delay occurs. For him, all occurring delays sum up to
a total waiting time from the page request to the fully loaded page visible on his
screen. The perception of a single page request has recently been described using
the page view cycle as shown in Fig. 22.1 [10]. Starting from requesting the page
by an explicit click on a link for entering a URL, several conditions are reached as
perceivable events for users to estimate progress of the page request—and as anchor
points for estimating waiting times.

After requesting a page by a dedicated mouse click, key stroke, or even touch
event, the browser window turns blank at t1. The status of the progress bar changes
at t2 showing the progress of loading the requested website. Now, three important
events occur whose importance we will discuss in this chapter. At t3, the first ele-
ment of the requested page becomes visible on the screen. Then, elements will appear
progressively on the screen until, at t4, all elements are visible on the screen. Still, ele-
ments may not be loaded on scrollable pages outside of the visible pane. Technically,
this page load request is finalized after the technical page load time, marking the time
until all HTTP requests for this page have been fulfilled. Discussing perceived wait-
ing times as a key metric for understanding web-QoE presumes knowledge about the
relationship of the page view cycle events, technical page load time, and perceived
page load time is needed. Recently presented results show that significant differences
between the technical page load duration and the subjectively perceived time until
completion of a single page request exist [16]. Users were asked to request a series
of different web pages. For each request, they marked the point in time at which
they considered a page to be loaded. Figure 22.2 shows the technical and the per-
ceived page load time for different page types (and three different pages within each
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Fig. 22.2 Perceived subjec-
tive versus application-level
PLT for different web pages
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type, e.g. front page, search results and article detail page for Amazon). The results
show large differences between technical and perceived completion time, with ratios
ranging from 1.5 up to 3 (where 1 would be the exact match between subjective and
application level PLT).

Although technical and perceived page load time differ significantly, web-QoE
monitoring requires reliable metrics attached to controllable events during the page
view cycle. The simplest solution which has been used so far is the application of
the overall page load time (OPLD). In these applications, the controlled time events
relate closest to the technical page load times. During different tasks like browsing
through a picture album or performing online searches, the request for the next picture
and search results are delayed for a certain amount of time. Figure 22.3 shows the
results for different tasks performed.
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Table 22.1 Logarithmic
mapping between waiting
time x and MOS f (x) as
illustrated in Fig. 22.3

Application Mapping function

Web f (x) = −1.19 ln(x)+ 5.23
Voice f (x) = −1.61 ln(x)+ 5.90
E-mail text f (x) = −1.42 ln(x)+ 5.64
E-mail attached f (x) = −1.27 ln(x)+ 6.03
Download f (x) = −1.14 ln(x)+ 5.57

It can be seen that for different tasks the assumption is valid that the overall
waiting times are the key metric for estimating QoE for these independent page
requests. Differences between the tasks relate to different sensitivity or acceptable
levels for waiting times. While other studies [17] observed an exponential relationship
between download time and QoE based on the IQX hypothesis [6], a logarithmic
relationship between waiting times and Mean Opinion Scores can be identified with
the appropriate mapping functions given in Table 22.1. As basis for this finding, the
Weber-Fechner law has been identified and was successfully applied for monitoring
web-QoE of single page requests [5].

However, several web studies confirm that web browsing is an interactive activity.
Even pages having plentiful information and links to other pages tend to be regu-
larly viewed only for a brief period. Thus, users do not perceive web browsing as a
sequence of single isolated page retrieval events but rather as an immersive flow expe-
rience. The notion of flow implies that the quality of the web browsing experience is
determined by the timings of multiple page-view events that occur over a certain time
frame during which the user interacts with a website and forms a quality judgment.
Recent literature refers to these consecutive page views as sessions. The question to
be answered is if the findings for single page requests still are valid for these ses-
sions. Are subjective page load times (sPLT) as proposed by standardization bodies
[10, 11] enough to capture Quality of Experience for web-based services? Can also
other events during the page view cycle (Fig. 22.1) have impact on Quality of Expe-
rience for web browsing? Egger et al. [5] recently concluded that the choice of sub-
jective page load time must be extended towards novel metrics to be able to reliably
model web-QoE with respect to the highly interactive nature of web browsing.

22.3 The Importance of Tasks and User Interaction

While the previously discussed approach of requesting a page and judging web-QoE
based on the overall waiting times must be regarded as a very passive way of accessing
the page, browsing the web is usually a highly interactive process. During sessions,
users access websites to perform specific tasks. Therefore, they request new web
pages, digest information provided, proceed to the next page by clicking a link until
finally they complete their dedicated task. Or users simply access news websites to
browse the content quickly getting an update of what is happening without dedicated
goals.
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Already before looking into web-QoE and waiting times specifically, studies
showed that a relationship between perceived delay and user tasks exist for task
based web browsing as described by Galletta et al. [7]. In their study on waiting
times for web services, they confirm perceived delays as the critical issue for the
acceptance of web services. However, they conclude that negative impacts of delay
are strongest when these delays are longer than users would expect them to be, or if
they occur in unpredictable patterns. Also Bhatti et al. [2] summarize that users of an
e-commerce service were strongly influenced by their expectations of the delay. They
describe that among the influence factors user expectation, the type of task, and the
method of page loading (all at once vs. incremental loading) are critical. Especially
differences between free-browsing tasks and specific actions intended with a page
request (like buying a product) showed to make a distinction between perception of
waiting times.

Looking into web-QoE, these findings offer interesting approaches for improving
the overall page load time approach. Recently, Strohmeier et al. [18, 19] introduced
the per-element load times to web-QoE. Their approach is based on the studies
of Bhatti et al. They assume that users perform dedicated tasks on websites—and
therefore interact with specific elements per web site to accomplish this task. This
can either happen on just a single page or expand over several pages to be requested.
The motivation for the per-element load time approach can also be seen in better
understanding the relationship between the different events in the page view cycle
and their impact on determining subjective page load time (Fig. 22.1).

In a first study, Strohmeier et al. [18] applied a single page and varied the users’
task on it (Fig. 22.4). The task was conducted on a news landing page. While in a first
round of evaluations, users simply requested the website for different overall load
times (free exploration), they were given a specific information assimilation task in
a second round on the same pages. In addition to the overall load times, Strohmeier
et al. [18] also varied the per-element load times for the elements which were needed
to finalize the information assimilation task which they called “who ate what”. These
specific elements either occurred at the beginning, in the middle, or at the end of the
page load process (element order)—and hence enabled users to fulfill their task after
different waiting times.

The results of this study show that task as well as per-element load times have
a significant effect on web-QoE beyond overall load times. For the free exploration
task during which users only requested the web page, Strohmeier et al.’s findings are
in line with the results of other web-QoE studies. Again, the logarithmic relationship
between overall load times and Quality of Experience can be found. However, an
interesting observation can be made for the task-based evaluation. In cases where
the elements related to the information assimilation task appeared early during the
page load process, Quality of Experience is not impacted anymore by load times
longer than 8 or 12 s, respectively. Users seem to apply different perceived times
for estimating Quality of Experience for these cases. In their results, they conclude
that the inclusion of tasks and measurements of task achievement look promising to
understand the differences between subjective and technical loading time.
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Fig. 22.4 Influence of task and element order on QoE

In a second study, Strohmeier et al. [19] extended the findings of their first study
into the evaluation of sessions. In this study, the evaluation is based on four con-
secutive page requests on a news website which users perform to find the “team
of the week”. The task was accomplished by following a click path across the four
pages. Within this second study, they varied overall load times, session duration,
and per-element load times. Here, the clickable element to proceed in the task either
appeared regularly (as fifth of 11 elements) or significantly delayed (as ninth out of
11 elements). The results in Fig. 22.5 confirm again that the overall load times as
well as the per-element load times have an impact on web-QoE also within sessions.
While, in general, the overall session times, i.e. the sum of single page load times per
session, seems to play an important role, significant differences for constant overall
load times can be found for varying element load times. In their study, Strohmeier
et al. calculated correlations of MOS, overall session durations, and task completion
times. Task completion time thereby was measured as the sum of measured times
from page request to the click on the element per page across sessions. The results
show that task completion time has significantly the highest correlation with the
Mean Opinion Scores.
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Fig. 22.5 Loading patterns for a series of four consecutive pages; task-based sessions

This shows that user tasks and related user interaction with web page elements
seem to be crucial for web-QoE modeling and monitoring beyond overall page load
times and the technically measurable delay times. Strohmeier et al.’s results [18, 19]
show that more reliable models for web-QoE can be obtained by (a) including per-
element load times into the models and (b) validate these models for different user
tasks. Overall, task completion time seems to be another important QoE influence
factor for web-QoE. Efficient execution of user tasks seems to contribute to web-QoE.
This motivates a multidisciplinary evaluation of web-QoE by extending evaluation
towards conventional usability assessment. There, extensive knowledge about user
interaction with web services already exists.

22.4 Discussion and Conclusion

Quality of Experience of emerging web services has become an important topic for
maintaining customer satisfaction as well as for optimizing existing technological
infrastructure. However, recent work has shown that it is important to understand
Web-QoE from a users’ point of view. Until now, the focus has been set on under-
standing the impact of perceived waiting time on Quality of Experience and on the
identification of which factors determine perceived waiting time. However, tech-
nically these waiting times can be the results of manifold delays in the end-to-end
system. The current knowledge about Web-QoE allows several conclusions for future
research and implications for using Web-QoE to be drawn.

Understanding key influencing factors: Existing models for measuring the
performance of web services in terms of QoE are still addressing a too limited
selection of metrics, and primarily technical page load time. Previous research and
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recommendations for Web-QoE [5, 11, 15] emphasize an understanding and mod-
eling of Web-QoE based on overall page load times. Recent results, however, show
that for accurate modeling of Web-QoE, more detailed diagnostic information about
the page load process like per-element load times [18, 19] or temporal effects within
sessions [9] is needed. This need is based on the interactive nature of web browsing
and the identified impact of user tasks and task accomplishment on Web-QoE.

Understanding users’ tasks: Beyond technical page load times, task completion
times have been identified as a key influencing factor for Web-QoE. In combination
with per-element load times, first results show that understanding tasks and the time
until accomplishment lead to more valid Web-QoE models. Thereby, the increasing
complexity and interactivity of web services leads to a limited applicability of purely
network-based solutions for monitoring QoE. Challenges for translating the impor-
tance of knowledge about tasks into network-based monitoring approaches lies in
additional requirements for estimating task performance at the client side. However,
this challenge also comprises the need for valid Web-QoE models for services in
which HTML5 or AJAX technologies are used. These recently enabled technologies
have led to the introduction of purely web-based operating systems (e.g. Google’s
Chromebook, Mozilla’s Firefox OS for mobiles) and the creation of desktop-like
applications like Google Docs or Yahoo Mail as viable alternatives to traditional
Microsoft Office or Mozilla Thunderbird, respectively. This advance in exploiting
the technological possibilities of the Internet introduces asynchronous loading of
web page elements from the network. This results in network traffic which is more
and more decoupled from the users’ experiences on their computer, tablet, or mobile
devices. So eventually, there will be challenges to map Quality of Experience to
measurable Quality of Service parameters.

Mapping Web-QoE and QoS: To successfully apply Quality of Experience for
prospective optimization of web services, mapping functions for relating QoE influ-
ence factors on controllable or measurable parameters of Quality of Service will be
needed. These measurable parameters need to rely on different monitoring points
of the end-to-end delivery chain to allow accurate, yet generally applicable models
for predicting end-user Web-QoE. Recently, studies showed that even simple match-
ing of waiting times (as QoE factor) and variation of bandwidth (as one source of
different delay times on QoS level) cannot be applied [4].
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Chapter 23
Mobile Human–Computer Interaction

Robert Schleicher, Tilo Westermann and Ralf Reichmuth

Abstract This chapter gives an overview on basic concepts and current research in
mobile human–computer interaction (HCI) by showing where it extends the notion
of interaction with stationary devices. Important differences next to basic hardware
properties (size etc.) are that the corresponding devices offer instant access to the
internet and are used in a variety of situations or contexts, where location information
so far appears to be the primary way to assess this context. As a consequence, a couple
of new research paradigms for field testing emerged, which are structured along the
dimensions of scalability (number of users) and research outcomes. The majority
of these studies appears to be rather exploratory, less explanatory at the moment.
Possible reasons as well as future research directions are discussed.

23.1 Introduction

Mobile devices like smartphones or tablets are becoming increasingly popular, and
may to some extent replace the desktop PC and laptop as the most prominent hard-
ware for human–computer interaction (HCI) [1]. Thus they are also in the scope of
research on HCI. Here, the approaches vary from considering them as just a rescaled
variant of a pre-existent device type (i.e. a “very small” laptop or terminal) to seeing
smartphones as the core element of ubiquitous computing, where people will con-
stantly exchange digital information with their environment, exploiting numerous
sensors and actuators. While the notion of very small laptops may immediately be
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refused by the reader as hopelessly outdated, it can still serve as a starting point for
examining what is special to mobile HCI, and in many cases this conservative view
can explain typical phenomena just as well as an approach that draws mostly from the
notion of unprecedented ubiquitousness as envisioned by Mark Weiser (e.g. [32]).
We will try to cover both aspects in this chapter and point out their potentials as well
as shortcomings, especially with regard to related research paradigms and findings,
where a similar distinction can be made between applying established research tech-
niques to a new artifact, the mobile device, versus using this artifact to also develop
new methods to study its use. This will be the second part of this chapter. The final
section then outlines possible future developments and research directions.

23.1.1 Mobile Devices Versus Mobile Interaction

The fact that the devices are intended to be carried around already imposes several
constraints on the corresponding hardware and basic functionalities, namely:

• Limited size and weight, with the most obvious consequence for interaction prob-
ably being the limited screen size next to the limitations in battery life.

• Increased demand for robustness, resulting in the desire to remove as many pre-
determined breaking points in the hardware as possible, e.g. less physical controls
like buttons or rotating wheels.

• Varying access to networks and restricted bandwidth.

On a hardware level, these limitations are commonly tried to be compensated for by
incorporating additional sensors in the device: For example, the desire to maximize
screen size and avoid physical controls has led to the installation of touch-sensitive
displays, so that the same area can be used for in- and output without requiring
additional accessories like a mouse. While this interaction type is appreciated by
many users and appears to be the prevailing interaction paradigm for mobile devices
at the moment [5], it also brings new issues, e.g. the fat finger problem [34], referring
to the fact that unlike with a mouse, the touched area is occluded for the eyes, and
that a finger touch is much more imprecise than pointing with a mouse in terms of
addressed pixels. As a consequence, the number of functionalities available on a
single screen or within one mobile application (“app”) is usually quite lower than on
common PC software.

A more interaction-focused view would favor another explanation for this phe-
nomenon: mobile phones are frequently used for occasional interactions like briefly
checking mails or searching for a location on the go, where these tasks in part appar-
ently serve to kill idle time [9]. Users spend an average of 2 h and 38 min per day
on smartphones and tablets, 80 % of that time inside apps [20] with about 4 min per
session on smartphones (8 min per session on tablets [11]). This fact taken together
with demands of a competing main task like walking requires the user interface to
be of manageable complexity, and probably manageable with a single hand [27].
In addition, context factors like lighting may also ask for simplified graphical user
interfaces (GUI).
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In a similar vein, the tendency to use mail programs on mobile devices to mostly
check for and read new emails without writing longer replies can be understood
as a new way of frequently passive ambient mobile communication which focuses
on awareness (of what is going on) as a consequence of the increasing amount of
information users are bombarded with [4]. Alternatively it could be explained with
the awkwardness to use the virtual keyboard most mobile devices are equipped with
for typing longer texts as still expressed by many users [25]. Another reason is that
some users take advantage of the instant access mobile devices offer to emails etc.
as a pre-check to subsequently decide whether it is worth to turn to the workstation,
and directly refer to the lower physical as well as temporal effort as the driving force
[2]. Here, the lower weight and size, and the always-on property of mobile devices
may be the crucial factors, less a new way of human–computer interaction, especially
as this behavioral pattern is also an important motivation for accessing the mobile
internet at home [8, 9].

In this context, it is worth taking a brief look at the differences between smart-
phones and tablets again as described in Farago [11]: They are often summarized
under the term mobile, but the differences suggest that these may also be treated
differently from a research perspective: While on both apps are used throughout the
whole day, tablets show a greater spike of usage during evening time from 7 p.m. to
10 p.m. This may indicate that tablets are more often used alongside leisure activi-
ties like watching TV. In addition, time spent across app categories differs between
smartphones and tablets. On an abstract level, tablets seem to be best suited for con-
suming media and entertainment (Games, Entertainment, News) and smartphones
rather for communication and task-oriented activities (Social Networking, Utilities,
Health and Fitness, and Lifestyle). While Games is the category users spent the most
time with on both devices, their usage is more prevalent on tablets with 67 % com-
pared to smartphones with 39 % of total usage time [11], which also complies with
the notion of relaxing on the couch. If an inherently stationary context like at home
is so popular for mobile device usage, the question arises, what actually has to be
considered mobile.

23.1.1.1 Mobile: The Context Factor Location

Mobile in a strict sense means that the device is portable and that it is intended for
the use underway. To avoid dilemma such as whether waiting somewhere is really
mobile, it is more common to speak of the mobile context in which the mobile device
is used. Unfortunately, there is no consistent definition in the literature for the term
context and its distribution into a set of context factors. For instance Schilit et al. [28]
see context as “where you are, who you are with, and what resources are nearby”.
Furthermore, Schmidt et al. [29] divided the context of use into a set of different
factors. First, human factors are classified into information on the user, the user’s
social environment and the user’s tasks. Second, physical environment is classified
into location, infrastructure and physical conditions.
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However, for the designer of a specific mobile application this general model of
the context of use may be difficult to implement. Two things have to be kept in mind
when incorporating context-dependent information in applications: First, there are
many factors given of which some are very complicated to detect like the user’s social
environment. Second, there must be a benefit for an application to include a context
factor as it in most cases goes at the expense of application complexity and perceived
data privacy, and the benefits of context factors may differ. Still, there are some factors
that are of primal relevance in a lot of cases. We will focus on these. Next to time, the
context factor location plays an important role. Humans have temporal and spatial
regularities [14] which make this factor easier to detect and furthermore, the location
is related to the user’s activities. That is why this information is often used to design
context aware applications. An important aspect of the location is whether the user is
on the move or stationary, because this is associated with certain behavioral patterns.
Verkasalo [31] found that people often use multimedia applications while they are
on the move and use games rather at home, which also accounts for the major part
of mobile web access there [8] up to the statement that the user’s home appears the
most common place for smartphone usage in general [31].

Relevant context configurations can be narrowed down more when looking at
specific type of tasks, e.g. the use of mobile internet services. For instance Lee
et al. [21] found that 0.2 % of all possible context configurations account for 24 %
of all sessions, and in only about 18 % of all possible context configurations the
participants used mobile internet services. This knowledge may be used to consider
only certain contexts for an application and focus the classification on those. In
line with this, some interesting contexts could already be determined automatically,
i.e., requiring no user feedback. For instance, a small number of context-relevant
activities like walking, jogging, going by bus or subway could be detected with help
of an architecture using the smartphone sensors [16]. Knowing the first 12 h of a
user’s location pattern like being at home, work or elsewhere, this could predict the
next 12 h states of a user with help of a machine learning algorithm [10]. Once the
context is detected it may serve as the basis for designing context aware applications.
In summary, the most relevant context information to achieve this goal so far appears
to be spatial location, where the mere GPS data can meanwhile be enriched with
additional information using point-of-interest OS library functions.1

23.2 Research Paradigms

The relevance of mobility and use context also affects the research paradigms applied
to mobile HCI as classic laboratory research is to some extent limited here. Instead,
the increasing demand to conduct field studies has widely been acknowledged
amongst researchers, and established methods like online surveys, interviews, and

1 http://developer.apple.com/library/ios/#documentation/CoreLocation/Reference/CoreLocation_
Framework

http://developer.apple.com/library/ios/#documentation/CoreLocation/Reference/CoreLocation_Framework
http://developer.apple.com/library/ios/#documentation/CoreLocation/Reference/CoreLocation_Framework
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observations are used to learn more about mobile phone usage in situ. In its most
individualized form it means following mobile phone users like a shadow (thus also
called shadowing) to observe their actual behavior (e.g. [19]). While this technique
is also used in other domains with all its pros and cons like the need for substantial
human resources, the danger to change behavior due to the presence of an addi-
tional person etc., one disadvantage may be particular to mobile HCI, namely the
difficulty to see as an observer what is actually happening on the device screen.
Brown and Laurier [5] try to overcome this by capturing the screen of the mobile
device and equipping their subjects with additional wearable cameras. Here, using
the device itself as a data collecting tool emerges as a new approach, be it for explicit
user feedback (i.e. self-assessment) or implicit feedback via logging interaction and
sensor data like session length, location, ambient sound etc. Inclusion of both data
sources is preferable, as QoE ultimately concerns the user’s perspective as described
thoroughly in Chap. 2 of this book, and technical parameters thus need to be linked
to self-assessment. Froehlich et al. [12], Liu and Wang [22], and Möller et al. [24]
all present platforms that offer both, the option to collect sensor data as well as
self-assessment for different platforms. Still, they all recruited the participants indi-
vidually to either hand out mobile devices with the software pre-installed to the
participants [22] or offered face-to-face assistance to install it on the participants’
devices [24]. However, utilizing the mobile device for data collecting can also mean
that a study is conducted completely anonymously by publishing the corresponding
software in an app store and distributing it this way. As the number of participants
usually increases with this approach, it is also called Research in the Large or Large-
Scale studies. Good examples are González et al. [14] and Henze et al. [18], who
released a game to examine the systematic shift or offset between touched area and
target position on touch screens.

Extending the idea of releasing data collecting tools into the wild, it would in
principle not even be necessary to publish a full-blown app, but only offer some
libraries (APIs) other developers could include in their app to log data and thus
collect usage data across apps. Böhmer et al. [6] in part follow this idea. In general
however, this approach is rather pursued by commercial suppliers for app tracking
as it requires substantial support on the backend side, e.g. server space for data
storage etc.

Deploying data available from commercial providers is yet another way to conduct
research on behavioral patterns associated with mobile phone usage as was pursued
by González et al. [14] or Golder and Macy [13], who used twitter messages to
evaluate mood changes throughout the daily, weekly, and seasonal changes. Which
setup might be most appropriate relies on the specific research goal.

So far, the predominant research approach in mobile HCI appears to be explorative
or data-driven, which could be summarized as “collect user data to determine usage
pattern (to better understand/improve mobile HCI)”, less confirmatory or theory-
driven, where a clear research question with specific predictions, i.e. hypotheses
derived from a theory, is the starting point. If done so, it is rather the application of an
existing model of human behavior to mobile interaction. This might be due to the fact
that to our knowledge there are no well-established theories specific to mobile HCI,

http://dx.doi.org/10.1007/978-3-319-02681-7_2
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rather to human–machine interaction in general—e.g. the understanding of touch and
haptics as described in Chap. 18 of this book or the models on user experience given
in Chap. 3. One could ask whether there need to be mobile HCI-specific models at
all, but the discomfort many researchers express with simply transferring existing
models to this domain, and thus their step back to start with explorative studies and
the development of new research paradigms might indicate such a necessity.

As a consequence, many publications in that area so far devote much space to the
description of their research method or framework they collect data with (especially
if they aim at large datasets), and apparently less to the analysis of that very data,
which is in most cases rather descriptive, i.e. how people use a device or a service,
less explanatory, i.e. why people do so. For explanatory analyses, studies that rely on
classic ethnographic/usability testing methods associated with smaller sample sizes
appear to be at an advantage at the moment.

23.3 Research Outcomes

Although the generalizability of results based on a small sample is limited for behav-
ior that appears to depend on so many individual influences as mobile phone usage
does, Barkhuus and Polichar [2] for example report phenomena in their Californian
sample of n = 21 we also encountered like users having installed several weather
apps simultaneously on the phone to be able to compare predictions. Referring to
Chalmers and Galani [7] and Bell and Dourish [3], they use these case-study like
observations to exemplify how the notion of seamless ubiquitous computing may be
better replaced by seamful interaction, where users utilize a variety of applications
and accounts in a highly individual and sometimes messy manner. Still, subjects are
apparently not frustrated of having to deal with a patchwork of individual services
and do not express the wish to have one global system that satisfies all needs smoothly
and unnoticed as envisioned by Weiser [32]. Instead, Barkhuus and Polichar [2] con-
clude “Our research suggests the power of the ability to mix, match and interconnect
individual apps was in large part what has made the smart phone so successful as
a ubicomp device. Enhancement of this functionality may be the important direc-
tion that distinguishes successful mobile phones in the future.” (ib., p. 10). Such a
statement may be of higher value for evaluating the quality of experience of mobile
HCI than a mere listing of session lengths and app usage sequences determined by
a large scale study. In a similar vein, Salazar et al. [27] conclude in their helpful
literature review on usability guidelines for mobile phones that due to the use on
the go, typos and abbreviations in user input should be tolerated by applications, a
finding that could similarly have been derived from an ethnographic analysis of email
signatures which regularly include statements like “sent via mobile phone—please
excuse TYpos”—apparently users expect other users to accept such errors, and thus
might wish the same from the device.

We tried to depict the aforementioned relation of study scalability and level of
findings in Fig. 23.1, where we grouped the studies mentioned in this text according

http://dx.doi.org/10.1007/978-3-319-02681-7_18
http://dx.doi.org/10.1007/978-3-319-02681-7_3
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Fig. 23.1 Comparison of the scalability and level of findings in exemplary studies mentioned in
this chapter extending a classification of Froehlich et al. [12]

to their sample size/research paradigm and their respective outcomes. Rogers et al.
[26] used a combination of logging device data, observations and interviews with a
limited set of users. Though costly in terms of time and effort involved, they found
“a whole host of unexpected, context-based usability and user experience problems”.
While this setup may be not well-suited for large scale studies, insights were gained
that were less likely to be found with a large scale approach (e.g. emerging usability
problems when “placing the device in the palms of students on a cold spring day”).
On the other hand, using data from commercial services (e.g. [11]) allows for more
generalized but rather descriptive findings due to the large sample size. Please note
that in principle also the extensive data logging of the American National Security
Agency (NSA) as revealed by Edward Snowden [15] could be placed at this end of the
x-Axis. We refrained from doing so as there is little information available regarding
their level of findings as well as to what extent they are specifically targeting mobile
communication.

Of course we are aware that the relative lack of explanatory results might be a
transitional phenomenon, as one first needs to validate new methods before they can
be used to derive new findings that can be trusted, and we will try to give examples of
successful combination of both in the section on future research directions. However,
we see one reason why research on mobile HCI may be prone to the danger of
persevering on a descriptive level: the main innovation forces in mobile HCI are
hardware and software (operating system) manufacturers, probably much more than
in other areas of human–machine interaction, or at least with much shorter release
circles. At that pace, simply describing the state of the art is already a challenge
sometimes.

As academia and industry both share the same research goal, “to better understand
mobile HCI”, many of the improvements in new device/OS versions are likely to be
based on research results that were achieved in proprietary labs and have not been
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published, including the development of new research and testing methods. One
prominent example was Google’s Gmail Labs2 where users could opt in to try new
features which are probably rolled out at a later point in time for all and provide
feedback on these. As one can imagine, the size of the available user base is likely
to be extremely large compared to large scale studies in academia. This method of
testing new features or changes with a subset of the user base has been incorporated in
Google Play recently,3 too, and allows app developers to do beta-testing and staged
rollouts. Next to commercial interests, this platform could also be an interesting
testbed for future research questions.

23.4 Conclusions

We started by exemplifying that many phenomena observed in mobile human com-
puter interaction can either be understood as a new variant of classic HCI topics, or
as the manifestation of a completely new type of interaction. In our experience, many
issues of daily mobile phone usage can still be explained with adhering to the former,
conservative notion, e.g. adapted behavior due to response latency, interface restric-
tions etc., and thus would probably not even require the establishment of a new term.
However, one area where this notion falls short is the instant access to information
in various contexts, as mobile devices are used in a much larger variety of situations
than desktop or laptop computers were. Of all the possible context factors, location
appears to be the better-examined and exploited (in terms of available services) infor-
mation, as opposed to temporal variation for example (see Golder and Macy [13]
for an example of the latter). The importance of context factors also gave rise to a
couple of new research paradigms leading to much larger sample sizes as compared
to ‘classic’ field studies. However, one limitation we suspect is that the sheer amount
of data is rather used for descriptive, less for explanatory or even predictive analysis.
While this may be a transient phenomenon, one speculative explanation may be the
close relation to commercial product development and its rapid progress.

23.4.1 Future Research Directions

The close vicinity of research in mobile HCI to commercial product development
cannot be denied, but it should not lead to renunciation, because in many cases
it were the commercial innovations that made new directions in research possible
after all. Without the success of the iPhone, there would surely be much less large-
scale studies. One could even argue that the long-claimed notion of user-centered
design as an iterative process is now fully embraced and implemented in the mobile

2 https://support.google.com/mail/answer/29418
3 https://support.google.com/googleplay/android-developer/answer/3131213

https://support.google.com/mail/answer/29418
https://support.google.com/googleplay/android-developer/answer/3131213
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sector with its continuous software updates and frequent hardware releases. The style
guides of current mobile operating systems give extensive advice on how to exploit
the possibility of mobile hard- and software to maximize user experience, e.g. with
touch,4 almost matching up to HCI text books.

With that being said, the challenge is probably rather to establish distinct research
goals that are to some extent independent of progress in hard- and software devel-
opment. Within the currently prevailing Freemium concept of mobile services, apps
are almost considered as disposable articles by many users [23], and this has to be
taken into consideration when devoting resources.

Research in the commercial sector is usually under intensified time pressure and
thus focuses on results that can be monetized in the first place. The impact of mobile
devices on human behavior beyond that is presumably less considered. With regard
to future research methods, connecting large-scale logging with explanatory findings
from individual users to allow for explanatory large-scale/logging studies might be
a possible way to go. On the basis of McMillan et al. [23], we see great potential in
combining large scale studies with personal interviews, derive specific hypotheses
from those, and re-examine the available logging data in that regard. More often
than not, additional questions arise from logging data, and in these cases, a personal
statement may be desirable. Incorporating a functionality to obtain those in a way
that is coherent with the app itself as seen in McMillan et al. [23], where survey items
were presented as within-game tasks by which one could obtain additional points
may limit the obtrusiveness and help answering these questions. One potential way
of further minimizing the difficulties in directly approaching users is to make use of
apps that are targeted at geographically limited areas. An example is described in
Westermann and Möller [33], where an app is tailored to serve students of a university
campus. Pursuing this approach has the benefit of being able to invite users to take
part in a personal interview or additional lab study, as they are based nearby.

While it has some limitations, e.g. with respect to scalability or the target group, we
see one main advantage in the fact that users are becoming increasingly skeptical on
revealing detailed personal information without knowing about their further usage,
a tendency that has been intensified with the recent disclosures of secret service
data logging [15]. We explicitly mentioned it in the context of Large Scale studies,
probably irritating to the reader as there are many fundamental differences, most
obviously the proclaimed objective and the terms of participation. Still, this extreme
example served to hint at a general issue that is relevant for mobile HCI research,
namely to what extent the intrusion into the users’ privacy is perceived as acceptable in
the light of the outcomes. Chapter 2 of this book named the intention to assess random
experiencing without affecting it as one of the key challenges for future QoE research.
Mobile devices which are always on, always with me may be the ideal candidates for
that purpose, and the more the process of data collection is automatized, the less the
user appears to be aware of it. McMillan et al. [23] for example report that although
explicitly stated on its initial starting page, later interviews revealed that no user was

4 http://msdn.microsoft.com/en-us/library/windows/apps/hh465415.aspx
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aware that playing their mobile game actually meant providing data for a research
project. Thus, all involved parties have to carefully deliberate about whether it is for
instance really necessary to have the device log that someone is at home in a specific
study on interaction quality and how to convey this. Otherwise, research might be
confronted with comparable suspicions of snooping.

At the same time, people are actively seeking after products and services to collect
data on their own behavior to an unprecedented extent, for example in the quanti-
fied self movement [30]. Connecting these lay movements with academic research,
where people can get detailed feedback on the later analysis results and the derived
conclusions (at least in the form of accessing the corresponding papers), and where
commercial or clandestine exploitation is not the key intention, might extend the
citizen science idea [17] explicitly to mobile HCI. Finding research methods and
setups that are in addition not vulnerable to the aforementioned misuse might be one
of the greater challenges.
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Chapter 24
Sensory Experience: Quality of Experience
Beyond Audio-Visual

Christian Timmerer, Markus Waltl, Benjamin Rainer and Niall Murray

Abstract This chapter introduces the concept of Sensory Experience which aims
to define the Quality of Experience (QoE) going beyond audio-visual content. In
particular, we show how to utilize sensory effects such as ambient light, scent, wind, or
vibration as additional dimensions contributing to the quality of the user experience.
Therefore, we utilize a standardized representation format for sensory effects that
are attached to traditional multimedia resources such as audio, video, and image
contents. Sensory effects are rendered on special devices (e.g., fans, lights, motion
chair, scent emitter) in synchronization with the traditional multimedia resources and
shall stimulate also other senses than hearing and seeing with the intention to increase
the Quality of Experience (QoE), in this context referred to as Sensory Experience.

24.1 Introduction

Multimedia resources or multimedia content (i.e., combinations of text, graphics,
images, audio, and video) has become omnipresent in our daily live. Each day we
consume and also produce dozens of multimedia assets when reading electronic
newspapers, listening to Internet radio, watching digital television (TV), and sharing
them (including our own) within social networks. The quality of these assets range
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from professional high-quality content to user-generated content which sometimes
but not necessarily is of low quality but of high sentimental value. The quality of the
multimedia content as perceived by the end user is commonly referred to as Quality of
Experience (QoE) (cf. Chaps. 2, 3) which is typically defined along specific influence
factors (cf. Chap. 4) and features (cf. Chap. 5) influencing the QoE [13].

In most cases the QoE is defined for a certain modality (e.g., image) or simply
combinations thereof (e.g., audio and visual) but mainly targeting two human senses,
namely hearing and seeing. However, the consumption of multimedia content may
stimulate also other senses such as olfaction, mechanoreception, equilibrioception, or
thermoreception. Therefore, in this work traditional multimedia content (i.e., mainly
audio-visual) is annotated with sensory information describing sensory effects (e.g.,
additional ambient light, wind, vibration, scent) which are synchronized with the
traditional multimedia content and rendered on appropriate devices (e.g., ambient
lights, fans, motion chairs, scent vaporizer). The ultimate goal of this approach is that
the user will also perceive these additional sensory effects giving her/him the sensa-
tion of being part of the particular multimedia content and resulting in a worthwhile,
informative user experience. In the context of this work, this kind of user experience
is referred to as a truly immersive Sensory Experience.

The purpose of this chapter is to introduce the concept of Sensory Experience (cf.
Sect. 24.2), its assessment in terms of the QoE in order to derive a comprehensive
QoE model (cf. Sect. 24.3), and synchronization issues with traditional multimedia
content, e.g., based on scent data (cf. Sect. 24.4). The chapter is concluded with
Sect. 24.5 highlighting the major findings.

24.2 Sensory Experience

24.2.1 Concept and System Architecture

The concept and system architecture of receiving sensory effects in addition to
audio/visual content is depicted in Fig. 24.1. The media and the corresponding Sen-
sory Effect Metadata (SEM) may be obtained from a Digital Versatile Disc, Blu-ray
Disc, or any kind of online service (e.g., download/play or streaming portal). The
media processing engine acts as the mediation device and is responsible for playing
the actual media resource and accompanying sensory effects in a synchronized way.
That is done based on the users’ setup in terms of both media and sensory effect
rendering. Therefore, the media processing engine may adapt both the media and
the SEM (and, consequently, the corresponding effects) according to the capabili-
ties of the various rendering devices. The user environment (e.g., a living room) is
extended with additional rendering devices enabling the stimulation of senses other
than hearing and seeing. For example, a motion chair, fan/ventilator, heater/cooler,
etc. may be used to address the somatosensory (human sensory) sub-system whereas
a scent vaporizer device stimulates the olfactory sub-system. The visual sub-system

http://dx.doi.org/10.1007/978-3-319-02681-7_2
http://dx.doi.org/10.1007/978-3-319-02681-7_3
http://dx.doi.org/10.1007/978-3-319-02681-7_4
http://dx.doi.org/10.1007/978-3-319-02681-7_5
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Fig. 24.1 Concept and system architecture of sensory experience [26]

may be further stimulated using (additional) ambient light devices in addition to the
visual content.

24.2.2 Sensory Effect Description Language

The metadata format for describing such sensory effects is defined by ISO/MPEG
in the context of “MPEG-V: Media Context and Control”. In particular, Sensory
Information (Part 3) [9] defines a Sensory Effect Description Language (SEDL), an
XML Schema-based language, which enables one to describe sensory effects. The
actual sensory effects are not part of SEDL but defined within the Sensory Effect
Vocabulary (SEV) for extensibility and flexibility, allowing each application domain
to define its own sensory effects, if applicable. A description conforming to SEDL
is referred to as a SEM description and may be associated to any kind of multimedia
content (e.g., movies, music, Web sites, games). For example, the SEM description
may be attached to any (1) file-based data structure, i.e., ISO base media file format
(e.g., mp4) as timed metadata track; (2) stream-based data structures, i.e., within an
MPEG-2 Transport Stream in a similar way as the electronic program guide which is
also XML-based or as a playload of the Real-time Transport Protocol; or (3) included
into a Web page as an alternate representation of the current document.

In related works, the possible implementation within Universal Plug and Play
(UPnP) is described in [19] and a broadcasting system including sensory information
is proposed in [31]. The SEM description is used to steer sensory devices like fans,
vibration chairs, lamps, etc. via an appropriate mediation device in order to enrich
the experience of the user. That is, in addition to the audio-visual content of, e.g.,
a movie, the user will also perceive other effects such as the ones described above
with the aim to improve the users’ QoE.
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24.2.3 Quality of Sensory Experience

In the Qualinet White Paper on QoE definition [13], the QoE is defined as “the
degree of delight or annoyance of the user of an application or service. It results
from the fulfillment of his or her expectations with respect to the utility and /or
enjoyment of the application or service in the light of the users personality and
current state”. In addition to the QoE definition, [13] also highlights application
areas, factors influencing the QoE, features of the QoE, and relationship between
QoS and QoE. In particular, different application domains may adopt the generally
agreed definition of QoE and provide a specialization thereof, taking into account its
requirements formulated by means of influence factors and features of the QoE.

The Quality of Sensory Experience comprises the QoE of multimedia content
annotated with sensory effect metadata and the synchronization thereof. Hence, the
QoE is multidimensional and multi-sensorial. For the assessment of the quality of
sensory experience, we focus on subjective quality assessments with the aim to derive
a QoE model. Related research in this area is mainly focusing on ambient light
associated to audio-visual (TV) content. For example, [20] provides an initial study
on how additional light is perceived by end users whereas [21] is more comprehensive
and in the context of 3DTV. However, a comprehensive QoE model which potentially
takes into account all human senses is currently not available and, thus, introduced
in Sect. 24.3 based on multiple subjective quality assessments in that domain.

The synchronization of traditional multimedia content (audio and video) has long
been an active research topic [22] and can be applied for sensory effects too. However,
the delivery of multimedia to facilitate sensory experience (referred to as multiple
sensorial media—MulSeMedia in [6]) brings another level of complexity to the
synchronization field. Works with sensory related objects (e.g., olfaction, haptic, etc.)
have reported unexpected results from synchronization perspective. For example,
works reported by [1, 15] indicate that assessors are quite tolerant to certain levels of
inter-media skew and to lingering effects associated with olfaction. Comparing the
results of these works highlights interesting differences in perceived synchronization
resulting from the information being presented by the media. In terms of haptic
media, [8] report a system that supports haptic, olfaction and visual integration as
part of a fruit harvesting game. The aim was to investigate the influence of inter-stream
synchronization error between olfactory and haptic media on QoE. Eid et al. [4] also
report a multiplexing framework to support synchronized delivery of sensory media
(haptic in addition to audiovisual). Understanding the impact of inter-media skew
on QoE is an active research topic and in Sect. 24.4 the focus lies with sensory
experience works involving olfaction.
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24.3 Assessing the Quality of Sensory Experience

24.3.1 Experimental Setup

In order to study the influence on the QoE when consuming multimedia content anno-
tated with sensory effects, we report from various subjective quality assessments with
slightly different contexts and goals as well as partially utilizing different methods.
In all cases, we have adopted methods defined by ITU-T Rec. P.910 [11], P.911 [12],
and BT.500-13 [10]. The setup for our experiments, i.e., location, participants, appa-
ratus, and procedure for evaluation, are described in detail in [28] and only briefly
described here. For all subjective tests, we invited around 20 (Sect. 24.3.2) and up
to 32 (Sect. 24.3.3) participants, equally distributed among males and females, and
not familiar with the subject which conforms to guidelines defined in [10–12]. The
test sequences have been carefully selected in terms of content, genre, and qualities
(when needed) and manually annotated with different sensory effects [29]. For all
tests, the same setup has been used which was inspired by and partially based on [23].

24.3.2 Experimental Results

In our first experiment [28], we demonstrated that sensory effects provide a vital
tool for enhancing the user experience depending on the actual genre. Therefore, we
gathered test sequences of different genres, i.e., action (Rambo 4, Babylon A.D.),
news (ZIB Flash), documentary (Earth), commercials (Wo ist Klaus), and sports
(Formula 1), and annotated them with various sensory effect metadata, i.e., wind,
vibration, and light effects. Note that light effects are actually not part of the SEM
description but extracted automatically from the video content [26]. The sequences
were chosen carefully to have all different types of effects within each sequence.
For the actual method, we adopted the Degradation Category Rating (DCR) [12]
and turned the five-level impairment scale into a new five-level enhancement scale.
That is, the subjects rate on the enhancement of a stimulus annotated with sensory
effects compared to a reference stimulus without sensory effects rather than on the
impairment. The quality of the video content (independent of the sensory effects) was
equal for both sequences of the same genre and did not contain any visual artifacts.

The detailed evaluation results are given in [28]. The DCR improvement score
with a confidence interval of 95 % is depicted in Fig. 24.2. The x-axis shows the name
of the sequences. As one can see, two sequences were presented twice but not directly
one after the other in order to test the reliability of the participants. Additionally, the
order of the sequences was randomized for each participant. The figure clearly shows
the lower MOS for news compared to the higher MOS for action and documentary
genres. In particular, the action, sports, and documentary genres benefit more from
these additional effects. Interestingly, although the sequences Rambo 4 and Babylon
A.D. are from the same genre, the results differ slightly. The commercial genre can
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Fig. 24.2 DCR improvement score and confidence interval [28]

also profit from the additional effects but not at the same level as the documentary
genre. Only the news genre may not profit from these effects. Furthermore, the figure
also depicts that the two videos presented twice differ in the results but still have
overlapping confidence intervals.

The aim of another experiment [27] was to investigate the relationship of the QoE
to various video bit-rates of multimedia contents annotated with sensory effects. In
particular, we were interested in the subjective quality gap between video resources
annotated with and without sensory effects at different bit-rates. The overall setup of
the second experiment was similar to the first one. The test stimuli comprise the two
best performing video sequences from our first experiment. For each sequence, four
versions with different bit-rates were prepared whereby only the video bit-rate was
affected and the audio bit-rate remained constant for all versions of a given sequence.
Additionally, each sequence has been annotated with sensory effects resulting in 16
different bit-streams to be evaluated. For the actual subjective assessment, we have
adopted the Absolute Category Rating with Hidden Reference (ACR-HR) method
using a five-point discrete scale from excellent to bad as defined in [11]. Like in the
previous subsection, the detailed evaluation results are given in [27]. Thus, we will
only concentrate on the MOS values depending on various bit-rates as depicted in
Fig. 24.3 (sequence Earth, i.e., the documentary and results for the other sequence is
similar). Interestingly, the sequences with sensory effects have always a higher MOS
than their counterparts without sensory effects and almost steadily increase for higher
PSNR/bit-rates. In general, the results confirm the observations from the previous
experiment. Additionally, Fig. 24.3 also shows that the MOS of the lowest bit-rate



24 Sensory Experience: Quality of Experience Beyond Audio-Visual 357

Fig. 24.3 MOS versus PSNR/bitrate for Earth sequence [27]

version with sensory effects is always higher than the MOS of all higher bit-rate
variants without sensory effects. Furthermore, we calculated the average difference
between the two curves using the Bjontegaard Delta (BD) method [2] with the result
that the sequence enriched with sensory effects is 0.6 MOS points higher than without
sensory effects (0.5 MOS points on average for both sequences).

24.3.3 QoE Model for Sensory Experience

The ultimate goal, however, is to come up with a QoE model for the sensory experi-
ence [25]. Therefore, we have conducted a subjective quality assessment which evalu-
ates the influence of individual sensory effects and all combinations thereof. Our QoE
model for sensory experience is defined complementary to existing approaches for
predicting the QoE of audio-visual services. For example, these existing approaches
aim to map QoS to QoE [32] or to predict the QoE [3, 30] with a main focus on
audio-visual services and do not take into account additional assets such as sensory
effects. Other QoE models such as that presented in [18] are based on perception,
emotion, and sensation and mainly address adaptation and presentation issues with-
out explicitly addressing sensory effects.

Figure 24.4 depicts the results for the video sequence 2012 from the action genre
with all possible configurations. The results clearly indicate that without sensory
effects the MOS for the QoE is around 40 and adding sensory effects will increase
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Fig. 24.4 MOS and confidence intervals (95 %) for the sequence 2012 [25]

the MOS. For example, adding light effects to the video sequence increases the MOS
from around 40 up to about 55. The MOS slightly decreases when exchanging the
light effect with a wind effect. The highest impact of a single sensory effect on
the QoE is achieved by using the vibration effect which increases the MOS up to
approximately 62. One can see that using only vibration effects has a bigger impact
on the QoE than using only light or wind effects. Surprisingly, the combination of
light and wind effects does not result in a higher rating than the vibration effect on
its own. Moreover, it shows a similar rating as with only light or wind effects, at
least for this sequence. Any other effect combined with vibration increases the QoE.
Finally, the highest MOS is achieved by combining all three sensory effects.

As indicated above, the available models that try to map QoS to QoE or to estimate
QoE from different parameters do not take into account additional assets such as
sensory effects. The results from the study presented led us to the hypothesis that
there exists a linear relationship between the number of effects and the actual QoE.
Thus, we introduce a linear QoE model for sensory experience. The aim of this model
is to enable an estimation of the QoE of the multimedia content with sensory effects
(QoEw) from the QoE of the multimedia content without sensory effects (QoEwo).
Equation 24.1 shows our QoE model for sensory experience.

QoEw = QoEwo ×
(
δ +

∑
wi bi

)
(24.1)
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In our QoE model, wi represents the weighting factor for a sensory effect of type
i , e.g., in our setup i ∈ {light (l),wind(w), vibration(v)}. Please note that further
sensory effect types (e.g., scent) may be incorporated easily. The binary variables
bi (bi ∈ {0, 1}) are used to identify whether effect i is present for a given setup.
Finally, δ is used for fine-tuning. The QoEwo may be assessed through any existing
model such as those given in [18] or by an appropriate QoS to QoE mapping [5]. The
results of the conducted study request for a model that deals with all types of sensory
effects separately. Therefore, we introduce the model illustrated by Eq. 24.1 with
weighting factors and binary variables for each type of sensory effect. An instantiation
and validation of the proposed QoE model is provided in [25]. With haptics (sense
of touch) already addressed in Chap. 18, the next section of this chapter reports the
effect of inter-media skew with respect to olfaction enhanced multimedia and the
impact of such on the QoE.

24.4 Subjective Evaluation of Olfactory and Visual Media
Synchronization

Synchronization of media enhanced with olfaction is particularly complex due to its
slow moving, lingering nature and variable perception based on factors such as age,
sex and nationality [15] among others. This is demonstrated in the lack of reported
works involving olfaction, even compared with other complex sensory media such
as haptic. In fact, the principle focus of works associated with olfaction has been
the development of olfactory displays [17, 24]. These works focus on the hardware
that enables controlled emission of minute amounts of scent. It is arguable that these
works are dealing with olfactory data from an intra-stream perspective [15]. Works
reporting the user perception of the inter-stream synchronization of olfactory data
with other media are now available in the literature, e.g., audio-visual [1], haptic
[4, 8], and visual [15]. A consistency exists across all of these approaches in that
the impact on the user’s QoE is analyzed in the presence of varying degrees of inter-
media skew between the media. The methodology of integrating artificial skews
between media and examining the user perception was initially documented in [22].
The results below, discussed in detail in [14–16], recount the findings of an empirical
study analyzing the effect of inter-media skew between olfaction and visual media
on QoE. The same videos and scents were used as in [1, 7], but the contextual audio
was replaced with the sound of a blowing fan, hence the focus was to examine the
relationship between olfactory and visual media.

24.4.1 Experimental Setup

In order to study the impact of inter-media skew on QoE, a number of subjective
quality assessments were preformed. The aim of the experiments was to determine
(a) assessor ability to detect skew; (b) assessor perception of skew; and (c) impact, if

http://dx.doi.org/10.1007/978-3-319-02681-7_18
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any, of skew on QoE. The methodology employed in these works is based on ITU-T
P.910 [11] with alterations for some of the statements. The impairment scale was
replaced with a Likert Scale for QoE comparative analysis. The experimental setup
(video sequences and scents, lab details, the emitter, questionnaires and rating scales)
is described in detail in [14, 15]. The skews introduced between the olfaction and
video were introduced in step sizes of 5 s.

24.4.2 Experimental Results

Details on assessor detection and perception of olfactory-visual inter-media skew
can be found in [14–16]. The impact of skew on QoE was determined via assessors
answering questions on their (1) sense of enjoyment; (2) sense of relevance; and
(3) sense of reality having experienced an olfaction-enhanced video clip. Assessors
answered the questionnaire on the test clip which may or may not have had an inter-
media skew, by comparing it with a reference clip, which presented synchronized
olfaction and visual media. This is consistent with the Degradation Category Rating
(DCR) [12]. The MOS with 95 % confidence interval are presented in Figs. 24.5, 24.6
and 24.7 for impact of inter-media skew for each of the aforementioned criteria. The
figures here report general results without consideration for age, sex, or nationality of
assessors (see previous works for relevant MOS scores based on age [14], gender [14],
and nationality [14, 16]. The x-axis shows the skew size in seconds between the
olfaction and the video. Olfaction presented before video is represented in terms of
the negative skew times and olfaction after video is presented in terms of positive
skew times. Synchronized presentation is represented by a skew size of 0 s. The
y-axis represents the MOS scores of the groups of participants for each of three
statements relevant to QoE.

24.4.2.1 Impact of Skew on Enjoyment

Figure 24.5 shows the MOS reflecting assessors level of enjoyment of olfaction-
enhanced multimedia in the presence of varying degrees of inter-media skew. When
synchronized presentation takes place, assessors agreed that they enjoyed watching
the video clip. It is clear that assessors rated their enjoyment of the experience higher
with olfaction presented after video as opposed to olfaction presented before video.
As per [14, 16], younger females enjoyed the experience least in the presence of large
skews and most when presented in sync, whilst for older male groups, the presence
skew, relatively speaking, had the least impact. In contrasting the views of males
and females for enjoyment, the female group reported greater sense enjoyment of
olfaction before video than their male equivalent for olfaction after video as reported
in [16].
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Fig. 24.5 Analysis of sense of enjoyment per skew with confidence interval based on 95 %
confidence level [15]

Fig. 24.6 Analysis of sense of relevance per skew with confidence interval based on 95 % confidence
level [15]
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Fig. 24.7 Analysis of sense of reality per skew with confidence interval based on 95 % confidence
level [15]

24.4.2.2 Impact of Skew on Relevance

Investigating the impact of inter-media skew considering relevance of the scent,
Fig. 24.6 shows that olfaction after video provides a higher sense of relevance when
compared with olfaction presented in advance of video. This trend of relevance is
consistent for both male and female groups [14]. In general, the female group reported
higher scores of relevance both in the presence and absence of skew compared with
males. Considering nationality [16], the Asian group reported the scent to be the least
relevant to the video content, with the African group indicating that they considered
the scent to be most relevant during their experiences in both the presence and absence
of skew.

The most interesting finding from Fig. 24.6 is the slow reduction in perceived
sense of relevance for olfaction presented after video as compared with olfaction
presented before video. In fact, assessors rated skews of −5 and +20 s similarly in
terms of relevance.

24.4.2.3 Impact of Skew on Reality

Figure 24.7 shows MOS scores reflecting assessors sense of reality in the presence
of varying degrees of inter-media skew. It is clear from Fig. 24.7 that skew adversely
affects assessor sense of reality. Particularly interesting from analysis of the MOS is
the slow reduction in heightened sense of reality for olfaction after scent. In terms
of contrasting the responses between males and females, the female group was
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particularly affected by skew, much more so than their male equivalents. From [14],
for skews of −10 to +10 s, the male groups perceived the olfaction as equally
contributing to an enhanced sense of reality. The highest MOS rating was reported
for the male group at +5 s (as opposed to 0 s skew). The female MOS scores indicate
less heightened sense of reality at skew levels when olfaction is presented before
video, greater sense of reality at no skew and with skews for olfaction presented after
video. When comparing the ratings of the female group when scent was presented
ahead or after the video, the sense of reality was higher at skews of +20 s then it was
for skews of −5 s. A similar trend, although not as significant, exists for males rating
the sense of reality for −10 and +15 s [15]. Considering both their age and gender,
the older female groups reported to be the most sensitive to skew, i.e., they reported
higher sense of reality when synchronized presentation or small skews were present
and had the largest fall off in the presence of large skews. The youngest female group
reported a similar trend but not as sensitive to the sense of reality loss in the presence
of large skews. Interestingly, skew had the least impact on the older male group.

24.5 Conclusions

In this chapter, we have extended the concept of Quality of Experience towards
Sensory Experience by attaching sensory information as an additional data track
to traditional multimedia content (audio-visual). It allows for rendering of sensory
effects synchronized with traditional multimedia content with the aim to increase the
QoE.

We have shown how to assess the QoE of this emerging application domain thanks
to publicly available datasets, evaluation setups, and available off-the-shelf hardware
to render these sensory effects which enables objective comparison of results among
research laboratories. Furthermore, we have derived a QoE model which allows to
quantify the Sensory Experience based on the QoE of the multimedia content without
sensory effects.

Additionally, we report on the findings of an empirical study analyzing the effect
of inter-media skew between olfaction and visual media on QoE which shows that,
in general, a higher QoE is perceived with olfaction presented after video as opposed
to olfaction presented before video.

Based on the differences reported here and in [1], it is clear that the presence
of contextual audio affects the impact of skew on QoE, hence a study to further
understand the impact audio has on the perception of scent is necessary. Indeed,
there is significant scope to develop models akin to Sect. 24.3.3 to represent the
human perception of olfaction integrated with other media.
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Chapter 25
Gaming

Justus Beyer and Sebastian Möller

Abstract Playing is the first activity newborn humans immerse themselves in
besides fulfilling basic needs. There is no ultimate goal to be achieved: Playing
is a process that is only kept alive by the player’s experience of it. This chapter pro-
vides an overview over existing concepts and current research on the experience of
playing video games. It does so by taking the perspective of a quality engineer, who
identifies influencing factors, quantifies them in terms of performance metrics, and
analyzes their impact on perceived quality features. To support the development of
empirical test methods as well as instrumental prediction models for video gaming
QoE, the concepts are grouped in a taxonomy. The chapter is concluded by a dis-
cussion of the empirical application of the framework in experiments, a brief look
at an existing QoE prediction model, and an outlook at promising future research
directions.

25.1 Introduction

With video gaming becoming more and more popular, the effort to produce high
quality titles has risen dramatically. While it required one developer to create Tetris
in 1984, modern game productions consume the budget of a Hollywood movie [1],
making the processes and influencing factors of a player’s quality perception not
only of scientific, but also of commercial interest. However, the user-perceived QoE
of games has not seen the thorough investigation other multimedia services have in
the past.
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A game has been defined as “a rule based system with a variable and quantifiable
outcome, where different outcomes are assigned different values, the player exerts
effort in order to influence the outcome, the player feels emotionally attached to
the outcome, and the consequences of the activity are negotiable” [22]. Based on the
platform they are implemented on, video games have for long been broadly classified
into computer games, which are played on general purpose PC hardware, console
games (Xbox, PlayStation, Wii, etc.), mobile games, which run on devices such as
smartphones, tablets, or special gaming hardware such as the PlayStation Portable,
and online games, which are often browser-based and require a constant Internet
connection. As many recent computer and mobile games also contain features of
online games, these sets are not disjunct: Both single- and multi-player games on
computer, console and mobile platforms make use of Internet connections to coor-
dinate interactions or exchange information such as leader boards, high scores, or
updates. A special case are so-called “cloud games”, where the control execution,
game logic and rendering of a computer or console game is physically executed on
a remote server farm (cloud), and just the display and input interpretation take place
on the player’s device.

A reason for the limited understanding of gaming QoE is that video gaming is a
human-machine interaction activity and not merely a pure media delivery activity.
Thus, standard methods for assessing the impact of transmission parameters are not
sufficient. Moreover, in addition to the game content itself, the backend platform
the game is built upon, the user interface (device and software), any transmission
channels involved, as well as the characteristics of the user may have a significant
impact on user-perceived QoE.

In contrast to the goal of completing tasks with minimal effort in task-oriented
human-machine interaction, the primary aim of games is to provide an entertaining
activity, where challenges are put in front of the user on purpose and difficulty is opti-
mized to meet the players capabilities. That difference prevents the easy application
of standard methods for determining usability (including effectiveness, efficiency,
but also hedonic quality aspects), which are used in productivity-oriented human-
computer interaction. Furthermore the outcomes of a game themselves are not nec-
essarily the most rewarding aspect, but the process of overcoming the challenges
and achieving the desired outcomes is [23]. Productivity-oriented applications, on
the other hand, are designed to minimize challenges while achieving the desired
outcome, which is their most rewarding aspect.

25.2 Taxonomy of QoE Aspects

To open up the space of quality aspects for video gaming, this chapter follows the
considerations which were laid out in Möller et al. [27] and will take a detailed
look on which aspects of quality might hold for this situation, and which others
might not. The basis of this discussion is the definition of QoE as set up in Chap. 2
of this book. Following the approach of that chapter, as well as the taxonomy of

http://dx.doi.org/10.1007/978-3-319-02681-7_2
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multimodal human-machine interaction developed in [25], we will differentiate
between influence factors (on QoE), interaction performance aspects, and quality
features. Those of the factors and features which are relevant for gaming, are put
into a logical relationship to highlight their dependencies. Wherever possible, we
cite metrics, which can be used for a quantitative assessment.

25.2.1 Influence Factors

As introduced in Chap. 4 we will categorize factors influencing gaming QoE into
human factors, which we call user factors here, system factors, and context factors.

25.2.1.1 User Factors

All factors which are specific to a certain player or to a type of player shall fall
into this category. In the following we will briefly discuss experience, playing style,
intrinsic motivation, and a set of static and dynamic user factors as attributes to
describe QoE-relevant influences of a player.

• Experience: Both in scientific and in popular literature a classification in “hardcore
gamer” and “casual gamer” is widely used, distinguishing the classes based on the
average time of playing per time period. Despite the division’s broad adoption, no
common threshold exists to delimit the two groups. Another popular distinction
exists between “newbie” and “pro gamer” based on the experience with a particular
game or game genre. These characteristics are related to the gamer’s skill, change
dynamically, and can be measured with demographic questionnaires.

• Playing style: Bartle [2] differentiates between “achiever”, “explorer”, “socializer”
and “killer” in the context of the Multi User Dungeon game genre, a predecessor of
the modern genre of role-playing games. The degree to which a player belongs to
these classes (in percent) can be determined using a self-reporting questionnaire
[13]. This differentiation has been criticized [8] for overlaps between the four
classes and its missing empirical validation.

• Intrinsic motivation: Starting from Bartle’s classes, Yee [43] developed a classi-
fication of intrinsic motivation, which is necessary for playing, along three axes:
achievement, social, and immersion. Each axis is composed of 3 sub-components,
and a 39-item questionnaire is available for classifying users along these axes (e.g.
a player achieving a high value on the axis “socializing” has a higher motivation
for interacting with other players than another who has a lower value on this axis).

• Static and dynamic user factors: As in multimodal interaction [25] static charac-
teristics include age, gender, native language, etc., whereas dynamic ones include
the current emotional status, boredom, distraction, curiosity, and intended relax-
ation, see also [11]. To elicit the static factors, screening questionnaires can be

http://dx.doi.org/10.1007/978-3-319-02681-7_4
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used at the beginning of an experiment. For dynamic characteristics psychological
metrics exist.

A further discussion of human influence factors can be found in Chap. 4.

25.2.1.2 System Factors

The factors which we will discuss in this section contain both the game, which is
being played by the user, but also the whole setup and user-perceivable design of
the hard- and software. In case of a handheld offline gaming device, this would
refer to all QoE-relevant properties of the apparatus and the software within. For
online and cloud games, however, it would also include properties of the server, the
involved transmission channel, and the error-handling for problems arising from the
distributed nature of the system (e.g. delays, loss of packets/information, establishing
a synchronized state between all involved parts).

• Game genre: Wolf [42] defines 42 different genres, but many games belong to
several of these genres. For marketing purposes a differentiation into 13 “super
genres” is common, e.g. action, fight, flight, shooter, strategy, sport, etc. [29]. The
game genre may strongly influence the effect a technical platform has on user-
perceived QoE, e.g. the sensitivity to parameters like delay is more influential to
some genres than to others.

• Game structure: Fullerton [12] differentiates e.g. single player against the game,
several players against the game, several players against each other, cooperative
game, team game, etc.

• Game mechanics and rules: These largely influence and determine game outcomes
and are individual to each game. To our knowledge, no easy classification exists.

• Technical system set-up: This includes client and server characteristics, any trans-
mission systems involved (characterized by parameters like their bandwidth,
packet loss, delay, jitter, packet reordering, etc.), interface and client software
characteristics (which may include potential counter-measures for insufficient or
varying bandwidth, buffering, etc.; these can be very influential as Pommer [32]
shows), and device characteristics (interaction capabilities and modalities, feed-
back capability, ergonomics, etc.).

• Design characteristics: These describe the design of a system, which can be expe-
rienced by the user, and is commonly specified by design experts and developed
together with the specification of the game. No simple classification of game
designs is known to us.

Most technical system factors are specified in a qualitative and/or quantitative way
in corresponding specification documents by the game developer or by the provider
of the technical platform, whereas design characteristics can better be specified by
design experts or experienced salesmen.

http://dx.doi.org/10.1007/978-3-319-02681-7_4
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25.2.1.3 Context Factors

While in some rare cases, such as special car or airplane simulators, the player’s
environment is formed, lit, and even moved in a way to resemble the corresponding
original, the ordinary case is that it lies outside the reach of the games designers.
Besides these physical environment factors the success of online multiplayer games
(e.g. Massively Multiplayer Online Role-playing Games such as World of Warcraft)
or party games (e.g. various karaoke games such as SingStar) have demonstrated the
significance of the social context.

• Physical environment factors: Those factors include room characteristics (space,
acoustics, lighting) and usage situation (in-house, on the move, etc.).

• Social context: Relationships to other players who are involved in the game, poten-
tial parallel activities of the player, privacy and security issues, which might be
particularly relevant in multiplayer games.

• Extrinsic motivation: May be financial or social reward or alike, depending on the
user group (see above).

• Service factors: Includes access restrictions, availability of the system, resulting
costs (sometimes expressed as cost per gaming time), etc.

Context factors are specified by the developers of the game and the technical platform,
as well as by service providers.

25.2.2 Interaction Performance Aspects

As in the taxonomy for task-oriented multimodal interaction [25], we define inter-
action performance aspects separately for the user, and for the system, but further
differentiate the latter into performance aspects of the user interface (device and soft-
ware), performance aspects of the backend platform, and performance aspects of the
game logic. Between these blocks, communication channels may exist: A physical
channel between the user and the user interface; IP-based channels between the user
interface and the backend platform (e.g. in cloud gaming) or not (e.g. when playing
on a fixed platform), and between the platform and the game (e.g. in multi-player
games where the game of one user is influenced by another user and this information
is exchanged on a game-level).

25.2.2.1 System Performance

• User interface performance: Includes the input and output performance of the user
interface.

• Backend platform performance: Can be subdivided e.g. into the performance of the
processing of commands from the user interface, and the performance of generating
corresponding output.
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• Game performance: Mostly influenced by the control the user has over the
interaction in the game, the game rules, and the game reaction. Can be expressed
e.g. in terms of game errors, or alike.

• Communication channel performance: Includes all aspects of any involved trans-
mission channels, i.e. the effectiveness and efficiency of forwarding user controls
to the game, and the performance of forwarding game output to the user (especially
relevant with cloud gaming).

25.2.2.2 User Performance

As with other multimodal interactive systems, user performance can be differentiated
into perceptual effort, cognitive workload, and physical response (action) effort; The
latter may largely be influenced by the device used for the interaction. As stated
above, it is actually the task of a game to put a certain load on the user. Thus, keeping
the load low does typically not result in good gaming experience.

• Perceptual effort: Effort required to decode the system messages, understand and
interpret their meaning [44].

• Cognitive Workload: Commonly specifying the costs of task performance (e.g.
necessary information processing capacity and resources). As we do not have a
“task” here, we consider the effort to achieve a desired “outcome” as the gaming
task. Subjective and objective methods for assessing cognitive workload are given
in [41], but they have rarely been used in the context of gaming to our knowledge.

• Physical response effort: Physical effort required to interact with the game. No
special metrics have been defined for this aspect to our knowledge.

25.2.3 Quality Features

As can be seen in the taxonomy of Fig. 25.1, we have separated quality features into
five groups, which will be addressed in the following sections.

25.2.3.1 Interaction Quality

When looking into the quality of computer games, a common feature is the playa-
bility of a game. However, there seems to be no consensus on the definition of the
term. As an example, Sánchez et al. [35] define playability as “the set of properties to
describe the players experience with a particular game system, that the principal goal
is fun/entertainment to the player in a satisfactory and credible way, playing alone or
with other players. Playability reflects the players pleasure, experience, sensations
and feelings when he/she is playing the videogame”. Similarly, Foraker Labs define
it as “the degree to which a game is fun to play and usable, with an emphasis on the
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Fig. 25.1 Taxonomy of gaming QoE aspects. Upper panel influence factors and interaction per-
formance aspects; lower panel quality features

interaction style and plot-quality of the game; the quality of gameplay. Playability
is affected by the quality of the storyline, responsiveness, pace, usability, customiz-
ability, control, intensity of interaction, intricacy, and strategy, as well as the degree
of realism and the quality of graphics and sound” [10]. In contrast to this, Engl [9]
defines playability as the degree, to which all functional and structural elements of
a game (hardware and software) enable a positive user experience for the gamer.
This definition considers playability as a prerequisite of positive player experience
(like usability can be considered as a prerequisite for user satisfaction, see definitions
of usability [26]), or as a technical and structural basis for this, but not the player
experience itself. In the following, we would like to adopt this narrower definition
and would like to call this the “interaction quality” of a game. This meaning falls
in line with the general definition of this term for multimodal systems and includes
input quality (gamer to system), output quality (system to gamer, e.g. in terms of
graphics quality, video quality, sound quality), as well as the interactive behavior
(in task-oriented interaction we called this “cooperativity”, but as a game storyline
is not designed to be cooperative to the user, we prefer the general term interactive
behavior here).

25.2.3.2 Playing Quality

Playing quality can be considered as a kind of game usability. This is defined by
Pinelle et al. [30] as “the degree to which a player is able to learn, control, and
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understand a game. [...] Game usability does not address issues of entertainment,
engagement, and storyline, which are strongly tied to both artistic issues (e.g. voice
acting, writing, music, and artwork) and technical issues (graphic and audio quality,
performance issues).” However, the definition of usability is based on effectiveness
and efficiency, concepts which are more difficult to define with a game (it is actually
the task of the game to spend the user’s resources). As a consequence, we prefer
the term “playing quality” over “game usability” here, and specify the sub-aspects
learnability and intuitivity, leaving out effectiveness and efficiency from the earlier
taxonomy in [25].

25.2.3.3 Aesthetic Aspects

In line with general multimodal interaction [25], we consider the aspects aesthet-
ics, system personality, and appeal. Aesthetics is the sensory experience the system
elicits, and the extent to which this experience fits individual goals and spirit [39].
The system personality refers to the users’ perception of the system characteristics
originating from technical and game characteristics. The appeal is a result of the
aesthetics of the product, its physical factors, and the extend to which the product
inherits interesting, novel and surprising features [16, 38]. Some of these aspects can
be measured via questionnaires like [15], or via psycho-physiological measures [24].

25.2.3.4 Player Experience

Player experience is a broad concept, which covers a large set of sub-aspects. As
mentioned before, we consider the “degree of delight or annoyance of the user” as
a key aspect of QoE, which should be reflected in player experience as well. To our
knowledge, Poels et al. [31] defined the most comprehensive taxonomy of player
experience, which we would like to adopt in the following. According to their defin-
ition, player experience consists of the sub-aspects challenge, control, flow, tension,
immersion, competence, positive affect, and negative affect. These seven sub-aspects
can be measured with the purposely-built Game Experience Questionnaire (GEQ),
see Ijsselsteijn et al. [18]. In the following paragraphs, we would like to highlight
some of these sub-aspects.

• Flow, challenge, control: According to Csikszentmihalyi [7], flow is an equilibrium
between boredom and fear, between requirements and abilities, and it is a dynamic
experience of complete dissolution of an acting person in his/her activity. The
activity itself constantly poses new challenges, so there is no time for boredom
or sorrows. Intrinsic motivation is important for flow, as well as control over the
game [5]. Hassenzahl relates flow to user experience: “Briefly, flow is a positive
experience caused by an optimal balance of challenges and skills in a goal-oriented
environment. In other words, flow is the positive UX [User Experience] derived
from fulfilling the need for competence (i.e., mastery); it is a particular experience
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stemming from the fulfillment of a particular be-goal” [14]. In general, everybody
can experience flow, but there seem to be factors which reduce flow in games, like
age, reaction time, abilities, exposure to computers (digital natives vs. newbies),
see e.g. [17]. Flow can be measured e.g. with the “Flow-Kurzskala”, a scale with
16 sub-items, see Rheinberg et al. [34].

• Immersion: Is the degree of feeling to be in another (virtual) reality; in turn, the
perception of the own (real) reality reduces. For games, immersion has been clas-
sified into three phases as “engagement”, “engrossment”, and “total immersion”
[4, 20] which build upon each other. Jennett et al. [21] showed that immersion
can be measured e.g. by eye-tracking, but also using the Immersive Experience
Questionnaire (IEQ).

• Positive and negative affect: Positive affect can come in many different forms, and
it is usually the goal of all gaming activity. According to Murphy [28], fun is “the
positive feelings that occur before, during, and after a compelling flow experience.
[...] It is not perfect, but it is concrete. The list of positive feelings associated with
this definition of fun is quite long and includes: delight, engagement, enjoyment,
cheer, pleasure, entertainment, satisfaction, happiness, fiero, control, and mastery
of material”; negative ones might be frustration and boredom. Applied to computer
games, Lazzaro and Keeker [23] investigated emotions and classified them into 4
types of fun: Hard fun (linked e.g. to computer games; typical is a constant change
between frustration and fiero), easy fun (linked e.g. to curiosity, mostly covered
by immersion), serious fun (linked e.g. to relaxation from stress), and people fun
(linked to social interaction). The fun types may be linked to the playing style user
types from Bartle, e.g. an achiever mostly searches for hard fun, an explorer for
easy fun, a socializer for people fun, and a killer for hard and people fun [36].

25.2.3.5 Acceptability

Following the general definition, acceptability describes how readily a user will
actually use the system. Acceptability may be represented by a purely economic
measure, relating the number of potential users to quantity of the target group.

25.2.4 Use Cases

The presented taxonomy can be used in a wide range of applications. For example,
the provider of an online gaming platform might be interested in how the bandwidth
of the provided IP channel, or how the delay, with which controls from the user
device are forwarded to his platform affect player experience. The taxonomy indi-
cates that the effect may depend on the characteristics of the user (casual vs. power
gamers), of the game (shooter vs. strategic exploration game), or of the device used
for control and display (video codec and resolution). In order to identify and quantify
these effects, the service provider would have to carry out subjective experiments
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where he controls most of the influencing factors of the taxonomy, and measures the
interesting independent variables (e.g. with the Game Experience Questionnaire). In
case it fits his interests, he might also focus on sub-aspects of the taxonomy (e.g. pos-
itive/negative affect, or flow), which he can address with additional metrics. In this
case, the taxonomy helps to select the appropriate metrics and the right experimental
set-up.

Another use case is a service provider who wants to monitor gaming behavior
in order to find out about player experience. This service provider would need to
set up models, which link measurable parameters of the game and the platform it
is implemented on to user behavior during the game, and subsequently to player
experience. For this purpose, it may be desirable to first collect performance metrics,
then link them to the upper aspects of the QoE aspect layer (such as input quality,
output quality, learnability, etc.), and subsequently link them to player experience in
a second step.

25.3 Empirical Application and Results

This section will demonstrate the use of the presented taxonomy in planning and
interpretation of studies. It will do so by looking at two experiments, in which the
influence of different influence factors on various quality features were evaluated
for an online role-playing game and cloud gaming versions of an adventure, and a
shooter game (Fig. 25.2).

Schmidt investigated the effects of varying input delay and packet loss on a trans-
mission channel on various quality features and overall Quality of Experience of an
online role-playing game [37]. Unlike solely network-based studies such as [6] or
[3], Schmidt modified the “device” influencing factor and deliberately reduced its
input performance by using a software module on the test participant’s computer,
which delayed the processing of keystrokes by specifiable time. For the test runs,
18 test participants were invited, who had never before played the game used in the
experiment (Guild Wars 2). To elicit user factor data, each test participant had to
fill out a screening questionnaire at the beginning of an experiment, asking them
about personal data such as age, gender, and profession, but also questions about
their experience (number of playing hours per week), game genre preferences, and
their affinity towards video gaming in general. After an initial training phase, the
testers had to play different scenarios of about 15 min length each. Subsequently, the
Game Experience Questionnaire (GEQ) was used after each test scenario to mea-
sure the quality features challenge, competence, flow, immersion, tension, negative
affect, and positive affect. Besides the GEQ the persons had to rate the perceived
input delay (interactive behavior), jerkiness while performing actions (in this case
also interactive behavior), and overall QoE (player experience).

The results of the study show an impact of the tested independent variables
and influence factors input delay and packet loss not only on player experience,
but on all tested dependent variables (challenge, competence, etc.). An input delay
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Fig. 25.2 Taxonomy with aspects highlighted, which were subject in Schmidt’s study

of 300 ms was noticed and recognized by all test participants (i.e. it had an effect
on the Interactive behavior quality feature) and influenced the overall quality rat-
ing significantly. This connection was stronger for male than for female players,
indicating the relevance of user factors as influence factors. As for the other quality
features input delay had an influence, but it was not significant. Packet-loss inducing
jerkiness in the game was also noticed by the test participants and affected user-
perceived QoE significantly, whereas its effect on the GEQ dimensions remained
insignificant.

As stated above, another application of the taxonomy is the evaluation of gaming
services (Fig. 25.3). Pommer conducted a study [32], in which he investigated the
link between the influencing factors network channel bandwidth and delay, and user-
perceived quality (player experience) for two different games, which were running
on a cloud gaming platform [32]. The first game was an adventure game built around
solving puzzles, whereas the second represented the first person shooter genre and
also featured a different game structure and different game rules. Involuntarily, the
interface (client) software turned into another independent variable, as a software
update changed the behavior of the system. To elicit data from the user factors, an
extended screening questionnaire had to be filled at the beginning of the experiment.
It contained questions to determine previous experience with gaming, the test partic-
ipants playing style, common static factors (name, age, gender, etc.), and also items
to estimate the person’s intrinsic motivation to use commercial cloud gaming ser-
vices. After each test run, a custom questionnaire had to be filled, asking for various
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Fig. 25.3 Taxonomy with aspects highlighted, which were subject in the Pommer’s study

aspects of interactive behavior and output quality, challenge and positive affect qual-
ity features. The collected data showed that bandwidth and delay degradations have
an impact on user-perceived quality. An increase in transmission delay led to signif-
icantly lower player experience for the adventure game. In both games experienced
gamers noticed the delay more than casual gamers. The effect of variations of the
bandwidth yielded mixed results on the cloud gaming system. As Pommer was able
to show, the specific implementation of the algorithms, which adjust the system’s
data traffic to the performance of the transmission channel was unable to adapt prop-
erly to the imposed limitations, causing an oscillating channel use in some test cases
with noticeable image distortions.

25.4 Quantitative Model

Only limited work has been done to model the link between influence factors and
quality features. One example, where such a model has been developed is the work by
Wang et al. The Mobile Gaming User Experience (MGUE) model [40] is a parametric
model, that uses system parameters to compute a MOS rating (referred to as the
GMOS, Game Mean Opinion Score) for mobile cloud gaming scenarios. The model’s
input parameters can be grouped in 4 categories: Source Video Factors, Cloud Server
Factors, Wireless Network Factors, and Client Factors. These groups can be mapped
to this taxonomy’s server, channel, and player and device influence factors. The
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structure of the computation is derived from the E-model [19] and proposes a number
of impairment factors which degrade the experience, assuming that the undegraded
experience is perfect regardless of the game that is being played. To accommodate the
varying susceptibility of different game genres towards degradations such as latency
or packet loss, they introduce a set of tuning factors. However, constants for these
are only provided for three specific games.

25.5 Discussion

In the taxonomy, we have tried to classify influence factors, interaction performance
aspects, and quality features on three layers. This choice was motivated by our
earlier taxonomy on quality aspects of multimodal human-machine interaction, but
has here been refined and adapted to reflect the particularities of gaming. For each of
the factors and aspects, we have tried to specify how they can be quantified, in order
to make Gaming QoE a measurable object of investigation. Whereas such metrics
are available for some factors and aspects (e.g. screening questionnaire for gamer
classes), there are no metrics for all of the concepts yet. An interesting approach
might be physiological methods, to establish a direct relationship between aspects
of the taxonomy and biological measures.

For some concepts, there might be a dispute as to where in the taxonomy they
belong. Whereas we consider a significant step between different layers of the tax-
onomy (influence factors, interaction performance aspects, quality features), there
might be arguable differences as to which of the quality aspects exercise an influence
on which others.

Overall, we did not display all possible relationships between factors/aspects, and
in particular we did not depict the relationships across layers. Such relationships
across layers might be of particular interest to users of the taxonomy. Ultimately, our
aim is to develop models, which are able to predict certain features of player expe-
rience from influencing factors of the system, user and context. One such example,
the MGUE model, which predicts a MOS from parameters describing IP transmis-
sion channel and video coding effects on mobile cloud games, was presented in this
chapter. We would like to further develop such models by understanding the related
perceptual features, so that they might provide more robust and more diagnostic pre-
dictions. This approach also bears the chance to build a model that is valid for more
than just a few player types, game genres and scenarios.

References

1. Androvich M (2008) GTA IV: Most expensive game ever developed? Gamesindustry Interna-
tional. http://www.gamesindustry.biz/articles/gta-iv-most-expensive-game-ever-developed

2. Bartle R (1996) Hearts, clubs, diamonds, spades—players who suit muds. http://www.mud.co.
uk/richard/hcds.htm

http://www.gamesindustry.biz/articles/gta-iv-most-expensive-game-ever-developed
http://www.mud.co.uk/richard/hcds.htm
http://www.mud.co.uk/richard/hcds.htm


380 J. Beyer and S. Möller

3. Beigbeder T, Coughlan R, Lusher C, Plunkett J, Agu E, Claypool M (2004) The effects of
loss and latency on user performance in unreal tournament 2003. In: Proceedings of 3rd ACM
SIGCOMM workshop on network and system support for games (NetGames ’04). ACM, New
York, USA, pp 144–151

4. Brown E, Cairns P (2004) A grounded investigation of game immersion. In: Proceedings of
CHI ’04 extended abstracts on human factors in computing systems. pp 1297–1300

5. Chen J (2007) Flow in games. Commun ACM 50(4):31–34
6. Claypool M, Claypool K (2006) Latency and player actions in online games. Commun ACM

49(11):40–45
7. Csikszentmihalyi M (2010) Das flow-Erlebnis: Jenseits von Angst und Langeweile: im Tun

aufgehen [The Flow Experience: beyond fear and boredom: opening in doing], 1985/1975,
10th edn. Klett-Cotta, Stuttgart

8. Dixon D (2011) Player types and gamification. In: Proceedings of CHI 2011, workshop gami-
fication: using game design elements in non-game contexts. http://gamification-research.org/
wp-content/uploads/2011/04/11-Dixon.pdf

9. Engl S (2010) Mobile gaming—Eine empirische Studie zum Spielverhalten und Nutzungser-
lebnis in mobilen Kontexten. Magister thesis, Universität Regensburg

10. Foraker Labs: Glossary—playability (2012) http://www.usabilityfirst.com/glossary/
playability

11. Fritz J (2011) Mit Computerspielern ins Spiel kommen [Get into play with computer gamers].
Schriftenreihe Medienforsch. der LfM NRW 68, Vistas, Berlin

12. Fullerton T (2008) Game design workshop: a playcentric approach to creating innovative
games. Morgan Kaufman

13. Bartle RA (2012) GamerDNA, Bartle test of gamer psychology. http://www.gamerdna.com/
quizzes/bartle-test-of-gamer-psychology/

14. Hassenzahl M (2008) User experience (UX): towards an experiential perspective on product
quality. In: Proceedings of 20th French-speaking conference on human-computer interaction

15. Hassenzahl H, Burmester M, Koller F (2003) AttrakDiff: Ein Fragebogen zur Messung
wahrgenommener hedonischer und pragmatischer Qualität. In: Ziegler J, Szwillus G (eds)
Mensch and computer 2003. Teubner, Stuttgart, pp 187–196

16. Hassenzahl M, Platz A, Burmester M, Lehner K (2000) Hedonic and ergonomic quality aspects
determine a software’s appeal. In: Proceedings of CHI 2000, Den Haag, pp 201–208

17. Hugentobler von Zürich U (2011) Messen von flow mit EEG in Computerspielen [Measuring
flow with EEG in computer games]. PhD thesis, University of Zürich

18. Ijsselsteijn W, De Kort Y, Poels K, Bellotti F, Jurgelionis A (2007) Characterising and measuring
user experiences in digital games. In: Proceedings of international conference on advances in
computer entertainment technology

19. Bergstra JA, Middelburg CA (2003) The E-Model, a computational model for use in transmis-
sion planning. International Telecommunication Union, Geneva. http://citeseerx.ist.psu.edu/
viewdoc/summary?doi=10.1.1.103.3547

20. Jennett CI (2010) Is game immersion just another form of selective attention? An empirical
investigation of real world dissociation in computer game immersion. PhD thesis, University
College London

21. Jennett C, Cox AL, Cairns P, Dhoparee S, Epps A, Tijs T, Walton A (2008) Measuring and
defining the experience of immersion in games.Int J Hum-Comput Stud 66(9):641–661

22. Juul J (2005) Half-real: video games between real rules and fictional worlds. The MIT Press,
Cambridge

23. Lazzaro N, Keeker K (2004) Whats my method? A game show on games. In: Proceedings of
CHI 2004, Vienna

24. Mandryk RL, Inkpen K, Calvert TW (2006) Using psycho-physiological techniques to measure
user experience with entertainment technologies. Behav Inf Technol 25(2):141–158

25. Möller S, Engelbrecht K-P, Kühnel C, Wechsung I, Weiss B (2009) A taxonomy of quality of
service and quality of experience of multimodal human-machine interaction. In: Proceedings
of 1st international workshop on quality of multimedia experience (QoMEX09), 29–31 July
2009, San Diego, CA

http://gamification-research.org/wp-content/uploads/2011/04/11-Dixon.pdf
http://gamification-research.org/wp-content/uploads/2011/04/11-Dixon.pdf
http://www.usabilityfirst.com/glossary/playability
http://www.usabilityfirst.com/glossary/playability
http://www.gamerdna.com/quizzes/bartle-test-of-gamer-psychology/
http://www.gamerdna.com/quizzes/bartle-test-of-gamer-psychology/
http://citeseerx.ist.psu.edu/viewdoc/summary?doi=10.1.1.103.3547
http://citeseerx.ist.psu.edu/viewdoc/summary?doi=10.1.1.103.3547


25 Gaming 381

26. Möller S (2010) Quality engineering. Qualität kommunikationstechnischer Systeme. Springer,
Heidelberg

27. Möller S, Schmidt S, Beyer J (2013) An overview of concepts and evaluation methods for
computer gaming QoE. Accepted for: 5th international workshop on quality of multimedia
experience 2013 (QoMEX13), Klagenfurt, 3–5 July

28. Murphy C (2010) Why games work and the science of learning. Alion Science and Technology,
Virginia

29. NPD Group Inc (2008) NDP software category definitions. https://www5.npd.com/tech/pdf/
swcategories.pdf

30. Pinelle D, Wong N, Stach T (2008) Heuristic evaluation for games: usability principles for
video game design. In: Proceedings of the ACM conference on human factors in computing
systems (CHI 2008). pp 1453–1462

31. Poels K, de Kort Y, Ijsselsteijn W (2007) It is always a lot of fun! Exploring dimensions of
digital game experience using focus group methodology. In: Proceedings of future play 2007,
Toronto, Canada, pp 83–89

32. Pommer D (2013) Quality of experience of gaming: cloud gaming—Einfluss von Verzögerung
und Übertragungsrate [Quality of experience of gaming: cloud gaming—influence of delay
and transmission rate]. Study Project thesis, TU Berlin

33. European network on quality of experience in multimedia systems and services (COST Action
IC 1003). In: Le Callet P, Möller S, Perkis A (eds) Qualinet white paper on definitions of quality
of experience, Lausanne, Version 1.1, 3 June 2012

34. Rheinberg F, Vollmeyer R., Engeser S (2003) Die Erfassung des Flow-Erlebens. In: Stiensmeier-
Pelster J, Rheinberg F (eds) Diagnostik von motivation und Selbstkonzept (Tests und Trends
N.F.) 2, Hogrefe, Göttingen, pp 261–279

35. Sánchez G, Gutiérrez FL, Cabrera MJ, Padilla Zea N (2008) Design of adaptive videogame
interfaces: a practical case of use in special education. In: Proceedings of 7th international
conference on computer-aided design of user interfaces (CADUI 2008), pp 57–63

36. Schaffer N (2009) Verifying an integrated model of usability in games. PhD thesis, Rensselaer
Polytechnic Institute, Troy, NY

37. Schmidt S (2013) Messung der Quality of Experience von Computerspielen [Measurement of
the quality of experience of computer games]. Study thesis, TU Berlin

38. Stelmaszweska H, Fields B, Blandford A (2004) Conceptualising user hedonic experience.
In: Reed DJ, Baxter G, Blythe M (eds) Proceedings of ECCE-12, living and working with
technology, EACE, York, pp 83–89

39. Vilnai-Yavetz I, Rafaeli A, Schneider Yaacov C (2005) Instrumentality, aesthetics, and sym-
bolism of office design. Environ Behav 37(4):533–551

40. Wang S, Dey S (2012) Cloud mobile gaming: modeling and measuring user experience in
mobile wireless networks. ACM SIGMOBILE Mob Comput Commun Rev 16(1):10–21

41. Wickens CD (1992) Engineering psychology and human performance. HarperCollins, New
York

42. Wolf MJP (2001) Genre and the video game. In: Wolf MJP (ed) The medium of the video
game. University of Texas Press, Austin, pp 113–134

43. Yee N (2005) Motivations of play in MMORPGS—results from a factor analytic approach.
http://www.nickyee.com/daedalus/motivations.pdf

44. Zimbardo PG (1995) Psychologie. Springer, Berlin

https://www5.npd.com/tech/pdf/swcategories.pdf
https://www5.npd.com/tech/pdf/swcategories.pdf
http://www.nickyee.com/daedalus/motivations.pdf


Chapter 26
Recognition Tasks

Lucjan Janowski, Mikołaj Leszczuk, Mohamed-Chaker Larabi
and Anna Ukhanova

Abstract This chapter proposes a definition of Quality of Experience (QoE) in the
case of task based applications. The definition is followed by the describing of the
current work in the field of the QoE methodology in the specific case of a security
system. Different metrics predicting QoE proposed in the literature are discussed.

26.1 Introduction

Users of video to perform tasks (e.g. CCTV/IP surveillance public safety, tele-
medical services, firefighters, production lines’ monitoring) require sufficient
image/video quality to recognize the information needed for their application. There-
fore, the fundamental measure of video quality in these applications is the success
rate of these recognition tasks, which is referred to as visual intelligibility or acuity.
This is because in the recognition tasks subjective user satisfaction depends only, or
almost only, on the possibility of achieving a given functionality (event detection,
object detection/recognition/identification). Additionally, the quality of video used
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by a human observer for recognition tasks is considerably different from objective
video quality used in image/computer processing (Computer Vision).

One of the notable use cases where video quality is crucial are security applica-
tions. Video services with blurred images may have far more severe consequences for
video security practitioners than just quality degradation. Therefore, the Quality of
Experience (QoE) concept has to be tailored for security tasks (by security, one means
here all applications linked with video IP surveillance, CCTV, aerial surveillance,
preventing terrorists/criminal acts, etc.).

One of the major causes of reduction of visual intelligibility is loss of data, through
various forms of compression. Additionally, the characteristics of the scene being
captured have a direct effect on visual intelligibility and on the performance of a
compression operation—specifically, the size of the target of interest, the lighting
conditions, and the temporal complexity of the scene. Moreover, acquisition con-
ditions are very difficult to control since there are no or just few recommendations
regarding the setup for such applications. A few countries have focused on this prob-
lem in order to provide common rules. However, it is often observed that crime
scenes are captured by means belonging to small shops, individuals, etc., where the
quality/performance of the used devices is poor. Investigators have to deal and work
on such data to solve the targeted case.

The effects and interactions of compression and scene characteristics can be stud-
ied only by performing a series of application specific tests. An additional challenge
is how to test existing or develop new objective measurements that will predict the
results of the subjective tests of visual intelligibility. To develop accurate objec-
tive measurements (models) for security applications quality, subjective experiments
must be performed. For this purpose, in case of video signal, the ITU-T1 P.910 Rec-
ommendation “Subjective video quality assessment methods for multimedia appli-
cations” [1] addresses the methodology for performing subjective tests in a rigorous
manner. However, one needs to take some precautions while using this recommen-
dation because the initial targeted application is, as discussed previously, far from
security application targets.

Numerous security applications require a special framework appropriate to the
function—i.e. its use for security tasks. Once the framework is in place, methods
should be developed to measure the usefulness of the reduced signal quality. The
precisely computed usefulness can be used to optimize not only the signal quality
but the whole security system. It is especially important in surveillance systems,
which often aggregate a large number of cameras the streams of which have to
be saved for possible future investigation. For example in Chicago at least 10,000
surveillance cameras are connected to a common storing system [2].

1 International Telecommunication Union—Telecommunication Standardization Sector.
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26.2 Definitions of Quality of Experience in Task-Based
Applications

In order to define QoE in task-based applications we start from defining task-based
applications by a system using a signal to perform a specific task. A task application
can be a medical image annotation, an object/situation recognition, a product control
to name a few. The task it self can be as simple as detecting a motion in the scene
or as complex as persons/behaviors/interactions tracking. An interesting example is
a security system. Such systems are created in order to increase security. Such a
definition does not describe a specific task which is specified on demand of future
needs. Nevertheless, a security system is always used to perform a task. A task is the
identification or interpretation of the signal.

The QoE in its task-based definition should reflect the task centric QoE, fitting at
the same time the general definition described in Chap. 2. The QoE definition starts
from stating what is an event, experience and quality. We believe that the concept
of quality, as defined in [3] and Chap. 2, is valid for security applications as well.
It involves comparison and judgment processes. In case of task-based applications,
comparison with other cases helps to judge what is the probability that the task was
run correctly.

QoE in case of a task involves: the probability of being correct, including the
amount of time required for the completion of the task (here called “modified
quality”) and the interpretation of the event represented by the signal (here called
“modified experience”). Therefore, the QoE defined for the task-based applications
changes the “degree of delight or annoyance” used in the general definition described
in Chap. 2 to usability and assurance of correct task performance. The following def-
inition based on Chap. 2 and [3] is proposed here:

Quality of Experience in Task-based Applications: Is the degree of satisfac-
tion generated by the performed task. Satisfaction depends on a combination
of the degree of assurance about the correctness of the performed task, the
expertise of the user, and the processing time.

Task-based applications often involve larger systems, in which case QoE should
consider the whole system and the degree of usability of a particular application in
solving the task.

The proposed definition includes many different aspects such as: inexperienced
system operator, incorrect task for specific signal, usability of a particular system
under concern. All those and many other specific factors influence the obtained QoE
in task-based applications.

Besides the human operated systems, automatic detection algorithms are more
and more often used. In those cases, quality is also a crucial parameter of the sys-
tem. Of course, in such a case QoE does not have much sense since experience
cannot be achieved by a machine. Here, instead of quality the interesting concept

http://dx.doi.org/10.1007/978-3-319-02681-7_2
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is performance. The authors propose to use, in case of automatic systems, the term
Recognition Performance (RP). We propose the following definition:

Recognition Performance for an Automatic System: Defines the potential
of the signal to be used for the successful achievement of the recognition task.

Recognition in case of automatic systems is often described by receiver operating
characteristic (ROC) or other methods involving true positive and negative values.
Nevertheless, such a description is valid for an algorithm, and in this case we are
focusing on the input signal quality, not the recognition itself.

26.3 Psychophysical Experiments

To develop accurate objective measurements and models for QoE in the case of task-
based applications, subjective experiments must be performed. Some standards exist
in case of video quality assessment. The ITU has recommendations that address the
methodology for performing subjective tests [1, 4]. These methods are targeted at the
entertainment application of video and were developed to assess a person’s perceptual
opinion of quality. They are not entirely appropriate for task-based applications, in
which video is used to detect/recognize/identify objects, people or events.

Assessment principles for the maximization of task-based video quality are a rela-
tively new field. Problems of quality measurements for task-based video are partially
addressed in a few preliminary standards and a recommendation [5, 6] that mainly
introduces basic definitions, methods of testing and psychophysical experiments.
ITU-T Rec. P.912 describes multiple choice, single answer, and timed task subjec-
tive test methods, as well as the distinction between real-time and viewer-controlled
viewing, and the concept of scenario groups to be used for these types of tests.
Scenario groups are groups of very similar scenes with only small, controlled dif-
ferences between them, which enable testing recognition ability while eliminating
or greatly reducing the potential effect of scene memorization. While these concepts
have been introduced specifically for task-based video applications in ITU-T Rec.
P.912, more research is necessary to validate the methods and refine the data analysis.

Section 7.3 of ITU-T Rec. P.912 (“Subjects”) says that, “Subjects who are experts
in the application field of the target recognition video should be used. The number of
subjects should follow the recommendations of ITU-T P.910 [1].” There do also exist
some potentially applicable, similar ideas incorporated from industry. For example,
large television companies hire expert subjects to monitor their quality [7].

Unfortunately, expert subjects (police officers, doctors, etc.) are costly and dif-
ficult to hire compared to non-expert subjects (colleagues, friends, students, pen-
sioners). Nevertheless, to the best of the authors’ knowledge, in fact this issue of

http://dx.doi.org/10.1007/978-3-319-02681-7_7.3
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necessity of expert subjects has not been confirmed in any specific academic research.
There is also no evidence that television companies have applied any serious effort to
determine standards for psychophysical quality experiments. What is more, recent
research results even show that clearly, in terms of the quality of psychophysical
experiment (subjective test) results, it is more important to motivate the subjects
than to acquire experts. They can either be paid or (for public safety scenarios) they
can be police officers or practitioners of other public safety agencies [8].

The presented standards tell little about the data analysis which is different from
traditional quality tests. In case of recognition task there is a danger that a subject
will remember the correct answer from the previously seen sequence. Therefore, a
single source sequence should be shown only once. Showing each source only once
calls for a different experiment design and data analysis.

One of many problems which have to be addressed is how to limit irrelevant
subjects. The most popular way to validate subjects is the correlation. It is simple
and intuitively correct. We compute correlation between individual scores and the
scores obtained by all other subjects. It is used for example by Video Quality Expert
Group (VQEG) in [9]. Another technique described in BT.500 is based on an outlier
detection. If a significant number of answers for particular subject are counted as
outliers the subject is removed. In case of task based subjective experiment different
sequences are scored by different users and computing correlation or outlier ratio
becomes more difficult. An alternative proposed in [10], where a detailed analysis
of the problem is presented, is based on measuring how often a subject performed
a task worst than other subjects. Tasks are compared even if the sequences are not
perfectly the same since a task difficulty is taken into consideration.

The other problem the authors identified is “experiment hacking.” In case of
object recognition we could clearly see that subjects recognize an object by elimi-
nating possible answers rather than really seeing it. It is especially dangerous since
a specification suggesting that a particular system makes it possible to detect a gun
can not be based on assumption—“it cannot be a phone so I will guess gun.”

Last but not the least there are no standards on how an automatic system should
be tested. In this case it is not intended to define a psychophysical experiment. In
opposition, it would be important to define a standard describing the correct testing
methodology for automatic recognition systems. This will be as important as the
definition of [1] for human subjects. Such a standard should take into account specific
features of automatic system testing, like a much larger number of different source
and distortion conditions which can be analyzed. Also a clear description of the type
of sources and delivery systems which were used by the evaluation process is the
key information for the correct system implementation.

When dealing with security applications, observers are often or always experts
from police department, military services and so on. It is then better to speak about
Quality of Expertise rather than QoE. This can be justified by the fact that an expert
will use his expertise in order to solve a given case. They are hence required to
perform standard tasks of detection, recognition and identification (DRI). Of course,
the ability to perform these tasks is closely linked to the quality of the recorded
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image/video. Depending on the addressed case, experts are able to provide DRI
scores combining both quality of the target and its understandability.

In the framework of a French funded project (QuIAVU) aiming at quality
maximization of legal evidence images, Larabi et al. [11] proposed, together with
experts from French police departments, an evaluation procedure dedicated to video-
surveillance. Four cases have been identified: vehicles, license plates, persons, and
faces. For each case, a discrete scoring table has been defined going from 0 (no detec-
tion), 1 (limited detection), …, 5 (average recognition), …to 9 (full identification)
where criteria have been given for each step. For instance, a score of 4 for vehicles
corresponds to: Possible recognition—Defects on the vehicle (e.g. lighting, miss-
ing items), distinguishable features (e.g. logos, stickers,…) while the same score for
license plates corresponds to : Possible recognition—partial readability of a group
of characters without formal recognition.

A recent complete work dealing with QoE has been presented by Tsifouti
et al. [12] about defining acceptable bitrates for human face identification in video-
surveillance, in collaboration with the UK Home Office. The described investigation
was composed of four steps: (1) Collection of representative video footage, (2) Char-
acterization and grouping of video scenes based on four content attributes: Bright-
ness, Distance, Busyness and Angle, (3) Identification of key scenes with regards to
H.264/AVC compression and (4) Testing of five video-surveillance recording sys-
tems commonly used on London buses by experts grouped in three categories : Bus
analysts, Metropolitan Police Service (MPS) police officers and MPS surveillance
officers. Each category is composed of experimented agents using video-surveillance
images in their daily work. In this work, experts were asked to respond with a yes or
no to the question: Is the compressed version(s) as useful as the reference in terms
of facial information? Exploitation of results allowed to draw several conclusions
about QoE for this specific condition. For instance, it was recommended to use a
60 % of observers yes responses on London buses, which is higher then the absolute
threshold of 50 %. Also, during daytime, when there is variable illumination, it was
recommended to set the bitrate of approximately 1,500 kbps (derived from the worst-
case performance) and during nighttime, when the bus illumination is on, to reset
the bitrate to around 700 kbps (constant bus illumination).

From both studies, one can notice that it is somehow difficult or even impossible
to define a psychophysical evaluation standard for task-based recognition purposes,
taking into consideration all aspects of the field. Obviously, it is very different from
multimedia applications where even with technical variations, cultural differences
between countries, and so on, the notion of quality remains quite similar leading to a
kind of easiness in the definition of standards. In the case of task-based recognition,
the procedure is highly dependent on the targeted application/problem and it is rather
unthinkable to be exhaustive while defining common rules. For video-surveillance,
the standardization of facilities will undoubtedly help in the definition of common
best practices and standards for psychophysical evaluation.
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26.4 Modeling Approaches for Objective Metrics

Some subjective recognition metrics, described below and applicable for security
applications, have been proposed over the last years. They usually combine aspects
of Quality of Recognition (QoR) and QoE. These metrics, for most of them, have not
been focused on security practitioners as subjects, but rather on naïve participants.
The metrics are not context specific, and they do not apply video surveillance-oriented
standardized discrimination levels.

One of the metrics being definitively worth mentioning is Ghinea’s Quality of
Perception (QoP) [13, 14]. The QoP metric does not entirely fit video surveil-
lance needs. It targets mainly video deterioration caused by frame rate measured in
frame per second (fps), whereas fps not necessarily affects the quality of IP surveil-
lance/CCTV [15]. The metric has been established for rather low, legacy resolutions,
and tested on rather small groups of subjects (10 instead of the standardized 24 valid,
correlating subjects). Furthermore, a video recognition quality metric for a clear
objective of video surveillance requires tests in a fully controlled environment [4],
with standardized discrimination levels (avoiding ambiguous questions) and with
minimized impact of subliminal cues [6].

Another metric being worth mentioning is QoP’s offshoot, Strohmeier’s Open
Profiling of Quality (OPQ) [16]. This metric puts more stress on video quality than
on recognition/discrimination levels. Its application context, being focused on 3D,
is also different than video surveillance which requires rather 2D. Like the previ-
ous metric, this one also does not apply standardized discrimination levels, allowing
subjects to use their own vocabulary. The approach is qualitative rather than quan-
titative, whereas the latter is preferred by public safety practitioners for e.g. public
procurement. The OPQ model is somehow content/subject-oriented, while for video
surveillance a more generalized metric framework is needed.

OPQ partly utilizes free sorting, as used in [17] but also applied in the method
called Interpretation Based Quality (IBQ) [18, 19], adapted from [20, 21]. Unfortu-
nately, these approaches allow mapping relative, rather than absolute, quality.

In [22], Leszczuk et al. attempted to develop quality thresholds in license plate
recognition tasks, based on video, streamed in constrained networking conditions.
The measures that have been developed for this kind of task-based video provide
specifications and recommendations that will assist users of task-based video to
determine the technology that will successfully allow them to perform the required
function.

Since the number of surveillance cameras is still growing, it is extremely likely
that automatic systems will be used to carry out the tasks. Research presented by
Janowski et al. in [23] includes the analysis of automatic recognition algorithms.

In [24], Dumke explores using visual acuity as a video quality metric for public
safety applications. An experiment has been conducted to track the relationship
between visual acuity and the ability to perform a forced-choice object recognition
task with digital video of varying quality. Visual acuity is measured according to the
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smallest letters reliably recognized on a reduced LogMAR chart (commonly used to
measure an individual’s visual acuity).

The work [25] by Leszczuk introduces a typical usage of task-based video: sur-
veillance video for accurate license plate recognition. The author presents the field
of task-based video quality assessment, from subjective psychophysical experiments
to objective quality models. He defines a subjective assessment procedure including
several source video sequences encoded at various bitrates. The task assigned to
observers was to recognize car license plate numbers and assess them using a variant
of the famous Absolute Category Rating (ACR) test procedure. A threshold detection
parameter has been defined by tolerating no more than one error on the character
set of the license plate. Finally the logarithmic model learned from the experiments
allows to predict the detection probability function of the bitrate. The continuation
of this research is given in [26] by the same author, presenting a quality optimization
approach driven by recognition rates.

In [27], Maalouf et al. propose an offline monitoring procedure for legal evidence
images. The main target is to provide for a given scene (crime, theft, etc.) the best
quality match of the region of interest. The proposed monitoring tool allows the
selection of an object/region of interest (vehicle, license plate, face or person). This
object is tracked over the whole scene thanks to a robust tracking algorithm based
on foveal wavelet and mean shift. In parallel, the quality of this object of interest
is assessed using a no-reference metric based on the sharpness feature. This choice
comes from the expertise learned from investigators when assessing QoE. Finally,
an intra super-resolution service allows increasing the resolution of the targeted
object on the best quality matches. From a legal point of view the application of
this super-resolution is admitted since it does not bring any side information. This
work combines quality and expertise in the same framework allowing to guarantee
the QoE for security experts.

26.5 Standardization

There exist only a very limited set of standards for psychophysical quality experi-
ments in task-based video applications. The nature of these standards depends on the
task being performed.

The Video Quality in Public Safety (VQiPS) Working Group, established in 2009
and supported by the U.S. Department of Homeland Security Office for Interoper-
ability and Compatibility, has been developing a user guide for public safety video
applications. The aim of the guide is to provide the potential consumers of public
safety video equipment with specifications that best fit their particular application.
The process of developing the guide will have a further beneficial effect of identifying
areas in which adequate research has not yet been conducted, so that such gaps may
be filled. A challenge for this particular work is ensuring that it is understandable to
public safety practitioners, who may have little knowledge of video technology [28].
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Internationally, the number of people and organizations interested in this area
continues to grow, and a task-based video project under the Video Quality Experts
Group (VQEG) [29] was created. The new project, The Quality Assessment for
Recognition Tasks (QART), addresses precisely the problem of lack of quality stan-
dards for video monitoring [30]. The initiative is co-chaired by the Public Safety
Communications Research (PSCR) program, U.S.A., and AGH University of Sci-
ence and Technology in Krakow, Poland. Other members include research teams
from Belgium, Denmark, France, Germany, and South Korea. The purpose of QART
is exactly the same as the other VQEG projects—to advance the field of quality
assessment for task-based video through collaboration in the development of test
methods, performance specifications and standards for task-based video, as well
as predictive models based on network and other relevant parameters. The QART
project is performing a series of subjective tests to study the effects and interactions
of compression and scene characteristics. An additional goal is to test existing or
develop new objective measurements that will predict the results of the subjective
tests of visual intelligibility.

Another important effort is being held within the International Standards Organi-
zation (ISO) under the technical committee called “ISO/TC 223-Societal Security”
to make national security organizations work together [31]. ISO/TC 223 aims at
developing standards with the goal to help to increase the security, i.e. protection
of the society from and response to incidents, emergencies, and disasters caused by
intentional and unintentional human acts, natural hazards, and technical failures.

26.6 Future Work

Subjective evaluation of security applications in controlled laboratory conditions
may be difficult to achieve, even if the number of sequences to be evaluated may be
reduced significantly if objective measurements show a high correlation. A possible
solution to this problem may be found in the recent advances on crowd-sourcing
[32]. Crowdsourcing is currently considered as a rapid way of obtaining estimations
of video quality. While their judgment performance is not as high as those obtained
in standardized lab conditions, they may prove particularly useful in the scenario
when objective metrics and subjective data are available. Such research is useful for
security applications.

Other plans/next steps for standardizing test methods and experimental designs
include verification of issues like: subliminal cues, Computer-Generated Imagery
(CGI) source video sequences, possible alternative test designs to avoid repeti-
tions/memorization as well as automated eye charts. The agreed tasks include
verifying requirements, refining methods/designs and, finally, making subjective
experiments both more accurate and feasible. Work on comparing task-based ver-
sus task-free experiments (e.g. results from eye-tracking [33] experiments in free
exploration versus task-based tests) is planned as well.
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As usual quality metrics are needed especially for the end users which would like to
know what is the limit of their security system and how expensive it would be to make
it better. On the other hand, it is rather difficult to provide metrics without a solid and
well proved methodology of subjective tests not forgetting about automatic systems’
evaluation. The work on metrics and evaluation methodology should advance in
parallel.

Finally, security applications are, and still will be, user-centric and experts,
whether they are civilian or investigators, should solve cases or perform DRI tasks.
Learning from their expertise will certainly help calibrating monitoring tools in order
to guarantee QoE continuously.
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Chapter 27
Perception of Quality Changes
in Wireless Networks

Blazej Lewcio and Sebastian Möller

Abstract Over the top services so far discussed in this book, such as speech and
video telephony, gain the attention of mobile users, who nowadays do not expect the
connectivity only, but also demand for Quality of Experience (QoE). In this sense, the
concept of an “always best connected” mobile user faces new challenges. Nomadic
use of services and heterogeneity of technology make it impossible to constantly pro-
vide the highest transmission quality. As a matter of fact, intelligent management of
quality is required and to be successfully in doing so, QoE in heterogeneous networks
must be explored and user perception of changing quality must be understood. This
chapter addresses user perception of quality while using speech and video telephony
in heterogeneous wireless networks. It is in particular focused on user perception of
quality changes due to switching between networks, codecs, and encoding bit rates
during an ongoing transmission. This knowledge is inevitable for a perception-based
design of service and mobility management in modern networks.

27.1 QoE in Wireless Networks

Heterogeneous technology platforms enable to access speech and video telephony
services seamlessly by nomadic users. Nonetheless, an ideal communication path
does not exist and many fundamental trade-offs must be considered in provision-
ing the service quality [8]. Network coverage versus throughput and reliability of
a connection is one aspect of the decision [21, 28]. Efficiency versus robustness
of signalcompression is another [6, 17, 40]. In this sense, to make the best of
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available resources when a telephony service is used by a nomadic user, an intelligent
adaptation of the ongoing transmission is required.

The simultaneous availability of diverse wireless technologies in certain geo-
graphical areas creates overlaid wireless architectures [30]. In this network hierarchy,
the lowest level is characterized by a small network coverage and high-speed connec-
tion, and the highest level represents the opposite, large geographical coverage, and
low connection throughput. Having such a system, management of the connectivity
according to user location and utilized service type is required [9]. The attachment
point to the Internet must be frequently changed, which is referred to as a network
handover, further differentiating this term in a homogeneous and heterogeneous han-
dover, depending if the handover is performed between access points that belong to
the same or to different wireless technologies [34]. If the ongoing connection of a
mobile station can be maintained during and after a handover, seamless mobility is
assured.

There are several protocols that enable end-devices to change the attachment
point to the Internet. Mobile IP [22] or SIP [24] are only two of them that operate
in different transmission layers. Both of the approaches introduce certain trade-offs,
such as transmission overhead and reliability [13, 25]. Due to the latter feature—
higher reliability of the networking-based solution—Mobile IP was applied in the
research presented in this chapter. Mobile IPv4 defines mechanisms that enable a
mobile terminal to change its point of attachment to the Internet whilst remaining
reachable through a permanent address, so called home address, at the same time
preserving all the active connections while travelling to a new network; the interested
reader may refer to [22] for a detailed description of the protocol.

Notably, most of the service and mobility management efforts neglect user percep-
tion and focus on numeric measurement of system performance instead. Network
researchers benchmark the quality of a mobile system using parameters, such as
packet loss or throughput [29], as well as connection degradations due to a network
handover itself [16, 20, 23, 33]. In this sense, network mobility is managed based
on parametric triggers, such as the prediction of user mobility patterns according to
Signal-to-Noise Ratio (SNR) changes [3], or to network layer metrics such as vari-
ation of inter packet delay [4]. In addition, more advanced efforts towards context-
aware mobility management already exist, which combine the knowledge of a mobile
station with information from the network to support the decision process [31].

Although there are many mobility-related challenges in the networking layer,
also a broader context of mobility must be considered. This comprises possibilities
of quality adaptation in the telephony application itself. Application-layer elements,
such as speech and video codecs, enable to control the efficiency or robustness
of signal compression [39], which applies for example modern means of scalable
multi-rate coding and of error resiliency [2, 26, 37]. These mechanisms are used
to optimize the coding process and to balance between compression efficiency and
error robustness, either manually, or automatically, according to quantitative metrics
such as the number of decoding errors that can be detected [5, 27, 42].
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Fortunately, in the last decade an increasing number of researchers made a step
towards service and mobility management that is based on the knowledge of Quality
of Experience. For example, in [32] speech quality is estimated to decide when a
handover between WiFi and HSPA networks should be scheduled. In [19], the effect
of packet loss in heterogeneous networks is mitigated by a changeover between
two narrowband speech codecs, PCMA and GSM, according to parametric quality
prediction. In [1, 12, 41], the encoding bit rate of speech and video codecs is adjusted
to maximize the Quality of Experience of mobile users.

However, even though there are many studies that aim at perception-based man-
agement of quality in wireless networks, they neglect the fact how the process of
quality adaptation, itself, is perceived by the users. Moreover, even though previ-
ous studies of user perception of time-varying quality already exist [7, 35, 38], this
knowledge is not tightly integrated in the management of speech and video telephony
in heterogeneous wireless networks. In these networks, however, time-variation is an
intrinsic characteristic, and neglecting QoE when the service is dynamically adapted
can have tremendous consequences. For example, intended quality improvements,
such as switching from narrowband to wideband speech transmission, can actively
degrade the overall Quality of Experience, if it is performed too late in a call [18, 36].
Another prominent example is frequent adaptation of transmission that might not
improve the overall Quality of Experience [7], and thus can be abandoned, at the
same time reducing the effort of service management and improving the scalability
of a telecommunication system.

Therefore, the goal of this chapter is to explore Quality of Experience of speech
and video telephony in wireless networks. The study is focused on user perception
of quality changes, which enables to derive perception-based mobility guidelines.
However, please note that a technical implementation of a mobility management
system as such is not in scope of this chapter. Therefore, in Sect. 27.2 a methodology
to measure user perception of quality in wireless networks is discussed, which lays
the foundation for Sects. 27.3 and 27.4 that address user perception of speech and
video telephony quality in wireless networks, respectively. At the end of this chapter,
in Sect. 27.5, the main findings are summarized and discussed.

27.2 Measurement of User Perception in Wireless Networks

In order to get analytic insights into user experience of telephony quality in wire-
less networks, user perception of entire phone calls must be considered. Standard
listening-only tests, such as ITU-T Rec. P.800 [11], which make use of speech
samples with a length of approx. 4–8 s are not suitable for this purpose (cf. Chap. 10).
On the other hand, conversational tests—despite being comparable to normal tele-
phone usage and thus being ecologically valid—place a content-related focus on
the user’s attention (cf. Chap. 11). In such a situation, users are generally less
analytic in their judgments, and it might happen that subtle perceptual differences
get blurred. As a compromise, so-called simulated conversation tests (or call quality
tests), which are outlined in detail in Chap. 10, were used. This protocol specifies that

http://dx.doi.org/10.1007/978-3-319-02681-7_10
http://dx.doi.org/10.1007/978-3-319-02681-7_11
http://dx.doi.org/10.1007/978-3-319-02681-7_10
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five approx. 6–12 s long samples that correspond to utterances of one call participant
are presented with pauses in between the stimuli to the participant of the test. In the
pauses, the invited person has to fulfill a content related task, such as to orally answer
a content-related question. At the end of such a call simulation, the overall Quality
of Experience is judged. The results of the simulated conversation tests were related
to the findings from short-sample listening-only tests according to ITU-T Rec. P.800
and P.911, for speech and video telephony respectively. This way, it became possible
to establish relationships between the perceptual effects resulting from instantaneous
link changes and the overall perception of time-varying transmission quality at the
end of a call. As an example, it was investigated how a switch of a speech codec is
perceived, and what the effect of this single change on the quality judged at the end
of the call is.

In this chapter, results from simulated conversation tests as well as short-sample
listening-only tests will be presented to analyze the mentioned effects. The quality of
the individual samples that were used in each of the simulated conversations as well
as of some additional material was judged in the short sample test separately. The test
files were sequentially presented to the test participants who judged the quality of
each sample on the 5-point MOS scale. The short samples were used to quantify the
influence of heterogeneous technology on user perception, in particular addressing
how the phenomenon of a technology switch during an ongoing transmission is
perceived. This way the aforementioned link between the perception of single effects
and the perception of the overall call quality could be created.

The test material was processed in a dedicated research testbed [15]. The testbed
provides access to heterogeneous wireless networks, such as WiFi and HSDPA, and
enables to roam between those networks during ongoing transmission. The network
handover support is implemented through the Mobile IP protocol. When a handover
is performed, the “make-before-break” policy is applied. This means that connec-
tivity to both involved networks is assured before the network interface is switched.
Moreover, the testbed is equipped with a telephony client that has been extended
with several research features. The most notable feature is the support of switching
between diverse speech and video codecs during an ongoing connection. For this
purpose a dedicated switching technique that enables to reduce the side effects of a
switch was developed. The solution is based on a Session Initiation Protocol (SIP)
handshake that is used to trigger the codec changeover procedure in the application,
where additional algorithms enable to gracefully replace the active codec so that data
loss and play-out interruptions are reduced. The interested reader may want to refer
to [14] for detailed information about the experimental setup and the conducted tests.

27.3 Time-Varying Quality of Wireless Speech Telephony

The first call quality test with 13 participants was designed to identify the main per-
ceptual effects that may occur in heterogeneous wireless networks. Network handover
between WiFi and HSDPA, changeover between narrowband ITU-T Rec. G.711 and
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Fig. 27.1 Visualization
example of a call quality
profile when a user is leaving
WiFi coverage area and a
handover to HSDPA is per-
formed. Quality judgements
of consecutive samples of a
call and of the overall call
quality. Phantom values for
demonstration only
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wideband ITU-T G. 722.2 codec, and emulated packet loss with random distribution
were the addressed mobility phenomena.

A visualization of an example of a call quality profile is depicted in Fig. 27.1. This
profile is intended to represent a situation when a user initializes a wideband phone
call in an unimpaired WiFi network, but due to his movement away from the access
point, he leaves the network coverage area, which leads to link-layer impairments and
packet loss. Consequently, a handover to a HSDPA network, in which a narrowband
codec is enforced, is triggered to maintain the call. The example profile consists of
5 samples that are sequentially played out and that introduce different quality levels.
The first sample introduces high speech quality provided by the wideband G.722.2
codec in a WiFi network. The second sample is degraded by 5 % of packet loss. The
third sample is affected by a network and codec switch from the impaired WiFi and
G.722.2 to an unimpaired HSDPA network and G.711. The unimpaired narrowband
transmission is provided until the end of the call in the last two samples. In overall,
the quality judged at the end of this call is below that of pure narrowband speech and
no benefit of the initial wideband transmission is gained.

This way several quality profiles were constructed and the ratings of the overall
quality collected [14]. The quality judgements that have been collected during the
conducted tests (cf. Fig. 27.2) revealed that pure wideband transmission was rated
best (#2) and substantially better than pure narrowband quality (#1). However, this
relationship was changed when degradations due to packet loss emulation occurred.
If packet loss was increasing within a call, the speech quality provided by the narrow-
band codec was rated considerably higher than that when the wideband codec was
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Fig. 27.2 User judgements
of the overall call quality
extracted from [14]. Narrow-
band (NB) transmission in
HSDPA using ITU-T Rec.
G.711 codec at 64 kbit/s with
the recommended packet loss
concealment, and wideband
(WB) transmission in WiFi
using the ITU-T Rec. G.722.2
codec at 23.05 kbit/s. Trans-
mission eventually affected
by increasing in discrete steps
(10 % per sample) emulation
of random packet loss up
to 20 %, and by switching
between WB and NB at the
beginning (mid. of 2nd sam-
ple), in the middle (mid. of 3rd
sample), or at the end (mid. of
4th sample) of a call. MOS,
and 95 % CI
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used (#7, 8), which was related to a higher packet loss robustness of the narrowband
codec [10]. Moreover, in any case when the transmission was affected by packet loss,
the quality was judged worst in the entire test. This observation reveals that packet
loss was the most dominant factor of call quality degradation. As a result, if a con-
nection is degraded, packet loss robustness may be a more important characteristic
of a codec than the supported bandwidth of the speech signal.

If the increasing packet loss in a call was eliminated by performing a handover
to a loss-free network in the middle of an emulated call, which was simultaneously
accompanied by a switch of the speech signal bandwidth, the perceived quality was
always substantially improved (#9, 10). This finding held when the network and
codec were changed in both directions (either from wideband to narrowband or from
narrowband to wideband). However, the improvement was lower if the narrowband
codec was used at the end of a call. Therefore, if packet loss occurs in a call, early
switching to a loss free network is advantageous in any case, even if it is required
to reduce the bandwidth of the speech signal. However, the quality judged after the
call was always lower than that of pure narrowband transmission, which is the first
indication that, if a network and a codec switch can be foreseen, and at the same time
a stable narrowband link is available, delivery of low, but stable narrowband quality
improves the Quality of Experience. There is no benefit of provisioning impaired
wideband speech at the beginning of a call.

When no packets were lost, raising the speech bandwidth from narrowband to
wideband was only advantageous if a sufficient duration of a call remained in order
to take profit of the improved quality (#3). Although the relationship between the
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negative impact of this kind of a switch itself and the time that is necessary to profit
from the wideband quality requires a dedicated study, it can be derived that raising
the speech bandwidth from narrowband to wideband is profitable if it happens at the
beginning of a call only, as the duration of a real call is unpredictable. Moreover, if
the switch to wideband was performed late in a call, the overall quality experience
was degraded below that of pure narrowband (#4), which is related to degradation
of short-term perception through a codec switch that is explored later in this section.
Thus, switching from narrowband to wideband is advantageous only if it occurs early
in a call and if the wideband part is long enough. As a result, direct raising of the
speech bandwidth from narrowband to wideband is a sensible instrument for quality
adaptation.

In turn, decreasing the speech bandwidth from wideband to narrowband always
degraded the call quality below the rating of pure narrowband, and the quality judged
at the end of the simulated call was the lower, the earlier in a call it was switched
(#5, 6). Once again there was no significant profit taken of the wideband period at the
beginning of a call. As a general consequence, once narrowband occurred in a phone
call, the end quality judgement was close to that of pure narrowband transmission.
Simultaneously, the direction and temporal position of a switch had only a marginal
impact on the overall quality perception, which means that if packet loss does not
affect the quality, switching between wideband and narrowband speech in most of
the cases is not recommended. This is yet another argument that if a switch can
be foreseen and a stable network that provides stable narrowband speech quality is
available, this network should be used.

Further tests in [14] revealed that frequent network and codec changeovers within a
loss-free call turned out to be rated worse than a single change between wideband and
narrowband. This is yet another argument that frequent and rapid changes of speech
quality are not appreciated by the users and the changeover between narrowband and
wideband codecs turned out to be the second main effect that influenced the quality
perception in this study.

The perception of switching itself was addressed in a dedicated short sample
test with 24 participants. The evaluation of codec changeover conditions in this
test showed that any switch between wideband and narrowband was always rated
substantially lower than pure narrowband transmission (cf. Fig. 27.3a). The switching
direction was not of much relevance for the short-term perception of quality, although
the user experience was slightly higher if wideband was provided at the end of
a sample. As a result, it was proven that a rapid change between wideband and
narrowband speech has a negative impact on the short-term perception of quality,
and that instant quality degradation is immediately perceived, but users require more
time to recover after a switching event and to take profits of wideband speech. These
observations also explain the judgements of call quality from the previous tests when
a codec changeover was included.

If one codec was used for the entire transmission, the network handover itself
turned out to have only a minor impact on the Quality of Experience (cf. Fig. 27.3b).
This effect is related to the variation of the inter-packet delay (IPD) that may lead to
packet discard in the jitter buffer of a telephony client due to two reasons. First, the
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(c) (d)

Fig. 27.3 User judgements of quality of short speech samples extracted from [14]. MOS, and 95 %
CI. a Codec changeover. b Network handover. c Network handover, loss 10 %. d Network and
codec switch

cellular HSDPA technology offers less stable IPD than a local WiFi hotspot. Second,
a handover between heterogeneous networks results in an unavoidable change of
network delay. This may lead to an IPD jump, which is particularly observed when
the connection is switched from a less to a more delay-affected network, in this
case represented by WiFi and HSDPA, respectively. Therefore, a handover from
WiFi to HSDPA slightly degraded, and a handover in the opposite direction slightly
improved the quality perception as compared to constant transmission in the initial
network. Apparently, switching to a higher or lower performance network is instantly
perceived along with the switching direction, even though the perceived effect is
marginal. This, however, makes the network handover a useful tool to cope with
packet loss when the same speech codec can be used in the new network. If the
connection was initially affected by packet loss of 10 %, a handover to a loss-free



27 Perception of Quality Changes in Wireless Networks 403

network always improved the overall experience. Even though the end quality was
rated similarly in both cases, the improvement was considerable if the wideband
codec was used only, because substantially higher quality was experienced after the
handover due to lower robustness of the wideband codec. To this end, this result also
confirms that an abrupt improvement of speech quality while preserving the speech
signal bandwidth is perceived according to the improvement direction, as compared
to a codec changeover from narrowband to wideband that degraded the perceived
quality. As a result, the power of quality adaptation by network handover can be
exploited if a substantial quality gain is expected after the switch. This is the case
when strong connection degradations are experienced or if the speech codec is not
robust against packet loss.

If both, network and codec switch, were combined within a sample, the user
judgements were similar to that of conditions that were affected by codec changeover
only. Apparently, the phenomenon of switching between wideband and narrowband
speech dominates the user experience. In any case, the end quality of the combined
conditions was rated below that of pure narrowband which confirms that when no
other degradations are experienced no benefits of switching the network along with
the codec can be achieved. This effect was occluded by the high packet loss rate of
20 % (not depicted, please refer to [14]), where a handover to a loss-free network
along with a codec changeover always improved the end quality perception. This
observation confirms that if the link-quality exhibits a certain degree of packet loss,
the negative effect of a codec changeover can be occluded and a quality gain can be
achieved, but more research is required to detail the threshold values.

27.4 Time-Varying Quality of Wireless Video Telephony

Similarly to the study that was presented in the previous section, user perception
of system dynamics that might occur during a video call in heterogeneous wire-
less networks was addressed. User perception of network handovers between WiFi
and HSDPA, changeovers between MPEG-4 and H.264 coding, switching the video
encoding bit rate between 256 and 1,536 kbit/s, and degradations due to packet loss
up to 5 % were in focus of the study. Also the design of the user experiments was
guided by a similar methodology to that already presented in the previous section.
User perception of call quality was tested based on approx. 90 s long call simulations
according to the recommendation from ETSI TR 102 506 v.1.2.1. The perception of
switching itself was analysed in a short-sample test according to ITU-T Rec. P. 911.
The test material that presented pre-recorded (approx. 9 s long) utterances of one call
participant was displayed in the VGA (640 × 480 pixels) format in the middle of a
10.1 inch WSVGA (1,024 × 600 pixels) display of a Dell Inspiron 1,012 notebook.

The collected results of the video call quality test with 20 participants
(cf. Fig. 27.4a) confirmed some known facts and expectations. Efficient video coding,
in this case H.264 at 1,536 kbit/s, enabled to maximize the call quality experi-
ence under stable networking conditions. However, any degradation of the reference
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Fig. 27.4 User judgements of the overall quality of emulated video calls extracted from [14].
MOSav, and 95 % CI. a Stable transmission. b Mobility. c Temporal position of quality switching

streaming configuration in any of the available dimensions, such as use of the
HSDPA network, of the less-efficient MPEG-4 codec, or a reduction of the encoding
bit rate to 256 kbit/s caused a substantial loss of overall call quality.

When the quality of a video call was degraded through emulation of leaving a WiFi
area and increasing packet loss rate (0, 3, 3, 5, 5 % per call segment, respectively), the
Quality of Experience was substantially degraded (cf. Fig. 27.4b). However, when the
effect of an increasing packet loss was countered by a handover to a loss-free HSDPA
network or by a changeover to the more robust (in the setup MPEG-4) codec in the
middle of a call, the QoE was always substantially improved. However, in any case,
the overall quality was judged lower than that of constant transmission in HSDPA.
Therefore, when packet loss and the need of quality adaptation can be foreseen, it is
advantageous to proactively schedule the entire transmission in a HSDPA network,
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as no perceptual profit of the initially unimpaired WiFi was taken, and the overhead
of mobility management can be reduced. This finding was additionally confirmed by
the quality judgement of the quality profile that included a network handover from
WiFi to HSDPA in the middle of a call. The quality of this profile was rated below
that of constant transmission in HSDPA as well, which also reveals that a handover
in case of video telephony is a more critical operation from the perceptual point of
view than in the case of pure speech telephony.

In turn, when joining a WiFi area was emulated through a decreasing packet
loss rate during a video call (5, 5, 3, 0, 0 % per call segment, respectively) and the
encoding bit rate was increased from 256 to 1,536 kbit/s in the middle of a call to
boost the user experience, the Quality of Experience was improved, but the perceived
gain was not substantial. This once again confirmed that a quality degradation in a
call is remarkably stronger perceived than a quality improvement.

The timing of a switching event within a video call that is not affected by packet
loss has also its implications on user perception (cf. Fig. 27.4c). When the encoding
bit rate of the H.264 codec was increased from 256 to 1,536 kbit/s at the beginning,
in the middle, or at the end of an emulated call, the overall QoE was always im-
proved. The earlier in a video call the adaptation was performed, the stronger was
the perceived effect, but the improvement was substantial only, if the bit rate was
increased at the beginning of a call. In any other case, the quality judgements were
similar to each other.

In turn, when the video encoding bit rate was decreased at the end of a video call,
the observed effect was once again stronger than that of a quality improvement at the
same position in a call. The observed effect was not substantial, although the quality
change happened close to the moment of the overall quality rating. This observation
implies that not the position when the quality is changed, but the duration of low
quality transmission is the deciding aspect of quality experience in a video call. This
finding was different from the case of switching between narrowband and wideband
speech quality in the previous section, where degradation of quality at the end of a
call degraded the user experience substantially.

The perception of switching itself was once again addressed in a dedicated short
sample test with 20 participants. When the network was switched from WiFi to
HSDPA in the middle of a sample, the video quality was always degraded. This
is the cost of resource allocation procedures in the cellular HSDPA network, which
may lead to direct packet loss or inter-packet delay variation and indirect data discard
in the application. As a result, the overall user experience was always worse than
that in both of the networks (cf. Fig. 27.5a). The quality degradation was perceived
stronger when the video bit rate was high. Therefore, when stable transmission in
either HSDPA or WiFi can be guaranteed during a video call, switching between
these networks is not recommended. If the necessity of a handover can be predicted,
proactive scheduling of the entire transmission in a lower quality network allows
to maximize the user experience and the number of service management operations
is simultaneously reduced. In any other case, robust video compression and low
encoding bit rate help to mask visible artifacts that are perceived due to a handover.
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Fig. 27.5 User judgements of quality of short video samples extracted from [14]. MOSav, and 95 %
CI. a Network. b Video codec. c Bit rate. d Countering loss

In turn, when the video codec was switched during an ongoing session, the end
quality of such a sample was always judged between the ratings that were col-
lected for MPEG-4 and H.264, and the quality perception was changed accordingly
(cf. Fig. 27.5b). A changeover from MPEG-4 to H.264 always improved, and a switch
in the opposite direction always degraded the Quality of Experience. Doing so, the
quality improvement was less perceived than the quality degradation. In the latter
case, the overall quality was rated close to that provided by the lower quality codec.
Therefore, if a switch to a low quality codec can be foreseen (e.g. to increase coding
robustness due to handover necessity), constant use of the low quality codec enables
to reduce the number of quality management operations at no substantial loss of
perceived quality.
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When the encoding bit rate was switched during an ongoing transmission, the
user experience was changed according to the logical expectations (cf. Fig. 27.5c).
When the video bit rate was increased, the overall quality impression was improved.
However, the improvement was only substantial when MPEG-4 was used, which
is related to the fact that this codec is less optimized for low transmission bit rates
than H.264. When the encoding bit rate was reduced, the quality perception was
always substantially degraded, and the overall quality of such a sample was close to
that observed for constant use of the lower bit rate. Once again it should be noted
that degradation of quality has a remarkably stronger impact on user perception
than a quality improvement, and hence oscillation of the delivered quality should be
avoided.

Finally, all of the above switching techniques were applied to counter the effect
of packet loss in the middle of a sample (cf. Fig. 27.5d). As a baseline scenario
an audiovisual stream that was encoded with H.264 at 1,536 kbit/s and with either
AMR wideband or with AMR narrowband speech codec, and transmitted in WiFi
that was affected by either 1 or 5 % of packet loss. The transmission was adapted
by a handover to a loss-free HSDPA network, a changeover to a more robust (in the
setup) MPEG-4 codec, and by a reduction of the encoding video bit rate to 256 kbit/s
in the middle of a sample.

The results confirmed that in the context of video telephony a changeover to
a more robust video codec turned out to be the adaptation technique that always
improved the Quality of Experience. However, if packet loss was high, network
handover was the most recommended technique of transmission adaptation, which
is of particular relevance when a mobile user is leaving the WiFi coverage. Therefore,
it is recommended to change the video codec first, and to switch the network when
a certain threshold of degradation is exceeded. Moreover, it was also confirmed that
the control of the video encoding bit rate is not an effective technique of transmission
adaptation when link-layer impairments occur.

This test also confirmed that if instability of a connection can be foreseen, con-
stant use of a less efficient but robust video codec, such as in this case MPEG-4, or
permanent transmission in a wide-coverage network, such as HSDPA, helps to proac-
tively deliver higher Quality of Experience than any other of the analysed quality
adaptation methods.

27.5 Conclusions

Taking into consideration the analysis presented in this chapter, it is crucial to include
user perception of quality when speech or video telephony in wireless networks
is managed. As a matter of fact, proper selection of the wireless network, codec,
and encoding bit rate is essential to provide high quality of a call. But, when the
transmission is adapted during an ongoing call, it has to be considered that a reduction
of quality is experienced quicker and stronger than a quality improvement. The latter
requires considerably more time to generate perceptual profits. Therefore, if a drastic
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reduction of quality can be foreseen, proactive utilization of a low-quality but robust
configuration reduces the service management effort at no significant costs of the
perceived quality. Otherwise, the use of quality adaptation techniques during a call
is in most of the cases advantageous, but the quality improvement is substantial only
when 1) an essential boost of quality can be achieved, 2) the adaptation is used early
in a call, or 3) when the process is applied to counterbalance the effect of packet loss.

Some of the addressed quality adaptation methods require particular knowledge
of how they are perceived. For example, switching between narrowband and wide-
band speech codecs degrades the perceived quality below that of pure narrowband
in most of the cases, even if improvement of quality would be expected when the en-
coding bandwidth is switched to wideband. Therefore, a switch from narrowband to
wideband speech is not recommended late in a call, instead pure narrowband quality
should be proactively provided. Another operation that is worth of particular attention
is the network handover that may have marginal influence on the quality of speech
telephony, but it might result in a significant quality degradation during a video call.
Finally, it was also proven that the reduction of the video encoding bit rate is not
an effective technique of quality adaptation when link-layer impairments occur and
alternative measures, such as codec or network switching, should be preferred. As a
consequence, when the presented aspects of quality perception are considered, not
only the Quality of Experience in wireless networks can be improved, but also the
scalability of a communication system can be enhanced by avoiding ineffective
transmission management operations.
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Chapter 28
QoE-Based Network and Application
Management

Raimund Schatz, Markus Fiedler and Lea Skorin-Kapov

Abstract This chapter presents an overview of a set of recently proposed QoE-based
management approaches that all try so resolve a central dilemma: maximizing user
satisfaction while at the same time maximizing resource efficiency and economy.
To this end, it first builds bridges between recent approaches towards QoE-based
Network Management and standardized Network Management functions. This is
contrasted by a discussion of recent approaches towards QoE-based Application
Management. Further, it is shown how both Network Management and Application
Management can work together in concert. Finally, open issues regarding a better
integration of management and QoE are outlined.

28.1 Introduction

Proactive management of applications and networks has the potential to resolve the
central dilemma of delivering applications to end users at maximum quality, while at
the same time minimizing the costs of the other stakeholders involved in the delivery,
including network, service and cloud providers. The so-far typical Internet control
paradigms “best effort”, “one size fits all” and “prevent performance problems by
overprovisioning” have led to inadequate and uneconomical ways of providing suffi-
cient levels of QoE. Indeed, users and providers may have different (and potentially
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Fig. 28.1 Network management (NM) and application management (AM) constitute complemen-
tary approaches that utilize different monitoring and control points

conflicting) views, experiences and understandings of a service [48]. In this context,
QoE is supposed to enable a broader, more holistic understanding of the impact of
networked communication and content delivery systems on the end-user and thus to
complement management perspectives on quality and performance that have tradi-
tionally excluded the user perspective.

This chapter presents an overview of a set of recently proposed QoE-based man-
agement approaches that are specifically related to Network Management (NM) and
Application Management (AM). While NM is based on monitoring and exerting
control on access, core network and Internet level, AM seeks to adapt quality and
performance on end-user and application host/cloud level. The different, complemen-
tary perspectives applied by AM and NM are illustrated by Fig. 28.1. NM focuses
on monitoring and control onto the network entities in order to keep the network up-
and-running. Thus, it is not surprising that “Over-The-Top” (OTT) services running
on top of Internet, such as YouTube, Skype and Netflix have implemented their own
AM, i.e. QoE control schemes on application level such as forward-error coding or
adaptation of video resolution, which aim at decreasing the risks of spatial (blocking
etc.) or temporal (stalling etc.) artifacts, respectively. Naturally, this type of control
that adapts the application to the conditions found in the network is situated much
closer to the user than the network-level control. Thus, AM can act as a “mediator”
between network and user interface, optimizing QoE under the given circumstances.

What is common to both categories of QoE-based management approaches (AM,
NM) is that they are based on the results of various QoE research fields: QoE assess-
ment, modeling, measurement and monitoring. Consequently, this chapter builds on
the previous chapters in this book, illustrating how QoE management serves as a
major crystallization point and catalyst for advancing this area of research.

The remainder of this chapter is structured as follows: Sect. 28.2 introduces a set
of recent approaches towards QoE-based Network Management and relates them to
the FCAPS classification. Likewise, Sect. 28.3 presents a set of recent approaches
towards QoE-based Application Management. Section 28.4 then shows how both
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types of approaches are put together in a combined fashion using QoE management
in walled-garden IPTV settings and YouTube video streaming as examples. Finally,
Sect. 28.5 wraps up the chapter and points at some aspects that need further attention.

28.2 QoE-Based Network Management

Given the broad range of issues that may be considered under the umbrella term of
Network Management (NM), we consider it beneficial to identify those areas that may
in particular be exploited to optimize service quality as perceived by end users. In that
sense, we draw links between QoE-driven NM approaches and the ISO-standardized
FCAPS framework, which serves to classify NM objectives across five different
levels, as elaborated on in the first subsection. We then present an overview of recent
approaches to QoE-based NM, with focus on QoE-driven resource management and
multi-operator scenarios.

28.2.1 The FCAPS Classification

The ISO-standardized minimal set of functional areas of NM are defined as FCAPS
(Fault, Configuration, Accounting, Performance and Security Management) [31] and
commonly referred to within NM [12, 21, 23, 48]. With regards to QoE, the following
areas are of specific importance:

• Fault Management is aiming at isolating and fixing network failures as quickly as
possible in order to minimise the time that the users are disconnected from network
service(s). Thus, it provides a central lead in assuring QoE by limiting the impact
of network problems on user annoyance.

• Performance Management potentially has the most obvious connection to QoE
and user delight, although its monitoring and control facilities are rather limited
[20, 21]. The performance aspect of NM focuses on monitoring network-related
parameters such as byte counts and link loads (which may include the generation of
alarm messages once pre-configured thresholds are crossed, and by subsequently
allocating more resources (which is commonly referred to as “throwing bandwidth
at the problems”).

The relative high importance of Fault Management within NM as compared to Per-
formance Management is motivated by the observation that users react much more
to uncontrolled quality degradations (e.g., due to packet losses because of conges-
tion) than to controlled degradations (e.g., congestion avoidance through throughput
reduction) [15, 25]. Performance management that focuses on provisioning of QoE
is recognised as a key topic for future NM [48]. From a user perspective, the other
NM functional areas related to Configuration (monitoring and managing the sys-
tem configuration), Accounting (focusing on billing and charging), and Security
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(managing network authentication, authorization, and auditing) may be considered
as generally having a less prominent and more indirect link to QoE improvements.
However, for certain service scenarios (e.g., e-commerce, e-banking, e-health), the
latter functions may prove to be of high importance.

28.2.2 QoE-Driven Network Resource Management

With regards to QoE-driven network resource management approaches, a distinction
has been made between user-centric and network-centric approaches, whereby the
former explicitly take into account end-user QoE-related feedback, while the latter
implicitly treat QoE while conducting QoE optimization based on network-collected
data [57]. While resource allocation decisions are inherently made in the network,
feedback collected from the client device or triggered by the end user can provide
valuable input to the decision making process. Furthermore, certain information
which may be relevant in making optimal resource allocation decisions may only
be available in the network (e.g., operator policy, subscriber data, service priority,
network resource availability). Resource management can actually take place in two
different parts of the network: access and core network. Regarding the FCAPS classi-
fication, there are clear links with Performance Management (in terms of QoE-driven
control of network resource allocation) and Fault Management (i.e., the collection of
relevant data influencing QoE can serve to both identify and manage faults in both
the network and at the client device).

Access network. While the access network can be wireline or wireless, it is in
the domain of wireless networks that we find resources to be both more constrained
and more variable over time, due to issues such as time-varying transmission chan-
nel conditions, user mobility, etc. [22], see also Chap. 27. As a result, the major-
ity of research dealing with QoE-driven resource allocation targets this domain (as
will be the focus of our review), with clear impacts on end user perceived service
quality [11, 49].

Utility functions have been used to correlate user perceived value with QoS met-
rics such as delay, loss, error probability, and throughput [19, 40, 65]. In [65],
the authors use utility functions to maximize utility across multiple users access-
ing different video contents in a wireless network by calculating the optimal radio
resource allocation per user. They propose an enhanced objective function to avoid
noticeable quality fluctuations (shown to have a negative impact on user perceived
service quality). The maximization of aggregate utility across all users in a cell is
also addressed in [9], where the mapping of service response time and user data
rate (in the case of Web browsing) to MOS serves as input for a proposed radio
resource allocation algorithm applicable in beyond 3G networks. Further solutions
address QoE-driven traffic management in network access points by way of admis-
sion control, prioritized scheduling, and bandwidth management, relying on traffic
differentiation and the customer subscription scheme [55].

A challenge with utility-based resource allocation mechanisms lies in the fact that
certain applications have resource demands that may change over time (for example,

http://dx.doi.org/10.1007/978-3-319-02681-7_27
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the relationship between user perceived value and allocated bandwidth may change
based on application state, such as a new media component added or removed from an
ongoing session, or user behaviour such as pausing a video stream). In certain cases,
dynamic feedback provided by the client can be used to drive network scheduling
mechanisms, such as in the case of YouTube (to be discussed further in Sect. 28.4).

As opposed to feedback automatically generated by the client, the approach in [10]
proposes mechanisms for end users to dynamically and asynchronously express their
subjectively perceived (dis)satisfaction with respect to the instantaneous experience
of their service quality. Based on direct user actions indicating preferences regard-
ing service performance and corresponding cost, user’s service utility functions are
adapted, consequently driving the utility maximization problem being solved at the
wireless base station.

While the majority of existing research addressing QoE-driven radio resource
allocation focuses on downlink transmission, the need for optimized uplink resource
allocation has been recognized in light of end users increasingly upstreaming mul-
timedia content. A distributed QoE optimization approach is proposed in [14], sup-
porting both optimized allocation of uplink resources and media adaptation decisions
at the source client (e.g., video rate adaptation and decision on which video layers
to transmit).

Core network. In the context of converged core network evolution, the 3rd Gen-
eration Partnership Project (3GPP) has specified the Policy and Charging Control
(PCC) architecture, supporting differentiated service quality based on the mapping
of service flows to different bearers [4]. The decisions regarding bearer assignment
may be driven by service requirements specified and negotiated at the application-
level and passed on to underlying network mechanisms. In [58], the authors propose
mechanisms for the E2E negotiation and calculation of both optimal and suboptimal
multimedia service configurations and corresponding network resource allocations,
given service utility functions and user preferences. Such calculations may further
serve as input to PCC mechanisms responsible for performing domain-wide QoE-
driven resource allocation decisions [34].

Related approaches have proposed the inclusion of a QoE estimation/control
server as a novel application server in the 3GPP architecture, responsible for collect-
ing relevant data (e.g., related to network performance, client device performance,
subscriber profiles, service requirements, or operator policy), estimating QoE, and
invoking QoE control mechanisms [19]. Examples of such mechanisms include pri-
oritized network resource usage, modified service bandwidth limits, or notifications
sent to subscribers informing them of potential actions to take to improve QoE.

28.2.3 Towards QoE Management in Multi-Operator Settings

Considering QoE from an end-to-end (E2E) perspective, it is clear that communi-
cations may span multiple types of networks (fixed or wireless) belonging in turn
to multiple operators. While QoS assurance in independent transport networks has
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been well studied, challenges remain on how to secure E2E QoS and QoE across
multiple network domains, relying on inter-domain signalling and inter-provider
agreements [62].

Network convergence and quality assurance in multi-operator networks are funda-
mental issues addressed in the scope of Next Generation Network (NGN) standards.
A high-level framework addressing E2E QoE assurance has been proposed in [70],
relying on the assumption that client devices are capable of reporting QoE/QoS per-
formance to network QoE management components along the E2E path. Given that
in practice, different networks will generally manage and optimize QoE locally, in
which case E2E QoE will depend on the traversed networks, QoE management in
the network may be integrated or complemented with application-level QoE control
mechanisms [63].

Seamless communications is a specific multi-operator setting that actually tries
to exploit quality diversity by automatically choosing the best-fitting network to a
set of decision criteria, typically involving quality, cost and security [30] and thus
addressing the FCAPS dimensions Accounting and Security Management. While
seamless communications were initially QoS-oriented, attention turned to QoE as a
driving paradigm for making optimal network switching decisions [13, 29]. Switch-
ing decisions can be made in both proactive (in order to optimize starting conditions
and load distribution) and reactive (to performance degradations and link losses)
ways.

In addition, the commercialization of QoS in heterogenous networks with multi-
ple operators (i.e., inter-operator/inter-domain QoS as a good) has recently received a
strong impetus. For example, in the ETICS project [1] the user-centric understanding
of demand, i.e., willingness-to-pay and QoE for network services, has been piggy-
backed on course-granular inter-domain end-to-end QoS Service Level Agreements
(SLAs) used for efficiency reasons aggregating the required QoS guarantees for sev-
eral users or whole domains. In this context, recently initiated studies are addressing
the notion of evolved QoE-driven Service Level Agreements1, incorporating mea-
sures of user-perceived service quality (and stemming from knowledge regarding
correlations between QoS and QoE) [3]. Further considering business opportunities,
the exchange of monitoring data collected at different points along the service deliv-
ery chain among different players involved (application/service providers, network
operators, etc.) may provide valuable insight into the causes of QoE degradations
and potential for QoE control, both from a network and an application perspective.

28.3 QoE-Based Application Management

The management approaches described in the previous section have focused primar-
ily on controlling quality on access and core network level. In contrast, QoE-based
application management targets the application server at the head-end as well as the

1 For a more extensive discussion on user-centric SLAs please refer to Chap. 7 in this book.

http://dx.doi.org/10.1007/978-3-319-02681-7_7
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client terminal as the main control points. This section discusses QoE-based appli-
cation management with a focus on non-interactive media streaming for services
like online video and IPTV. With respect to such (typically passively consumed)
video streaming services, a clear distinction can be made between more traditional
streaming techniques based on push-based paradigms and server-side decisions as
opposed to newer pull-based paradigms involving intelligent clients and HTTP adap-
tive streaming [52]. In addition to media-related metrics (e.g., frame rate, encoding,
content type), in the former case, QoE management solutions for UDP/RTP media
streaming are driven by intrinsic network metrics such as packet loss ratio and trans-
fer delay, while the latter case generally focuses on HTTP/TCP-related metrics such
as re-buffering rate and duration [7].

28.3.1 UDP/RTP-Based Multimedia Streaming

Several studies have addressed QoE-driven adaptation schemes for video delivery
via UDP/RTP over different types of networks, aiming at alleviating the impact of
packet loss and media distortion on the user experience. The adaptation of video
sender bitrate to meet end user QoE requirements (derived based on application and
network parameters, and taking into account content type) is addressed in [39]. In
their subsequent work [38], the authors apply a newly proposed video quality pre-
diction model for the purpose of QoE control via sender bitrate adaptation targeting
UMTS networks. Feedback regarding network QoS information is collected via trans-
mitted RTCP reports. In a similar fashion, but with a focus on voice scenarios, [35]
propose a QoE-driven VoIP adaptation scheme based on different network conditions
and available bandwidth. In a more generic approach targeting multimedia access
networks, [41] proposes an autonomic QoE management architecture that monitors
network problems, determines QoE optimization actions (using an approach based
on neural networks), and executes necessary actions (e.g. activating Forward Error
Correction packets or selecting the delivery bit rate).

What is common to the above QoE-centric Application Management approaches
is that they focus on bitrate adaptation, with most of the intelligence residing at the
server side. However, with the growing popularity of TCP (and HTTP) based media
streaming, the research focus has shifted accordingly towards more client-centric
approaches, as discussed in the next subsection.

28.3.2 HTTP Adaptive Streaming

Adaptive streaming over HTTP [52, 64] is becoming an increasingly popular way
of delivering videos over IP networks using the TCP protocol. It is typically imple-
mented as a combination of streaming servers and intelligent clients that make adapta-
tion decisions based on local observations. Nonetheless, providing high QoE remains
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a challenge particularly in mobile networks featuring bandwidth fluctuations and
outages that ultimately cause buffer starvation and frequent picture quality changes.
These issues necessitate the development of intelligent QoE-aware adaptation mech-
anisms (i.e., a quality scheduler) on the application level.

In this context, [54] benchmarked the quality adaptation strategies of several
commercially available solutions. Their results confirm the large QoE impact of the
quality scheduler, highlighting the inherent tradeoffs between high average quality,
stable quality, protection against buffer underruns and bandwidth utilization as well
as the need for more sophisticated solutions. Further, evaluating commercial bitrate-
adaptive players in the context of competing for shared resources, the authors in
[36] constitute that they lack to satisfy fairness, efficiency, and stability goals. To
this end, they developed a suite of techniques for improved chunk scheduling and
bitrate selection that can systematically guide the tradeoffs between reaching the
aforementioned goals.

While DASH (Dynamic Adaptive Streaming over HTTP) is typically used in the
context of single-layer codecs (H.264/AVC), recent studies have addressed streaming
adaptation algorithms for scalable video coding based on H.264/SVC [51, 56]. In
[56], the authors propose an adaptation algorithm which they present as outperform-
ing other DASH mechanisms in terms of video quality, low switching frequency and
usage of the available resources in a realistic mobile network scenario. A general
analysis of the impact and trade-offs of SVC-based quality adaptation algorithms
is given in [5], with a focus on Peer-to-Peer (P2P) Video on Demand (VoD) provi-
sioning systems that feature dynamic optimization of what the authors term ‘session
quality’ (rebufferings, playback delay, etc.).

While client-side bitrate adaptation is the de-facto approach today, the authors in
[46] argue that CDN (Content Delivery Network) performance variability is difficult
to detect when relying simply on such approaches. Consequently, they present a coor-
dinated Internet video control plane that can use a global view of client and network
conditions to dynamically optimize video delivery via control over two parameters:
suitable choice of bitrate, and choice of CDN/server. The goal is to provide a high
quality viewing experience despite an unreliable delivery infrastructure, supporting
bitrate adaptation at both the start and during a session. Their analysis shows that
such a control plane can potentially improve the rebuffering ratio by up to 100 % in
the average case and by more than one order of magnitude under stress.

Hoßfeld et al. [28] discusses technical challenges emerging from shifting services
to the cloud as well as how this shift impacts QoE and QoE management, with a focus
on multimedia cloud applications such as video streaming. Discussing the different
ways how to address these challenges, the authors show how different players in
the ecosystem (including network, service, and cloud providers) have to interact and
exchange information in order to realize QoE-based management for cloud-based
multimedia services. This QoE management proposed in [28] clearly goes beyond
pure Application Management, a topic addressed in the next section.
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28.4 Bringing Application and Network Management Together

As a synthesis of the previous two sections, we are now going to discuss how network
and application management can work together in a complementary fashion. This
is illustrated in the context of two different scenarios, with the first one being more
telco operator-centric and the second one being more Internet/OTT-centric.

28.4.1 QoE Management for Managed Services: Walled-Garden
IPTV

As defined by ITU standards, IPTV refers to the delivery of multimedia services
(e.g., television, video, audio, graphics, data) over managed IP networks that provide
required levels of QoS/QoE, security, interactivity, and reliability [32]. The phrase
walled-garden IPTV has been used to refer to proprietary operator solutions offer-
ing full control of the service delivery chain, from acquiring and managing content,
to delivery via broadband networks to set-top boxes in customer homes. Given full
control, operators are able to employ both NM and AM approaches to provide a cer-
tain level of quality assurance to end users. An example QoE management approach
applicable in such a traditional IPTV environment is presented in [47]. The authors
propose a QoE estimation process (per IPTV channel) based on measured network
QoS parameters, zapping time (channel switching time), audio/video quality, and
media synchronization. The resulting estimations are used to invoke various NM or
AM QoE optimization actions, such as modification of traffic flow prioritization,
selection of other routing paths, or media transcoding at the server side.

Considering architectural solutions for IPTV, proprietary, walled solutions have
been noted as being faced with issues related to interoperability, multi-vendor envi-
ronments, and third-party provisioning [42]. Different solutions have involved the
integration of IPTV services within NGN environments, for example based on a
fully NGN-integrated quality-assured IPTV provisioning model [67]. Standardiza-
tion efforts that have been made by organizations such as the ITU and ETSI/TISPAN
have proposed different architectural options, focusing on those based on the NGN
architecture [2, 33]. Considering the concrete case of NGN-based IPTV, service
control functions corresponding to a service layer (e.g., session control and manage-
ment, media control and processing) are inherently linked to resource and admission
control functions in the network layer. Given that the network resource allocations
requested are based on media requirements that are negotiated and established at the
service layer, AM outcomes (e.g., choice of different content or encoding schemes)
provide input for making NM decisions (e.g., resource reservation). On the other
hand, data collected along different monitoring points in the network can be used to
make AM decisions. Consequently, with the QoE-oriented service control and appli-
cation functionalities intertwined with the transport layer QoS control mechanisms,
it becomes evident that in the context of NGNs, application and network management
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schemes are conceptualized to work together in assuring end-user QoE. Given such
functionalities, QoE management approaches such as the one presented in [47] could
be considered, but in a standardized, multi-service, open environment rather than in
a proprietary IPTV network.

28.4.2 QoE Management for OTT Video: The Case of YouTube

The previous scenario has outlined how the combined, complementary use of NM
and AM is being addressed in an operator-controlled IPTV setting. In contrast, this
complementary use can also be driven by the need to manage the QoE of a concrete
resource-intensive video service delivered over the Internet: YouTube.

YouTube accounts for more than 30 % of the overall Internet’s traffic [17], with
over 4 billion videos viewed every day in 2012 [69]. This outstanding success also
creates serious challenges for network operators and service providers, who need to
engineer their systems to correctly handle the resulting huge volume of OTT video
traffic and the large number of users in efficient ways. For these reasons YouTube has
become a primary target not only for the networking community at large [6, 8, 16,
66], but also for QoE research, resulting in a growing amount of work on YouTube
QoE management, e.g. [59, 61, 68].

From a technical perspective, YouTube is an online video platform that utilizes
non-adaptive HTTP streaming to deliver multimedia content to clients via an inher-
ently unreliable best-effort Internet in the form of a progressive download2 [16].
Due to this technology choice, the smooth playback of the video (i.e., fast startup, no
rebufferings) rather than visual image quality is the main QoE management challenge
[27, 50]. In this respect, YouTube already features some performance improvement
measures that have direct QoE impact: on the application level, YouTube streaming
utilizes custom application flow control techniques referred to as ‘block sending’
as well as dual-threshold buffer management (cf. [8, 18]). The main purposes are
throughput smoothing via rate control (however, not without side-effects due to inter-
actions with the already present TCP flow-control [8]) and the prevention of stalling
effects caused by buffer starvation. On the CDN-level, YouTube employs a three
tier caching infrastructure distributed over four continents with two goals: enhanced
streaming performance by selecting a nearby cache as well as load balancing among
cache clusters [6].

Albeit these measures were introduced for the purpose of improving the overall
performance of the service (including other aspects such as fairness, efficiency and
robustness), they do not represent full-fledged proactive QoE management, thus leav-
ing room for further optimization [26]. This issue has been addressed by recent work
on QoE-based AM and NM for YouTube that concentrates on two different network
environments: (1) a local wireless mesh network access network environment that

2 This refers to the implementation of YouTube as of end of 2012.
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foresees central resource management; and (2) a global Internet environment where
resource management can only happen decentrally.

As regards the former, approaches for local mesh networks have been address-
ing various network resource management options for QoE management based on
application-level client feedback (generated by a custom application observing buffer
levels at the client side): QoS differentation via traffic shaping [59], routing [61],
and physical reconfiguration of nodes [60]. However, these options are not directly
applicable to the global Internet environment with its inherent requirements for
scaleability and decentralization. Thus as regards the Internet scenario, [26] sug-
gests a controlled exploitation of selected tradeoffs in order to manage and improve
YouTube QoE by means of combined AM and NM. For example, recent user studies
on YouTube have found that increasing initial buffering delay before playback has
less negative QoE impact than increasing the amount of stalling during playback
[24]. Thus, if the QoS properties of the network transmission path as well as the
properties of the video clip being requested are known, one can compute the optimal
initial delay that minimizes the likelihood of stalling without annoying the user with
unduly startup waiting times [26].

The key challenge that remains is that exploitation of such QoE-related trade-
offs requires a level of information exchange between network and application that
cannot be passed to the network stack with today’s APIs. Furthermore, the network
stack must be able to react to these requirements dynamically. To this end, new APIs
like the GAPI [43] and forwarding concepts such as Forwarding on Gates [44, 45]
are currently being investigated to enable network-application interaction on a large
scale.

Both examples in this section have shown that QoE-based network and application
management should not be understood as separate, mutually exclusive paths towards
QoE improvement. Indeed, as also suggested by [37, 71], the QoE management
becomes most effective when NM and AM are allowed to work together in terms of
a combined complementary approach.

28.5 Conclusion

This chapter has identified relationships between Network Management (NM),
Application Management (AM), and QoE. While AM has a direct connection to
QoE through the application’s presentation layer and user interface, in practice there
have been developed rather few ties between NM and QoE so far. This may make it
hard for network managers to precisely locate the reason for specific user annoyance,
or to create specific conditions for user delight.The latter is not surprising, as the con-
trol points within NM are much farther away from the users’ points of perception
than the control points within AM. Today, AM typically acts as mediator between
network(s) and user(s) and aims at leveling off non-optimal network behaviour.We
observed both pro-active and re-active management approaches that try to follow
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the different dynamics in the networked system in order to level out the QoE to the
desired level(s), eventually determined by the user.

When applying the (within NM well-known) FCAPS classification to both QoE-
based NM and AM, it becomes obvious that most of the proposed QoE-based man-
agement approaches fall into the domain of Performance Management. The pre-
sented examples are dominated by resource and access control, which even touches
upon Accounting Management in particular if billing plans correlate with perceived
utility [10, 53, 57]. However, within NM, Fault Management is seen at the number-
one duty, followed by Configuration, Accounting and Security management, while
Performance Management is often considered to be freestyle. We observe Fault
Management functionality related to resource (re-)allocation and re-active routing
of traffic, amongst others in the context of mobility and seamless communications.
Furthermore, we observe that many contributions are rather patchy (i.e., they address
just parts of the networked system) or found on high levels of abstraction (i.e., rather
far away from practical implementability), and that NM and AM are typically not
coordinated. Indeed, AM performed by “Over-The-Top” (OTT) services (such as
YouTube, Skype, etc.) is not necessarily in line with network operator preferences.
On the other hand, service differentiation on Internet level might violate the network
neutrality principle if users are not notified about such measures by the corresponding
operator.

Tying QoE, AM and NM closely together puts forward the need for aligned views
and mindsets. For instance, the understanding of a fault can be completely different
for a network provider (broken link) or for a user (missed goal in live soccer streaming
due to a single freeze in the wrong moment). Besides clarifying and synchronizing
the meaning of different concepts and notions (like “quality” or “performance”),
their importance for the different communities need to be assessed and aligned in
order to make the vision of truly user- and QoE-centric Network and Application
Management a reality.
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