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Abstract. This paper will propose an assistance robot system which is able to 
transfer model-free objects from/to human hand with the help of visual servoing 
and force control. The proposed robot system is fully automated, i.e. the hand-
ing-over task is performed exclusively by the robot and the human will be  
considered as the weakest party, e.g. elderly, disabled, blind, etc. The proposed 
system is supported with different real time vision algorithms to detect, to rec-
ognize and to track: 1. Any object located on flat surface or conveyor. 2. Any 
object carried by human hand. 3. The loadfree human hand. Furthermore, the 
proposed robot system has integrated vision and force feedback in order to: 1. 
Perform the handing-over task successfully starting from the free space motion 
until the full physical human-robot integration. 2. Guarantee the safety of the 
human and react to the motion of the human hand during the handing-over task. 
The proposed system has shown a great efficiency during the experiments. 

Keywords: Assistance robots, human-robot interaction, visual servoing, force 
control, handing-over tasks. 

1 Introduction 

Recently, it has been noticeable that the advanced robot applications have become 
focused on the tasks which require from the robot to interact with the human physical-
ly, e.g. assistance robot for blind, disabled or elderly people for helping in fetching, 
carrying or transporting objects. In other applications, robot could serve as rescue, 
service robots or even as member of human-robot teamwork for supporting humans in 
such applications as space exploration, construction, assembly etc. In such kind of 
applications, where human hand will interact with robot hand, the initial core is to 
perform the handing-over task from/to human hand successfully starting from hand 
tracking in free space motion until to the full physical interaction between the human 
hand and robot hand.   

Numerous papers which have suggested different approaches of service robot sys-
tems have discussed the problems of objects transfer between human and robot. With 
robot HERMES [1] and in the work [2], the transfer tasks are performed exclusively 
by the human. This means that the robot will bring its hand into a specified pose and 
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then it will wait until the human places the transported object between the fingers of 
the gripper. When the robot detects that an object has been placed in its hand, it at-
tempts to grasp the object. In fact, this scenario will not be fit to assist blind, disabled 
or elderly people or even to support workers concentrating on their work. References 
[3] and [4] have presented different algorithms of grasp planning during handing-over 
objects between human and robot. These algorithms depend on human preferences, on 
the kinematic model of the human and on the availability of the 3D model of the ob-
ject. Related to that, various papers have focused on analysing and detecting human 
body movements especially on hand gesture and facial features, e.g. [5], [6] and [7]. 
The common properties of them are that they detect the human hand in order to direct 
or to lead the robot for performing of some tasks without any physical interaction 
with the robot.  In addition to that, they have implemented algorithms which are able 
to handle with only human hand free of load. Hence, what about if the human hand 
has carried an object and the task needs the robot to interact with the human physical-
ly? Moreover, what about if the user is disabled or elderly? 

 
Fig. 1.  Handing-over from/to human hand 

On the whole, according to our knowledge none of the previous works has pro-
posed a fully automated robot system which combines vision and force control in 
order to transfer model-free objects from/to human hand. Furthermore, in this work, 
the proposed robot system will consider the human as the weakest party (negative 
party) during the handing-over task, i.e. this party could move in a wrong direction 
(not toward the robot), e.g. elderly or blind or he/she is doing something else at the 
same time. In this case, the robot system should expect some random motions from 
human during the task and react accordingly to them. In addition to that, the proposed 
system has implemented real time vision algorithms for detecting and segmenting 
loadfree human hand, any objects carried by human hand and any object located on a 
flat surface. The fusion of vision and force sensors is an optimal solution to guarantee 
the safety of the user and for performing the handing-over task successfully. 

In the next section, the hardware and software equipments will be presented.  
Section 3 contains general description of the whole algorithms of the proposed  
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system. In section 4, real results will be illustrated for transferring objects from/to 
human hand. The last section contains conclusion, future work and the benefits of 
improving the physical interaction between human and robot.  

2 System Equipment 

As shown in Fig. 2, the overall experimental setup consists of Stäubli RX90 robot 
with a JR3 multi-axis force/torque sensor together with the eye-in-hand Kinect cam-
era as shown in Fig. 2. The end-effector is installed on the collision protection device. 
In our application the end-effector is two-finger gripper. JR3 (120M50A) is a six 
component force/torque sensor and its effective measurment range is േ100 N for 
forces ܨ௫, ,௬ܨ ,௫ܯ ௭ and േ10 N.m for torquesܨ ,௬ܯ -௭. Kinect camera is RGBD camܯ
era which delivers depth and color images with VGA resolution (640x480 pixels). As 
shown previously in Fig. 1, the active human hand will interact with the robot and it 
could be free of load or carry an object which will be transferred from it. 

 
Fig. 2. Hardware/software equipments 

The proposed system has used two PCs. PC1 will control the robot to perform the 
visual and force tracking tasks with the help of MATLAB program and V+ (pro-
gramming language of Stäubli robot). A special program is designed to integrate Mat-
lab program with V+ language, which means that all V+ instructions, e.g. read/write 
pose, read force/torque or robot status, could be written directly in Matlab program. 
PC2 is connected with the Kinect camera, and all the image processing algorithms are 
performed in PC2 using C++ language (OpenCV and Openkinect libraries). PC2 will 
send the position of the face and of the object as well as the status of the task to PC1 
in every frame using Ethernet TCP/IP protocol as follows: ൣܱܾ݆௫಴, ܱܾ݆௬಴, ܱܾ݆௭಴, ,݂݅݀_݁݉݅ݐ  ൧                                             (1)ݏݑݐܽݐݏ_݊݋݅ݏ݅ݒ

where (ܱܾ݆௫಴, ܱܾ݆௬಴, ܱܾ݆௭಴) is the tracking point of the carried object or of the hu-
man hand in the case of loadfree hand, this point will be later the contact point  
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between the object and the gripper. ݁݉݅ݐ_݂݀݅ is time difference between two frames. ݏݑݐܽݐݏ_݊݋݅ݏ݅ݒ represents the current status of the vision system if only loadfree hand is 
detected or a carried object is segmented and detected. 

3 Description of Proposed Algorithms 

This section will present the algorithms of the whole process of the proposed system. 
As shown in Fig. 3, firstly the user will define the type of the task, either transferring 
from or to human hand, based on keyboard commands. If the task is to transfer to  
 

 

Fig. 3. Algorithm flowchart  
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human hand, the user should enter either target object ID or name under which its 
corresponding SIFT features are saved in the database. In other hand, if the task is 
transferring from human hand, the user needs only to enter the ID of the target place 
where the object should be transported, e.g. table, workspace, conveyor, etc.  

User interface could be improved in the future to be based on voice commands. 
The currently proposed system is supported only by voice subsystem, i.e. it will an-
nounce the current phase (what it is going to do), the status of the operation or wheth-
er some errors have occurred. The proposed speaking subsystem will give the human 
the opportunity to learn and to understand what the robot is doing now and to be pre-
pared if any error has occurred during the task. It will increase the safety factor be-
tween human and robot, especially if the user is disabled or blind.  

A. Vision algorithms 

The next step in the proposed robot system are two different real time vision algo-
rithms. The first one will be used, if the task is to transfer the object from human 
hand. The proposed vision algorithm will detect and segment any object carried by 
human hand without any a priori information about its model or color. The proposed 
vision algorithms for detecting and segmenting the carried object consists of two ap-
proaches: 1. Skin color based approach and 2. Wrist model based approach.    

 

Fig. 4. Results of vision algorithm for carried object  

Briefly, in the skin color based approach the vision system will segment the human 
body and carried object from the background, then it will define the area of interest 
which contains the human hand with the object. Finally, it will segment the human 
hand from the carried object using skin color mask. The proposed system will imple-
ment face detector to define the average skin color of the active user in HSV space by 
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scanning the HSV values of the detected face. The previous work [8] has defined the 
general range for human skin color in HSV space as follows (by assuming the range 
of H, S and V components is 0,...,255): 

                                      

GHౣ౟౤ ൌ 0   ܽ݊݀ GHౣ౗౮ ൌ 128GSౣ౟౤ ൌ 59 ܽ݊݀ GSౣ౗౮ ൌ 175GVౣ౟౤ ൌ 0   ܽ݊݀ GVౣ౗౮ ൌ 255                                            (2) 

It is clear that the general range of human skin color in HSV space is very wide, 
e.g. V values could be spread in whole space. H and S values could be spread in al-
most the half of the space. Hence, the general ranges could be sufficient to detect skin 
but they will not be enough to segment the hand from the object in a complicated 
scene or in different light conditions, especially if the object has almost the same col-
or as the skin such as wood objects. Hence, by scanning the color of the detected face, 
the color of human skin will be updated every frame if light source, active person and 
skin reflection are changed. This will help to narrow the ranges of skin color in HSV 
space and to define exactly the color of the human hand. Fig. 4(a) presents experi-
mental results of the skin color based approach. One limit of this approach is that it 
cannot be used when the human wears gloves or he/she has Vitiligo disease. Hence, 
another approach, which depends on wrist model, has been implemented using infra-
red frames. 

Fig. 5 presents the basic principle of the proposed approach. 
The most important region of the hand is the wrist (the joint 
between the hand and the arm). By analyzing the cross-section 
of the human hand parallel with plane xz, it can be concluded 
that an algebraic equation of the second order can approximately 
represent all the points of cross section at any value of ݕ in the 
wrist region as follows: 

         ҧܼ௞(ݔ௜)  ൌ ܽଶ · ௜ݔ ଶ ൅ ܽଵ · ௜ݔ ൅ ܽ଴;     ݅ ൌ 1, … , ܰ           (3) 

where ҧܼ௞(ݔ௜) are the approximated depth values. Using least 
square polynomial approximation, the system can calculate the 
coefficients ܽଶ, ܽଵ and ܽ଴. In general, the coefficient aଶ in any second order equation 
describes the flexion of the curve. Hence, by analysing the human hand profile, it can 
be concluded the following: If the cross section locates below the wrist joint, the coef-
ficient aଶ will be always positive (as shown in Fig. 5, the region of violet color). The 
value of coefficient aଶ will become unstable (sometimes negative and sometimes 
positive) exactly when the cross section crosses the wrist joint upwards. This ap-
proach will be useful even if the human wears gloves or has Vilitigo disease and it is 
able to segment the human hand from the object even if they have the same color 
starting from complete darkness and ending with different color temperature lamps, as 
shown in Fig. 4 (b). The frequency of first approach is 5 frames/sec, whereas the fre-
quency of the second approach is 10 frames/sec, i.e. they are fit for fast real time vis-
ual servoing.  

Fig. 5. Human hand
profile 
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Furthermore, the proposed vision algorithms are able to detect and segment the 
loadfree hand as shown in Fig. 4 (d). In contrast, the hand control of NITE toolbox 
from Kinect camera could be implemented to track only the loadfree hand, as shown 
in Fig. 4. (c).    

 

Fig. 6. Result of vision algorithm for object on flat surface 

On the other hand, as shown in Fig. 6 the second algorithm for transferring objects 
to human hand is able to detect and segment any object located on a flat surface. This 
approach works with SIFT features and it is able to detect the object in real time even 
if the object has complicated shape, if it has bad contours and if the illumination has 
been permanently changed and unequally distributed with no need to a priori model. 
The proposed algorithm in this section has combined different algorithms of image 
processing such as Canny filter, progressive probabilistic Hough transform (PPHT 
[9]) and some morphological operations for improving objects contours. In general, 
the proposed vision algorithms in this work have many contributions which will be 
illustrated in details in other papers. 

B. Graspability and tracking point 

After detection and segmentation the target object (even if it is carried by human hand 
or located on a flat surface), the next phase will include algorithm common to both 
tasks as shown previously in Fig. 3. In this phase the robot system will calculate the 
graspability and the position of the tracking point depending on the results of vision 
processing.  

 

Fig. 7. Object and robot hand 

As shown in Fig. 7, the graspability will be calculated by comparing the width and the 
height of the target object (݆ܾ݋௪௜ௗ௧௛, -௪௜ௗ௧௛ (dis݌݅ݎܩ ௛௘௜௚௛௧) with robot hand width݆ܾ݋
tance between fingers of the robot hand) and with (height of robot hand) ݌݅ݎܩ௛௘௜௚௛௧  as 
follows: 
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                              ݂݅ ൫݆ܾ݋௛௘௜௚௛௧ ൐ ௪௜ௗ௧௛݆ܾ݋) & ௛௘௜௚௛௧൯݌݅ݎܩ ൏  ݄݊݁ݐ (௪௜ௗ௧௛݌݅ݎܩ

                                                  ሼݕݐ݈ܾ݅݅ܽ_݌ݏܽݎܩ ൌ 1ሽ                                                 (4) 

ൌ ݕݐ݈ܾ݅݅ܽ_݌ݏܽݎܩሼ ݁ݏ݈݁                               0ሽ 

In brief, the object should have grasp area GA(i,j), where its width is less than the 
gripper width and its height is greater than gripper height in order to activate the gras-
pability. If the robot is able to grasp the object then it will calculate the tracking point 
of the object which will be later the contact point. The vision system will scan the 
whole grasp area GA(i,j) and it will define three points of it: 1. Upper point (xU, yU, zU), 2. Left point (xL, yL, zL) and 3. Nearest point (xN, yN, zN). The tracking 
point (xO, yO, zO) will be calculated as follows:  

ைݔ                                                            ൌ ைݕ௅ݔ  ൌ ைݖ௎ݕ  ൌ ேݖ                                                                (5) 

In the task of transferring object to human hand, the next step will be grasping the 
object from the flat surface. Fig. 8 illustrates the coordinate system of the object. The 
vision system will control the directions (ݔ, ,ݕ  and the orientation (θz) in order to (ݖ
rive the robot hand to the best grasping position. When the robot arrives at the track-
ing point of the object, it will move 20 mm in z direction toward the object before 
establishing any contact with the object. After that the robot will start searching for 
the first physical contact with the object in x direction. In this way, the robot can 
guarantee that it will grasp the object successfully by closing the gripper fingers.   

 

Fig. 8. Grasping object from flat surface 

After grasping the object from the flat surface, the vision system will start search-
ing for the loadfree human hand. In this case, the NITE toolbox which supports  
Kinect camera could be implemented for detecting the human hand and finding the 
middle point of it, because its frequency is 30 frames/sec. 

C. Tracking phase  

As shown in Fig. 3, the following phase will be the tracking phase either of the loadf-
ree human hand or of the object carried by human hand depending on the task. The 
robot will start to track the target object or the hand in two directions, x and y. The 
tracking algorithm can be easily extended to three directions x, y and z. However, in 
this phase, a safety distance in z direction between the robot hand and the human hand 
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should be always kept. The robot will not move toward the human hand in z direction 
to establish the contact until it ensures that the human hand doesn’t move anymore. 
When the human hand is in a stable position and after the robot has already tracked it 
successfully, the robot system will start moving toward the human hand in z direction.  

Hence, the main purpose of the visual tracking in this phase is to preserve the tar-
get point of the object or the hand at the middle of camera frame. (Cam୶, Cam୷) 
represent the position of the middle point of the camera. Hence, the required distance 
(mm) in order to locate the tracking point of the object in the middle of camera’s view 
(position based visual servoing approach) is as follow: 

                                                
௫ݎݎܧ ൌ ܱܾ݆௫಴ െ ௬ݎݎܧ௫݉ܽܥ  ൌ ܱܾ݆௬಴ െ  ௬                                               (6)݉ܽܥ 

However, real time tracking of moving object is not an easy task, especially when 
this object is moving randomly e.g. when tracking the hand of blind user. In our ap-
proach, the robot is able track the loadfree hand or the object carried by a human hand 
smoothly and with sufficient speed in real time in spite of the following difficulties: 1. 
The position of the object continually changes and it can move in all directions. 2. 
The speed and acceleration of the object motion are not constant and the motion di-
rection of the object can suddenly change. 3. The motion speed and desired position 
in the implemented robot (older commercial robot) cannot be changed when the robot 
is moving, i.e. the robot is not able to receive a new target position unless the previous 
motion is finished.  Hence, the common position controller will not be sufficient, 
especially when the object direction and position can suddenly be changed by human 
hand. Therefore, in order to track the object smoothly and with sufficient speed in real 
time, the proposed approach will not control the speed of the robot directly but it will 
control motion steps of the robot. Whenever the target point is farther, the robot will 
move toward it with a greater step. 

 
Fig. 9. Visual tracking in Y direction 
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Fig. 9 shows the experimental results of the proposed visual tracking approach in Y 
direction. The green diagram presents the visual error Err୶ (the difference between the 
tracking point of the object or hand and the camera middle point) in the camera coor-
dinate system, whereas the red diagram represents the motion of robot in the world 
coordinate system. The different colored zones refer to the different motion step of 
the robot. From the behaviour of robot motion (red diagram) it is clear that the robot 
always moves toward the target point as positive party therefore the visual error is 
diminished to zero. On the contrary, from the behaviour of the human it is clear that 
the human increases the visual error extremely (as negative party) by moving his/her 
hand, look e.g. at time t = 10s in Fig. 9). 

At time t = 0s, the visual error was near to -350cm which made the robot move 
upwards to reduce the visual error. Starting in time t = 0s, until t = 2s, the visual error 
was inside the large step tracking zone and it has diminished. At time t = 2s, the visual 
error has come inside the middle step tracking zone. However, at time t = 8s the hu-
man hand has suddenly been moved and it has changed the visual error from -120cm 
to 380cm which has led the robot to react rapidly and to change the direction of the 
motion in order to track the target point. The rapid visual tracking and changing direc-
tions will be continued until the human hand acts at least as a natural giver (doesn’t 
move anymore), e.g. at time t = 58s, so the robot will move toward the target point 
smoothly and the visual error will be diminished until it enters the zone0 (visual error 
is less than 2cm). It means that the robot has arrived at the target point, after that the 
visual tracking will be finished and next phase will be started. 

D. Safety measures 

After tracking phase, the robot will be ready to move toward the human if the safety 
procedures are taken into account. Numerous papers have been published which have 
proposed different solutions for improving the safety factor during the human-robot 
interaction, such as improved mechanical design by reducing the robot mass [10] and 
motion trajectories related to the human body constraints [11]. However, in our opi-
nion, even if the system would use lightweight robot and predefined trajectories, it is 
indispensable to integrate vision and force information to guarantee the safety espe-
cially when unexpected problems or errors happen during the physical interaction. In 
this work, three safety measures are implemented: The first one (ܵݕ݀݋ܾ_ܨ) is related 
to the safety of the whole human body depending on the depth map, whereas the 
second safety (ܵܨ_݄ܽ݊݀) is related only to the safety of the fingers during handing-
over the object (if the robot is able to grasp the object without touching the human 
fingers). The third one is (ܵ݁ܿݎ݋݂_ܨ) which monitors the force values, especially when 
the robot is moving toward the human in z direction. Values of these factors will be 
set to zero as long as the safety requirements are fulfilled. Otherwise, if any error or 
dangerous situation of human is recognized or unexpected obstacle is encountered, 
the safety variables will be immediately activated and the task will be cancelled. 

E. Physical interaction phase 

If the tracking phase is successfully performed and the robot or the human has 
grasped the transported object, the physical interaction phase will start. In the first 
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phase, the first party has grasped the transported object but the other party has not 
released it yet, i.e. the transported object will be like a kind of connection bridge be-
tween the human and the robot hand. In this phase, we will assume that the human or 
the robot may not release the object immediately. Perhaps, the human would like to 
drive the robot toward another place, so the robot should be able to react to the motion 
of the human hand, so the robot will comply with the motion of the human hand based 
on user of the force sensor. Finally, if robot transfers the object to the human hand, it 
will release the object when the human pulls the object with desired force and after 
that it will return to home position. Otherwise, by transfer of object from human hand, 
robot will wait until the human releases the object (no more applied forces) then it 
will transport the object to the target place. 

4 Experiment Results  

Some results have been already presented in Fig. 4, Fig. 6 and Fig. 9, whereas, Fig. 10 
and Fig. 11 present further experimental results from handing-over task.   

 
Fig. 10. Transfer object from human hand 

In Fig. 10, as shown in the first six pictures, the robot is tracking and moving to-
ward the object carried by human hand in order to grasp it from the human hand with 
the help of vision system. When robot reaches the tracking point of the object, the 
robot will start searching for the first contact point with the object using force reading, 
as shown in pictures 7 and 8. When the force sensor measures that the desired contact 
with the object has been established, then the robot will close its hand to grasp the 
object as shown in pictures 9 and 10. Hence, the physical interaction between the 
human and the robot will start and the robot will react to the motion of the human 
hand on the basis of force sensor measurements. When the interaction phase is fi-
nished, the human will release the object as shown in pictures 11 and 12.  
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Fig. 11. Transfer object to human hand 

In Fig. 11, as shown in the first four pictures, robot is moving toward the human 
hand in order to deliver the cube with the help of vision system. In pictures 5 and 6, 
the human will start grasping the object by closing his/her hand. In pictures 7 and 8, 
robot will perceive the contact force. It will release the object when the human starts 
pulling. 

As shown previously in Fig. 10 and Fig. 11, the proposed system will assume that 
the human as giver/receiver will be the weakest part (blind, elderly etc.) of the task 
and the robot will play the main role as a positive party to perform the transfer task. In 
other words, human only needs to open/close his/her hand in order to release/grasp 
the object. 

The proposed algorithms have been repeated for more than 15 different objects 
which were carried by different users.  

 

Fig. 12. Dataset of different transported objects 

Fig. 12 presents the dataset of the transported objects from/to human hand. In all 
experiments of handing-over objects from human hand, the robot system was able to 
segment, to track and to grasp the carried object from the human hand successfully. 
As is shown in the Fig. 12, the implemented objects are textureless, so in the experi-
ments of handing-over objects to human hand, if the robot system was able to detect 
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the target object which is placed on flat surface depending on SIFT features, surely 
the robot system will be able to deliver that object to the human hand.   

5 Conclusion 

This paper has just illustrated the general description of the proposed robot system, 
more details about the vision algorithms, vision/force control structure [12], tracking 
algorithms, safety procedures and physical interaction phase will be found in other 
papers. This work has proposed an automated robot system which is able to deliver 
and receive model-free objects to the human hand automatically. This work has pro-
posed different real time image processing algorithms in order to detect and to seg-
ment loadfree hand, any object carried by human hand and any object located on a flat 
surface. The proposed robot system has implemented visual servoing algorithms for 
tracking the loadfree hand or any object carried by it in real time. In the proposed 
system, the transfer object from/to human hand is performed exclusively by robot and 
the human has been considered as the weakest part in this task (elderly, blind or dis-
abled).  Furthermore, for improving the handing-over task the proposed system has 
combined vision and force control. The fusion of vision and force will ensure the 
safety of the user during the physical human-robot interaction, it will ensure the ful-
filment of the grasping/releasing task and it will make the robot able to react to the 
motion of human hand during the interaction phase. The proposed robot system could 
be easily modified in order to fit different scenarios and applications, e.g. in connec-
tion with the service, assistance, rescue and mobile robots or even to work simulta-
neously with the human in industrial human-robot teamwork.  

In future work, tactile sensors could be integrated with the system to optimize  
the handing-over tasks. In addition to that, a voice command subsystem could be  
implemented.  
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