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Informatics Center
Federal University of Pernambuco, UFPE

Recife, Brazil
{rsr,katiag}@cin.ufpe.br

Abstract. We introduce HybHap, a new approach for haplotype infer-
ence problem on large genotype datasets. HybHap is a hybrid method,
based on the Parsimonious tree-grow idea, which resorts to Markov
chains, in order to maximize the probability that the haplotypes will
be shared by more genotypes in the dataset. Several experiments with
large biological datasets taken from HapMap were performed to com-
pare HybHap with two well known algorithms: fastPHASE and PTG.
The results show that HybHap is a rather robust, reliable, and efficient
method that runs orders of magnitude faster than the others, producing
results of comparable accuracy, hence being much more suitable to deal
with the challenge of genome wide tasks.

Keywords: haplotype inference, hybrid algorithms, markov chains,
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1 Introduction

An alteration of one isolated nucleotide base which occurs with considerable fre-
quence in the DNA of a given population is known as Single Nucleotide Polymor-
phism (SNP) [1] [2] [3]. Occurrences of SNPs have been associated with specific
phenotypic traits and also with several illnesses [4]. Hence, it is important to
map the occurrences of SNPs, but that has shown to be a huge challenge.

An haplotype can be defined as a set of SNPs from a copy of a specific chro-
mosome. Much of the difficulty of finding these alterations is due to the lack of
haplotype data in large scale, mostly because of the high cost of collecting that
information directly.

One possible way of acquiring haplotype data is to infer them from genotype
data, which are highly abundant. That motivates the Haplotype Inference (HI)
problem, whose computational cost depends on the evolutionary model consid-
ered. One such model is based on the biological sound Parsimony Principle, but
it is proved to be NP-hard [5], meaning that all algorithms currently known can
only solve it in time that is exponential on the number and size of the DNA
sequences, which is prohibitive. Several computational methods were developed
aiming at finding solutions that may be biologically plausible, but they usually
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present high computational costs. In view of real applications, the current chal-
lenge is to infer haplotypes from large scale genotypes. Hence, computationally
efficient methods with acceptable accuracy are in great demand. In this pa-
per we present a hybrid approach that combines the efficiency of Parsimonious
Tree-Grow with Markov chain choices. The result is a method that is orders
of magnitude faster than the known methods, delivering results of comparable
accuracy.

The rest of this paper is organized as follows. Section 2 gives a formal definition
of the Haplotype Inference Problem and discusses related works. In Section 3, the
proposed Markov chain used by the HybHap method is presented. The HybHap
approach is introduced in Section 4. In Section 5 there is a description of the
datasets and how the benchmark was organized, and in Section 6, the results
of experiments are provided to demonstrate the accuracy and efficiency of the
proposed hybrid method. Finally, we present several remarks, concluding the
paper in Section 7.

2 Haplotype Inference Methods

We adopt the notation used by Rosa and Guimarães [6]. A genotype can be
computationally represented by a vector on the alphabet {0, 1, 2}, where a
symbol 2 represents an ambiguous site. Then a genotype vector g, with n sites,
can be explained by two haplotype vectors h1 and h2, where each site h1(i)
and h2(i), 1 ≤ i ≤ n, has h1(i), h2(i) ∈ {0, 1}, and follows the rule given
by: (A) h1(i) = h2(i) = g(i), if g(i) ∈ {0, 1}; and (B) h1(i) = 1 − h2(i), if
g(i) = 2. The sites of g that have a symbol 0 or 1 are called homozygous (non
ambiguous sites) and those with a symbol 2 are called heterozygous (ambiguous
sites). The Haplotype Inference Problem basically consists of finding, for each
genotype g, haplotypes h1 and h2 such that h1 and h2 explain g in a biologically
plausible way. For instance, if g = (0, 1, 2, 2, 1, 2), possible solutions are h1 =
(0, 1, 0, 0, 1, 0) and h2 = (0, 1, 1, 1, 1, 1), or else h1 = (0, 1, 0, 1, 1, 1) and h2 =
(0, 1, 1, 0, 1, 0), among other possibilities. It is easy to see that there are 2h−1

candidate haplotype pairs to explain g, where h is the number of ambiguous
sites in g. Obviously, there are many plausible solutions for a given input g, so a
biological criterion is needed to define a good solution.

There are two main biological models used to infer haplotypes: Pure Parsi-
mony and Perfect Phylogeny. Inferring haplotypes assuming perfect phylogeny
was shown to be a linear problem [7]. However the assumption that the DNA
sequences were not subject to recombination events is not realistic.

Haplotype inference by pure parsimony principle (HIPP) has been used by
many approaches because of its innate simplicity and biological soundness. As
said before, unfortunately the HIPP problem is NP-hard [8]. Some approaches
based on Integer Programming have been proposed for it [9] [10] [11] [12].

Another method for the HIPP problem is the Parsimonious Tree-Grow (PTG)
method [13], which explains a set of m genotypes of length n in time O(m2n).
In the PTG method a tree is constructed, where each edge is labelled by a hap-
lotype symbol (0 or 1), and nodes contain the genotypes (id) that are explained
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by haplotypes formatted by a trace from the root to that specific node. Many
operations in PTG are random, so it is necessary to run the method many times,
selecting the best solution using some metric, in order to have reliable results.

Methods based on Markov chain models have been proposed successfully.
These methods basically build a Markov chain in which each state is associated
to a symbol (0 or 1) and the transition probabilities are calculated from the input
data. Heuristics based on Dynamic Programming and Expectation Maximization
algorithms are also applied [14] [15] [16] [17].

Statistical methods have considered the Parsimony Principle as accessory.
PHASE [18] and fastPHASE [19] are considered good classical approaches for
the HI Problem. These methods use maximum likelihood to estimate haplotype
frequencies. The objective is to estimate the maximum value of this likelihood
function. Such methods are stochastic, and each execution of the program may
result in a different solution, since the derivations are dependent on the initial
configuration, which is randomly selected. Basically, fastPHASE is a variation
of PHASE for resolving large data sets.

3 Computing the Markov Chain

The probability that a haplotype fragment will be part of a solution, considering
the parsimony criterion can be efficiently estimated using a Markov chain. Given
a genotype matrix G, with m rows and n columns, a Markov chain C is created
with 2n+2 states, each state representing the start (Cstart) or the end of the chain
(Cend), or a possible symbol s (0 or 1) in the j -th site of a haplotype fragment,
1 ≤ j ≤ n, (Cj(s)). There are three types of state transitions: (Cstart, C1(s)),
(Cj−1(s1), Cj(s2)), and (Cn(s), Cend).

The initial probabilities are computed as an a priori probability of symbol s
occurring in the first site of all the 2m haplotypes to be inferred from G (1). The
absolute frequency of symbol s being in the first site of the matrix is calculated
according to Equation 2.

(Cstart, C1(s)) = A(1, s)/(2m) (1)

A(j, s) =

m∑

y=1

f1(G(y, j), s), (2)

with

f1(x, s) =

⎧
⎨

⎩

2, if x = s
1, if x = 2
0, otherwise

The transition probabilities whose source state is not the initial state (Cstart)
and the destination is not the final state (Cend) are denoted by (Cj−1(s1), Cj(s2)),
where 2 ≤ j ≤ n. These are conditional probabilities: probability of s2 occurring
in the j-th site of the 2m haplotypes inferred from G, given that s1 occurred in
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the (j − 1)-th site of said set of haplotypes (Equation 3). That depends on the
absolute frequency of haplotypes inferred with s1 in the (j − 1)-th site (1), and
an estimation of the expected frequency of symbol s2 in the j-th site of those
same haplotypes (Equation 4).

(Cj−1(s1), Cj(s2)) = B(j, s1, s2)/A(j − 1, s1) (3)

B(j, s1, s2) =

m∑

y=1

f2(G(y, j − 1), G(y, j), s1, s2), (4)

with

f2(x1, x2, s1, s2) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

2, if x1 = s1 and x2 = s2
0.5, if x1 = 2 and x2 = 2
1, if x1 = 2 and x2 = s2
1, if x1 = s1 and x2 = 2
0, otherwise

After constructing Markov chain C as described above, a tree T is computed
which contains the 2m haplotypes that resolve G. The HybHap method uses the
information contained in C to choose more promising branches, trying to keep
T with the minimum possible number of branches, so as to approach an optimal
solution, according to the Pure Parsimony criterion.

4 The HybHap Method

A tree T, which has n+1 layers, each one denoted by T (j), is computed. A layer
can have 2m nodes in the worst case (maximum possible number of distinct
haplotypes to be inferred). A node in layer T (j) is denoted by T(j,k)(s), where s
is the node type (0 or 1), and k is the number sequence of the node in layer j.

A node T(j,k)(s) is labelled by (ir1 , ir2 , ..., irg), 1 ≤ g ≤ m, which represents the
genotype fragments explained by that node. The root is labelled by all genotype
Ids (i1, i2, ..., im). For each layer j of T, for each node in j, for each genotype Id
ir in the label of the current node, if G, in site j of genotype, has value 1 (0),
then a node of type 1 (0) is created on the next layer connected to the current
node, and it is labelled by all genotype Ids in the present node that have value
1 (0) in site j. If the value in G in layer j and genotype Id ir has value 2, then
it is checked if a value 2 was previously explained for genotype ir. If that is not
the case, then site j in genotype ir is resolved by adding two new nodes in the
(j+1)-th layer, connected to the current node, and labelled ir. In case a value
2 has been previously resolved, then the genotype Id and the current node are
reserved to be processed after the current layer is treated. An example of tree is
illustrated in Figure 1.

Random operations may occur in the processing of the genotypes and nodes
reserved in a layer. In HybHap the Markov chain C constructed will be used to
decide which haplotype fragment is the most promising one. Each trace, from
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Fig. 1. Node v0 is the root of tree T ; this node is in level 0 and is node number 1 of that
level (T(0,1)). The root is labelled by five genotypes Ids (1,2,3,4, and 5), representing
all five genotypes in the input. Node v1, denoted by T(1,1)(0) is in level 1 and it is the
node number 1 of that level; this node is of type 0. Node v3, denoted by T(2,2)(0), is
in level 2 and it is the node number 2 of that level, this node is of type 0, and it is
labelled by genotype Ids 3,4, and 5.

the root to the current node in T, is a valid path in C. There are three situations
in which random choices may be needed, the others are symmetric; in those
situations, new nodes are computed through C, and the choice is based on the
maximum probability found. In case we need to choose among existing nodes to
explain the reserved genotype, then we compute the Euclidean distance between
the sites that have not yet been processed in the reserved genotype and all sites
that have not been processed in the genotypes that are partially resolved by
candidate nodes, the choice is based on the least distance. When the probabilities
or distances are the same between candidate nodes, then a random choice is
needed, but the chances of that actually occurring are slim.

The HybHap method (Algorithm 1) has three main steps: Initialization, Res-
olution of genotype prefix with known solution (genotype fragments that have
only homozygous sites or one heterozygous site), as described in Algorithm 2,
and explanation of genotype fragments that have no previous resolution (more
than one heterozygous site), as described in Algorithm 3. In initialization the
Markov chain is computed as described before, the root is created and labelled
with all genotype Ids of G.

The 2 explains the genotype fragments (prefix) that have at most one het-
erozygous site. In this case, when a site with symbol 2 is resolved for genotype
i, we make f(i) = true. All genotypes marked in the prior step (f(i) = true),
for a specific SNP (a layer of tree T ), will be processed after all non-ambiguous
genotype fragments of that layer are resolved.

In Algorithm 3, the fragments of genotypes reserved before are explained.
In 2, a genotype i was associated to two nodes (two is the maximum number
of nodes that can explain a genotype with at least one heterozygous site). In
this Algorithm 3, a Markov chain is used to decide which is the best branch-
ing option. Equation 5 is used, in which P (v1) denotes the probability that the
haplotype fragment represented by node v1 will be part of solution, according to
the parsimony criterion (conservation), and t(v1) denotes the type of v1. There
are three cases in which the Markov chain is applied: (1) There are no branches
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growing from v1 and v2; (2) There is a single branch (v′1, v
′
2) growing from each

of v1 and v2, both of the same type s; and (3) There are two branches growing
from v1 but no branches growing from v2; the other cases are symmetric. Those
three situations are addressed in Algorithm 3, and illustrated in Figure 2-C.

Fig. 2. Example of Algorithm Execution

P (v1)(Cj(t(v1)), Cj+1(s1)) + P (v2)(Cj(t(v2)), Cj+1(s2)) (5)

After building tree T, the final solution can be recovered by tracing from the
root to each leaf of T, concatenating the types of the nodes in the path. The
result will be the haplotype matrix that explains G following the parsimony
principle.

Figure 2-B illustrates an application of Markov chain C during the construc-
tion of tree T . First the root T(0,1) is created and labelled by all genotype Ids
of the matrix identified in Figure 2-A. Then the nodes descendent from T(0,1)

are created. Since no ambiguity has been resolved in T yet, nodes T(1,1)(1) and
T(1,2)(0) are created to explain genotypes (1,2) and (1,2,3,4,5), respectively. Since
in column 2, genotypes 1 and 2 have symbol 2, and sites of that type have been
previously resolved for those genotype, their Ids are kept to be processed after
all sites on the second column that do not present ambiguity or that have all
previous sites without ambiguity are resolved. Hence, genotypes 3, 4, and 5 are
resolved, by creating nodes T(2,1)(1) and T(2,2)(0).

After that, genotypes 1 and 2 are dealt with. There are two nodes, T(2,1)(1)

and T(2,2)(0), branching from T(1,2)(0) that can explain genotype 1, and none from
T(1,1)(1). In order to decide which of those nodes should be created branching
from T(1,1)(1): T(2,3)(0) or T(2,3)(1). Markov chain C is then used to estimate
which node maximizes the probability of being also used in the resolution of
other genotypes (parsimony). In the case of this example, there are the following
node combinations: P (T(2,3)(0)+T(2,1)(1)) = 0.3 and P (T(2,3)(1)+T(2,2)(0)) = 0.7.
The choice is for the option that maximizes the probability, hence, node T(2,3)(1)

is added branching from node T(1,1)(1).
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Algorithm 1. HybHap

input : a matrix of Genotypes G
output: a tree T

1 Initialization;
2 foreach layer j in T do
3 foreach node v in current layer do
4 KnownSolution(v, j);
5 end
6 UnknownSolution(j);

7 end

5 Experiments Design

The dataset used for the experiments was the same one used in a previous work
where the performances of well known haplotype inference algorithms when deal-
ingwith data of different sizes and levels of conservation are compared [6]. It is com-
prised by sequences originally taken from theHapMapProject [20], whichwere col-
lected fromChromosome 20 of populationCEU (Caucasians resident in the state of
Utah (USA) with northern European ancestry). The original dataset is composed
of 13 subsets which vary in sequence length and in number of distinct haplotypes.

The set contains haplotypes of sizes 100, 200, 400, 800, 1600, and 3200 SNPs
with 88 individuals, separated by size into classes A, B, C, D, E, and F, respec-
tively. From each class, we chose randomly three instances.

The metrics used in the benchmark were Error Rate [21] and computational
time. The Error Rate tells us about the capacity that one method has to correctly
infer a haplotype set from a genotype set, based on a known haplotype set. The
computational time is an empiric metric used to estimate computational costs;
although it is not the best technique for it, in this case theoretical analysis cannot
be applied to all methods.

For the comparison experiments, PTG was implemented in MATLAB 2008.
Version 1.2.3 for Windows of fastPHASE was used. The experiments ran indi-
vidually in a computer with an Intel Quad Core 2.33GHz processor, with 3GB
of RAM. The results are shown in Table 1. For each experiment, the execution
time (Time) and Error Rate (ER) attained are given.

6 Experiments Results

The measures described earlier were applied to each instance. Since PTG and fast-
PHASE have a stochastic behavior, for comparison purposes the average over 30
executionswith every single datasetwas used to establish theErrorRate.Although
HybHap is not a deterministic algorithm, in practice it presents standarddeviation
virtually equal to zero, meaning that for different executions with the same input
dataset (including the same genotype order), it generates the same haplotype set.

Comparing HybHap to PTG, considering Error Rate, the accuracy of HybHap
and PTG were very close, slightly favoring HybHap for the larger datasets. In all
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Algorithm 2. KnownSolution(v : a node, j : a SNP)

1 foreach genotype i in v do
2 if G(i,j+1)=2 and f(i)=true then
3 Associate to genotype i the node v;
4 else
5 if G(i, j + 1) = s and s ∈ {0, 1} then
6 if there is no branch with target node of type s growing from node v

then
7 Add a node of type s growing from node v and label this new

node with i;
8 else
9 Add i to the set of Ids in the label of this node;

10 end

11 else
12 f(i)← true;
13 for s = 0, 1 do
14 if there is no node growing from v of type s then
15 Add a new node from v in layer j + 1 of type s and add i to

the set of Ids of this new node;
16 else
17 Add i to the set of Ids of this node;
18 end

19 end

20 end

21 end

22 end

cases, HybHap was much faster than PTG. For instance, HybHap solved the
largest dataset (F) in about 3 minutes, while PTG took about 39 minutes to
find a less accurate solution.

Comparing HybHap to the classical approach fastPHASE, we observed that
the accuracy performances considering Error Rate were very close, and for the
larger datasets in the benchmark, the differences between the Error Rates for
the two methods were smaller than 2%. It is important to notice that, for the
largest dataset, F, while HybHap needed only about 1 minute to find a solution
with 13.67% of error, fastPHASE resolved this instance with 11.93% of error in
about 72 hours. The difference of Error Rate in this case was 1.74%, however,
the time necessary for fastPHASE to resolve it was approximately 1080 times
longer than the time required by HybHap.

Figure 3 shows graphical comparisons of HybHap with fastPHASE and PTG,
in regard to Error Rate (Figure 3-A) and computational time (Figure 3-B). Since
the values for computational time are so different, the values in Figure 3-B are
depicted in log scale. It can be seen that the time of fastPHASE grows much
faster than HybHap, as the length of the sequences in the datasets increases. On
the other hand, while the Error Rate of HybHap is always higher than that of
fastPHASE, the difference in Error Rate is virtually constant.
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Algorithm 3. UnknownSolution(j : a SNP)

1 foreach genotype i associated to a node pair (v1, v2) in SNP j do
2 if there is a single branch growing from v1 and v2 of different types or there

are two branches and a single branch growing from v1 or v2 then
3 Add i to the set of Ids of a node that grows from a node that has a

single branch (v1 or v2) and add i to the set of Ids of a node of opposite
type that grows from the node left;

4 else
5 if there are two branches growing from v1 and two branches growing

from v2 then
6 Compute the Euclidean distance among the unresolved suffix of i

and the unresolved suffixes of genotypes explained by nodes growing
from v1 and v2. Explain i in nodes that minimize the distance.

7 else
8 Compute value of Equation 5 for (s1 = 0, s2 = 1) and for

(s1 = 1, s2 = 0). Take the pair (s1, s2) that maximizes v, if value of
the two pairs are same, then select a pair randomly;

9 switch Ambiguity cases in v1 and v2 do
10 case 1
11 Grow a node of type s1 from v1, Grow a node of type s2

from v2. Add i to the set of Ids of these new nodes;

12

13 case 2
14 If s = s1, then add genotype i to the set of node v′1 and

grow a node of type s2 from v2, labelled by i. Otherwise, do
the same symmetrically;

15

16 case 3
17 Add genotype i to the set of Ids of the node of type s1

growing from v1, and add a node of type s2 growing from
node v2, including i in the set of Ids of this new node (other
cases are symmetric);

18

19 endsw

20 end

21 end

22 end
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Table 1. Comparison Results: Error Rate (ER) and Time in seconds (s), minutes (m)
or hours (h)

Set HybHap PTG fastPHASE
ER Time ER Time ER Time

A 12.9% 02.88 s 13.5% 53.88 s 09.3% 00 h 30 m
B 09.9% 04.83 s 09.7% 01.62 m 05.8% 01 h 00 m
C 12.7% 12.28 s 12.6% 03.73 m 09.2% 02 h 30 m
D 11.1% 26.11 s 12.3% 07.67 m 08.7% 05 h 24 m
E 13.6% 01.06 m 14.2% 16.98 m 11.7% 18 h 00 m
F 13.7% 03.00 m 14.2% 39.00 m 11.9% 72 h 00 m

Fig. 3. Computational Time (in seconds) and Error Rate attained in each dataset class.
Each class has 88 genotypes and different number of SNPs: (A) 100, (B) 200, (C) 400,
(D) 800 and (F) 1600.

7 Discussion and Conclusion

In this paper we have proposed a hybrid method for haplotype inference. The
proposed method is very stable, since in practice it presents a standard deviation
of zero. In our experiments, the highest number of random operations for any
instance was two, but that seldom happened. Due to that and to the efficiency
of the operations in HybHap, its computational time is very low when compared
to PTG and to fastPHASE.

With the enormous growth in the number of genomes available, efficient meth-
ods to deal with large datasets are highly desirable. There are many approaches
to infer haplotypes with high quality, but they are applied only to small datasets,
and it is not in line with the current inference requirements, which are on
large scale. In face of that, HybHap presents desirable properties. The proposed
method is computationally very efficient and in large datasets produces results
with accuracy very close to that of more costly methods. That is most valuable,
due to the growing number of genetic variation studies, which are performed
by Computational Biology groups most of which have limited computational
processing resources available.
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An important point is the fact that PTG is based solely on parsimony, dis-
regarding any other type of information or precondition about the genotype
sequences, while methods based on Markov chains, such as fastPHASE, use
the parsimony criterion as a help, applying additional techniques, models, and
insights to find a biologically more plausible solution. Nonetheless, that combi-
nation leads to an extremely high computational time requirement. Hence, as
the length of the genotype sequences grow, those methods become non-viable.

We also believe that the wide gap between the performances of HybHap and
fastPHASE with respect to some cases of Error Rate is due to the fact that
HybHap has no strategy to cluster together segments of different with similar
characteristics regarding conservation. Since HybHap presents excellent compu-
tational cost, the original algorithm, presented in this paper, can be improved by
strategies to associate similar regions, as it is done in fastPHASE, for instance.
We are currently working on that aspect of the method. Missing data is another
aspect that needs to be addressed.

The experimental analysis shows that the HybHap method is more adequate
for dealing with long genome sequences. We are currently working on a theoreti-
cal argument for the fact that HybHap requires less computational time, as well
as on improving its accuracy.
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