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1 Introduction

Assessment is the process of collecting, synthesizing, and interpreting information 
in order to make a decision (Airasian and Russell 2007). In the college class, this 
decision inevitably not only includes students’ grades but it also ties to teachers’ 
success in covering the content effectively, preparedness of students, and the ac-
creditation worthiness of programs in academically preparing students for the larger 
picture. Value in any instructional system comes from assessment; what is assessed 
in a course or a program is generally associated with value; what is valued becomes 
the focus of activity (Swan et al. 2007). Effective assessment typically includes 
ongoing “formative assessment” checkpoints and end-of-term “summative assess-
ment.” Instructors signal what knowledge skills and behaviors they believe are 
most important by assessing them, while students quickly respond by focusing their 
learning accordingly (Swan et al. 2007). The end-of-course assessment method, and 
more specifically the requirements that underlie this assessment mode, make a dif-
ference to the outcome (Struyven et al. 2006). Considering that stability reliability 
equates to consistency of test results over time (Popham 2011), it is safe to assume 
that the processes involved in assessment from day 1 to the end of the term can have 
a vast impact on reliability. Systematic processes of reliable assessment do not end 
after a test is developed, especially in the online sector.

In online, asynchronous courses, whereby the students and instructor do not 
meet, obtaining reliable assessment measures becomes more difficult than in a 
 traditional face-to-face (F2F) class. It is important to collect several pieces of in-
formation about the performance being assessed to increase reliability (Airasian 
and Russell 2007). Although it is possible as an instructor to elicit online quizzes, 
papers, and projects from students, there is still the dilemma of determining who is 
(and how many are) involved in the submission of the common assessment items.
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Today’s movement toward exponentially higher online enrollments and the 
ensuing assessment issues is best illustrated by the Massive Open Online Course 
(MOOC) euphoria. Aside from the extremely low completion rates, MOOCs are 
faced with the challenge of how to effectively assess thousands of students enrolled 
in these courses each semester. Reliability of assessment in the MOOC scenario is 
not so critical with regard to grading since the vast majority of students are taking 
the courses in the noncredit, open learning capacity. With the talk of moving toward 
degree fulfilling, credit-earning MOOCs, reliability is a major hurdle that will have 
to be addressed, however. The viewpoint of one instructor from a highly ranked 
school may capture the magnitude of reliability issues faced in the move toward 
larger online enrollments when he said that he likes the idea of drilling students 
with online quizzes, but his own MIT students would have to work on theirs in a 
classroom with a proctor (Kolowich 2013a).

There are issues with the course management system (CMS) interfaces that in-
fluence testing processes in a manner that impacts results. Clearly, different ap-
proaches will have to be implemented when teaching a class of 20 local students 
versus a class enrollment of 33,000 globally, which is the MOOC mean according 
to Kolowich (2013a). As a means to strengthen assessment reliability and foster 
students’ creative engagement, the use of alternative digital pontifications must be 
examined and discussed as a viable means to foster more reliable assessment out-
comes for students and instructors in lower-enrollment, local online courses. In the 
higher-enrollment courses, in-person or virtually proctored assessments must be 
explored.

2 Input and Output

It is possible to look at the process of developing one’s content knowledge as “in-
put” and demonstrating what one knows as “output.” More commonly, this is re-
ferred to as learning and assessment. Hunter (2004) equated the terms with input 
of information into the students’ cognitive learning processes and output of infor-
mation in a mastery of the learning-objective sense so that proper assessment may 
occur. Output is also associated with the active process of learning, whereby the 
process of output draws heavily upon the content knowledge students experienced 
through the input process reinforcing the learning (Arnold and Moshchenko 2009). 
When students are given the opportunity to produce a tangible product or dem-
onstrate something to an audience, their willingness to put forth quality increases 
(McTighe 1996). As preservice teachers in technology for educators courses, stu-
dents’ input comes through the convergence of four primary areas: (1) K–12 subject 
matter (math, science, etc.), (2) pedagogical knowledge (how to teach effectively 
with technology), (3) technological knowledge (usually through extensive technol-
ogy tutorials), and (4) educational technology foundations (content knowledge that 
pertains to why we use technology). Students synthesize this information and pro-
duce digital and tangible output which further reinforces the input process while 
demonstrating learning growth (see Fig. 7.1).
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3 Assessment

In any course, measuring the growth students have made toward the objectives is 
critical to determine the effectiveness of instruction. As instructors, we have to be 
certain that our efforts are resulting in optimum outcomes for students. In higher 
education, written exams are often the assessment means of choice due to large 
numbers of students and limited instructor time. Depending upon the academic 
major, there is oftentimes professional dissonance between the weight of project, 
presentation, discussion, prose, and exam-evidenced proficiency being required of 
students. Final course grades and exams are the most common measures of learning 
outcomes for seniors across majors, however (NSSE 2010). Scheduled test events 
tend to increase students’ study-time efficiency (McKenzie 1979).

In addition to measuring the level of proficiency growth, the assessment pro-
cess further stimulates students’ repetition and engagement with the course content. 
Highly familiar, meaningful stimuli subjected to increased processing time are di-
rectly correlated to increased retention of the stimuli (Craik and Lockhart 1972). 
More frequent assessment episodes, such as weekly quizzes, provide an increase 
in focused processing time. Roediger et al. (2011) identified ten benefits of testing:

 1. Retrieval induced by testing facilitates later retention
 2. Identifies gaps in knowledge
 3. Causes students to learn more from the next learning episode
 4. Produces better organization of knowledge
 5. Improves transfer of knowledge to new contexts

Fig. 7.1  Convergence of multiple knowledge tracks maximizes the input/output process
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 6. Facilitates retrieval of information that was not tested
 7. Improves metacognitive monitoring
 8. Prevents interference from prior material when learning new material
 9. Provides feedback to instructors
10. Encourages students to study

Assessment is an important opportunity for student learning as well as a means for 
instructors to judge student performance and assign grades (Thorpe 1998).

3.1 Types of Assessment

There are many categorizations of assessment. First, it is possible to make a dis-
tinction between assessment and test, with the first being the process of determin-
ing the learning gains, and the second being the instrument or measurement tool 
for gathering the data. Some use the terms evaluation and assessment in a similar 
manner. It is important to consider the time-based snapshots of learning, which 
are addressed by ongoing incremental formative measurements and the culminat-
ing end-of-term summative measurement. Tests by themselves are not formative or 
summative ( Popham 2011); it depends upon whether the test results are used for 
in-process analysis or outcome quality.

When looking at the instrument for gathering measures of learning itself, there 
are two achievement test-output categories to be considered: conceptual (common-
ly constructed and selected response) and performance (applied, task-oriented). 
Constructed response tests (short answer, essay) blur the boundaries between con-
ceptual and performance. They are conceptual, and sometimes performance. Like 
stories, reports, or show-your-work problems, essays and extended-response test 
items are important forms of performance assessments (Airasian and Russell 2007). 
Educators’ perspective on what constitutes performance varies, but the existence of 
three common characteristics prevails in identifying assessment as performance: (a) 
multiple evaluative criteria, (b) prespecified quality standards, and (c) judgmental 
appraisal (Popham 2011).

Careful design of learning measures in the context of Bloom’s taxonomy of 
instructional objectives can further propagate performance when students are ex-
pected to recall and apply information in an actual task. In some cases, schools 
require student exhibitions, culminating projects, experiments, solving of realistic 
math problems, and various other demonstrations of competence (Slavin 2012).

3.2 Informal and Formal Assessment

When considering the possible data-gathering methods in the formative assessment 
realm, it is important to consider the purpose and weight of the check on learn-
ing. If the stakes are low, and the intent is to spur students to self-analyze their 
understanding of the material, informal snapshots of progress will suffice. In this 
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regard, a threaded or in-class discussion, a short written assignment, laboratories, 
or a weekly quiz can help illuminate students’ connection with the course content. 
Through their work on these assignments, students discover weaknesses with the 
subject matter and have the chance to revisit content (Thorpe 1998).

The formative assessment event also delves into the formal assessment realm 
quite often. This typically materializes in the form of incremental, high-stakes ex-
ams (including midterms), presentations, and robust papers. The score, instructor 
feedback, and follow-up discussion of the formal check on learning act as a di-
agnostic tool for both the students and the instructor. For students, the corrective 
action may include increased study sessions and attendance of recitations. For the 
instructor, it may be analysis of the supplemental course materials, addition of reci-
tations, and test-item analysis.

When combined in a concerted manner, informal and formal assessments pro-
vide meaningful information from which valid inferences can be made (Williams 
and Suen 1998). There is no unique formula for combining the two, but they must 
support each other in obtaining a reliable assessment picture of students and the in-
struction they complete. If the grading weight of informal checks on learning, such 
as quizzes, is kept relatively low, the in-process tools can act as preemptive indica-
tors without overtly compromising students’ final score. At the same time, students 
will maintain a shred of performance motivation while instructors have an indicator 
to redirect efforts toward points of student misunderstanding. Williams and Suen 
(1998) identified eight characteristic variances between informal and formal assess-
ments as noted in Table 7.1.

3.3 Exploring Online Assessment Options

In online courses, the assessment options are impacted by the student population de-
mographics. Although students take online courses frequently at the campus of which 
they are a resident due to schedule restraints, remote students pose the greatest assess-
ment challenge. Nothing illustrates this point greater than the recent surge in MOOCs 
by highly ranked, large universities. Enrollments have hit 180,000 in a single course 
(Kolowich 2013b). Meeting the assessment needs of a population this large has only 
one option at this stage of the development, massive open online testing (MOOT).

Table 7.1  Characteristics of informal and formal assessments. (Williams and Suen 1998)
Characteristic Informal Formal
Degree of freedom Spontaneous assessment activities Planned assessment activities
Flexibility Flexible procedures/protocols Prescribed procedures/protocols
Information Depth of information Precision of information
Objectivity Subjective impressions Objective measurement scores
Utility Maximal informativeness Maximal comparability
Bias Subjective bias Potential narrowed scope
Setting Natural settings Controlled settings
Inference Broad inferences Strong inferences
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On the other end of the enrollment spectrum, instructors have many more  viable 
options for assessing students in capped regional online courses (CROCs). If a 
course is capped at 20–50, as is the case in many upper division courses, the as-
sessment medium possibilities increase. Adding one or more teaching assistants 
provides added support for grading, but may pose reliability issues with regard to 
multireviewer subjectivity. The reduction of student numbers and the increase in 
instructor support allow opportunities for implementing more constructed written-
response and performance-oriented activities as triangulated measures of learning 
performance. Additional details on MOOC and CROC assessment options will be 
discussed later.

3.4 Assessment Reliability

Reliability is commonly broken down into three variants (Popham 2011): (a) stabil-
ity (test–retest), which refers to obtaining consistent results among different test 
occasions; (b) alternate form, which is the consistency of results among two or more 
different test forms (multiple-choice vs. essay for instance); and (c) internal consis-
tency, referring to the way the test items in a single test function cohesively. Since 
this chapter is focusing on different test occasions (stability reliability) and various 
forms of assessment (alternate form reliability), internal consistency reliability will 
not be developed beyond supportive reference in the scope of this chapter. It is 
assumed that as a college instructor you have already covered the tenets of recom-
mended test-design practices. The focus then will center on stability and alternate 
form reliability. For further tips on test design, refer to the works of Popham (2011), 
Airasian and Russell (2007), Tuckman (1999), Gronlund and Waugh (2009), and 
McMillan (2011).

When circumstances allow having a test proctored for online students, it will 
increase its reliability. Reliability in this instance refers to consistency over time. 
If an instructor were able to administer a test to the same group of students re-
peatedly over time, ideally the results would be the same. When a test is admin-
istered, aspects related to the test construction itself, the student, graders, and 
various circumstances surrounding its administration could cause the results to 
be inconsistent (Slavin 2012). One major factor that can affect the reliability of a 
nonproctored online exam is its equivalence to a take-home or open-book test. In 
a face-to-face or proctored scenario, the test taker is being monitored, albeit there 
are still many reports of unconventional test-taking practices during the moni-
tored environment as well. With the take-home scenario used in standard F2F 
classes, it is possible to have supplemental in-person exams to provide triangu-
lated measures and context. Furthermore, the instructor has a constant in-person 
engagement with the students, which can provide an opportunity for oral dialogue 
on the subject matter. In the fully online situation, however, it is difficult to gauge 
who or how many are working on the same exam. Given such a test, reliability is 
compromised.
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4 Boosting Online Assessment Reliability

In the online testing environment, there are many techniques that one can implement 
to help reduce the reliability reduction: set the course management system to give 
random questions, place strict time limits on how long a student can spend complet-
ing the exam, make the exam available only within a short period of time (4 h on 
Wednesday for instance), allow only one or a few simultaneous users to complete a 
test at a time, alleviate moving backward in an exam, and request elaborate applied 
examples (not previously mentioned in the instruction) where applicable. Although 
this will make dishonest test taking more difficult, it will not foil determined col-
laborators or complex cheating schemes.

4.1 Time and Resources

The main issue with any of the alternatives for increasing online assessment reli-
ability is time and resources. In a class of 20 students (i.e., a 20:1 student to instruc-
tor ratio), it is possible to implement assessment activities that require a person to 
evaluate each individual submission. When the student to instructor ratio expands, 
limited time inevitably forces an automated grading system that is confined to se-
lected response instruments (choose an answer). This is not to say that selected 
response assessment is only a stand-in due to limited resource design. It is really the 
call of the instructor whether or not a selected response exam will adequately rep-
resent students’ proficiency with the course subject matter. With selected-response 
instruments, it is still possible to write questions in a manner that leads students 
through a scenario cognitively speaking, have them perform a hands-on task (de-
pending upon the testing environment), and select the appropriate response. Math 
story problems are a great example of this process. The term performance-oriented 
describes this process in a manner that approaches the performance-based process. 
Despite much criticism of selected-response exams, it is possible to tap students’ 
higher-order thought processes through questions based upon varied taxonomies 
of educational objectives. There are times when knowledge-level understanding is 
necessary, and times when application or evaluation is necessary (Slavin 2012).

4.2 In-Person and Virtual Proctoring

The most obvious way to increase the likelihood that a student is the individu-
al taking all the tests and the same person receiving the end-of-course grade is 
via identification verification and close in-person monitoring. Within this system, 
there are still instances of cheating that result in misrepresented outcomes or a de-
crease in stability reliability. The question to ponder is whether the take-home test 
or those completed online will have higher rates of academic dishonesty. In one 
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study  (Watson and Sottile 2010), students reported equitable rates of cheating in 
F2F classes as compared to online classes, but 5.2 % more had someone else give 
them answers during an online class quiz or test than in the F2F environment. An-
other question to ask is whether students who cheat would actually provide honest 
answers on a questionnaire intended to determine the rate of cheating.

Many instructors rest easier having exams take place under direct supervision. 
If you are an instructor who assesses students exclusively on essays or projects 
originating outside instructor or teaching assistant (TA) observance, questions of 
who and how many were involved may linger. Many colleges offer proctoring 
services where students can complete exams. A number of community, discipline-
oriented, and private organizations provide this service as well including libraries 
and national testing services. Educational Testing Service (ETS) and Pearson Vue 
are two examples of private companies that administer many national certification 
exams.

Major issues pertaining to proctoring exist with regard to geographically 
place-bound students and the cost involved in setting up proctors. If monetary 
resources are not an issue, alternative options that mesh with today’s technol-
ogy footprint exist for offering proctoring services to remote students. Proctor 
U, Kryterion Inc., Pass My Exam, and Proctor Cam are a handful of the online 
proctoring service providers. They typically have an authentication process to 
determine the identity of the test taker. This includes ID verification, personal 
information verification, and real-time monitoring of the student via webcams 
and screen sharing.

5 Assessing Capped Regional Online Courses

In CROCs that are in fact capped with manageable numbers allowing individualized 
attention, instructors have many options for gathering assessment data. Multisource 
feedback for students provides triangulated measures of learning while allowing 
engagement that meets a variety of teaching and learning preferences.

5.1 Common Measures

Quizzes and exams have long been established as viable means of determining stu-
dent-learning outcomes in college courses. One major variance between tests and 
other engagement activities is the reliance upon memory. It is generally believed 
that the information one remembers is what has been learned. In the online CMS 
environment, there are many options that will help increase the reliability of the 
quizzes and exams looking exclusively at the online delivery mechanisms. The fol-
lowing list highlights some of these items:
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 1. Limit the time to complete
 2. Set the exam to be available for a short amount of time
 3. Randomize question–response order
 4. Randomize questions that each student receives
 5.  If multiple takes are allowed, set a minimum score for the first attempt before a 

second will be allowed
 6.  Conduct item analysis for each question (many CMSs calculate the data 

automatically)
 7. Encourage student feedback after each question and exam
 8.  Preview each question closely if using test banks provided by textbook 

companies
 9. Set CMS to allow only certain IP addresses
10. Categorize questions by response type
11. Provide clear directions for each section
12. Establish a specific protocol for glitches and resulting retakes

5.2 Virtual Interaction

Meeting with students online in videoconferencing is one way instructors assess 
students’ content growth informally through interactive dialogue. Unfortunately, 
this poses a significant challenge due to the one-on-one time requirement, avail-
ability of videoconferencing technologies (hardware and software), and scheduling. 
Oftentimes, students indicate dissatisfaction when instructors of online courses of-
fer them synchronously at scheduled times due to their time/place-bound circum-
stances. If a student is beyond a reasonable commuting distance or has set hours of 
employment, it is difficult to attend any scheduled class whether F2F or online. In 
the asynchronous delivery scenario, the time can be more forgiving, but the options 
for assessment are more limited.

5.3 Virtual Presentations

Group projects have the means to provide increased student understanding of con-
tent- and instructor-related advantages including multiple perspectives and pooled 
efforts (Young and Henquinet 2000). From an instructor’s standpoint, presentations 
provide an alternative means for students to demonstrate their competency vested in 
a culminating course project (Arnold 2010). As a means to capture the presentation 
component of an F2F class in the online course delivery medium, major projects 
can be assigned with the presentation element at its core. The process of presenting 
acts as reinforcement for learning that will oftentimes motivate presenters toward 
adequate preparation and information grounding (Arnold 2010). Students are able 
to demonstrate meaningful, multidimensional tasks via this authentic assessment 
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(Montgomery 2002). This can be achieved through lecture-capture systems (Pan-
opto, for instance) or through other computer-based presentation programs (Adobe 
Presenter, for instance).

5.4 Performance Pontification

Digital video editing is well suited for providing authentic, meaningful, reflective 
experiences for teachers (Calandra et al. 2009). If it is more pointed in its output 
with specific criteria, then it becomes a viable assessment tool. When constructed 
by the students who are being assessed, and as participants in the video, the instruc-
tor will be able to analyze the video for key levels of pontification pertaining to the 
course and assessment objectives as the following pontification assignment sum-
mary illustrates.

Arnold (2012) studied the feasibility of digital video editing through technol-
ogy for educators courses, which were broken down into five modules, each with 
3 weeks devoted to a specified theme. Given that the course is primarily for pre-
service teachers, the focus was on pedagogy and using technology to support the 
standards-based subjects in the classroom. Theoretically and practically, teaching 
requires substantive merging of content, pedagogy, and technology knowledge (Ro-
blyer and Doering 2012). Each of the modules had an overarching technology-based 
theme with multiple technologies addressed, substantial readings, academic content 
standards tie-in, pedagogical foundation, and emphasis on integration. During each 
module, students use and create comprehensive projects with multiple cloud and 
computer-based technologies while exploring an instructional delivery/e-learning 
concept such as podcasting. These key assignments throughout the semester have 
students expound upon their growth in the course content through various digital 
outputs that incorporate text, static images, audio, video, or a combination.

As a culminating activity near the end of the term, students were given a choice 
to either create a comprehensive digital story or write a paper on a subject of interest 
that would be covered in an elementary classroom and that supports a content area. 
If they choose the video, they may create it as either an individual or a group project 
(self-selected groups).

It may be anything from science (rocket propulsion for instance) to a social mes-
sage (wash your hands frequently to reduce germs) or any other subject you would 
expect students of your favorite grade level to learn (look in the content standards 
for a grade level and subject of choice to identify a specific performance objective). 
In the spirit of the “reality” TV mash-ups (i.e., “Survivor,” for instance, where the 
program shows the tribes in action and then cuts away to an individual sharing his/
her perspective on that action in an interview scenario), I would like you to inter-
sperse yourself into the video as the teacher giving your perspective regarding the 
use of technology in the learning/teaching process and with your chosen subject, 
while teaching the viewer about a chosen topic (i.e., the earth’s rotation/tilt and 
seasons). Students were encouraged to get kids involved if possible, and were given 
the latitude to complete it as a group project with other students.
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In order to discern specific concepts critical to the learning outcomes, further 
detailed criteria were included. Some pertained to the technology skills, whereas 
others were targeting educational technology and integration with the elementary 
school subject-matter concepts. The following are abbreviated samples of measur-
able objectives included in the project:

1. Refer to and include specific educational technology supportive content from at 
least six journal article or textbook sources that were assigned during the term.

2. Devote about one-third of your video to talking about integrating technology 
into the classroom, and the remainder to teaching about a specific topic in a 
grade level and subject of choice. Be sure to combine them so it does not appear 
like two separate videos.

3. Include at least three motion video clips of yourself talking about integrating 
technology into teaching.

4. Include at least two separate audio clips of yourself talking about images, third-
party motion video clips, technology integration, or explaining visual examples 
of the subject matter.

5. Connect with and identify multiple standards: information literacy, NETS*T, 
state academic content standards, and state educational technology standards for 
students.

6. Make the presence of each group member equitable and evident throughout the 
video.

7. Demonstrate competency with multiple technologies/processes: Movie Maker, 
Audacity, online file conversion, iTunes, YouTube, ID Tag Editor, synchronized 
and overlapping soundtrack, and narrations.

8. Effectively integrate still images, motion video, text slides, overlays, soundtracks, 
and narrations.

9. Include important elements of a presentation: introduction, body, and conclusion.

On a smaller scale, and in a similar manner, students were given a reading response 
assignment whereby they had to create an audio-narrated hypermedia presentation 
(PowerPoint) in which they identified key points made in the readings as text on 
the slides and discussed them in audio format. Having met with each student indi-
vidually at the beginning of the semester in a videoconferencing site and requiring 
students to post audio introductions in their e-portfolios, the instructor was familiar 
with students’ voices. Given such, it resulted in more personable assessment than 
written papers. When students devised audio-only pontifications, they were given 
reasoning and instruction on using a Wiki-embedded media player versus adding a 
more personable face to their audio compilations. This included embedding photos 
and personal information in their completed mp3 files using a program such as 
Mp3Tag, and embedding their audio files in Avatars (with the Voki program, for 
instance), which were in turn embedded in their Wiki e-portfolios.

A couple of drawbacks, especially pertaining to using multimedia in the online 
environment, include devising a systematically reliable audio/video evaluation 
means and the technological requirements for developing a video that represents 
one’s content development. Validity is also important to this type of assessment. 
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Does the video allow an instructor to measure the conceptual knowledge that 
needs to be measured? Identifying the expected outcomes was not really a prob-
lem, but some students opted to read from scripts which can leave the evaluator 
wondering if the presenter is engaged or simply reading information that is not 
internalized.

5.5 Evaluating Audio and Video

From the grading perspective, there is still a disparity in reliability from one instruc-
tor to another. Multiple teachers grading the same essay paper will assign grades 
ranging from A to F with some teachers making few to no comments or marks on 
the papers, but instead just producing a grade (Brimi 2011). As noted above, there is 
a convergence of technology-use skills, technology integration with subject-matter 
propensity, and any given number of subtopics pertaining to educational technol-
ogy covered in the course that must be weighed when evaluating a video produced 
by students of a technology for educators course. Time is a critical element in the 
analysis, but quality is the most decisive in determining if students are pontificating 
about the concepts covered in the course. In the scope of this analysis, most students 
were able to expound upon their chosen topic (a science lesson on volcanoes, for 
instance), but most commonly, underdeveloped their connection of the lesson topic 
to their use of technology to demonstrate it, or other examples of technology that 
would further support the teaching of the lesson. The next confounding factor that 
tended to affect students results, whether audio or multimedia, was the technology 
medium being used for the output (Table 7.2).

5.6 Technological Factors

Early in the course, the technology skillsets were more limiting to the quality of 
course concept-infused outputs than later in the term. Given such, the course was 
structured with less complex technological components in the beginning. Week-by-
week new technologies are introduced. During the first 3-week module, students 
are introduced to relatively low-end technologies. During subsequent modules, as 
students’ efficacy climbs, they are directed toward more complex technological 

Table 7.2  Performance pontification assessment criteria: TPACK
Pontification media assessment criteria
Quality sources (peer-reviewed) Duration Technological detail
Encapsulates Ed Tech foundations Optimum blend Shared appropriately
Incorporates previous media covered Self-presence Submission deadline met
Reusable third-party media use/support Standards-aligned Includes K–12 students
Content source triangulation Creativity Teaches a topic/main point
Components of a good presentation Media quality Demonstrates design principles
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developments such as multitracked audio and video outputs using programs that 
balance user friendliness, effectiveness, and relatively free availability. These are 
characteristics that are likely to encourage preservice teachers to continue using 
technologies adequately when they transition to in-service status; a time that has 
many reeling from the steep learning and time commitment curve common during 
the first 2 years. Toward the end of the term, students in the technology for edu-
cators course are pushing some of the low-end technologies to their limit, which 
inevitably impacts their output and perception of technology.

5.7 Student Media Preferences

When students were asked if they preferred demonstrating content they have learned 
in the course through audio or video output (reading responses, interactive hyper-
media, videos, etc.) over writing a paper on the same, 81 % strongly agreed and 
19 % agreed. Given the number of technical glitches that were communicated dur-
ing the term, it is curious that no students indicated preference for writing a pontifi-
cation paper over creating the video. Perhaps, as Roblyer and Doering (2012) point 
out, technology can improve student motivation, attitude, and interest in learning.

In an end-of-course improvement evaluation, the instructor administers to stu-
dents a rank-order question indicating that students prefer audio- and video-en-
riched technologies (see Fig. 7.2). The question only analyzed the larger project 
outputs without sub-analysis of the smaller technologies that most often fed into the 
larger projects. In the ranks for each project/media type, students identified Pod-
casting/Audacity (88) as their optimum output medium, with E-Learning/PPT (81) 
and Video Pontification/Movie Maker (77) close behind in that order.
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In discussions with students, most seemed more enthusiastic about the outcome 
of their e-learning and video activities, although the higher rate of technology 
glitches, increased time commitment, and higher complexity level of the assign-
ments associated with their development may have led to lower ranking than the 
podcast. Large file sizes, program freeze-ups, conversion to an iTunes U compat-
ible mp4 file format, and student self-consciousness about presenting in the video 
were concerns voiced by students during the latter part of the term devoted to the 
multimedia projects.

5.8 Student Technology Perception

Students were given an additional questionnaire, the Technological Pedagogical 
Content Knowledge Alignment Perception Scale (TPACKAPS) at the beginning of 
the semester, and again at the end. Each student was asked to rate various compo-
nents of the course (readings, discussions, papers, and media) on a scale from 1 to 
10 for technology, pedagogy, and content knowledge emphasis (1 = none; 10 = pri-
marily). Paired-samples t-tests were conducted to determine whether students’ per-
ception of the course components varied upon completion of the course. The results 
indicated that the pre and post means (Table 7.3) varied significantly at the p < 0.01 
level in students’ perceptions of videos and podcasts for technology, pedagogy, and 
content knowledge.

The positive correlation indicates that students perceive more technology-orient-
ed focus in the beginning, but they perceive more pedagogy and content-knowledge 
focus after having substantial educational technology foundational development in 
conjunction with the media projects. When asked if they felt that media output rep-
resented their level of learning in the course with regard to technology, pedagogy, 
and content knowledge, 76 % strongly agreed, 14 % agreed, and 10 % neither agreed 
nor disagreed (see Fig. 7.3).

5.9 Impact of Digital Output

The results of this study indicate that students prefer multimedia over other types 
of technology, and view digital video and audio as TPACK-rich media capable of 
demonstrating their competencies. Students perceive more pedagogical and con-
tent-knowledge potential in media postexperiential, and with proper attention called 

Video Podcast
Pre Post Pre Post

Technology 8.67 7.81 8.86 7.62
Pedagogy 3.95 7.91 3.95 8.24
Content knowledge 4.86 8.48 5.14 8.10

Table 7.3  Student TPACK 
perception means
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to the reasoning behind the processes being modeled in the technology for educa-
tors course. Since the students are preservice teachers, it is important to not only 
subject them to the processes but also to explain to them the scope of intentional 
teaching practices.

Given that the course utilized in this study is heavily infused with large doses 
of pedagogy and content-knowledge instruction in addition to the technology lit-
eracy skill development, a balanced TPACK approach is modeled for the students. 
Furthermore, students are challenged to create outputs that equitably merge each 
TPACK component. It is important to point out, however, that a number of chal-
lenges must be addressed during a media-intensive performance pontification proj-
ect: purposeful media use; tech glitches; students must learn tech in addition to 
content; tech resource availability (software and hardware); file size; students must 
get to the point in the limited time (think about a TV show); multimedia principles 
must be covered; and students could read their script without fully engaging in the 
content.

Aside from an instructional and learning tool, video has been around for many 
years as a formative assessment, feedback, and planning tool. Common uses in this 
realm have included recording oneself giving a speech or presenting a student teach-
ing lesson, real-time and postgame sports analysis, diagnosis of medical conditions 
or behaviors, pretest and posttest analyses of research subjects, law enforcement, 
and anything that requires a comparative stop action, archival capability. From an 
instructor’s point of view, the digital audio and video output can offer a creative and 
visual dimension not represented in print. From the student perspective, whereby 
they are interjecting an audible or visual presence in the media, it is typically more 
common as a self-assessment tool.

Video tools are not uncommon as a means to teach content to others, even with 
the self in the visual mix. Through the use of audio and video, students are able to 
solidify their learning due to the increased cognitive processing needed to develop 
quality output. In addition, students will encounter added motivation due to the 
prospect of having a novel means to demonstrate their competency. Students are 
fascinated (and thus motivated) by such tasks as having an Avatar represent them-
selves with their own voice and remotely similar appearance. As a demonstration of 

76%

14%

10%

Media Represents Learning

Strongly Agree

Agree

Neither 
Agree/Disagree

Fig. 7.3  Students perception 
that multimedia represents 
and demonstrates their level 
of learning in a course

 



98 S. D. Arnold

what one has learned based upon engagement in a course, digital audio and video 
in the online class environment is an underutilized and viable output. It warrants 
further analysis as an output tool not only in educational technology but also in less 
technology-focused disciplines as well.

Although students tend to like working with multimedia technologies in creat-
ing presentations as an alternative to prose output, the learning curve of the tech-
nologies adds more responsibilities to their shoulders. In a technology for educators 
course, it comes with the territory, but in other nontechnology related courses, low-
tech options must be pursued. Lecture capture systems allow relatively low-tech 
alternatives, but the sacrifice is quality media presentation format and flexibility. It 
essentially becomes a talking head next to a PowerPoint presentation.

6 Assessing Massive Open Online Courses

Considering that the overall completion rate of MOOCs is noted to be in the 10 % 
range (Kolowich 2013b) and that there is substantial interest in being able to of-
fer these courses for credit, substantial advances in reliable assessment procedures 
need to be established. “Students who experience failure or disappointing grades 
carry negative emotions about their experience into their future learning” (Thorpe 
1998, p. 268). The digital and other creative outputs discussed previously are sim-
ply not an option for courses enrolling tens to hundreds of thousands of students. 
Perhaps a categorization designation would be the first order of business to distin-
guish between credited open online courses (COOCs) and noncredited open online 
courses (NOOCs). The first could be tied to a highly weighted final examination 
proctored by colleges or by approved agencies that administer other certification 
exams. In this instance, it would act like the test-out option many disciplines main-
tain, except it would be supplemented by the remotely completed online summa-
tive assessments of questionable reliability. The second would be truly opening the 
doors of education to the world for anyone who purely wants to learn without credit 
or testing except as a means to reinforce learning via systematic quizzes.

7 Conclusion

Reliability issues in the online teaching front clearly need much more attention as 
we expand the online enrollments in courses. Offering proctored tests and test-out 
options is one solution, but not logistically feasible in many cases. Looking ahead, 
it would be beneficial to find out how many online courses are currently relying ex-
clusively upon unmonitored online tests as the largest percentage of students’ final 
grades. There are elaborate organized schemes of online course assistance for stu-
dents who are willing to pay, including test takers, paper writers, and entire course 
surrogate students. There are also plenty of honor-driven students, who complete 
their coursework via their own cognizance. They only want a better way to learn.
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