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Part I
Memories of a Great Life
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Mino 1962–2012



Reflections

Friedemann Freund and Hisako Matsubara

It is not easy to write about one’s own son who has passed away in the prime of his
life. Mino was such an extraordinary person that even we as parents have to admit
that we did not grasp the scope of his personality and the range of his abilities.
We failed to recognize his full potential. Therefore we are now left with a nagging
feeling that we should have done more and could have done more.

When Mino came to NASA Ames, he blossomed. After ETH Zürich, UC Berke-
ley, CalTech–JPL, the Japanese Space Research Institute ISAS, the NASA Goddard
Space Flight Center, and the Air Force Research Laboratories—traveling from low-
temperature physics to cosmology to nanotechnology—he found at the NASA Ames
Research Center an environment, where he could combine his knowledge and un-
derstanding of science with his keen sense of what it technologically possible. Sup-
ported by many who were drawn in by his contagious optimism and quick mind,
Mino embarked on a suite of ambitious projects from basic science to new satellite
concepts. He promoted ideas, which others had not yet even started dreaming about,
such as fleets of hundreds of nanosatellites, fully capable despite their diminutive
size, flying in formation, communicating with each other and the ground, transmit-
ting crucial services to all parts of the world. He crisscrossed the country and spent
endless hours in Washington to drum up support for his dreams.

Cosmology filled Mino with awe for the vast expanse of the universe. Nanotech-
nology gave him a glimpse of the smallest dimensions, where the laws of classical
physics no longer apply. But his greatest pleasure derived from his love for Nature,
watching the sunset over the Pacific Ocean or hiking—often alone—among the gi-
ant redwood trees in Big Basin. It filled him with humility for Nature’s seemingly
endless life forces.

F. Freund · H. Matsubara
GeoCosmo Science Center, Los Altos, CA, USA
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Mino’s Smile

Pete Worden

This book is a compendium of scientific presentations at a Symposium held at the
NASA Ames Research Center in honor of Dr. Minoru M. Freund and his work.
I can’t think of a more appropriate way to remember Mino—as we all called him—
than revisiting the ideas that he helped formulate and move forward, many of them
truly revolutionary. In his congenial way Mino was quite an activist, a zealot and a
visionary.

I met Mino a little less than seven years ago. We had our regular board meeting.
Mino, who was new, sat in the corner smiling. This smile came to mean to me
everything good about what we do at the NASA Center. Mino had that smile every
time I saw him, even when he was diagnosed with this terrible disease. He smiled
as he fought for his life. He smiled the last time I saw him.

I like to remember Mino first of all as a colleague. He was one of the most
brilliant people I’ve ever met. He was full of ideas. For him everything was possible.
He came to my office with probably an idea a week, and unlike most ideas that I hear,
his were good. In fact we had to slow him down and try to keep him from starting
all of his ideas. But there was one, to which he dedicated an enormous amount of
energy. As early as 2006 Mino came up with new ways to put swarms of nano-
satellites into orbit, hundreds of them flying in formation, communicating with each
other, doing science and providing links to places around the globe with which we
can’t communicate today. We first laughed a bit about it and joked, coining the word
“Mino-Sats”. Mino worked very hard at this idea. He set out to convince others of
the feasibility of such an ambitious project. He traveled to Washington to build
support. He traveled across the United States and Europe. He brought in a little bit
of money, enough to start but not enough to bloom. Today, barely seven years later,
Mino’s vision of distributed swarms of nano-satellites is being pursued around the
world. The Mino-Sats are becoming a reality.

Mino believed in the future—the future that NASA represents. I don’t remember
how often I discussed with him that sometime in this century humans will leave

P. Worden
Director of the NASA Ames Research Center, Moffett Field, CA, USA

F. Freund, S. Langhoff (eds.), Universe of Scales: From Nanotechnology to Cosmology,
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6 P. Worden

this planet forever. People will live in other worlds. Mino thought hard and long
about how to achieve this goal. Many of the things Mino initiated as the Director of
the Center for Nanotechnology were in anticipation of such a time. He had a deep
understanding of the technologies that would be needed and he moved forward, ever
optimistically. But he also moved forward to make life on Earth better and safer. He
brought me Friedemann’s ideas about how we could forecast earthquakes days, even
weeks before they strike and thereby save lives. Mino also was the first to talk to me
about Life Sciences and how important Life Science is for our future—our future in
space and our future on earth. To the day that I last saw Mino, he was full of ideas.

But last, and maybe most important, Mino was a friend. Occasionally, when I was
a little bit gruff, Mino would come in with a smile. One of my fondest memories is
when he said: “You look like you need a hike.” Then we’d go out hiking either along
the beach or hiking among the Giant Redwoods. Mino radiated an element of peace,
the peace of a good friend, a good colleague, somebody who cared about you. Mino
never came to my office asking for something for himself. He always asked: “How
are you doing?” “How can I help you?” “How could I make you feel better?”

So, on this occasion as we remember Mino, I think of the poem by Hisako,
Mino’s mother: Mino is with us, and he will be with us as long as we remember
him.

Mino, wherever you are: Godspeed to your future and the future that you imag-
ined for us.



Mino in Adjectives

Steve Zornetzer

I want to share with you words that come to my mind as I think of Mino:

Unpretentious
Dreamer
Energetic
Idealistic
Hard-headed
Direct
Curious
Adventurous
Persistent
Entrepreneurial
Courageous
Cultured
Empirical
Generous
Imaginative
Independent
Self-assured
Determined
Brave
Tireless. . .

That was the Mino I knew.

S. Zornetzer
Associate Director of the NASA Ames Research Center, Moffett Field, CA, USA
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With Mino on the Road

Alan Weston

Mino was a true dreamer and a great friend of mine. I will never forget his cheery
disposition, his never-ending smile. When I remember Mino, I am struck by the fact
that he is the only person I have ever met who never was upset, no matter what.

Mino was a great team player and team leader. He inspired his colleagues with his
energy, enthusiasm and dedication to finding solutions that would benefit humanity.
Self motivated but selfless, he went to extraordinary lengths to guide and protect his
research team in the turbulent and often unpredictable world of NASA funding for
advanced technology.

Mino and I shared a passion for small, even tiny spacecraft that could be built
and operated at costs that are so low that they will revolutionize space. Mino’s back-
ground in nanotechnology led him to question the assumptions of the space com-
munity, leading him to conceive of architectures that will forever change humanity,
for example by orbiting inter linked nano spacecraft that can provide internet access
to the poorest and most remote regions of the planet.

Together we pursued this dream, and I have fond memories of meeting with en-
trepreneurs, scientists, engineers and program managers from NASA and the DoD
who were in awe of the breadth and depth of Mino’s imagination and intelligence.
He drew upon a wide range of concepts and technologies to invent new paradigms
that challenged the status quo, sometimes shocking the existing order with the pos-
sibilities of his innovations.

Some skeptics and naysayers were quick to reject his ideas, and yet his under-
lying mathematics were tested and proven correct time and again. We travelled to-
gether across the USA, and found that our community is ready for these bold visions.
I remember meeting with colleagues in the Pentagon who were fed up with the as-
tronomical costs of conventional space systems and were delighted and excited to
listen to his vision of applying nanotechnology to pressing current needs in space
operations.

A. Weston
Director of Programs and Projects, NASA Ames Research Center, Moffett Field, CA, USA

F. Freund, S. Langhoff (eds.), Universe of Scales: From Nanotechnology to Cosmology,
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10 A. Weston

It is a great tribute to Mino to see today how NASA and the national space com-
munity including the National Reconnaissance Office, DARPA, the Air Force and
the Army have embraced his contributions and have begun to implement his vision.

Mino is certainly one of the key motivators and inventors of the ideas and tech-
nologies that have led to the explosion of cube-sats that have become a critical
enabler to students around the world to gain experience and opportunity in space
technology that has been denied them by the traditional approaches. When I look
around Ames, NASA and the world today, there are thousands of researchers of all
ages from around the world that have the opportunities to expand their horizons and
make a real impact on space technology through small spacecraft that Mino pio-
neered. This lasting contribution is already resulting in a renaissance of enthusiasm
and participation in space science and technology that had seemed increasingly out
of reach in the last several decades.



Phone Call at 2 am

David Morse

Mino was a man of almost scary intelligence, boundless energy and amazing cre-
ativity and humor. He was brilliant and dedicated and hard working, but yet he also
had a gift for having just the right touch to apply to everything he did. And although
he would probably deny it, it wasn’t truly a gift of course, it never is. It was some-
thing that Mino worked at diligently and with purpose, like every single thing he did
in his short life.

At NASA I am what you call a “Global Approver,” in our time card system.
I check time cards all hours of the day and night, weekends, whenever. So one
Saturday night—it was already early Sunday morning, I was up, unable to sleep (it
happens as you get older), staring at my computer screen. “Let me check the time
cards.” Mino’s wasn’t done, no hours, nothing. I thought: “Well, I’ve got Mino’s
work phone number, I’ll call his office and leave a message.”

Mino answered the phone on the first ring—at about 2:15 am. When he answered,
he said: “Good morning David, this is Mino.” Well, it turned out that I’d called him
once before, he’d bookmarked my number, and kept it. That was Mino, still up long
past midnight, working. Of all the interactions I’d had with Mino, this one may be
the silliest and the most trivial, and yet it’s the one that persists in my memory.

D. Morse
NASA Ames Technology Partnerships Division, Moffett Field, CA, USA

F. Freund, S. Langhoff (eds.), Universe of Scales: From Nanotechnology to Cosmology,
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Witness to a Formidable Dialog

Robert Dumais

I thought so highly of Mino. He epitomized the definition of a truly brilliant mind.
One amazing attribute was his ability to communicate complex concepts in an effec-
tive and concise manner. He intrigued me with his depth of knowledge in all things
Science, and I feel privileged to have had the opportunity to work with Mino.

I had set up a meeting at the Logyx corporate office on North Whisman Road
in Mountain View, CA to discuss potential collaborations between NASA and the
Department of Energy. The meeting included Richard Joseph, Ph.D., Mino Freund,
Ph.D., and me.

Our discussions started as a business collaboration discussion and rapidly
evolved into an in-depth scientific discussion between Mino and Dr. Joseph. I sat
at the table in the Logyx conference room and almost immediately became a non-
contributing spectator.

The communication evolved from a mere discussion into an impassioned sci-
entific discourse. I was able to understand perhaps 25 % of the conversation as
Dr. Joseph and Mino mentally sparred and intellectually fed off each other.

Much time has passed and I don’t recall the details of the conversation, but I re-
member that the discussion was centered on new energy concepts.

Somewhere amidst the discussion, Dr. Joseph picked up the White Board marker
and started putting a complex mathematical formula on the board. This formula was
used as a mechanism to help further communicate the concept while the discourse
continued. At one point the white board marker was set down as the mathematical
formula took a secondary importance to the verbal communication.

As a result, the formula remained unfinished. Finally, after twenty or so minutes
the two respected Scientists had satisfied themselves as their respective scientific
points were made and the discussion slowly subsided. Without missing a beat, Mino
in his understated way, walked over to the white board, picked up the marker, and
completed the last line of the formula. Mino, with his easy manner, turned around

R. Dumais
President Logyx, LLC, Mountain View, CA, USA

F. Freund, S. Langhoff (eds.), Universe of Scales: From Nanotechnology to Cosmology,
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14 R. Dumais

with a smile of satisfaction. Both Mino and Dr. Joseph looked at the white board
and nodded in approval with the finished formula.

I sat in deep appreciation of what I had just witnessed.
Mino erased the white board as if to indicate that the mental gymnastics were

commonplace. We set up a follow-on meeting to continue the collaboration pursuit.
Mino headed back to NASA for another meeting. Dr. Joseph readied himself to leave
for the airport. Just before he left, he stated that Mino was truly a brilliant mind and
one of the best and brightest rising stars at NASA. I agreed with Dr. Joseph and
wished him well as he departed for the airport.

I remember sitting in the Logyx office after Mino and Dr. Joseph had left, think-
ing about how fortunate I was to witness such an exchange.

Mino was a brilliant mind and a brilliant light. The depth and breadth of his
knowledge was impressive. He had an easy-going manner, coupled with a strong
drive to contribute in a scientifically meaningful way to NASA and humankind.

I feel truly enriched for having known and worked with him.
Written with fond memories and the deepest respect and appreciation.



Stunning Intellect and Pure Mind

R. Norris Keeler

I first met Mino during one of the ERPS workshops at Scripps Institution of
Oceanography in San Diego. Since Directed Technology, Inc. was the prime con-
tractor on ERPS, and Friedemann (Mino’s father) was involved, I suggested that
Mino might visit DTI on his next travel to Washington, as he went there often on
assignment for NASA Ames.

It was not much more than a month later that Mino showed up at DTI. He had
the better part of the afternoon available, so we chatted for about an hour. Although
I was not aware of it at that time, Mino had worked with a group that was interested
in the Cosmic Microwave Background, and when I told him that the Cosmic Mi-
crowave Background spatial spectrum showed several decades of a −11/3 slope, he
answered my question as to what that meant.

“Since you are mentioning this slope, that sounds like some of Kolmogorov’s
laws, and that means turbulence.”

“So what does that mean from a cosmological standpoint?”
“Well,” said Mino, “that means that about 300,000 years after the Big Bang, the

universe was in turbulent motion.”
“Do you know how stars are formed?”
Mino then described conventional views on this, that they are the result of matter

pulled together by gravity, the attraction and impaction leading to thermonuclear
initiation—a star is formed.

I asked Mino what role turbulence could play. He responded that “When the
matter starts to come together, turbulence disperses it. This leaves baryonic mass
there in space. These objects could become dark matter.”

“So the observation of the turbulence spectrum gives us a clue to the formation
of dark matter”, I stated.

“Well”, Mino said, “if neutrinos have a mass, however small, there are so many
of them, they could also contribute to dark matter.”

R. Norris Keeler
Director of Directed Technology, Inc., former Head of Physics at the Lawrence Livermore
National Laboratory, McLean, VA, USA

F. Freund, S. Langhoff (eds.), Universe of Scales: From Nanotechnology to Cosmology,
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16 R. Norris Keeler

“How could any of that influence dark energy?”
“Some of that baryonic mass could create an obscuration greater than expected”,

Mino replied, “but it is hard to see how neutrinos could have any effect on the
ongoing observations indicating the presence of dark energy.”

This discussion was on the cutting edge of current cosmology.
By that time, Ira Kuhn was available, so I told him that Mino was here. “He is

my replacement”, I said. Since I was getting on toward retirement, DTI was looking
for a person to take over my role. Mino then joined us and discussed the programs
he was putting together for Pete Worden at the NASA Ames Research Center.

It was amazing how much Ira and Mino were in synch. After Mino left, Ira com-
mented: “It’s obvious, this guy is a lot more than your replacement.”

Ira offered Mino the office and clerical support of Directed Technologies, Inc., on
his Washington visits, and in fact Mino returned several times during his Washington
assignments, before his illness struck.

Mino and I were planning two scientific projects. The first was the determination
of the metallization pressure of diamond. Mino could obtain made-to-order chem-
ical vapor deposition blanks, and my Russian colleagues could shock them up to
∼10 Megabars. The results could provide guidance to static worker, as to how far
their diamond anvils could hold out, and provide upper limits on the diamond to
metal phase transition.

Some time later, Mino pointed out to me that a new solid state gravimeter
had been found that was several orders of magnitude more sensitive than current
gravimeters, and was it possible it could be used to remotely detect the gravitational
dipole of a submerged submarine? It was close to being possible, but before we
could get started, Mino fell ill.

There was a certain purity about Mino’s persona. Not only was he devoted to
his parents, but he seemed to be totally devoid of all those vices, big and small, that
seem to always be present in individuals that bright and accomplished. It would have
been a delight working with him as a colleague—so I have lost not only a wonderful
colleague, but also a lifelong friend. With his depth and breadth of intellect, he could
appeal to every one of us, with his loss, we have all died a little inside.



Growing Up

Friedemann Freund

When Mino was barely three, I started to take him with me to my laboratory at the
University of Göttingen in Germany. It was in the old Chemistry building, dating
back to the late 1700s, next to the tree-filled park that encircles the old town. The
ceilings were high, the wooden floor planks dark from thousand chemicals spilled
by generations of students. I set up a low table for Mino in the corner of my second
floor office with large windows and tree branches touching the glass panes. I gave
Mino a prism the size of his little hand so that he could catch the specks of sunlight
falling through the leaves outside the window. He saw how the sunlight spread into
colorful bands. I showed him the spectra of an incandescent bulb, a fluorescent
tube, a Bunsenburner flame, and a high voltage discharge through air—all distinctly
different from the spectrum of sunlight.

Mino was fascinated by liquid nitrogen. He proudly donned oversize safety gog-
gles and safety gloves. He learned how to handle the cold liquid nitrogen without
hurting himself. He poured it onto the floor, watching with delight the wallowing
white clouds of condensed moisture. He took flowers, which we had plucked in a
meadow during our last stroll, dipped them into the dewar filled with liquid nitrogen,
and shattered them like glass with a gentle hammer blow.

Years later, when Mino was working on his Ph.D. thesis in solid state physics
at the ETH Zürich, he cooled samples with liquid helium, much colder than liq-
uid nitrogen, only four degrees Kelvin above absolute zero, requiring much more
elaborate cooling techniques.

One day in the mid-1980s, when I visited Zürich, Mino showed me a “toy”, he
had just finished building, a Scanning Tunneling Microscope. He told me about
Heinrich Rohrer, a physicist at IBM Research Zürich, who was affiliated with the
Physics Department at the ETH. Mino had worked with Heini Rohrer and Gerd Bin-
ning at the time of the development of the Scanning Tunneling Microscope. Mino
decided to build one himself, and he did. He showed me the delicate mechanical

F. Freund
GeoCosmo Science Center, Los Altos, CA, USA
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18 F. Freund

parts which must be stable enough to image individual atoms at a resolution of bet-
ter than one Ångstrom, a ten millionth of a millimeter, and the electronic part, which
uses intricate feedback loops to translate tiny electric currents into images.

Mino zeroed in the scanning microscope tip onto the test surface, a graphite
single crystal, finely tuning a number of amplifier knobs in the electronics rack.
A big smile rushed over his face when the hexagons of the graphite structure, made
of six carbon atoms, appeared on the computer screen. I later heard that the Scanning
Tunneling Microscope, which Mino had completed almost casually on the side and
donated to his fellow ETH students in the Advanced Physics Lab, was the first ever
built outside IBM, even before Binning and Rohrer published their design and were
soon thereafter awarded the Nobel Prize in Physics.

Mino had golden hands. Whatever he touched, in the realm of science or the arts,
came out perfect. While in high school he attended evening courses at the Music
Conservatory studying piano and music theory. Then he became interested in ink
drawing. Carrying his drawing pad wherever he was—Cologne, Zürich, Paris, New
York, Florida, Japan—placing with a sure hand ink line after ink line on the paper,
in a steady pace, never a wrong stroke, never the need for correction. For Mino it
was a matter of fact that he would do things the best he could, and he cheerfully
accepted that everything turned out astoundingly well.

During his Ph.D. thesis at the ETH in Zürich Mino worked with Alex K. Müller,
who had just received the Nobel Prize for the discovery of the high Tc Cu-oxide
based superconductors. This sparked Mino’s longtime interest in electrical proper-
ties of oxides, which later turned out to be crucial for understanding many basic
processes in the Earth and Planetary Sciences, in geophysics, astrophysics, and the
evolution of the early Earth.

When Mino came to the University of California Berkeley as a Post-Doc in 1991,
he was given the task to complete the construction of an ultralow temperature refrig-
erator to be used on a joint Japan-USA satellite mission, IRTS, Infrared Telescope in
Space, designed to tally stars and galaxies and to peer back in time as far as possible.

Mino determined that the existing design, which had been put together by a
previous post-doc, was flawed and would fail to reach sub-Kelvin temperatures in
space. However, there were only eighteen months left until the launch of the IRTS
satellite—considered too short to start all over with the design and construction of
such a complex, centrally important device.

Mino’s post-doc advisor, Andrew Lange, was the US PI for the IRTS mission.
He was an ambitious assistant professor, brilliant in his field, expected by many to
climb to the top of cosmology.

Andrew Lange panicked and put all blame for the failure on Mino.
Quietly, Mino set out to redesign the refrigerator. He built it new from scratch. He

reached 260 milliKelvin—the design temperature needed to record the far infrared
radiation coming from near the edge of the universe—light that has taken some ten
billion years to reach our little corner in the Milky Way galaxy.

Mino tested—at NASA Ames—the survivability of the fridge and its electronics
by putting them through grueling high vibrational loads mimicking those during
launch, through extreme temperature cycles, high and ultrahigh vacuum exposures.
The new fridge easily passed all tests.
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In addition Mino obtained all technical approvals required by NASA and the
Japanese Space Agency for every piece of hardware that goes into a satellite. He
finished everything on time. IRTS launched on schedule.

IRTS was a highly successful mission, generating a wealth of data, which in-
creased our understanding of the universe. For more than a decade Mino’s refriger-
ator held the world record of the lowest temperatures achieved for the longest time
in space, and IRTS became the only science satellite in the history of space that was
ever recaptured by the Space Shuttle after completion of the mission and brought
back to Earth. It is now on display in the Museum of Natural History in Ueno Park
in Tokyo.

Andrew Lange never acknowledged Mino’s contribution to the success of IRTS.
True to his ambitious nature and hard-driving management style, he continued to
make debasing remarks, taking all credit for himself.

When the news broke in January 2010 that Lange had committed suicide by
hanging himself in a hotel room, Mino—already stricken by his deadly brain
tumor—stared for a long time out the window. Then he said in a low voice: “An-
drew was the closest to an emotionally empty man I have ever met. His cruelty was
boundless, relentless, and—in the end—directed against himself.”

After Japan and a full decade in cosmology Mino joined the NASA Goddard
Space Flight Center and three years later the Air Force Research Laboratory in Day-
ton, OH. At NASA Goddard he worked on an early version of the exquisitely sensi-
tive detector, HAWC, designed to go on SOFIA, NASA’s Stratospheric Observatory
for Infrared Astronomy, to image the sky in the far infrared region. According to
Al Harper, the HAWC Principal Investigator, Mino’s contributions came at a critical
time during the early stages of the development. At AFRL Mino put together the
nanotechnology portfolio for the entire Air Force.

When Mino came to the NASA Ames Research Center, he made nanotechnology
the centerpiece of his activity and took this field further than anybody had ever
thought of before. He saw enormous potential, not only in space applications and
new materials but also in neuroscience.

Through 2008 and the first half of 2009 Mino had been busy setting up collabora-
tions across the USA to bring to bear the power to nanotechnology in neuroscience,
specifically for targeting brain tumors. For August 20, 2009, a Thursday, he had
made arrangements to drive to Berkeley to meet a researcher at UCB and discuss a
joint project on neuroscience nanotechnology.

But Mino did not feel well. He canceled the trip. He spent the next three days
at home with a numbing headache. On Monday he drove to the Palo Alto Medical
Foundation Emergency Room for an MRI. On the following day, Tuesday August
25, 2009, he was told that he had a brain tumor in his right parietal lobe, a GBM, the
most aggressive form of a glioblastoma. It had already grown to the size of a lemon.

From that day onward nothing was as before.
Mino was fully aware that his chances for survival were minimal. With his char-

acteristic determination he engaged in the battle and never lost hope.
Along the way he continued his work as much as he could. He finished his job as

COTR and executive agent for the DARPA FAST program, which demonstrated an
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up to 60-fold improvement in the photovoltaic power generation, 130 W/kg as com-
pared to the measly 3 W/kg on the ISS today. He co-wrote the final report by Boeing,
co-authored the FAST Applications Study with Boeing, the Aerospace Corporation
and AFRL.

In January 2011 NASA Ames Center announced the Center Innovation Fund op-
portunity. With only one day left to the deadline, already unable to use his left hand,
Mino sat down at the computer and typed the proposal text in one sitting. It was
ranked top among nearly one hundred submissions. This work produced fundamen-
tally new insight into why rocks become softer when subjected to stress.

In the area of nano- and bio-nanotechnology Mino was expanding his activities.
In May 2011, he participated in the Stanford Nano Probe Workshop, which resulted
in several summer students coming to Ames. He organized and participated in an
interim review of the DHS program at Ames on distributed trace gas sensors based
on nanotechnology. He initiated contacts with the “Blue Brain” project at the Swiss
Polytechnic Institute in Lausanne, Switzerland, which will operate within a few
years at 3–5 Exa-flops, simulating brain functions down to the synapses level. He ex-
plored the possibility of a National Center for Bio-Nano-Electronics headquartered
at Ames. He was on the Scientific Program Committee of the 2011 International
Brain Mapping Conference in San Francisco and co-chaired its Space Medicine
sessions. He received the “Beacon of Courage” for his perseverance in face of three
near-death encounters. Mino wrote a White Paper to DARPA for renewed funding
for nano-bio activities at Ames related to traumatic brain injuries.

In the area of earthquake early warning research, Mino had initiated—before he
fell ill—a DARPA study to evaluate the infrared emission from the Earth surface
prior to major seismic events. It involved NASA Ames and the Jet Propulsion Lab-
oratory, JPL. Mino participated in the planning of a DHS Workshop “by invitation
only” in Monterey on earthquake forecasting and response.

The last scientific meeting Mino was able to attend was a July 2011 workshop
organized by Tom Jordan, Southern California Earthquake Center, on the state of
the art of earthquake early warning and forecasting.

Mino had many plans for the future including his grandiose concept of a swarm
of nanosatellites, all communicating with each other. They would, he predicted, en-
able new ways of worldwide communication. At NASA Ames he pushed for the de-
velopment of nanosatellites at a time when almost everybody in aerospace thought
that they were a futile dream. Some smiled and called them Mino-Sats. Today the
Ames Research Center has become one of the hubs for this new technological break-
through and dozens of groups around the world are working on Mino-Sats.
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Mino in Japan: The Infrared Telescope in Space

Michael D. Bicay

Abstract This Invited Lecture looks back twenty years and recalls the early pro-
fessional career of Dr. Minoru (Mino) M. Freund, as seen through the eyes of the
current Director for Science at NASA’s Ames Research Center. The focus is placed
on Dr. Freund’s role on the Infrared Telescope Space, a joint Japan-NASA collabo-
ration in the 1990s.

1 The “Decade of the Infrared” in Astronomy

I first became acquainted with Mino while serving as a Visiting Senior Scientist at
NASA Headquarters (HQ) in the early 1990s. I had agreed to go to Washington,
DC in late 1990 on a two-year appointment—and ended up staying for six years.
I worked in the Infrared, Submillimeter and Radio Branch of the Astrophysics Di-
vision within the Office of Space Science and Applications.

Shortly after my arrival at NASA-HQ, the National Research Council’s (NRC)
Decade Survey for the 1990s, “The Decade of Discovery in Astronomy and As-
trophysics,” was published [1]. The top priority space-based mission was the
Space Infrared Telescope Facility (SIRTF), the final element in NASA’s Great
Observatories program (which also included the Hubble Space Telescope). An-
other high priority in that guiding document was the Stratospheric Observatory
for Infrared Astronomy (SOFIA), a next-generation airborne infrared telescope.
The fact that these observatories rated high in the NRC Decade Survey led many
to describe the 1990s as the “Decade of the Infrared” in astronomy and astro-
physics.

With the wisdom afforded by hindsight, it is easy to understand why infrared
astronomy was well positioned for expansion. Just as radio astronomy blossomed
in the late 1940s and early 1950s, catalyzed by radar technologies developed and
refined for military uses in World War II, infrared astronomy was enabled by the
rapid advancement of detector technologies developed by the military for downward

M.D. Bicay (B)
Director for Science, NASA Ames Research Center, Moffett Field, CA, USA
e-mail: Michael.D.Bicay@nasa.gov

F. Freund, S. Langhoff (eds.), Universe of Scales: From Nanotechnology to Cosmology,
Springer Proceedings in Physics 150, DOI 10.1007/978-3-319-02207-9_9,
© Springer International Publishing Switzerland 2014

23

mailto:Michael.D.Bicay@nasa.gov
http://dx.doi.org/10.1007/978-3-319-02207-9_9


24 M.D. Bicay

looking applications. During my time at NASA-HQ, I funded a variety of university-
based researchers to adapt sensors derived for military applications to use them for
low-light astronomical applications. It would be these detectors that would form the
basis of SIRTF, SOFIA and later infrared telescopes—on the ground, and in space.

2 Early Infrared Astronomy

Water vapor in Earth’s atmosphere absorbs most of the infrared radiation we receive
from the cosmos. To circumvent this fact of life, astronomers in the 1960s began
attaching telescopes to huge balloons that would “launch” to altitudes of more than
30 km to gain a clearer view of the Universe. By the early 1970s, scientists attached
small telescopes to poke out through ports in high-flying Lear jets and on sounding
rockets to conduct measurements, thereby discovering thousands of new celestial
sources. None of these telescopes could get completely above the atmosphere, how-
ever, and by the early 1970s astronomers began discussing the possibility of putting
an infrared telescope in orbit. Most of the early plans involved carrying an IR tele-
scope on repeated flights of NASA’s Space Shuttle. I note that this idea was devel-
oped at a time when NASA thought that Shuttle would make routine flights nearly
every week! More importantly, planning assumed that the contamination from the
Shuttle (e.g., vapors, small particulates, heat interference) would not be a significant
problem.

In 1979, the idea for a Shuttle Infrared Telescope Facility (the “original” SIRTF)
was highly recommended in a report published by the National Academy of Sci-
ences. In 1983, NASA released a solicitation for science instruments for an infrared
telescope that would remain attached to the Shuttle during its mission, and returned
to the ground for refurbishment prior to its next flight. The first launch was antici-
pated around 1990.

As NASA made this announcement, the first infrared telescope was launched
into space by a collaborative team from the United States, United Kingdom, and
the Netherlands. The Infrared Astronomical Satellite (IRAS) was an Explorer-class
satellite designed to conduct the first infrared survey of the celestial sky. [As an
aside, the author used data from IRAS to research the infrared properties of galaxies
in clusters, and to study the global correlation between thermal infrared emission
and synchrotron radio emission from spiral galaxies.] In opening our eyes to the
infrared universe, the 10-month IRAS mission was a resounding success [2, 3], and
led to significant interest among astronomers for a follow-on mission.

The impressive scientific returns from the free-flying IRAS satellite led NASA
to revise its announced plans for a Shuttle telescope “to provide flexibility for the
possibility of a [free-flyer] SIRTF mission.” In 1984, NASA selected a team of
astronomers to build the instruments and define the science program for a free-
flying, orbital version of SIRTF. Alas, it would be 2003 before SIRTF (later renamed
the Spitzer Space Telescope) was launched into space—after two budget-driven re-
designs and one Congressional cancellation!
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3 Japan’s Infrared Telescope in Space

Japan has enjoyed considerable success in launching astronomy telescopes aboard
balloons, sounding rockets, and into space. In the 1990s, the Institute of Space and
Astronautical Science (ISAS), a consortium of universities united to advance space
research, administered these projects. [In 2003, ISAS would be merged with two
other organizations to form the Japan Aerospace Exploration Agency, or JAXA.]

Japan’s first space-borne infrared telescope was introduced in a paper presented
at an international scientific conference in Dordrecht, the Netherlands in 1989 by
Professor Haruyuki Okuda [4]. In this paper, Prof. Okuda described plans to attach
a small, cryogenically cooled telescope to a deployable platform, and to conduct
observations of the cosmic background radiation and Galactic infrared emission. At
that time, launch was anticipated for 1994.

I was serving at NASA-HQ as the Agency’s Program Scientist and Program Man-
ager for what would become known as the Infrared Telescope in Space (IRTS). IRTS
was comprised of a modest-sized 15 cm diameter telescope that was to be attached
to the Space Flyer Unit (SFU). The SFU was a platform with seven science and
technology experiments attached, and was the culmination of an inter-Agency ef-
fort involving ISAS, Japan’s National Space Development Agency, and the Japanese
Ministry of International Trade and Industry. The purpose of SFU was to provide
researchers with the opportunity to fly experiments in space, using the US Space
Shuttle to retrieve the SFU and return it to earth for data retrieval and analysis, and
for possible refurbishment. I note that Mino was one of the 25 authors of the sem-
inal pre-launch publication describing the IRTS mission [5]—and one of only five
non-Japanese authors.

In the early 1990s, ISAS approached NASA seeking help to develop and oper-
ate IRTS. More specifically, NASA agreed to provide two of the four IRTS science
instruments. The first was the Far-Infrared Photometer (FIRP), provided by the Uni-
versity of California at Berkeley. The FIRP [6] was designed to observe the Universe
at four discrete wavelengths: 150, 250, 400 and 700 microns. At these far-infrared
and sub-millimeter wavelengths, FIRP needed to be refrigerated to near absolute
zero in order to reduce the ambient noise and allow IRTS to detect faint signals
from interstellar dust and the very distant extragalactic background. FIRP had a
spatial resolution of 0.5 degree, and a spectral resolution of R = λ/δλ of 3 over a
30 arcmin square field of view (FOV).

The second NASA instrument was the Mid-Infrared Spectrometer (MIRS), de-
signed and developed by Dr. Thomas (Tom) Roellig at NASA’s Ames Research Cen-
ter. The MIRS instrument [7] was one of three grating spectrometers on the IRTS
payload, and covered the wavelength range of 4.5 to 11.7 microns using doped sil-
icon detectors. MIRS provided a moderate spectral resolution of R = 12 to 51, and
was designed to study the interstellar medium (ISM) and the infrared cirrus discov-
ered by IRAS.

The other grating spectrometers aboard IRTS were the Near-Infrared Spectrom-
eter (NIRS), built by Nagoya University, and the Far-Infrared Line Mapper (FILM),
developed by ISAS and a consortium of Japanese universities. NIRS [8] used in-
dium antimonide detectors to cover 1.4 to 4.0 microns, with R = 11–36, and was
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designed to study the zodiacal light from dust within our own Solar System, diffuse
Galactic light from our Milky Way, and extragalactic sources. The FILM instrument
[9] used stressed gallium-doped germanium detectors to provide coverage of the
two primary cooling lines in the ISM: [O I] at 63 microns and [C II] at 158 microns.
The FILM spectral resolution was R = 130 and 407. Each of these spectrometers
featured a field of view of about 8 arcmin square.

While the spacecraft, SFU, IRTS telescope and science instruments were be-
ing developed, ISAS approached me at NASA Headquarters and inquired about the
possibility of sending American scientists to Japan to help with operations and data
analysis. And it is for this opportunity that I sought out the help of a young, talented
and researcher who I quickly realized had enormous potential—and was fluent in
Japanese—Dr. Mino Freund.

4 Mino’s Role on IRTS

In addition to managing NASA’s contributions to IRTS in the early 1990s, I also
provided the same oversight for NASA involvement in a Japanese radio astron-
omy satellite later renamed the Highly Advanced Laboratory for Communications
and Astronomy. I had come to understand that while the Japanese were technically
very competent, they operated their space missions on a shoestring budget. Grad-
uate students often provided much of the labor in conducting mission operations
for Japanese astrophysics missions. Graduate students also performed most of the
data processing and analysis for science instruments developed by university-based
Principal Investigator teams. The latter was—and remains—common in the United
States; the former is not.

At the time, Mino was a postdoctoral fellow at the University of California (UC)
at Berkeley, under the direction of Professor Andrew E. Lange. I was providing tech-
nology and research funding to Prof. Lange and the leader of the long-wavelength
instrument development group at Berkeley, Prof. Paul L. Richards. Both Richards
and Lange were making significant progress in developing ultra-cold instruments to
enable exploration of the far-infrared and sub-millimeter wavelengths regimes be-
ing opened by NASA’s Cosmic Background Explorer (COBE) satellite. COBE was
designed to measure the remnant radiation from the Big Bang and the far-infrared
background light resulting from the superposition of known (and unknown) celestial
sources. It was a spectacular success [10], symbolized by the fact that the 2006 No-
bel Prize in Physics was awarded to two of the instrument Principal Investigators:
John C. Mather and George F. Smoot. COBE provided conformation of standard
cosmology and the primacy of the Big Bang model. While Mino had many scien-
tific interests and published over a wide variety of disciplines through the course of
his life, he always remained interested in cosmology.

Knowing that space-borne missions took more than a decade to come to fruition,
Profs. Richards and Lange flew increasingly sensitive far-infrared instruments on
sounding rockets and on balloons to follow-up the COBE results. Substantial
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progress by the Berkeley group (and others) led to large fractions of the celestial
sky being mapped at sensitivities and spatial resolutions better than those achieved
by COBE.

In the UC laboratories, Mino refined the instrument design and fabrication tech-
niques he initially learned during his time as a physics doctoral student at the Swiss
Federal Institute of Technology (or Eidgenossische Technische Hochschule, ETH)
in Zurich in the mid-1980s. His training and expertise in low-temperature physics at
ETH would be a huge asset and a saving grace during the development of the FIRP
instrument for IRTS.

Before proceeding with my chronology, I must include an excerpt from a memo-
rial narrative provided to me by Mino’s father, Dr. Friedemann Freund, an accom-
plished Senior Research Scientist at the SETI Institute and NASA’s Ames Research
Center:

“[Already as a three-year-old in Germany] Mino was fascinated by liquid nitrogen. He
proudly donned oversize safety goggles and safety gloves. He learned how to handle the
very cold liquid nitrogen [77 Kelvin, or minus 196 degrees Celsius] without hurting himself.
He poured it onto the floor, watching with delight the wallowing white clouds of condensed
moisture. He took flowers, which we had plucked in a meadow during our last stroll, dipped
them into the dewar filled with liquid nitrogen, and shattered them like glass with a gentle
hammer blow.”

During his time at ETH in Zurich, Mino worked routinely with liquid helium, a
much more challenging cryogen capable of cooling devices to 4 Kelvin, or minus
269 degrees Celsius. Working with helium imposed far more challenges on instru-
ment cooling techniques, and on safety.

While at Berkeley, Mino faced perhaps his biggest technical challenge to date.
Because the FIRP instrument needed to operate at far-infrared wavelengths, it
needed to operate at very cold temperatures to reduce the radiated heat originating
from warm electronics and other instrument and telescope interfaces. To achieve its
scientific objectives, FIRP needed to operate at temperatures of 300 milli-Kelvin.
The challenge of building the required cryo-refrigerator is best summarized by an
excerpt from reference [6]:

“The three main requirements for the FIRP Helium-3 refrigerator are: (i) the ability to
condense Helium-3 and operate in zero-g[ravity] with minimal heating of the focal plane,
(ii) a long holdtime and high duty cycle in orbit, and (iii) a self-contained and compact
design that requires no mechanical penetration of the instrument cavity.”

Within his first year at UC-Berkeley, Mino concluded that the original design for
the FIRP refrigerator was flawed, and would likely not achieve the necessary sub-
Kelvin operating temperatures on orbit. With only eighteen months to launch, Mino
redesigned, fabricated and tested the entirely rebuilt Helium-3 refrigerator. Once
flown aboard IRTS, the FIRP instrument achieved the first sub-Kelvin temperatures
in orbit [11]. I do not feel that Mino received enough credit for his herculean work
in salvaging the FIRP cooling system, which proved crucial to making IRTS work
at the longest wavelengths.

The IRTS telescope was launched into low-Earth orbit from Tanegashima Space
Center in Japan on 1995 March 18 aboard an H-2 rocket. Following an 11-day com-
missioning phase, the telescope began observing on March 29. For five weeks, IRTS
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surveyed about 2700 square degrees (nearly seven percent) of the celestial sky. Op-
erations continued for about five weeks, until the Helium-3 cryogen was exhausted
on 1995 April 24. The IRTS, still attached to the SFU platform, was retrieved by
the Space Shuttle Endeavour in 1996 January, and returned to Earth. Today, IRTS
is scattered among various sites in Japan. Some of the IRTS infrastructure can be
seen at the national Science Museum in Tokyo’s Ueno Park. The telescope mirror
is housed at ISAS in Sagamihara, Japan. The FIRP refrigerator is at the California
Institute of Technology in Pasadena, where Prof. Lange moved from Berkeley—
before his tragic suicide in 2010.

5 Mino’s Science Research with IRTS

By virtue of being a co-investigator on the FIRP instrument, Mino played a central
role in analyzing and interpreting the far-IR and sub-millimeter data from IRTS.
One of the first FIRP results published were observations of interstellar dust emis-
sion at Galactic latitudes |b| < 3.5 deg. Mino and his colleagues did what most
astronomers do when handed data from multiple bands: they started plotting color-
color diagrams to look for trends that could yield insight into physics [12]. They
found that the 150/250 micron and the 250/400 micron brightness ratios of the
interstellar dust emission showed a slight decrease with increasing latitude within
the 3.5 degree band centered on the Galactic plane. This result was consistent with
observations made earlier by COBE. However, the 250/700 micron ratio showed a
much stronger dependence on Galactic latitude. This led the FIRP team to posit that
there were two components of interstellar dust: warm (∼40 K) and cold (∼4–7 K).
This added further confirmation of an emerging understanding that started with the
interpretation of IRAS data. Moreover, the FIRP team concluded that the physical
properties of the interstellar dust must vary significantly at low Galactic latitudes.

An interesting development in the post-operational phase of the IRTS mission is
the extent to which Mino became a key NIRS science investigator even though he
was not a team member prior to launch. Mino, working with Martin Cohen at UC-
Berkeley, developed an important point-source extraction and calibration program
for IRTS near-infrared sources [13]. Perhaps the most important result to come out
of NIRS resulted from a search for the near-infrared extragalactic background light
(EBL). The NIRS team successfully measured the spectra of the diffuse emission
for a wide range of the sky. A preliminary version of their results was presented at
a conference a year after the IRTS mission [14], but it would be nearly a decade
before the definitive results were published in a peer-reviewed journal [15]. This is
a testament to the difficulty of dis-entangling the faint EBL emission from the vari-
ous foreground emissions: discrete galaxies, Galactic emission from the interstellar
medium in our own Milky Way, and the zodiacal emission from dust within our
Solar System.

The NIRS data had significantly smaller error bars than previous COBE mea-
surements, and revealed a significant isotropic emission in the 1.4 to 4.0 micron
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regime. The spectrum was stellar-like, but showed a spectral jump from the optical
observations of the extragalactic background light. The measured near-IR flux of
35 nWm−2 sr−1 was too bright to be explained solely by the integrated light from
faint galaxies. A two-point angular correlation analysis showed spatial fluctuations
of a few degrees in the NIRS data. The NIRS team posited that the spectrum and
brightness of the observed EBL emission could be explained by the redshifted ultra-
violet emission from the first generation of Population III stars, which presumably
caused the re-ionization of the Universe.

Mino also worked with other Japanese members of the IRTS team to use data
from both the NIRS and MIRS spectrometers to study water vapor absorption in
early M-type stars. M-type stars are cool and faint, but also the most common stars,
comprising 76 % of the stellar population in the Solar neighborhood. Prior to the
IRTS mission, astronomers had measured water absorption primarily in M6 or later
type stars. But Mino and his co-authors discovered water vapor absorption in about
ten percent of the early M-type stars. The observed spectral features could be fitted
with model spectra with excitation temperatures of only 1000–1500 K, and water
column densities of 5 × 1019 to 1 × 1020 cm−2. From these results, the team con-
cluded that water molecules were present in a region of the stellar atmosphere above
the photosphere. The observed correlation between the intensity of the H2O absorp-
tion and the mid-IR excess implied that the extended atmosphere was physically
connected to the mass loss from these early M stars.

By the time Mino had moved on to other intellectual pursuits, he had co-authored
26 IRTS-related papers from 1993 to 2005, including eleven in peer-reviewed jour-
nals.

6 Final Thoughts

Even before the final IRTS results were published, Mino had expanded his horizons
and begun to explore new vistas. He would work as an astrophysicist at NASA’s
Goddard Space Flight Center from 1999–2002, developing new and sensitive detec-
tors to image the celestial sky at far-infrared wavelengths. He spent 2002–2005 as a
research physicist at the U.S. Air Force Research Laboratory in Dayton, Ohio, work-
ing to develop a nanotechnology research portfolio for the USAF. Finally, he would
come home—to the Bay Area and to NASA’s Ames Research Center—in 2006 to
become Director of the Center for Nanotechnology and Advanced Aerospace Ma-
terials and Devices. Unfortunately, he was with us for too short a time following the
discovery of a brain tumor on 2009 August 25.

With the strong and endearing support of his parents, Friedemann Freund and
Hisako Matsubara, and of his colleagues and friends at Ames and around the world,
Mino fought valiantly for more than two years, before succumbing on 2012 January
17, two weeks shy of his 50th birthday. During this difficult period, he maintained a
vigorous fighting spirit, and uplifted many through his online blog “A Little Detour.”
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Let me close this remembrance by sharing with you the thoughts that came to me
spontaneously at Mino’s viewing after he had passed, inscribed in a book offered by
Mino’s loving parents, Friedemann and Hisako:

“To honor a true Renaissance man. Your enthusiasm, intellect and curiosity were admirable
and infectious. You lived two lifetimes in your short time here. You’ll be remembered by
many for a long time.”

It was not until Mino’s passing that I fully appreciated his extraordinary breadth
of talent across the sciences—and beyond. He was fascinated with science and tech-
nology, obviously—but also by history, literature, religion and civilization. He was
proficient in English, German, French and Japanese. He learned to play piano at
a young age, and was interested in the history of music and composition. He be-
came fascinated, and more than proficient, in art. While growing up in Germany,
he began to draw the cityscapes of Cologne and landscapes along the Rhine River.
He ventured to Paris and translated the City of Light into a series of remarkable
ink drawings. In honor of his special talents, I include two of his sketches to end
this contribution: of the Notre Dame Cathedral in Paris, and the Kenkun Shrine in
Kyoto, Japan.
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Mino’s Sense of Stardust

Yvonne Pendleton

Brilliance, kindness, and intellectual honesty—these are qualities that best define
Mino Freund. They made him a wonderful person to know, a friend, and propelled
him, on several occasions, to greatness. Those of us fortunate enough to have met
him, will long miss him. My own research, on the origin and evolution of organic
material in the interstellar medium, was one of the many fields that fascinated Mino.
In 2006, he and his father, Friedemann Freund, co-authored a paper that contributed
unique ideas and a fresh look at some aspects of the field. I remember the conversa-
tions we had that started his probing mind down the stardust path.

Interstellar dust is a ubiquitous component of our Galaxy, and Mino was in-
trigued. He wanted to understand the evolution of components found in that dust,
knowing that its organic components may have survived the accretion of the plan-
etary system and may have played a role in starting life in our quiet backwaters of
the interstellar medium.

Infrared (IR) spectroscopy is a powerful tool with which we can study the in-
terstellar dust. Systematic IR observations of different interstellar regions have re-
vealed a rich and varied composition of dust grains [12]. There is a clear dichotomy
of the IR spectroscopy of dust in diffuse and in dense regions of the interstellar
medium, and yet we find remnants in our Solar System today that were formed in
regions beyond dense cloud environments. So it seems the two are somehow linked
through the dust evolution.

The two environments differ in a number of important ways such as gas density,
gas temperature and composition, and intensity of the UV radiation field. Dense
molecular clouds allow the formation of ice mantles, primarily composed of water,
on dust grains. Surrounding the molecular clouds is the diffuse interstellar medium
(DISM). Two prominent IR features are associated with mineral grains in the DISM:
a 9.7 µm [1030 cm−1] mineral, i.e. silicate signature and an “organic” signature [5]
in the C–H stretch region around 3.4 µm [2920 cm−1], with sub-features at 3.38,
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3.41, and 3.50 µm [2858, 2932, and 2857 cm−1] [8]. The near-IR absorption bands
are due to, respectively, the stretching and bending modes in the methyl (CH3) and
methylene (CH2) aliphatic groups (e.g., [9, 10]).

While the aliphatic component is ubiquitous in the diffuse ISM, it has never
been observed in dense molecular cloud materials. In the case of dense clouds, the
C–H stretching region is generally characterized by absorption bands at 3.25, 3.47,
and 3.54 µm [3077, 2882, and 2825 cm−1]. A 3.47 µm band is a common fea-
ture of young stellar objects embedded in molecular clouds in quiescent regions
[1, 3, 6, 11], and has been attributed to simple hydrocarbons. However, in dense
clouds, the feature is significantly different in band peak position and band shape
from the DISM hydrocarbon bands. These spectroscopic differences between dense
and diffuse media provide a basic constraint on modeling the formation and evolu-
tion of the interstellar aliphatic dust grain component [2, 7].

Mino wondered, along with many of us, what paths the mineral and organic com-
ponents followed after their creation in the interstellar medium (ISM). He wondered
what could account for the observed differences between the dust in diffuse and
dense clouds. There is ample evidence that interstellar grains are condensing in the
outflow of post-main-sequence stars with photospheric temperatures between 2500
and 3500 K. This includes red giants, red supergiant and asymptotic giant branch
stars. The dust created around these stars is transported into the low-density environ-
ment of the ISM via stellar mass loss, novae and supernova explosions. Low-density
environments of the ISM are permeated by dissociative ultraviolet radiation and tra-
versed by shocks, both capable of destroying dust grains.

Interstellar grains migrate from the diffuse medium into the dense medium of the
ISM (dark globules and dense molecular clouds) where they encounter conditions
that favor grain aggregation. In these dense clouds, dust grains are shielded from
dissociative ultraviolet and suffer less shocks. Under these conditions rapid grain
growth can occur due to aggregation and coagulation and volatiles can condense on
the grains forming icy mantles. The grain mantles become a repository for atoms
and molecules out of the gas phase, leading the way to molecular species such as
H2O, CH3OH, CO and CO2, all abundant constituents in the icy mantles, formed
through surface chemical reactions. Over time the exchange of matter between gas
and dust regulates the chemical evolution of the cloud as the grain mantles provide
both sinks and sources for gaseous molecules.

By the time star formation is initiated and progresses, the dust grains and their
mantles are further processed by stellar radiation and by winds from the newly born
stars leading to chemical reactions, which drive the composition of the organics
towards greater molecular complexity. Complex organic molecules such as dimethyl
ether and methyl formate are abundant in the warm dense gas regions associated
with newly formed stars. They are generally thought to form from processed and
sublimated interstellar ices [4]. As protostars evolve, strong stellar winds sweep up
and ‘clear’ their surroundings, culminating in the formation of cavities whose inner
walls become prominent IR reflection nebulae. As a result, dust grains are deeply
involved in the origin and evolution of molecular complexity of the organics in
space, particularly in regions of star and planet formation. Various processes govern
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the interaction between gas and dust grains. They ultimately control the composition
and molecular complexity of the matter from which planets are forming around
newly born stars. Understanding these processes is crucial to the search for our
origins.

The paper “Solid solution model for interstellar dust grains and their organics”
by Mino Freund and his father, Friedemann Freund, published in March 2006 in the
Astrophysical Journal [5], shines a very different light on issues related to the com-
position, structure, and evolution of interstellar dust grains than had been previously
discussed in the astronomical literature.

The Freund & Freund ApJ paper [5] points to the formation of solid solutions
between the refractory mineral phases and the gaseous compounds such as H2O,
CO and CO2—an aspect largely overlooked by the astronomy and astrochemistry
communities. In the process of forming solid solutions H2O molecules are split into
molecular H2 inside the dust grains and molecules such as CO and CO2 are con-
verted into chemically reduced, i.e. “organic” carbon. Through solid-state processes
well-known in the technical world such as supersaturation, segregation and exsolu-
tion, the reduced carbon and the H2 molecules, both encapsulated inside the solid
matrix of the dust grains, are made to react with each other, forming aliphatic hy-
drocarbons, which are protected from the harsh DISM environment by the mineral
phase in which they reside. This fundamental process is capable of driving a rich
organic chemistry.

The Freund & Freund ApJ paper [5] provides a new interpretation of key is-
sues related to interstellar dust. It points to the possibility that mineral grains in the
interstellar medium are deeply intertwined with their organics and are indistinguish-
able from them. It treats the nanometer-sized grains, which condense in the gas-rich
outflow of late-stage stars or expanding gas shells of supernova explosions, not as
mineral cores made of refractory, high melting point oxides or silicates but from the
outset as solid solutions between the mineral phases and the gas-phase components
H2O, CO, and CO2 that are omnipresent in environments where grains condense.
Through a series of thermodynamically well-understood solid-state processes, these
solid solutions may become “parents” of organic matter that segregate and exsolve
inside the dust grains. Thus, the mineral dust grains and their organics become part
of the same thermodynamically defined solid phase and, hence, physically insepa-
rable.

Based on Mino’s and Friedemann’s deep understanding of solid state chemistry,
“old” problems within studies of interstellar dust are re-examined and a fresh expla-
nation is offered. The part that is left unspoken in their paper is also quite interesting:
solid-state chemistry can facilitate complex reaction routes and a variety of organic
substances may be synthesized along the way. It would be interesting to further de-
velop this idea, identify the chemical routes involved, the molecules made, quantify
the efficiencies of these routes and address their prebiotic relevance for the origin of
life in newly forming planetary systems including the solar nebula and the Earth. In-
deed, it has always been difficult to understand the origin and inventory of organic
material for the rocky planets in the habitable zone of the Solar System, because
the main reservoirs of carbon, the highly volatile species such as CO and CH4, are
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normally thought to be excluded during formation. The solid solution chemistry
“unearthed” by Freund and Freund provides a hitherto unexplored route to assess
and study this reservoir of organics [5].

As with so many papers Mino Freund wrote and research areas he explored,
this paper proposes novel ideas that would have benefitted from the many years he
should have had ahead of him. One can only hope that other bright minds will pick
up where he left off, and we can all remember that it was his light that first shone
upon this path.
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How Brains Make Decisions

V.I. Yukalov and D. Sornette

Abstract This chapter, dedicated to the memory of Mino Freund, summarizes the
Quantum Decision Theory (QDT) that we have developed in a series of publica-
tions since 2008. We formulate a general mathematical scheme of how decisions
are taken, using the point of view of psychological and cognitive sciences, with-
out touching physiological aspects. The basic principles of how intelligence acts
are discussed. The human brain processes involved in decisions are argued to be
principally different from straightforward computer operations. The difference lies
in the conscious-subconscious duality of the decision making process and the role
of emotions that compete with utility optimization. The most general approach for
characterizing the process of decision making, taking into account the conscious-
subconscious duality, uses the framework of functional analysis in Hilbert spaces,
similarly to that used in the quantum theory of measurements. This does not im-
ply that the brain is a quantum system, but just allows for the simplest and most
general extension of classical decision theory. The resulting theory of quantum de-
cision making, based on the rules of quantum measurements, solves all paradoxes of
classical decision making, allowing for quantitative predictions that are in excellent

I met Mino in October 2011 in Zurich, at the end of his last trip seeking medical treatment in
Europe. What was supposed to be a relaxed family lunch turned into a passionate 3 hour long
in-depth exchange spanning a wide range of deep scientific interests. . . and we talked about the
topic presented in this Chapter. Mino’s quick and sharp mind immediately grasped the essence
of applying quantum concepts to processes taking place in the brain. He saw this as a pivotal step
towards understanding how the brain works and how thoughts are formed. Mino and I were
resonating with the excitement of powerful new ideas, with the same enthusiasm for science and
for the power of transdisciplinary thinking. I had found a remarkable soulmate.—Didier Sornette
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agreement with experiments. Finally, we provide a novel application by compar-
ing the predictions of QDT with experiments on the prisoner dilemma game. The
developed theory can serve as a guide for creating artificial intelligence acting by
quantum rules.

1 What Is Brain Intelligence

The brain is the center of the nervous system in all vertebrates and most inverte-
brates. Only a few invertebrates, such as sponges, jellyfish, sea squirts, and starfish
do not have one, though they have diffuse neural tissue. The brain of a vertebrate is
the most complex organ of its body. In a typical human, the cerebral cortex is esti-
mated to contain 86 ± 8 billion neurons [1], each connected by synapses to several
thousand other neurons.

The functioning of the brain can be considered from two different perspectives,
physiological and psychological. We do not touch here the physiological side of the
problem that is studied in neurobiology, medicine, and is also modeled by neuron
networks [2–4]. Our aim is to model the functioning of the psychological brain,
which is studied in cognitive sciences.

The ability of the brain to take decisions is termed intelligence. There exist nu-
merous and rather lengthy discussions attempting to describe what intelligence is
[5–12]. Summarizing these discussions, the basic feature of intelligence, which can
be accepted as its brief definition, is the ability of adaptation to the environment by
the process of making optimal decisions. This implies that the notion of intelligence
is foremost the ability of making decisions. It is generally accepted that humans
possess the highest level of intelligence in the animal kingdom. But animals also
are able to take decisions, to adapt to their environment and to solve problems [13].
Thence, animals also possess intelligence. This concerns all animals, such as birds,
fish, reptiles, amphibians, and insects. Moreover, other living beings, say plants, in
some sense, do adapt to surrounding by making decisions [14]. Therefore, we need
to accept that, to some degree, all alive beings have a kind of intelligence, since all
of them adjust to their environment by reacting to external signals. Thus, one can
talk of the intelligence of plants, fungi, bacteria, protista, amoebae, algae, and so
on. In that sense, any entity that is able to take decisions, adapting to surrounding
signals, can be assumed to have something like intelligence. If such an entity that is
able to take optimal decisions is created by humans, it is called artificial intelligence
[15].

In the following, we shall be mostly concerned with the functioning of the human
brain, though many parts of our considerations could be applied to the functioning
of the brains and nervous systems of other alive beings. The human brain, being
the most developed and complex, exhibits in the most explicit way the features
that could be met in the behavior of other animals. The aim of this paper is to
demonstrate that the human brain makes decisions in a rather intricate way that
cannot be described by the classical utility or prospect theory used in economics. We
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argue that decisions made by brains are not the same as straightforward computer-
like calculations. Human decisions are based on the functioning of and interplay
between conscious as well as subconscious processes of the brain. This complex
behavior can be represented by the techniques of quantum theory, which seems to be
the most general and simplest framework for realistically characterizing the decision
making process of human brains.

The plan of the paper is as follows. In Sect. 2, we recall how decisions are sup-
posed to be made by fully rational decision makers who evaluate the utility of
prospects and choose the one with the largest utility. Such a strictly deterministic
behavior is a strong simplification of the reality. Empirical observations show that
there always exists a distribution of choices made by different subjects, rather a sin-
gle optimal behavior. Even the same subject, under varying conditions or time, can
make different choices when confronted with the same set of competing prospects.

This implies that the first step towards a realistic representation of decision mak-
ing is the reformulation of classical utility theory within a probabilistic framework,
which is accomplished in Sect. 3. Analyzing the signals, the subject formulates a set
of possible actions, πj , termed prospects that are weighted with probabilities p(πj ).
Taking a decision means the selection of an optimal prospect π∗ characterized by
the largest probability, though other prospects can also be chosen, with lower prob-
abilities, that is, with lower frequency. The possible actions are always weighted
with a probability distribution. This describes the probability weighted diversity of
choices among a population of similar decision makers. There always exists a prob-
ability that some of the members choose one prospect, while others choose another
prospect, although the majority prefers the optimal prospect. This is the essence of
the probability weight that is associated with the frequentist interpretation, which
defines the fraction of those who choose the related prospect.

Although the probabilistic utility theory that we introduce in Sect. 3 generalizes
the standard deterministic utility theory, it does not take into account that real deci-
sion makers are not fully rational. Moreover, they experience a variety of emotions
and behavioral biases. As a result, decisions are taken not by a simple evaluation
of utilities but are essentially influenced by these biases and emotions. In taking
decisions, two brain processes are involved, conscious and subconscious. This dual
functioning of the brain makes its principally distinct from the straightforward cal-
culations by a computer, as is discussed in Sect. 4.

To take into account this complex dual behavior, Sect. 5 presents a generalization
of decision theory, which invokes the techniques of the quantum theory of measure-
ments. The developed Quantum Decision Theory (QDT) contains none of the para-
doxes that are so numerous in classical decision making. Importantly, we show that
classical decision theory constitutes a particular case of QDT. The latter reduces to
the former under a process that can be called “decoherence”, which describes how
the addition of reliable information decreases the emotional component of a deci-
sion, thus making it more and more controlled by the rational utility component.

To illustrate how QDT describes how decisions are made, avoiding the para-
doxes of classical decision making and providing quantitative predictions, we treat
in Sect. 6 the prisoner dilemma game.



40 V.I. Yukalov and D. Sornette

Section 7 summarizes the results, stressing that the developed QDT is, to our
knowledge, the sole decision theory that not merely removes classical paradoxes,
but provides quantitative predictions, with no adjustable parameters, which are in
good agreement with empirical observations.

Concluding this introduction, our main hypothesis is that the brain makes deci-
sions through a procedure that is similar to quantum measurements. This does not
require the brain to be a quantum object, but merely takes into account the dual
nature of the decision process, involving both conscious logical evaluations as well
as subconscious intuitive feelings. This chapter summarizes the Quantum Decision
Theory (QDT) that we have developed in a series of publications [16–21]. We also
provide a novel application on the prisoner dilemma game, comparing the predic-
tions of QDT with experiments.

2 Choosing a Prospect on Fully Rational Grounds

Assuming that the subject is fully rational and possesses the whole necessary in-
formation for making decisions, it is reasonable to suppose that such decisions are
based on the evaluation of the utility of the results following the corresponding ac-
tion. This is the central assumption of expected utility theory, which prescribes a
normative framework on how decisions are made. The basic mathematical rules of
expected utility theory have been compiled by von Neumann and Morgenstern [22]
and Savage [23]. Below, we give a brief sketch of the main features of utility theory
in order to introduce the terminology to be used in the following sections, where the
generalizations of this theory will be considered.

The outcomes of actions, that is, the consequences of events, are measured by
payoffs composing a set

X ≡ {xn ∈ R : n = 1,2, . . . ,Nout}. (1)

The number of outcomes Nout can be as small as two or asymptotically large. Pos-
itive outcomes correspond to gains, while negative ones to losses. Payoffs xn can
come with different probabilities pj (xn), being labeled by an index j = 1,2, . . . ,L,
and satisfying the normalization condition

Nout∑

n=1

pj (xn) = 1, 0 ≤ pj (xn) ≤ 1. (2)

The ensemble of payoffs and their probabilities is called a lottery, or a prospect

πj = {
xn,pj (xn) : n = 1,2, . . . ,Nout

}
. (3)

One also uses the notion of compound lotteries that are the linear combinations of a
given set of lotteries, with the same payoffs and with the linear combinations of the
related weights.

There can exist several prospects forming a family

L = {πj : j = 1,2, . . . ,L}. (4)
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The task of decision making is to decide between the prospects πj , choosing one
out of the given family.

The choice involves the classification of outcomes according to their utility
for the decision maker. One defines a utility function u(x) : X → R that can
also be called pleasure function, satisfaction function, or profit function. By def-
inition, the utility function is nondecreasing (more is always preferred), so that
u(x1) ≥ u(x2) for x1 ≥ x2 and concave (diminishing marginal utility), such that
u(α1x1 + α2x2) ≥ α1u(x1) + α2u(x2) for non-negative αi ’s normalized to one. The
first derivative u′(x) ≡ du(x)/dx is termed the marginal utility that is non-negative
for a non-decreasing function. The second derivative u′′(x) ≡ d2u(x)/dx2 is non-
positive for a concave function. Hence, the marginal utility u′(x) does not increase.
This implies that, with increasing payoff x, the utility function decelerates. Such
a function is termed risk averse [24, 25], since a sure payoff is always preferred
to different random payoffs with the same mean value. The risk aversion can be
captured by the so-called degree of risk aversion r(x) ≡ −u′′(x)/u′(x), which is
non-negative. Examples of utility functions are linear, power-law, logarithmic or
exponential functions. Usually, the utility of nothing is set to zero, u(0) = 0, but the
absolute utility level is inconsequential.

Generally, a payoff xn can be either positive, representing a gain, or negative
corresponding to a loss. Strictly speaking, it is impossible to lose something, while
having nothing. Even the poorest person can lose a gamble and go in debt, having an
instantaneous negative net worth. However, taking into account the value of future
incomes gives in general a positive net value and the debt then constitutes a loss of
a part of future incomes. There can be however situations where debt reaches levels
beyond the most optimistic expectations of future incomes, so that one has lost what
one did not own now or will ever have in the future. In its encyclopedic review of
the history of debt in human societies, Graeber documents that such situations were
quite common [26]. They were usually followed by slavery (and are still in various
explicit or disguised forms followed by some kind of slavery), where the person in
debt sells his children, wife or himself. A loss is then backed up by the ultimate
reservoir of wealth, being stored in the value of oneself [26]. Formally, this implies
that, before losing xn, one has an initial given amount x0 ≥ xn. Then, shifting all
payoffs by x0, one can redefine the lottery so that all its payoffs be non-negative.

Each prospect is characterized by the expected utility

U(πj ) =
Nout∑

n=1

u(xn)pj (xn). (5)

This notion was introduced by Bernoulli [27] and an axiomatic theory was devel-
oped by von Neumann and Morgenstern [22], where the payoff weights were treated
as objective. Savage [23] extended the notion to subjective probabilities evaluated
by decision makers.

Expected utility can be interpreted either as a cardinal or ordinal quantity. Car-
dinal utility is assumed to be precisely measured and the magnitude of the mea-
surement is meaningful. It can be measured in some chosen units, similarly to how
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distance is measured in meters, or time in hours, or weight in kilograms. However,
such a definition in precise units is often impossible and, actually, not necessary.
It is sufficient to interpret the expected utility as ordinal utility, for which its pre-
cise magnitude is not important, but the magnitude of the ratios between different
utilities carries sufficient meaning.

The prospect uncertainty is described by the prospect variance

var(πj ) ≡ 1

Nout

Nout∑

n=1

{
x2
npj (xn) − [

x(πj )
]2}

, (6)

whose square root can also be called the prospect volatility or spread. We have used
the following notation for the prospect mean

x(πj ) ≡ 1

Nout

Nout∑

n=1

xnpj (xn) . (7)

The ordering of the prospects is prescribed by the relations between their ex-
pected utilities. One says that a prospect is preferable to another one if its utility is
larger than that of the latter. Two prospects are termed indifferent when their utilities
coincide. The properties of the utility function u(x) prescribe the properties of the
expected utility.

(i) Completeness: For any two prospects π1 and π2, one of the following rela-
tions necessarily holds, either π1 = π2, or π1 < π2, or π1 > π2, or π1 ≤ π2,
or π1 ≥ π2, understood as the corresponding relations between their expected
utilities.

(ii) Transitivity: For any three prospects, such that π1 ≤ π2 and π2 ≤ π3, it follows
that π1 ≤ π3.

(iii) Continuity: For any three prospects ordered so that π1 ≤ π2 ≤ π3, there exists
α ∈ [0,1] such that π2 = απ1 + (1 − α)π3.

(iv) Independence: For any π1 ≤ π2 and an arbitrary π3, there exists α ∈ [0,1] such
that απ1 + (1 − α)π3 ≤ απ2 + (1 − α)π3.

The central aim of expected utility theory is to calculate the expected utilities
for all prospects from the given family L and, comparing their values, to find the
prospect possessing the largest utility. Then the decision is taken by selecting this
prospect corresponding to the largest utility, which is called the most useful prospect.
The decision making scheme based on expected utility theory is given in Fig. 1.

3 Probabilistic Approach to Expected Utility Theory

According to the expected utility theory delineated above, the choice of a prospect
is with certainty prescribed by the utility of the prospects. This theory is determinis-
tic, since the choice, with probability one, is required to correspond to the prospect
with the largest expected utility. Such a completely deterministic formulation con-
tradicts the known empirical facts demonstrating that, under the same conditions,
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Fig. 1 Scheme of the
deterministic decision making
process based on the choice
of the most useful prospect
with the largest expected
utility

different persons often choose different prospects. Of course, one could salvage the
deterministic theory by introducing heterogenous utility functions that describe the
variety of tastes of different people [28]. While this captures the evident observation
that tastes exhibit some heterogeneity, extending utility theory to heterogeneous or
random utility theory comes at the cost of a proliferation of parameters, making the
approach descriptive at best, while being non-parsimonious and non predictive. An
even more convincing attack to the deterministic approach comes from the observa-
tion that the same person, under the same conditions, may choose different prospects
at different times. This “intra-observer variation” has been largely documented in
the medical literature [29, 30]. This suggests to view the brain of a decision maker
as deliberating on the set of admissible prospects and evaluating them by involving
some probabilistic weighting. This is the motivation to reformulate utility theory by
generalizing it to a probabilistic approach.

The probabilistic weighting of prospects can be formalized by invoking the prin-
ciple of minimal information that allows one to find a probability distribution un-
der the minimal given information. The idea of this principle goes back to Gibbs
[31–33], who formulated it as a conditional maximization of entropy under the given
set of constraints. This principle is widely used in information science [34] and in
physics [35, 36]. A general convenient form of an information functional is given
by the Kullback-Leibler relative information [37, 38].

In order to weight the prospects according to their utility, let us consider a family
of prospects L. Assume that they can be weighted by means of a distribution defined
by utility factors f (πj ) that are normalized,

L∑

j=1

f (πj ) = 1, 0 ≤ f (πj ) ≤ 1. (8)

By definition, the utility factor of zero utility is to be zero,

f (πj ) = 0, U(πj ) = 0. (9)
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Since the utility factors f (πj ) weight the finite utilities U(πj ), the total finite ex-
pected utility defined by

U =
L∑

j=1

U(πj )f (πj ) (10)

should exist, given a finite number L of prospects.
Under these conditions, we can define the Kullback-Leibler information as

I [f ] =
∑

j

f (πj ) ln
f (πj )

f0(πj )
+ λ

[∑

j

f (πj ) − 1

]
− β

[∑

j

U(πj )f (πj ) − U

]
,

(11)

with a trial distribution f0(πj ) proportional to the expected utility U(πj ) in order
to take into account condition (9). The parameters λ and β are the Lagrange mul-
tipliers guaranteeing the validity of the imposed constraints (normalization (8) and
existence of a well-defined finite expected utility (10)).

Minimizing the information functional (11) yields the utility factor

f (πj ) = U(πj )

Z
exp

{
βU(πj )

}
, (12)

with a normalization coefficient

Z =
∑

j

U(πj ) exp
{
βU(πj )

}
.

The parameter β characterizes the level of belief or confidence of the decision maker
in the correct selection of the prospect set. Requiring that the utility factor, by its def-
inition, be an increasing function of utility makes the belief parameter non-negative
(β ≥ 0).

In the case of no confidence in the given set of prospects, we have

f (πj ) = U(πj )∑
j U(πj )

(β = 0). (13)

In the opposite case of absolute confidence, we get

f (πj ) =
{

1, πj = maxj πj

0, πj < maxj πj
(β → ∞), (14)

where maxj πj is the prospect whose expected utility is the largest. Thus, the latter
situation (β → ∞) retrieves the deterministic utility theory, which hence can be
seen as a particular case of the more general probabilistic approach.

The prospect utility factors {f (πj ) : j = 1,2, . . . ,L} give the fractions of deci-
sion makers selecting the corresponding prospects {πj : j = 1,2, . . . ,L}. The or-
dering of prospects in the probabilistic approach is the same as in the standard ex-
pected utility theory. But now, not all subjects are forced to choose the most useful
prospect, though it is the prospect whose choice is the most probable. There can
exist a fraction of decision makers choosing other prospects with lower utility. The
probabilistic decision making scheme is summarized in Fig. 2.
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Fig. 2 Scheme of the
probabilistic decision making
process based on the
evaluation of the prospect
utility factors characterizing
the fraction of decision
makers choosing the related
prospect

4 Human Decision Making and Computer Operations

It is widely believed that the human brain operates, during a decision making pro-
cess, as a complex and powerful computer. The network of neurons within the brain
accepts external signals and transforms them into decisions of the subject by accom-
plishing the corresponding actions [39]. Such a procedure could correspond to the
schemes depicted in Figs. 1 or 2.

However, if the brain would act as just described, this would correspond to mak-
ing decisions only on the basis of a well defined deterministic objective function,
called utility. But there exist numerous empirical studies demonstrating that hu-
mans often deviate from and even contradict the choices prescribed by utility theory.
Such contradictions are known as decision-making paradoxes. As examples, we can
mention the Allais paradox [40], the Ellsberg paradox [41], the Kahneman-Tversky
paradox [42], the Rabin paradox [43], the Ariely paradox [44], the disjunction ef-
fect [45], the conjunction fallacy [46], the planning paradox [47], and many others
[48, 49]. These paradoxes cannot be resolved by the approaches consisting in mod-
ifying the expected utility theory into so-called non-expected utility theories, as has
been proved in [50, 51].

The appearance of numerous paradoxes in decision making, based on utility the-
ory, is caused by the fact that this theory does not take into account the emotional
components always present in decision makers, which often compete and modify
the decisions that would result purely from utility-based processes. A human de-
cision maker not merely evaluates the objective utility of the prospects, but also is
influenced by subjective feelings, emotions, and behavioral biases that are produced
by subconscious brain activity. The brain takes decisions by combining (i) the objec-
tive knowledge of the prospect utility, by evaluating the utility factors, with (ii) the
subjective attractiveness of the prospects, which is hinted by subconscious feelings.
The latter means that, in addition to the utility factors measured by conscious logical
operations, there should exist attraction factors produced by subconscious feelings.
Then, the resulting weights of the prospects p(πj ) are defined not merely by the
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Fig. 3 Scheme of human
decision making, which is at
the basis of the Quantum
Decision Theory proposed
here

utility factors f (πj ), but are also dependent on some attraction factors q(πj ). We
thus suggest that the correct representation of the brain function during a decision
process is given by the scheme represented in Fig. 3, which should correct and re-
place those of Figs. 1 or 2.

Our theory views the human brain not just a powerful computer accomplishing
a great number of straightforward logical operations, but as an object that must in-
clude parallel functioning on two levels. One part, representing conscious logical
operations evaluating the utility factors, can be organized as a powerful computer.
And the other part, representing subconscious activity producing the attraction fac-
tors, should be a very different device that functions not as a straightforward com-
puter calculating numbers, but as an object estimating qualitative features of the
prospects.

In the sequel, we do not touch on the technical issues of how the devices, dis-
cussed above, are actually structurally realized, or how they could be constructed
in an artificial brain. Instead, we describe how their functioning can be represented
mathematically, characterizing the split dual action of evaluating the prospect utili-
ties and estimating their attractiveness.

5 Quantum Decision Making by Human Brain

The dualism of the brain, combining objective conscious operations with subjective
subconscious activity, suggests that its functions could be described by generaliz-
ing the real-valued way of defining the prospect weights to an approach involving
complex-valued quantities. In turn, this immediately points to quantum-theory tech-
niques, where the probability weights are defined through complex-valued quanti-
ties, such as wave functions.

The idea of employing quantum theory for describing brain functions was ad-
vanced by Bohr [52, 53]. Analyzing the quantum theory of measurements, von Neu-
mann [54] mentioned that the action of measuring observables could be interpreted,
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to some extent, as taking decisions. Using these ideas, we have developed [16–21]
the Quantum Decision Theory (QDT), using the mathematical techniques of quan-
tum theory of measurements.

Before formulating this theory, we would like to stress that the quantum approach
to describing human decision making does not assume that the brain is a quantum
object. The quantum techniques just provide the most straightforward way of gen-
eralizing decision making by taking into account the dual functioning of the human
brain.

The main points of QDT are as follows. We consider a set of elementary
prospects, represented by vectors |n〉, whose closed linear envelope

H ≡ Span
{|n〉} (15)

composes the space of mind. The prospects πj from the given set L are represented
by the vectors |πj 〉 in the space of mind. The prospect operators are defined as

P̂ (πj ) ≡ |πj 〉〈πj |. (16)

These operators play the same role as the operators from the algebra of local ob-
servables in quantum theory.

The state of a decision maker is characterized by a non-negative operator ρ̂ acting
on the space of mind and normalized as

Tr ρ̂ = 1,

with the trace taken over the space of mind. Defining the decision-maker state by a
statistical operator, but not by a simple wave function, takes into account that this
decision maker is not an absolutely isolated subject, but can be influenced by its
environment.

The prospect probabilities, playing the role of observable quantities, are defined
as the averages of the prospect operators

p(πj ) ≡ Tr ρ̂P̂ (πj ), (17)

with the trace again taken over the space of mind. Writing down the explicit expres-
sion for the trace over the elementary prospect states and separating the diagonal
and off-diagonal parts leads to the sum

p(πj ) = f (πj ) + q(πj ), (18)

in which the first term comes from the diagonal part and the second term, from
the off-diagonal part. The first term represents the classical utility factor, while the
second term, caused by the prospect quantum interference, is the attraction factor.
By definition, the prospect probability is non-negative and normalized, so that

L∑

j=1

p(πj ) = 1, 0 ≤ p(πj ) ≤ 1. (19)

In view of the normalization condition for the utility factor (8), the attraction factor
lies in the range

−1 ≤ q(πj ) ≤ 1 (20)
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and satisfies the alternation law
L∑

j=1

q(πj ) = 0. (21)

Generally, the attraction factor is a contextual quantity that can vary for different
decision makers and even for the same decision maker at different times. This looks
as an obstacle for the ability to give quantitative predictions for the prospect proba-
bilities. However, it is possible to show [18, 21] that the aggregate attraction factor,
averaged over many decision makers, enjoys the property called quarter law:

1

L

L∑

j=1

∣∣q(πj )
∣∣ = 1

4
. (22)

Since the utility factor is uniquely defined by the corresponding expected utility, it
is possible to estimate quantitatively the prospect probabilities, assuming that the
typical attraction factor satisfies the quarter law.

When the decision maker is a member of a society from which he/she gets ad-
ditional information, then the attraction factor varies depending on the amount μ

of the received information. The attraction factor, as a function of the information
measure μ, can be presented [55] in the form

q(πj ,μ) = q(πj ,0)e−γμ. (23)

The information can be positive, with μ > 0 as well as negative, or misleading,
with μ < 0. Respectively, the attraction factor can either decrease or increase. The
attenuation of behavioral biases with the receipt of additional information has been
confirmed by empirical studies [56, 57].

The reduction of QDT to the probabilistic variant of classical decision theory
corresponds to the attraction factor tending to zero. This is similar to the reduction
of quantum theory to classical statistical theory in the process of decoherence.

6 Cooperation Paradox in Prisoner Dilemma Games

Let us briefly summarize the status of QDT with respect to its empirical sup-
port. First, the disjunction effect, studied in different forms in a variety of exper-
iments [45], has been analyzed in details in [18, 21], where we found that the em-
pirically determined absolute value of the aggregate attraction factor |q(πj )| was
found to coincide with the value 0.25 predicted by expression (22), within the typi-
cal statistical error of the order of 20 % characterizing these experiments. The same
agreement, between the QDT prediction for the absolute value of the attraction fac-
tors and empirical values, holds for experiments testing the conjunction fallacy. The
planning paradox has also found a natural explanation within QDT [17]. Moreover,
it has been shown [20] that QDT explains practically all typical paradoxes of clas-
sical decision making, arising when decisions are taken by separate individuals.
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In order to illustrate how QDT resolves classical paradoxes, let us consider a
typical paradox happening in decision making. In game theory, there is a series of
games, in which several subjects can choose either to cooperate with each other or
to defect. Such setups have the general name of prisoner dilemma games. The coop-
eration paradox consists in the real behavior of game participants who often incline
to cooperate despite the prescription of utility theory for defection. Below, we show
that this paradox is easily resolved within QDT, which gives correct quantitative
predictions.

The generic structure of the prisoner dilemma game is as follows. Two partici-
pants can either cooperate with each other or defect from cooperation. Let the coop-
eration action of one of them be denoted by C1 and the defection by D1. Similarly,
the cooperation of the second subject is denoted by C2 and the defection by D2.
Depending on their actions, the participants receive payoffs from the set

X = {x1, x2, x3, x4}, (24)

whose values are arranged according to the inequality

x3 > x1 > x4 > x2. (25)

There are four admissible cases: both participants cooperate (C1C2), one cooperates
and another defects (C1D2), the first defects but the second cooperates (D1C2), and
both defect (D1D2). The payoffs to each of them, depending on their actions, are
given according to the rule

[
C1C2 C1D2
D1C2 D1D2

]
→

[
x1x1 x2x3
x3x2 x4x4

]
. (26)

As is clear, the enumeration of the participants is arbitrary, so that it is possible to
analyze the actions of any of them.

Each subject has to decide what to do, to cooperate or to defect, when he/she is
not aware about the choice of the opponent. Then, for each of the participants, there
are two prospects, either to cooperate,

π1 = C1(C2 + D2), (27)

or to defect,

π2 = D1(C2 + D2). (28)

In the absence of any information on the action chosen by the opponent, the prob-
ability for each of these actions is 1/2 (non-informative prior). Assuming for sim-
plicity the linear utility as a utility function of the payoffs, the expected utility of
cooperation for the first subject is

U(π1) = 1

2
x1 + 1

2
x2, (29)

while the utility of defection is

U(π2) = 1

2
x3 + 1

2
x4. (30)
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The assumption of linear utility is not crucial, and can be removed by reinterpreting
the payoff set (24) as the utility set. Because of condition (25), the utility of defec-
tion is always larger than that of cooperation, U(π2) > U(π1). According to utility
theory, this means that all subjects have always to prefer defection.

However, numerous empirical studies demonstrate that an essential fraction of
participants choose to cooperate despite the prescription of utility theory. This con-
tradiction between reality and the theoretical prescription constitutes the coopera-
tion paradox [58, 59].

Considering the same game within the framework of QDT, we have the proba-
bilities of the two prospects,

p(π1) = f (π1) + q(π1), p(π2) = f (π2) + q(π2). (31)

The propensity to cooperation and the presumption of innocence propose that the at-
traction factor for cooperative prospect is larger than that for the defecting prospect,
that is, q(π1) > q(π2). In view of the alternation law (21) and quarter law (22), we
have

q(π1) = −q(π2) = 1

4
. (32)

Hence, we can estimate the considered prospects by the equations

p(π1) = f (π1) + 0.25, p(π2) = f (π2) − 0.25. (33)

From here, we see that, even if defection seems to be more useful than cooperation,
so that f (π2) > f (π1), the cooperative prospect can be preferred by some of the
participants.

To illustrate numerically how this paradox is resolved, let us take the data from
the experimental realization of the prisoner dilemma game by Tversky and Shafir
[45]. Subjects played a series of prisoner dilemma games, without feedback. Three
types of setups were used: (i) when the subjects knew that the opponent had de-
fected, (ii) when they knew that the opponent had cooperated, and (iii) when sub-
jects did not know whether their opponent had cooperated or defected. The rate of
cooperation was 3 % when subjects knew that the opponent had defected, and 16 %
when they knew that the opponent had cooperated. However, when subjects did not
know whether their opponent had cooperated or defected, the rate of cooperation
was 37 %.

Treating the utility factors as classical probabilities, we have

f (π1) = 1

2
f (C1|C2) + 1

2
f (C1|D2),

f (π2) = 1

2
f (D1|C2) + 1

2
f (D1|D2).

According to the Tversky-Shafir data,

f (C1|C2) = 0.16, f (C1|D2) = 0.03.

Hence,

f (π1) = 0.095, f (π2) = 0.905. (34)
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Then, for the prospect probabilities (33), we get

p(π1) = 0.345, p(π2) = 0.655. (35)

In this way, the fraction of subjects choosing cooperation is predicted to be about
35 %. This is in remarkable agreement with the empirical data of 37 % by Tversky
and Shafir. Actually, within the statistical accuracy of the experiment, the predicted
and empirical numbers are indistinguishable.

If we would follow the classical approach, the fraction of cooperators should be
not larger than 10 % (f (π1)), which is much smaller than the observed 37 %. But in
QDT, there are no paradoxes and its predictions are in quantitative agreement with
empirical observations.

7 Conclusion

We have presented the Quantum Decision Theory that we have developed since
2008, which is based on combining utility-like calculations with emotional influ-
ences in the representation of the decision making processes. We have emphasized
that decision making by humans is principally different from the direct calculations
by, even the most powerful, computers. This basic difference is in the duality of
the human decision-making procedure. The brain makes decisions by a parallel pro-
cessing of two different jobs: by consciously estimating the utility of the available
prospects and by subconsciously evaluating their attractiveness.

We have shown how the duality of the brain functioning can be adequately rep-
resented by the techniques of quantum theory. The process of decision making has
been described as mathematically similar to the procedure of quantum measure-
ment. The self-consistent mathematical theory of human decision making that we
have been developed contains no paradoxes typical of classical decision making. It
is important to stress that this theory is the first theory allowing for it quantitative
predictions taking into account behavioral biases.

We stress that the description of the functioning of the human brain by means of
quantum techniques does not require that the brain be a quantum object, but this ap-
proach serves as an appropriate mathematical tool for characterizing the conscious-
subconscious duality of the brain processes. This duality must be taken into account
when one attempts to create an artificial intelligence imitating the human brain. Such
an artificial intelligence has to be quantum in the sense explained above [60].
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From Neurons to Neutrinos—Modeling
the Whole Earth System

Robert Bishop

1 Introduction

This paper was written in conjunction with a talk given as part of a symposium held
in honor of Dr. Minoru Freund, friend of the author and highly respected scientist at
the NASA AMES Research Center, Mountain View, California.

Mino was indeed a global thinker and a Renaissance man—he was able to tackle
the physics of space as well as the horrendous complexity of his own brain tumor
and many levels of science in between. He understood that Modeling the Whole
Earth System is a challenge whose time has come. Mino knew that we now have the
tools for the job, and because of this he encouraged me to proceed with all speed.
The title of my talk and of this paper reflects his encouragement.

2 The Nature of the Challenge

To contemplate the Modeling the Whole Earth System challenge, one must first think
of its multidimensionality, simply because the many facets of the Earth itself—from
solid core, plastic mantle, brittle crust, shifting continents, deep oceans, and thin at-
mospheric skin, out to the remote but powerful influences of our Sun and Moon, and
further out still to the distant heavenly bodies within our Solar System—are all part
of a dynamic interplay. And our level of concern does not stop there, since incom-
ing cosmic rays and high-energy particles, which impact Earth’s upper atmosphere,
emanate from sources well beyond our Solar System.

For all such physical aspects of the cosmos, we are especially fortunate to live
at a time when massive amounts of data are being collected and collated on a daily
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basis—indeed; much of this effort is due to the extensive capabilities of NASA and
its global partners and programs.

This summer for instance, we witnessed the 40-year anniversary of the highly
successful Landsat program, the retirement of the Space Shuttle and its major con-
tributions to Earth observation, and NASA’s brilliant Curiosity rover landing on the
surface of Mars—each one of these occasions being testimony to the remarkable
technologies at hand.

Yet the most difficult aspect of the Modeling challenge lies right at our
doorstep—namely, a clear understanding of how the many varieties of life that
abound upon the planet integrate and impact on the underlying physics and chem-
istry of their rocky domain. Can we ever comprehend the full complexity of life and
its impact on the planet itself? Is it possible to mathematically abstract the essential
elements of biology? Are social systems within reach of our equations and models?
And is it possible to integrate and model the whole system—natural sciences and
socioeconomic sciences, interacting as one?

Such questions will certainly cause serious debate, yet discoveries in the 21st
Century will create many surprises, possibly resolving these puzzles, so we should
not be deterred from launching our mission and pursuing the very ambitious goal of
Modeling the Whole Earth System at this point in time.

3 The Blue Marble

Almost 40 years ago, on 7 December 1972 at 10:39 UTC from 45,000 kilometers
above Earth onboard Apollo 17, Dr. Harrison Schmitt, the only geologist to have
flown in space, took one of the most famous photographs of the space era. Dubbed
by NASA as the Blue Marble and shown in Fig. 1, this was not a digital picture, but
a picture taken on regular chemical film with a large format Hasselblad camera.

With Antarctica centered at the bottom of the frame surrounded by large scale
storms circling above the Southern Ocean, the view extends northwards to the
African land mass, Madagascar and the Arabian Peninsula—with the Indian and
Atlantic oceans on either side. Most likely this picture changed the worldview of hu-
man society at that time, for intuitively, we could finally understand that our planet
was fragile and something to be protected. It showed the Earth as an integrated and
borderless whole.

Yet in reality at ground level we have over 200 nation states dividing the world
politically, and in the sciences and humanities we have several hundred siloed and
stovepipe specializations that divide our thinking and belief system. The challenge
at hand calls for a significant re-integration of these matters.

In a practical sense however, we need the methods, tools and data that can move
us in this direction, along with a number of simple strategic insights. This paper
will attempt to bring together such items, pointing out how progress in such matters
over the last few decades has been stop and go. Given the string of disasters that has
beset the planet during the same period however, and fearing that more is to come,
we would be all well advised to shift our reintegration efforts into a higher gear.
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Fig. 1 The Blue
Marble—taken from
45,000 km on December 7,
1972 at 10:39
UTC—courtesy NASA

4 Vast Pools of Data Are Now at Our Fingertips!

Observation instruments located on Earth’s surface as well as in space are now gen-
erating petabytes of data per day, and by mid century will be generating exabytes
per day, possibly zettabytes and ultimately yottabytes of data per day.1 This is in-
deed big data and it is progressively delivered in rich, streaming, high-resolution
digital format, more than doubling in quantity each year. Furthermore, the efforts
and instruments of citizen scientists are providing an increasing percentage of this
data.

Socioeconomic data is headed along the same growth path—with personal
records and public services now having been transformed into digital format in most
all aspects of modern life: government, financial, legal, medical, educational, and es-
pecially in entertainment media such as film, TV, radio, social net-working, blogs
and ebooks—frequently with the aid of inexpensive digital video cameras.

The low cost and ubiquity of pdas, cellphones, iPads and laptops, together with
their cameras and service networks, has ensured that both natural sciences and so-
cioeconomic sciences can beneficially collect and process data at will. In addition,
using miniaturized sensors, many products and processes now embody local intelli-
gence, acting more autonomously than they could have in the past.

Except in rare cases, we can say our main problem is no longer the collection of
data sets, but how to move them, store them, harmonize and curate them, and then
ultimately federate them, so that others can access them, verifying before assimilat-
ing them into various computational models. Integrative computational models can
frequently clarify data sets whose sheer size would otherwise place them outside of
human ken.

1Petabytes are 1015 bytes, exabytes are 1018 bytes, zettabytes are 1021 bytes, and yottabytes are
1024 bytes.
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5 The Role of IT Power Tools

Dealing with this exaflood of data is the role of IT power tools—turning data into
information, information into theory, and hopefully, theory into knowledge and even
wisdom. These tools comprise a set of processes and procedures well known to sci-
entists today and progressively evaluated by the public at large, namely: data mining
and analytics, modeling and simulation, and interactive immersive visualization.

Depending on the complexity of the work at hand, such power tools can be
brought to bear on big data by means of high performance computing platforms,
cloud computing, grid computing or a network of regular desktop PCs. Truthfully,
it can be said that we’ll not fully understand any natural phenomenon, whether it
be physical or biological, until it can be computationally modeled, simulated and
visualized.

Nonetheless, our power tools and data sets have not served their ultimate purpose
until having helped us uncover the hidden and holistic insights which underpin this
dynamic planet of ours—insights that not only educate us, but insights that help us
protect the planet itself; insights that encourage society to grow in a harmonious
way; insights that preserve biodiversity and keep people safe.

One could clearly argue from the frequency of global disasters that we must
urgently make societies more resilient as well. Indeed, the making of global policy
will need serious enhancement if we are to govern the planet in a more coherent
and balanced manner. Evidence-based policies are needed to create an equitable
distribution of opportunity for all nations, and for all levels of society therein.

These are the higher-level goals that future policy making can help achieve—
bringing natural and socioeconomic sciences together and deploying the most ad-
vanced technologies, methods and processes available. Not a very easy task, but
achievable in the decades ahead if pursued steadfastly.

6 How Bad Can It Get?

The month of July 2012 was the hottest on US record wherein 40,000 heat records
were already established by mid-year. Additionally, in what became an unrelenting
heatwave, 63 % of lower 48 states were declared to be in drought, the worst to hit
the US since 1956.2

Other forms of extreme weather are also occurring across the USA weekly, in-
cluding wild-fires, floods, violent storms, derechos,3 tornadoes and hurricanes, all
of which wreak havoc when they strike—yet it is still unclear if these extreme events
can be attributed to global warming, or not.

2See BofA Merrill Lynch Global Research Report ‘Global Drought—Opportunities and Risks’.
3Derechos are long-lived straight-line windstorms associated with a fast band of thunderstorms.
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If one mixes human design mistakes with Nature’s fury however, then damage
can multiply exponentially—as happened in August 2005 when hurricane Katrina
hit the New Orleans levy system. It also happened with the Deepwater Horizon oil
spill of April-July 2010, with almost 5 million barrels from this spill devastating the
economy and coastline of southern US Gulf states.

As for circumstances outside of North America, things could hardly be worse—
numerous super-typhoons have hit the Philippines, Taiwan, China, Japan and Korea,
causing thousands of lives to be lost, as have extra-ordinary monsoonal floods in
India, Pakistan, Bangladesh, Myanmar, Thailand, Cambodia, Laos and Vietnam. In
2011, Australia witnessed a direct hit by Category 5 cyclone Yasi, and monsoonal
Queensland floods commencing in the previous year were of biblical proportions.

Perhaps what was previously called the storm of the century has become the
storm of the decade. Or perhaps we are simply witnessing multiple black swan
events that are coincidental in their occurrence?

In contrast to rain and storms, Russia experienced a devastating heatwave in 2010
similar to that of France in 2003—thousands died in both cases. And volcanic ash
clouds have closed down airspace in recent years, affecting all of Europe in one
instance, and Russia and Latin America at other times—causing thousands of flight
cancellations and millions of passenger rebookings in response.

Yet all of this pales in comparison to the devastating earthquakes that have oc-
curred around the planet during this last decade, often times causing large tsunamis.
For example, the December 2004 Banda Aceh M9.2 earthquake and tsunami tak-
ing over 200,000 lives; the May 2008 earthquake killing nearly 70,000 people in
Szechuan, China; the Haitian earthquake of January 2010 with thousands dead; and
the multiple earthquakes in Iran, Turkey, Italy, Chile and New Zealand, all with
heavy fatalities.

This brings us to Tohoku Japan, where in March 2011 multiple synchronous col-
lapse occurred—the cascading effect of risks transferred from one interconnected
area of society to another. No event illustrates this domino-like phenomenon more
than the Great East Japan Earthquake, the corresponding tsunami, shown in Fig. 2,
and the subsequent melt down of three nuclear reactors at the Fukushima Daiichi
plant.

In this event, nearly 400,000 homes were swept away, 19,850 people lost their
lives, several villages were evacuated because of contamination, regional food and
water supplies were rendered useless, the Tokyo Electric Power Company (TEPCO)
was nationalized, the Prime Minister of Japan was replaced, and nuclear safety stan-
dards around the world were forcibly upgraded. Furthermore, as a result of this dis-
aster, Germany and Switzerland decommitted from their nuclear power strategies,
and to make matters worse, a 2012 scientific report4 has since indicated that there
are presently 23 nuclear sites with a total of 74 nuclear reactors sitting in tsunami
vulnerable areas of the world today.

4Natural Hazards 63(2), 1273–1278, doi:10.1007/s11069-012-0162-0, September 2012.

http://dx.doi.org/10.1007/s11069-012-0162-0
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Fig. 2 Multiple synchronous collapse—the tsunami of March 2011 arriving at the shores of To-
hoku region, Japan

7 We Have Built a Brittle Social Fabric

From the combined impact of the quarterly profit demands of Wall Street, the min-
imal reserves of just-in-time manufacturing, and the stovepiping of knowledge and
operations into countless specialized departments of government, academia and in-
dustry, we have indeed built a complex and brittle modern society containing a vast
number of non-linear feedback loops. This should be seen as optimized complex-
ity—a society with low planned reserves and thin safety margins—where few peo-
ple can see the forest from the trees, and fewer still can detect the precursor signals
that are provided by circumstances before disaster strikes. The scale of the problem
at hand is exemplified in Fig. 3.

Black swan events are by definition a surprise and presuppose that there are
no precursor signals, which in fact is not the case. A society with deep cross-
connections within its knowledge base will see and read the right signals at the
right time. Re-integration is a solution to this conundrum—an answer to present day
problems of an advanced society with over specialization of its people, its knowl-
edge systems and its know-how. If we only knew what in fact we already know!

This is the main reason I believe that our planet has come very close to transgress-
ing a number of planetary boundaries—safe operational limits—whereby, beyond
those limits, runaway conditions apply, and irreversible dynamics take us into the
danger zone. We are not sharing what we know.
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Fig. 3 World map of natural catastrophes for January to June 2012—courtesy Munich Re

8 Planetary Boundaries

Through the work of the Stockholm Resilience Centre,5 nine boundary rails have
been defined and quantified, a number of which we are already in violation of. Per-
haps we can successfully retreat from such a precarious position, perhaps not.

The nine rails in contention pertain to atmospheric CO2, stratospheric ozone de-
pletion, aerosol loading of the atmosphere, global phosphorous and nitrogen cycles,
ocean acidification, freshwater usage, land use changes, biodiversity loss and chem-
ical pollution of the environment.

It is clear that if we violate too many of these boundaries simultaneously, there
becomes a high risk that the planet’s immune system will respond with its own form
of self-defense—a mass extinction event. Such an event appears to have happened
on Earth several times before in its remote past.

Figure 4 below graphically illustrates this scenario, whereas in Fig. 5a the mathe-
matics of one single variable lambda is shown, the net radiation damping coefficient,
as it swings the state of the planet from a safe equilibrium condition to runaway
global warming behavior.

Figure 5b illustrates how critical the current state of affairs has become, by com-
paring the estimated climate sensitivity parameter, as calculated by each of sev-
eral models. In the model labeled ‘Earth System’ whereby all identified feedback
loops are included in the calculation, should the concentration of CO2 parts per mil-
lion in the atmosphere reach a level of 560 ppm (double that at the beginning of

5Part of the Stockholm University: http://www.stockholmresilience.org/planetary-boundaries.

http://www.stockholmresilience.org/planetary-boundaries
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Fig. 4 Pictorial illustration of global warming exceeding critical threshold, or retreating to survival
pathway

the Industrial Revolution), then the model predicts that average global surface-level
temperatures will climb by 7.8 degrees Celsius, far above current expectations, and
above each of the other four models shown on the graph. Because this latter model
includes most of the known feedback loops operating within the Earth System to-
day (Fig. 6), it can be considered as more complete than the other four comparative
models shown. Reproduction of these charts is by permission of the author.6

9 The UN Call to Action

Over the years there have been many alerts issued by the United Nations and its
agencies for world leaders and nations to come together and agree upon new in-
dustrial, agricultural and social behavior aimed at capping the ever rising amount
of carbon dioxide in the atmosphere, if not diminishing it. Unfortunately, there has
also been intense debate during this period, firstly as to which countries are to blame,
and secondly as to the root cause of global warming—anthropogenic versus natural
variability. Although the scientific community has solidly implicated anthropogenic

6David Wasdell, Director of the Apollo-Gaia Project, London, UK. Full analysis is available at
http://www.apollo-gaia.org/Climate_Sensitivity.htm.

http://www.apollo-gaia.org/Climate_Sensitivity.htm
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Fig. 5a Thermodynamic radiation model where lambda = net radiation damping coefficient

Fig. 5b Climate Sensitivity showing change in degrees C if CO2 is doubled from 280 ppm to
560 ppm
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Fig. 6 Multiple non-linear
feedback loops in the total
Earth System—some
positive, some negative

factors as the root cause, this evidence-based opinion has yet to be embraced by the
body politic at large, and so nations continue to pour their GHG7 emissions into the
planet’s atmosphere at an alarming rate, and without remorse.

Thought leadership on these issues has been provided by the Intergovernmental
Panel on Climate Change (IPCC) established by the UN in 1988; the UN Frame-
work Convention on Climate Change (UNFCCC) established in 1992 with its Ky-
oto Protocol of 1997 and recent follow-up conference of the parties in Copenhagen,
Cancun and Durban; the UN Development Programme (UNDP) with its Millennium
Development Goals and Rio Earth Summits of 1982 and 2012; and the UN Inter-
national Strategy for Disaster Reduction (UNISDR) established in 1999 with its
Hyogo Framework Convention of 2005 and its goal of establishing a global culture
of disaster prevention.

Countless more erudite parties have also added their weight in calling for ac-
tion to prevent further global warming, including the World Climate Research
Programme (WCRP), the International Council of Science (ICSU), the Interna-
tional Human Dimensions Programme (IHDP), and the International Geosphere-
Biosphere Programme (IGBP), all of whom jointly sponsored a key conference with
the appropriate title ‘Planet under Pressure’ in London, March 2012.

In spite of this chorus of concern from such distinguished global bodies however,
very little progress has been made in slowing the rise of greenhouse gas emissions
and global warming so far, and therefore as the human population swells from 7 bil-
lion to some 10 billion by the end of the 21st Century, we can expect major trouble
ahead for life on planet Earth.

Nevertheless, it behooves us to continue these UN and national agency efforts—
raising the level of cacophony and gaining attention for the combined agenda of
climate change, global warming, sea level rise, mitigation, adaptation, disaster risk
reduction, sustainability, resilience and resource depletion—as such issues will be
of utmost importance in establishing a long-term acceptable quality of life for all.

7Green House Gas.
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In case we are unsuccessful in these efforts however, there is an emerging Plan B,
but it too threatens the planet in its own way. Plan B calls for humans to experiment
with geoengineering—taking risks to alter irradiance received at ground level from
the Sun for example, or changing the albedo of planetary landscapes and oceans.
These ideas are under investigation at several science centers around the globe, but
needless to say, all such concepts have possible unintended consequences, and it
is in predicting these long-term effects that our current knowledge and models are
insufficient.

Of course, ten thousand years of civilization and the insatiable demands for food,
water, clothing, housing, transportation and energy have already caused substantial
geoengineering of planet Earth by human society. Plan B calls for a continuation
of this process but in a much more accelerated manner. It is an additional reason
for society to hasten the build up of modeling and simulation skills, so as to fully
understand the what ifs of certain Plan B actions, should they require to be taken in
the years ahead.

10 Coupled Model Intercomparison Project (CMIP)

The US Department of Energy’s Program for Climate Model Diagnosis and Inter-
comparison (PCMDI), along with WCRP and IGBP, are coordinating Phase 5 of
this important project and aiming to compare the skill of 61 climate models being
submitted from 27 modeling centers around the world. Data will be held in a dis-
tributed archive led by the Earth System Grid Federation (ESGF), and results will
become part of the IPCC Assessment Report 5, due in late 2013.

CMIP5 promotes a standard set of model simulations in order to hindcast the
recent past; forecast the future climate at years 2035 and 2100, respectively, and
quantify key feedbacks involving clouds and the global carbon cycle. No doubt,
there will be considerable dispersion of results among the 61 climate models, and
so elaborate statistical methods will need to be deployed to arrive at a useful con-
clusion.

In addition, there is the open question of coupling climate models to the envi-
ronment itself and to society at large, including how to introduce feedback loops
that connect all three aspects of the whole Earth System. This is where Integrated
Assessment Modeling (IAM) becomes necessary.

IAM allows various social response scenarios to force climate model outputs—
introducing the possible mitigation and adaptation actions of society, or changes in
demographics, technology usage and future levels of economic activity. Such social
development pathways play an important role in determining the long-term behavior
of the entire Earth System, yet they have only played a very minor role in earlier
phases of CMIP analyses so far.
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Fig. 7 Thirty years of progressive model development showing incremental components being
accreted

11 Towards a Globally-Focused Earth System Simulator

We might ask then: can we ever fully integrate our models so as to view the Earth
System both globally and holistically? Or are our social, educational, governmen-
tal, national and international attitudes too specialized and inflexible to embrace the
whole? Can any one country or any one organization supply the full portfolio of
knowledge to do so, and can any one entity provide the underlying compute capac-
ity to achieve the right results? Is it even affordable in this era of national budget
constraints?

Mathematically, it is a very big challenge to link and couple models from dis-
parate fields—each deploying its own branch of algorithmic formulation, and hav-
ing different grid-point systems and time-stepping techniques. Yet within the reality
of Nature itself we find a smooth cross-linking of multiple domains, so we should
at least be confident that it can be done. Figure 7 shows the steady progress that
has been made over a 30-year period within the climate modeling community in
building comprehensive Earth System models. This is progress indeed, however,
the job will not be complete until we can fully couple weather, climate, environ-
ment and ecosystems with models of the entire biosphere, and couple this accretion
in turn with models of the Earth’s tectonic, crust, mantle and core. From there we
need to further integrate models of the Earth’s ionosphere and magnetosphere, and
in doing so ultimately embrace the interactions of the Earth System with incoming
space weather and the continuous stream of coronal mass ejections (CMEs) ema-
nating from our Sun. And let’s not forget the powerful gravitational effects of both
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the Sun and the Moon, which not only generate our ocean tides, but also dictate the
reproduction cycle of every living species on the planet.

Taking into account the enormous scope of this challenge, most logically it
should be pursued as an international effort, for example along the lines of CERN—
the European Organization for Nuclear Research—located astride the Franco-Swiss
border near Geneva. CERN has been in existence since 1954 and is financially
supported by 20 Member States. Other organizational bodies of a scientific na-
ture include the European Centre for Medium-Range Weather Forecasts in Read-
ing, UK (ECMWF), and the International Thermonuclear Experimental Reactor in
Cadarache, France (ITER).

In our case however, time is of the essence and there are very few government
funds available for immediate action on the scale of prior efforts. Nonetheless, we
can lay down the philosophical foundations for moving forward and outline the
appropriate set of guiding principles to follow:

– a not-for-profit, politically independent, agile, fast moving public-private-partner-
ship

– an organization with philanthropic funding support and fee-based consulting rev-
enue

– committed to open science, open data files, open source code & open access pub-
lishing

– strong scientific participation, socioeconomic reach, and policy guidance capabil-
ities

– networked worldwide into government organizations, non-government organiza-
tions, universities, research organizations, private industry and citizen science ac-
tivities.

In January 2010, a Swiss entity under the name of the ICES Foundation was es-
tablished with the above principles in mind—see Fig. 8. This entity is now preparing
to take on the challenge of Modeling the Whole Earth System, and is actively pur-
suing appropriate global scientific partnerships and philathropic funding. The ICES
Foundation will actively seek to partner with US entities: NASA, NOAA, LLNL,
PNNL, ORNL, NCAR, GFDL, IGES, USGS, and CALIT2, and with their counter-
parts in other countries. To enhance global efforts, the ICES Foundation will devote
25 % of its computing resources in assisting developing countries which have lim-
ited resources of their own, or no resources at all.

12 The Future of Computing Platforms

It is not the intention of the ICES Foundation to collect Earth Observations of its
own accord, but simply to access via established portals the data that has been col-
lected by others. GEO8 and GOSIC9 are two such portals. Likewise, it is not the

8GEO: Group on Earth Observations http://www.earthobservations.org/index.shtml.
9GOSIC: Global Observing Systems Information Center: http://gosic.org/.

http://www.earthobservations.org/index.shtml
http://gosic.org/
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Fig. 8 The ICES Montage
was created by Tony and
Bonnie DeVarco for the ICES
Foundation with use of
satellite imagery courtesy of
NASA’s Earth Observatory.
The inset diagram is a
simplified version of the Tree
of Life, showing common
names of the major groups.
This version of the tree is
based on the Tree of Life
appendix in Life: The Science
of Biology, 8th ed., by
D. Sadava, H.C. Heller,
G.H. Orians, W.K. Purves,
and D.M. Hillis (Sinauer
Associates and
W.H. Freeman, 2008). Other
insets include the Sun Dagger
and the Analemma. The
constellation Pleiades peeks
through in the background.
© ICES Foundation

intention of the ICES Foundation to rewrite any of the computing models that have
already been written, and which are available to the research community. Such mod-
els include CESM10 and the multiple models within IS-ENES.11 However, coupling
strategies within these models as well as adding more elements to the models is the
mission of ICES—and so is the integration of newly emerging scientific knowledge
into such models.

Because of the rapid transformation to massive parallelism in the architecture of
present day compute platforms however, many of the established computing codes
available today will not run well or efficiently, since they were written in the era of
single processor systems, or for a very low degree of parallelism. Re-writing these

10CSEM: Community Earth System Model http://www.cesm.ucar.edu/.
11IS-ENES: European Network for Earth System Modeling https://verc.enes.org/.

http://www.cesm.ucar.edu/
https://verc.enes.org/
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codes will entail great efforts and necessarily involve a choice of new program-
ming languages and software engineering methods. So the all-up combination of
model coupling, new scientific knowledge integration, code rewriting with new pro-
gramming languages and the use of new software engineering methods, will indeed
demand immense talent and expertise.

Even the choice of machine architecture is not a simple matter, for today there
is a plethora of road-maps to choose from, beginning with commodity clusters of
simple PC-like equipment, all the way up to massively parallel systems with mil-
lions of processor cores tied to specialized high-bandwidth low-latency intercon-
nection fabrics. It is also possible to mix accelerator cores with regular processor
cores within a single system, e.g. CPU-GPU,12 for the purpose of optimizing per-
formance, and for lowering system energy requirements. Ultra high-end systems are
normally benchmarked against each other to determine their performance rankings
and desirability—as is done in the TOP500 Supercomputing Sites, Green500, Graph
500, and the HPC Challenge Benchmark.

Looking forward to the years ahead however, we can expect that Moore’s Law
will deliver top performing machines of exaflop level capability, all having many
petabytes of solid state memory.

Unfortunately, these machines will also require megawatts of power to run and
therefore be limited as to which organizations can afford them. Herein lays the bene-
fit of Cloud Computing, a new form of time-sharing that allows expensive machines
and storage costs to be charged out among many users.

On the other hand, the work load of an Earth System Simulator with its job of
assimilating all available Earth Observation data and staying abreast of the dynamic
changes of the many systems of our planet is likely to overwhelm even the most
powerful of high-end machines available by the end of this decade, so a network
of machines will most likely be needed, or more accurately, a hierarchy of machine
types.

Over the horizon however, changes are on the way as follows: normal bit-
reproducible computing will be enhanced by probabilistic designs wherein statis-
tical calculations are enabled from random electronic noise within the processors
themselves, instead of the software level. Quantum computing will become fea-
sible in which millions of state conditions can be computed simultaneously. Sys-
tem designs will take on more brain-like neuromorphic architecture and thereby
develop higher integration capabilities. Indeed, adopting these technologies and
others, sooner rather than later, we will well be on the way towards a stochastic,
multi-exaflop, interactive, immersive 4D Earth System Simulator—which is the key
ingredient to Modeling the Whole Earth System.

12CPU-GPU: Central Processing Unit-Graphic Processing Unit.
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Abstract As a consequence of the enormous human and financial costs associated
with major earthquakes, a means of providing short-term earthquake forecasting or
warning has long been sought. To date, seismic investigations have failed to yield a
reliable method of predicting the time, location, and magnitude of impeding events.
However, a growing body of evidence suggests that there may be other precursor
signatures, including particularly atmospheric effects, which can be utilised to pro-
vide some degree of foreknowledge.

This paper reviews the current evidence for the existence of such precursor ef-
fects; attempts to evaluate their suitability for providing appropriate warnings; and
then proposes a microsatellite constellation concept which could be used as part of
an operational system to detect them.

1 Earthquake Risk

Of all natural hazards, earthquakes are perhaps the most devastating from a human
perspective. Over the course of the 20th century it has been estimated that earth-
quakes caused on average more than 20,000 deaths per year. Since one third of the
world’s population lives in regions considered to be at risk, it is perhaps unsurprising
that the damage to infrastructure, even from single earthquakes, has been estimated
at hundreds of billions of dollars.

On their own, such figures would appear to justify investment in a forecasting
system, but they may well be significant underestimates of the actual risks on a
longer timescale. Regions that are subject to frequent earthquake events generally
have building regulations that seek to minimise the impact on infrastructure when
the tremors strike. These regions also tend to have emergency procedures that help
to mitigate the post-event trauma.

But these are generally regions on natural boundaries between tectonic plates
where the earthquake risk is well-understood. Potentially more dangerous are the
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inter-crustal earthquakes that affect locations well away from plate boundaries on a
far less frequent basis. Examples of this class of event are the magnitude 7+ earth-
quakes that have rocked mainland China over centuries and the series of magnitude
8 earthquakes that affected the New Madrid region in the US in 1811/1812. The
New Madrid earthquakes were powerful enough to change the course of the Missis-
sippi river, a fact which demonstrates the significance of the effects which can be
generated.

2 Earthquake Precursors

A number of precursor mechanisms have been suggested that may be diagnostic of
a forthcoming earthquake event. These include:

• Emission of radiation in the ultralow frequency region of the electromagnetic
spectrum

• Emission of broadband low frequency radio waves
• Emission of radiation in the thermal infra-red region of the electromagnetic spec-

trum
• Ionization of the air at the ground-to-air interface
• Bursts of light out of the ground known as earthquake lights
• Emission of radon gas from the surface of the Earth
• Changes to the total electron content of the ionosphere

Though there is, as yet, no general consensus in the scientific community on the
physical processes that are involved in generating these diverse pre-earthquake phe-
nomena, help has come over the course of recent years from a somewhat unexpected
direction: from solid state physics.

While Minoru Freund was working in the mid-1980s at the ETH Zürich on his
Ph.D. thesis dedicated to organic superconductors, Alex K. Müller and G.J. Bed-
norz of IBM Rüschlikon near Zürich published their paper of the high Tc copper
oxide-based superconductors, for which they would receive within a year the Nobel
Prize in physics. Alex Müller was Adjunct Professor at the ETH Physics department
and Mino worked with him, trying to gain a deeper understanding of the electronic
states associated with the oxygen atoms that seemed to be crucially important for
the electrical conductivity behaviour of superconducting ceramic oxides. However,
subsequently Mino’s work took off in another direction, namely to address the fun-
damental question why, upon heating, the electrical conductivity of magnesium ox-
ide, a model insulator, would increase by many orders of magnitude in a distinctly
stepwise fashion. This led to a fruitful collaboration between Mino and his father
Friedemann Freund and to insight about the nature of electronic defects that are
associated with the oxygen anions in oxide materials.

Soon this work led to the recognition that the same type of electronic defects are
also present in silicate minerals and by the mid- to late 1990s it become clear that
the same electronic charge carriers can be activated by stress applied to rocks. Since
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the rocks in question make up the bulk of the Earth’s crust in the seismogenic zone
at the depth of about 5–35 km depth, this insight marked the beginning of a new era
of studying stress-activated electrical processes in rocks and their role in producing
pre-earthquake signals.

In order to provide a reliable earthquake forecasting service it is clearly necessary
to identify the precursors which are associated with most, possibly all, earthquake
events. If they occur sufficiently in advance of the actual event, they provide a useful
warning period. A good warning service would also provide an estimate as accurate
as possible of both the time of the earthquake and of its magnitude.

2.1 Infra-Red Radiation

There is increasing evidence from satellite measurements of infra-red radiation in
association with earthquakes. One example is shown in Fig. 1, which shows data
based on satellite measurements made by the AVHRR instrument on one of NOAA’s
polar orbiting meteorological satellites.

Fig. 1 Satellite detection of presumed pre-earthquake thermal infrared anomalies in India (after
Saraf et al. [5]): Land Surface Temperature (LST) maps of Gujarat region for the time period 21
Jan. to 29 Jan. during a “normal” year (2003) and during 2001, when the magnitude 7.6 earthquake
occurred. Maximum of the thermal infrared (TIR) anomaly was Jan. 23, 2001
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The effects were at a measurable level 12 days before the earthquake event itself,
suggesting that such satellite-based IR measurements may be of some utility for
earthquake forecasting. Apparent changes of between 2 and 10 K have been claimed.

There are differing hypotheses concerning the origin of the IR signature illus-
trated here. Freund et al. [3] have experimentally demonstrated a spectroscopically
distinct narrow band emission related to the de-excitation of excited species close
to the Earth’s surface. Other authors prefer a more classical interpretation based on
the emanation of gases from the ground and/or moisture condensation in the atmo-
sphere leading to the release of latent heat. Tronin [6] suggests that thermal effects
may be measurable for earthquakes of magnitude 5 and greater. However, there is,
as yet, insufficient data to confirm whether these effects are real and will occur in
association with all rock and surface soil types.

At present it is also uncertain whether such measurements can be made reliably
in regions with significant meteorological activity which could impose a “noise”
signature onto the data. It is also apparent from Fig. 1 and other results published in
the literature that the IR signature is spatially extended and that the peak of the IR
intensity does not necessarily coincide with the epicenter of the subsequent earth-
quake. As a result, it is unlikely that, taken in isolation, IR intensity measurements,
i.e. radiative temperature measurements would be able to provide a good indication
of the location of a forthcoming earthquake. If and when spectroscopically resolved
IR measurements from satellite altitudes become available, IR signatures charac-
teristic of the stress build-up in the Earth’s crust might provide a better diagnostic
tool.

2.2 Changes in the Properties of the Ionosphere

Changes in the ionosphere, arising from ionisation effects at lower altitudes, are
considered to offer more potential for earthquake forecasting. A number of papers
have reported tomographic measurements of the total electron content in the lower
layers of the ionosphere, which appear to demonstrate correlation with subsequent
earthquake events. The majority of the measurements that have been made to date
involve either the observation of L-band navigation signals passing through the up-
per regions of the atmosphere from a GPS satellite in a medium earth orbit (MEO)
at around 20,000 km altitude to a mission in low Earth orbit, (LEO) at less than
1,000 km altitude. Estimates of the total electron content derived from variations
in the signal propagation suggest that signatures lasting a week or more may be
produced in the lead-up to an earthquake event.

These measurements are potentially complicated by a number of factors. Solar
storms can also generate variations in the total electron content lasting a number of
days, although such variations are likely to be distributed over a larger region than
any effects associated with an impending earthquake.

Figure 2 shows the time series of the GPS-derived total electron content variabil-
ity observed from Feb 23 to March 16, 2011 close to the epicentre of the Tohoku
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Fig. 2 Total electron content variability and geomagnetic disturbance storm time observed close
to the epicentre of the Tohoku magnitude-9 earthquake

magnitude-9 earthquake. The lower panel shows the geomagnetic disturbance storm
time (Dst) data provided by the geomagnetism World Data Centre (WDC) in Kyoto,
Japan for the same period.

It could, of course, be sheer happenstance that an earthquake event coincides with
the peak of the solar-induced geomagnetic disturbance, but there is a possibility that
stress-activated charges within the rocks in the Earth crust, which have been hy-
pothesised by Freund et al. [2], would couple to the geomagnetic field disturbances,
creating a Lorentz force that might line up with tectonic stress vectors and trigger
an earthquake event. The issue here is that geomagnetic storm-induced disturbances
are of a comparable magnitude and duration as the precursor events, complicating
the recognition task.

The sun drives a diurnal cycle in the highest levels of the Earth atmosphere, which
affect measurements made by ionospheric monitoring systems. Some layers in the
ionosphere persist through 24 hours, whereas others are present only during the
daytime, as illustrated in Fig. 3, and there is also a seasonal periodicity associated
with these measurements.

A further complicating factor is that much shorter duration effects may be created
in the atmosphere by electromagnetic discharges associated with thunderstorms,
such as sprites, elves and jets. In this instance, it may be somewhat easier to differ-
entiate effects caused by sprites, due to their characteristically short durations and
distinct polarization, especially if multiple observations can be made. It should be
remembered, however, that sprites are particularly associated with the intense thun-
derstorms created by the thermal convection processes in the atmosphere, which
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Fig. 3 The time-variant
layers in the ionosphere

also lead to daily convection rainfall events in the late afternoon local time. Any
monitoring system must take into account these additional sources of diurnal vari-
ability.

Occasional scintillation in the atmosphere is a factor that may limit the effective-
ness of this measurement technique over certain regions of the globe. Some of these
scintillations occur at high latitudes, near the poles, and are thought to be driven by
variations in the radiation belts caused by solar activity. Since relatively few peo-
ple live in the polar regions, this is not a major source of concern. Potentially more
inconvenient is the ionospheric scintillation, which is sometimes seen over low lat-
itude regions of Africa close to sunset. It has been noted that the peak of the sprite
activity occurs in the late afternoon over similar geographic locations, and it may be
that there is a correlation between these two effects.

It is concluded, despite these complicating factors, that sufficient evidence now
exists for variations in the total electron content in the ionosphere associated with
earthquakes to incorporate measurements of this particular parameter as part of the
monitoring system.

2.3 Earthquake Lights

Luminous emissions known as earthquake lights have been documented photo-
graphically in association with some earthquakes. A more detailed discussion of this
phenomenon is available elsewhere in this volume (Chapter by Jorge Heraud), but
the mechanism which creates these effects is only partially understood at present.
What does appear to be true, however, is that luminous effects are observed shortly
before earthquake events, and that the lights are seen largely in association with
igneous rocks. It is concluded that these two facts make earthquake lights an unsuit-
able precursor mechanism for a reliable warning network.

2.4 Low Frequency Radio Waves

The limitations associated with earthquake lights would also appear to apply to the
low frequency RF emissions that have been detected in association with some earth-
quakes. These signals have been collected by both ground-based sensors and the
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Fig. 4 Un-cooled bolometric
sensor

French satellite Demeter [1, 4], but only in the hours immediately before the earth-
quake event. As a mechanism, which can provide a “red alert” capability, this ob-
servable may have some utility, but it is not considered to have significant promise
as an “amber alert” warning system.

3 Sensors

Based on the above analysis, the most promising techniques for providing earth-
quake warning appear to be monitoring systems which can detect the IR emissions
and the total electron content variations in the ionosphere. This section describes the
possible sensors required on a space based monitoring network.

3.1 IR Sensors

Historically, IR sensors operating in the thermal infra-red have often required com-
plex cooling systems, but recent developments in un-cooled bolometric sensors have
the potential to create an effective monitoring instrument.

An individual sensor could be as illustrated in Fig. 4.
The potential performance parameters for the bolometric detector on which this

sensor concept is based are listed in Table 1.
When incorporated in a sensor with a unit length of approximately 14 cm, and a

mass of 2 kg, this detector would deliver the following performance:

• Noise equivalent temperature difference (NETD) for a 300 K ground scene =
0.4 K

• Ground Sample Distance = 300 m
• Coverage Swath = 100 km

The effective swath of such an individual instrument from low Earth orbit is clearly
too narrow to provide an effective monitoring system. Hence, as with existing disas-
ter monitoring satellites in the DMC network, a multiple aperture sensor system is
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Table 1 Bolometric infrared detectors

Detector Array Parameter Value

Model Name UL 01 01 1

Manufacturer ULIS (Grenoble, France)

Detector Type Microbolometer Detector Array

Detector Material Resistive Amorphous Silicon

TCR of detector material 2.5 % K−1

Design Waveband 8–14 µm

Pixel Count 240 × 320

Pixel Pitch 45 µm × 45 µm

Fill Factor >80 %

Sensitive area 11.4 mm × 10.8 mm

Responsivity (mV/K) 4 mV K−1

Peak Responsivity (W/K) 7 × 106 V W−1

NETD @ 300 K w/ f/1 optics <120 mK

Thermal time constant 4 ms (−3 dB cut-off)

Frame Rate 50–60 Hz (5.5 MHz clock)

Rms noise 480 µV

Dynamic Range 60 K (−10 ◦C to +50 ◦C)

Power Consumption <200 mW

Weight <50 g

Cost €10,000

envisaged. In this instance, six similar apertures mounted so as to provide contigu-
ous swaths on the surface of the Earth would provide an effective coverage swath
approaching 600 km.

3.2 RF Sensors

Monitoring of the changes to the ionosphere may be achieved by the use of GNSS
receivers on a satellite in low Earth orbit (also see Chapter by Kunitsyn et al.). From
the perspective of a satellite in LEO, at an altitude of a few hundred kilometres,
the satellites in the global navigation constellations (GPS, GLONASS, Galileo, and
Beidou) appear to rise and set. By monitoring the propagation of these navigation
signals through the upper layers of the atmosphere, tomographic measurements of
the total electron content can be obtained. Single-frequency demonstrations of this
technique have been performed previously using an array of four GPS antennas
mounted on the rear of the Topsat satellite mission (Fig. 5).

In the case of the TopSat mission, only one GPS frequency was monitored. Whilst
this allows measurements of received signal strength to be made, an accurate eval-
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Fig. 5 Topsat GPS receiver
and antennas

Fig. 6 Small satellite
magnetometer

uation of the total electron content versus altitude is not possible. The receiver en-
visaged for nanosatellites, called MinoSats in appreciation to the contributions by
Minoru Freund to this emerging field, will simultaneously monitor two GPS fre-
quencies (L1 and L2C), allowing the ambiguities to be resolved. A dual-band re-
ceiver system will be flown on the TechDemoSat-1 satellite in 2014, and the mass
of this unit is approximately 1 kg.

3.3 Magnetic Sensors

It has been suggested that measurements of magnetic field variability may also assist
in the determination of variations in the ionosphere. Suitable devices are routinely
incorporated in small satellites as part of the baseline platform design (since they
are required to support the operation of the magnetorquer devices, which form part
of the AOCS design).

The instrument shown in Fig. 6 has the dimensions 99 × 35 × 52 mm and a
measurement sensitivity of ±10 nT. It weighs just 140 g.

Correlation of the measurements from this device with the other sensors may
provide additional confirmation of changes associated with impending earthquake
activity.
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Fig. 7 Satellite design concept, shown in deployed flight configuration and in “stacked” configu-
ration for launch

4 Satellite Design

The envisaged satellite design that would incorporate the sensors described above is
illustrated in Fig. 7.

The total mass of this satellite is approximately 50 kg, with a potential payload
mass of up to 20 kg. An initial assessment of the total six-aperture IR imager payload
is 12 kg. The tomographic RF monitoring system would ideally be equipped with
at least four antennas, and is expected to contribute a further one kilogramme to the
total payload mass. Redundant magnetometer devices of the type described above
would be incorporated into the design as part of the 30 kg platform mass.

In order to provide the necessary coverage, it is important that the satellites have
a duty cycle that allows them to collect data whenever they are over the land surface
of the globe. The power subsystem is the most obvious limitation on the duty cycle,
and the platform illustrated here can provide an orbit average power in excess of
20 W. The power required by each of the IR sensors is 2 W (for a total of 12 W).
The GPS receiver needs a total of 4 W. A preliminary power budget would thus
appear to indicate an adequate margin to allow the necessary periods of operation.

Further potential limitations on the duty cycle are the memory available on the
satellite and the downlink data rate. Increasingly, terrestrial technology develop-
ments are making these requirements easier to accommodate. The baseline memory
capacity of the platform shown here is 128 Gbyte, and the data downlink rate can
be in excess of 100 MB/s if required.

5 Monitoring System

Clearly in order to derive warning information from both the IR and RF sensors, a
change-detection processing approach is required. Measurements made at one epoch
need to be compared with recent, similar measurements made during ambient con-
ditions. This requirement becomes a driver for the system design, since it is clearly
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Fig. 8 Contiguous coverage swaths from 5 operational satellites

essential to have rapid repeat measurements, not only to provide confidence that any
possible earthquake precursors will be observed, (ideally more than once), but also
to ensure that the false alarm rate is not increased by virtue of having inappropriate
previous measurements with which to compare the current observations. Seasonal
variations in both the thermal environment and the ionospheric conditions are to be
expected, and these must be accounted for by the change detection process.

It will be noted that measurements made by the RF tomographic technique sam-
ple the atmosphere at locations which are physically displaced from the nadir-
pointing measurements made by the IR sensors. Since the precursor signatures that
the system is seeking to measure are thought to originate up to a week in advance of
the earthquake event, and to persist up to the time of the earthquake itself, it should
be possible to make reasonably reliable predictions based on temporally separated
measurements. Ideally though, there should be as close a temporal correlation as
possible between the IR and RF measurements.

One possible means of achieving this temporal correlation over regions equipped
with suitable receivers could be to incorporate an active beacon payload on the satel-
lite, operating at VHF and UHF frequencies. This approach involves measuring the
properties of the ionosphere by comparing its effects on the propagation of signals
from the satellite to the Earth’s surface. The feasibility of including an active pay-
load of this sort on the satellite described here would critically depend on the power
consumption and, hence, the length of time that the transmitters were required to
operate.

The solution proposed here is a constellation of 5 operational satellites and an
on-orbit spare in a common orbital plane, each of which would notionally provide
coverage of a 600 km wide swath on the surface of the Earth as the planet rotates
under the orbit plane. The coverage swath pattern that might be expected from a
constellation in a high inclination orbit (at an altitude of approximately 700 km, and
at an inclination of 60 degrees, or greater) is illustrated in Fig. 8.
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A constellation of this size will be capable of providing at least two imaging
coverage opportunities per day: one occurring on the ascending passes and a second
on the descending passes.

The total mass of the satellites that would be required to populate this single-
plane constellation is 300 kg. The nature of the design illustrated in Fig. 7 would
allow these satellites to be accommodated on a single dedicated launch vehicle.

It is axiomatic that in order to provide adequate warning of a potential earth-
quake, the data would need to be delivered to the ground for processing in a timely
fashion. A network of four ground stations, spaced at roughly equal separations in
longitude would suffice to achieve a mean data delivery time of approximately three
hours.

An alternative orbital configuration would be to utilise a lower inclination orbit
at approximately 50 degrees inclination to the equator. The satellites would then not
provide coverage of the polar regions, and would be constrained to operate over the
regions of the globe where people are actually at risk from earthquake events. As a
result of the increased proportion of time spent over populated areas, the timeliness
of the system would be improved relative to the polar configuration.

6 Conclusions

The understanding of earthquake precursor signals has advanced to the point where
it is reasonable to consider that satellites equipped with IR and RF monitoring sen-
sors could offer the capability to provide “amber alert” warnings up to a week in
advance of the event. A constellation of five operational satellites would provide
coverage of the populated regions of the globe which are at risk, including those
area potentially subject to intercrustal earthquakes.
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Mino had a wondrously wide range of interests and projects. We would like to ad-
dress three areas that will carry into the future some of Mino’s dreams, his concept
of swarms of satellites flying in formation, observing the dark un-observed domain
of the past universe and the testing of General Relativity involved in the fundamen-
tal inconsistency of General Relativity and Quantum Mechanics—the ultimate in
the connection of the macro to the micro scales of the physical universe.

1 Formation Flying (FF) and the RHP R-Sensor

Mino addressed a variety of programs involved with multiple satellites, either flying
in a fixed formation and/or in a swarm. We will discuss the R-Sensor, an instrument
for maintaining such a formation.

1.1 RHP R-Sensor

Radio-Hydro Physics LLC (RHP) has developed a unique instrument that can be
used to measure the range (or distance) and the range/rate between the instrument
and other locations that are marked with a Cube Corner Reflector (CCR). In par-
ticular, this instrument, as seen in Fig. 1, can be used to determine the range and
range rate between two satellites. A laboratory model of the “R-Sensor”, as seen
in Fig. 2, has been built to demonstrate the capability of this technology. In a field
demonstration, the R-Sensor has shown a precision in measuring the range of 20 pi-
cometer (r.m.s.). This precision was obtained with one second integration. For the
range/rate, in one second, one obtains 40 picometers/sec. The current effort is ad-
dressing the development of a design for flight implementation.

1.2 Formation Flying about the Moon

One of the objectives of this technology is to support formation flying, that is, mis-
sions in which multiple satellites fly in a fixed spatial configuration. An example
of such a mission was NASA’s Gravity Recovery and Interior Laboratory (GRAIL)
mission [50]. The primary objective of the GRAIL mission was the high accuracy
mapping of the gravity field of the moon. In turn, this map provides a view into
the crust and upper mantle of the moon. The GRAIL mission operated by measur-
ing the distance between two sub-satellites flying in “train” formation, and using a
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Fig. 1 Layout of the RHP R-Sensor, proposed for measurement of inter-satellite range and range
rate control of satellite formation or cluster flying

Fig. 2 Operational
Implementation of the RHP
R-Sensor. This has been used
to evaluate the measurement
accuracy of the R-Sensor

Fig. 3 Artist’s conception of
the GRAIL mission, showing
the measurement link with a
thin red line and the
communication links with a
thick green line
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Fig. 4 The gravity map
obtained by the GRAIL
mission, revealing the various
density features beneath the
surface

microwave link to measure the distance between the two sub-satellites with an accu-
racy of about one micron (Fig. 3). By measuring and then analyzing the differential
motion of the two satellites, one can determine the local gravity field.

GRAIL detected impact basins, mascons, craters of various sizes, mountains,
crater central peaks, and volcanic structures. GRAIL was sensitive to the density,
density variations, and thickness of the crust [43] (Fig. 4). It found subsurface struc-
tures that appear to be ancient dikes [2]. Spacecraft with low non-gravitational ac-
celerations using optical range and range/rate rather than microwave, as in the R-
Sensor, could improve this technique by several orders of magnitude.

By making a detailed comparison of the GRAIL gravity field and the altimetry
that has been obtained from Lunar Reconnaissance Orbiter (LRO) [40] it is found
that at small scales most of the gravity field variation is due to topography [50].
The remaining field at large and small scales results from sub-surface density and
structure variations. For example, the volcanic complexes such as domes are being
detected [23].

1.3 Future for Precision FF

The role of the next generation of precision formation flying will now be addressed.
The simplest are the next generation GRAIL and GRACE missions. The latter is
essentially the same as GRAIL, except that it is investigating the gravity field of the
earth rather than the moon. Further downstream, satellite formations may be used
for radio and optical interferometry for astrophysics. The control of such formations
is more challenging, since one cannot rely on a pair of satellite flying “in train”
as in the case of GRAIL. More accurate Interferometric Synthetic Aperture Radar
(InSAR) systems would address the ground motion that in turn addresses volcanic
inflation and earthquake stress analysis. However, the control of such an expanded
constellation, of the type that has been studied for the US Naval Observatory, allows
such interferometry to be performed throughout the orbit.
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Fig. 5 Schematic of the evolution of the Universe, showing the formation of Cosmic Microwave
Background (CMB) on the left, the essentially neutral Dark Ages before any stars, the formation of
the first stars, the overlap of their ionized regions leading to the re-ionization of the Universe, and
the essentially ionized, highly structured modern Universe on the right. The large bubbles illustrate
the “Stromgren spheres”—large regions that are ionized by the extreme ultraviolet radiation from
the young early stars

1.4 Role of R-Sensor for Precision FF

In the case of more complex formations, that is, formations in which satellites are
not all flying in a “train” that follows the same orbit, there is a much greater issue.
We have investigated such a case and compared it with the “nominal” procedure of
using differential GPS to prevent the loss of the operational configuration and pos-
sible collisions. In this case, the operation with the R-Sensor reduced the required
delta V for configuration maintenance by a factor of ten. This means that the re-
quired rate of use of the station-keeping fuel is reduced by a factor of ten and in
turn the lifetime of the component of the formation is increased by a factor of ten,
resulting in a great reduction in cost of maintaining the formation.

2 Cosmology of the Early Universe

Next we would like to briefly address another of Mino’s interests—Cosmology and
the investigation of some of the unknown domains in the history of the universe.

The “Lunar University Network for Astrophysics Research” or LUNAR consists
of various University and Research Centers that are funded by the NASA Lunar
Science Institute, a “Virtual” Institute at located at the Ames Research Center [7].
Our team is led by Jack Burns of the University of Colorado. Our LUNAR team
has three foci, the Cosmic Dark Ages, tests of General Relativity and Heliophysics.
Although I shall concentrate on our work in testing General Relativity with Lunar
Laser Ranging, let us first briefly describe the Dark Ages project.

The science objective of the Cosmology key project within LUNAR is the so-
called “Dark Ages”, that is, the time after the Cosmic Microwave Background (red-
shift of 17) until the deepest domain that can be reached by the Hubble and Webb
space telescopes (redshift of ∼10). Figure 5, using a logarithmic time scale shows
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Fig. 6 Illustration of the various major content of the current Universe. This illustrates the impor-
tance of the Dark Ages and the understanding the relation between General Relativity vs. Quantum
Mechanics

the Big Bang on the left, followed by the Dark Ages where the first stars are formed,
the first proto-galaxies are formed and the first black holes are formed [21]. Cur-
rently, our knowledge of these events is only via theoretical models [32]. The roles
of Dark Matter and Dark Energy in the formation of our current Universe are purely
hypothetical. The region is denoted “Dark” both because of our lack of knowledge
and because there is no light emitted from much of the region that reaches us for
analysis [25]. The investigation of what happened in this region is particularly im-
portant with respect to understanding the role of Dark Matter, which with Dark
Energy comprises almost all of the content of the Universe as indicated in Fig. 6.

How do we probe this region, where there is either no light that can escape or
too faint light for any current telescopes? It is a region filled with atomic hydrogen,
and atomic hydrogen emits and absorbs the spin-flip transition at 21 cm or 1.4 GHz.
Thus we could determine temperatures and temperature distributions by observing
the 21 cm radiation. But this radiation is red shifted down to the tens of megahertz
where the radio interference from earth is horrendous. The only place in the solar
system that is sufficiently quiet to investigate these dark ages is the far side of the
moon.

Both a near term and a long term approach are under investigation. The near term
is a Discovery mission—DARE. This consists of a lunar orbiter with a spectrometer
(Fig. 7) that observes the all-sky radiation when the lunar orbiting satellite is over the
far side of the moon [5, 6]. This proposal, generated by Jack Burns of the University
of Colorado and his team at the Ames Research Center, did not make the cut on the
recent competition, but appears to be very probable for the next go-around. The long
term solution is an array of interferometers on the far side. One approach is to put
metal coatings on a Mylar-like material to make the antennas and robotically spread
this out on the lunar surface (Fig. 8). This will allow evaluation of the spatial power
spectra of the red-shifted 21 cm radiation, which will address the evolving structure
of the ionization in this region.
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Fig. 7 Artist’s conception of
the DARE satellite

Fig. 8 Artist’s conception of
the microwave antennas on
the far side of the moon

As discussed, it is extremely difficult to observe this radiation on earth, both due
to the ionosphere blocking the lower frequencies and radio interference for earth
bound transmitters. Thus large radio antennas on the far side of the moon look ex-
tremely interesting [7]. There is a negligible ionosphere on the moon, and on the far
side of the moon the emissions from earth’s radio transmitters, TV stations, orbiting
satellite emissions, etc. are blocked by the body of the moon. Such an observatory
would address such questions as: What is Dark Energy and how does it evolve in
time? Were there “exotic” heating mechanisms, such as Dark Matter decay, that
occurred before the first stars formed? And how did matter assemble into the first
galaxies, stars, and black holes?

3 Lunar Laser Ranging: Relativity and Gravity

Now I wish to address an area that is a little closer to my heart, that is, Lunar Laser
Ranging, past, present and future. In particular, we want to discuss our “Next Gen-
eration” approach to understanding Gravity and Relativity [44, 46]. As mentioned
earlier, this is currently supported as a key project of LUNAR headquartered at the
University of Colorado and supported by the NASA Lunar Science Institute at Ames
Research Center [31]. The research on the Next Generation Retroreflector was pre-
viously supported by a contract at the University of Maryland, College Park in the
NASA Lunar Science Sortie Opportunities (LSSO) program.
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But first a little background:
Why should we care about new measurements of gravity? For the past five

centuries Gravity has been the central feature in our understanding of the exter-
nal universe in what is now called astrophysics. Tyco Brahe, Kepler, Newton and
Einstein—all these great minds have described and analyzed both observations and
theory describing gravity. Therefore, we should now know all about it—Right?

Wrong—Today as we look out to the universe, the matter known to Newton and
Einstein makes up less than 1 % of the universe. Dark Matter and Dark Energy
dominate as illustrated in Fig. 6 and we have yet to understand them. Even worse,
in the last century Quantum Mechanics has accurately explained the phenomena of
the small and has been tested with phenomenal accuracy. And yet we know that
Einstein’s General Relativity and Quantum Mechanics cannot both be correct. So
we must keep pushing on more tests of General Relativity, testing to the limit of
available technology.

3.1 Brief History of Lunar Laser Ranging

Back in days of the Apollo Missions, a group of us, initially centered under Robert
Dicke at Princeton University and then led by the University of Maryland, Col-
lege Park, investigated the possibility of using laser ranging to the moon to address
critical questions in General Relativity and Lunar physics. A concept using retrore-
flectors was developed and analyzed [7, 10]. This special set of mirrors was then
carried to the moon and deployed by the astronauts [1, 4]. The “Lunar Laser Rang-
ing Observatory” was developed at the McDonald Observatory in Texas [38] to fire
short laser pulses to the mirrors, which then send the light back to the observatory.
By timing the interval between transmission and return we were able to determine
the distance with an uncertainty of ∼300 mm. While all the other Apollo experi-
ments left on the moon required power and were shut down after a few years, these
retroreflectors are still operating and ranging continues to this day to generate new
discoveries about gravity and lunar physics.

3.2 Operational Procedure

The process of Lunar Laser Ranging (LLR) consists, first, of placing on the lunar
surface retroreflectors as the one shown in Fig. 9, that is, retroreflectors that can
receive a laser pulse from the earth and send it directly back in the same direction
with no delay [27]. Thus it can be very effective in assuring a useful signal level on
earth. At an observatory on earth, a laser system transmits a short pulse in time that
is spatially coherent. This narrow laser beam is then collimated and pointed with a
telescope system. Initially these were large astronomical telescopes, but today they
may also be smaller telescope dedicated to satellite and lunar ranging. This short
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Fig. 9 The retroreflector
array as placed on the lunar
surface by Neil Armstrong
during the Apollo 11 Mission

pulse (<1 nanosecond, where nanosecond of delayed pulse return represents 15
centimeter of range) is then reflected at the moon. A portion returns to earth and is
collected by the telescope. This time interval of ∼2.5 seconds between transmission
and return is precisely measured and stored for processing.

These measurements are taken frequently. Originally, three times a day, but a
lower rate today. This time series of measurements is then compared to the current
best model of the orbit and librations of the moon. The orbit and physical libra-
tion information has been developed by the Jet Propulsion Laboratory (JPL) and
accounts for the effects of the other planets and other bodies in the solar system
[11, 39, 49]. The differences between the measured and modeled ranges (a.k.a. the
residuals) are then analyzed to address the various signatures that are seen in the
time series. Specific signatures can be connected with the parameters entering the
model and used to adjust the orbital and librational parameters to obtain a more
accurate model, reduce the magnitude of the residuals and provide more accurate
values for the physical parameters [33, 41]. Thus the new values of the parameters
related to General Relativity and the structure of the moon are determined.

3.3 What Has the LLR Program to the Apollo Arrays
Accomplished?

Some of the results are that gravitational energy has the inertial properties of mass,
that the change of gravity over the past four decades project to the past to show that
the change since the big bang is less than 1 %, that there is no spatial change of the
gravitational constant between here and the moon, and many other tests of General
Relativity have resulted from the analysis of the changing distance over the decades.

3.3.1 Lunar Science

Lunar science information can come from perturbations on the orbit and from the
influence on the three-dimensional orientation of the moon, the physical librations.
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We shall discuss solid body tides (about 10 cm in magnitude), dissipation at and
shape of the core-mantle boundary, rotation normal modes, orbit evolution, and a
search for lunar interior effects [24, 33].

3.3.2 Tides

There is elastic information from the Apollo seismometers, but that information
does not extend to the lower mantle and core. Of the three Love numbers, l2 is least
sensitive to the deep zones so we solve for k2 and h2 while fixing l2 at a model value
of 0.0107. Solutions give k2 = 0.0241 ± 0.0020 [48] and h2 = 0.045 ± 0.008.

The GRAIL mission provided information on the Love number k2. Data analysis
provides a value with a 1 % uncertainty [48].

3.3.3 Dissipation from Tides and Core

There are many small perturbations on the orientation of the lunar orbit and equator
planes, but there is one big effect due to dissipation. Key to separating the two
causes of dissipation has been the detection of small physical libration effects of
a few milliarcseconds size. Guided by semi-analytical theories for tide and core
dissipation [45], we solve for periodic terms in longitude physical librations at 1 yr
(annual mean anomaly), 206 d, and 1095 d (1/2 period of argument of perigee) in
addition to a tidal time delay and the fluid core Kv/C. The tidal time delay and the
core-mantle boundary (CMB) dissipation are both effective at introducing a phase
shift in the precessing pole direction. The solution gives dissipation from the core-
mantle boundary and tides. Both are strong contributors to the 0.27′′ offset of the
precessing rotation pole from the dissipation-free pole, equivalent to a 10′′ shift in
the node of the lunar equator on the ecliptic plane [24].

3.3.4 Oblateness of the Fluid Core

Detection of the oblateness of the fluid-core/solid-mantle boundary (CMB) is in-
dependent evidence for the existence of a liquid core. In the first approximation,
CMB oblateness influences the tilt of the lunar equator to the ecliptic plane. Pa-
rameters for CMB flattening, core moment of inertia, and core spin vector, are in-
troduced into torque Tcmb in the numerical integration model used for lunar orien-
tation and partial derivatives. Equator tilt is also influenced by moment-of-inertia
differences, gravity harmonics and Love number k2, solution parameters affected
by CMB oblateness. Solutions can be made using the core and mantle parame-
ters.

Torque from an oblate CMB shape depends on the product of the fluid core mo-
ment of inertia and the CMB flattening, f Cf = (Cf − Af ), where the pole and
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equator fluid core moments are Cf and Af . Both are uncertain and there is no in-
formation about flattening apart from these LLR solutions. The LLR solution gives
f = (Cf − Af )/Cf = (2.5 ± 1.4) × 10−4 [47, 48]. For a 370 km core radius the
flattening value would correspond to a difference between equatorial and polar radii
of about 90 m with a large uncertainty. The f uncertainty seems to imply weak de-
tection at best, but the derived oblateness varies inversely with fluid core moment,
as expected theoretically, so a smaller fluid core corresponds to a larger oblateness
value. The product f Cf /C = (Cf − Af )/C = (1.7 ± 0.5) × 10−7 is better de-
termined than f alone. Core flattening appears to be detected and the foregoing
product is more secure in a relative sense than the value of f itself. In the solution
the corrections to core moment and CMB flattening are from the DE430 ephemeris
[47, 48].

3.3.5 Free Librations

The differential equations for lunar rotation have normal modes, three for the mantle
and one for the fluid core. Dissipation has been recognized by LLR from both tidal
flexing and the fluid/solid interaction at the core/mantle boundary. Dissipation in-
troduces a phase shift in each periodic component of the forced physical librations.
It might be expected that the free physical librations associated with these normal
modes would be imperceptible since the damping times are short compared to the
age of the Moon.

However, substantial motions are found for two of the modes [8, 9, 22], and we
have to ask what is the source of stimulation? Reported here are results from the re-
cent effort with Rambaux that analyzed the DE421 numerically integrated physical
librations. The free physical librations depend on the initial conditions for the Euler
angles and spin rates, which are adjusted during the LLR fits. The integrated Euler
angles were fit with polynomials plus amplitudes and amplitude rates for trigono-
metric series. More than 130 periodic terms were recognized in two latitude libration
angles, while longitude libration yielded 89. The free libration terms were identified
among many forced terms.

The longitude mode is a pendulum-like oscillation of the rotation about the (po-
lar) principal axis associated with moment C. The period for this normal mode is
1056 d = 2.89 yr and the amplitude is 1.3′′ (11 m at the equator). The damping
time is 2 × 104 yr. The lunar wobble mode is analogous to the Earth’s polar motion
Chandler wobble, but the period is much longer and the path is elliptical. Observed
from a frame rotating with the lunar crust and mantle, the rotation axis traces out an
elliptical path with a 74.6 yr period. The amplitudes are 3.3′′ × 8.2′′ (28 m × 69 m).
The computed damping time is about 106 yr. The two remaining free modes are
retrograde precession modes when viewed from a nonrotating frame in space. The
mantle free precession of the equator (or pole) has an 81 yr period. An amplitude
of 0.03′′ is found for this mode, but there is uncertainty because the LLR fit for
the integration initial conditions appears to be sensitive to the lunar interior model.
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The expected damping time is 2 × 105 yr. The fluid core free precession of the fluid
spin vector has an expected period >100 yr; it would be 300 yr for the DE430 in-
tegration. The period depends on the CMB flattening previously discussed under
Core Oblateness. Based on the trigonometric analysis, this mode must have a small
amplitude.

3.3.6 Search for a Solid Inner Core

It is reasonable to expect that the Moon would have a solid core interior to the
fluid core, but it remains undetected [24]. The phase diagram for Fe-FeS shows that
cooling of fluid alloys of iron and sulfur would freeze out part of the iron while con-
centrating sulfur compounds in the fluid [42] have a possible seismic reflection from
a 240 km radius solid inner core. An inner core might also be detected through its
influence on physical librations or gravity. Confirmation and information are needed
for this last major unit of the Moon’s structure [24].

Lunar Laser Ranging is sensitive to small effects in the lunar physical librations
due to lunar structure and interior properties. Predicting the size of inner core effects
depends on a number of unknown parameters including the inner core moment of
inertia and gravity field, and the mantle’s gravity field interior to the CMB. An in-
ner core might be rotating independently or it might lock to the mantle rotation
through gravitational interaction. The inner core and mantle interact through their
non-spherical gravity fields. This gravitational interaction is expected to be very
much stronger than torques from the fluid core so we assume that the mean rotation
rates of mantle and inner core are the same. The inner core also interacts gravita-
tionally with the Earth. Like the mantle, the orientation of the inner core is expected
to precess at the same node rate as the mantle, but the equator of the inner core is not
necessarily aligned with the mantle’s equator. The tilts between the two equators and
the ecliptic plane will be different and this difference will cause a small variation in
the external gravity field of the Moon that might be detected by spacecraft. A strong
gravitational interaction between inner core and mantle tends to align their equator
planes and a very weak interaction makes the orientations more independent. The
inner core rotational dynamics has a resonance, if a precession-like normal mode
frequency of the inner core matches the forcing frequency of −1/18.6 yr. Close
to such a resonance the two orientations could be very different. There are other
forcing frequencies that can also resonate causing potentially observable effects in
the physical librations. The frequency of the precession-like normal mode would
determine which physical libration terms would get modified most strongly.

An inner core can also modify the physical librations in longitude. There are a
large number of forcing terms for longitude librations. The inner core introduces a
new longitude libration normal mode with a natural frequency and that frequency is
a resonance that determines which longitude libration periodicities are most strongly
affected. The period of the longitude normal mode might be from less than one year
to decades.
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To look for inner core and other geophysical effects, the postfit LLR residuals
from 1970–2010 for each retroreflector array have been analyzed to produce spec-
tra. The Apollo 11 and 14 arrays are near the equator, so they will be most sensitive
to longitude librations. The Apollo 15 array, well north of the equator with a small
longitude, provides the most sensitivity to latitude librations. The Lunokhod 2 ar-
ray is sensitive to both longitude and latitude librations, but the small number of
observations (3 %) gives this array the noisiest spectra.

All of the spectra are highest for periods longer than a year. The Apollo 11 spec-
trum is 9 mm high on either side of the 1056 d mantle resonance. The Apollo 14
spectral amplitudes are highest at 8 mm also near the 1056 d resonance. The am-
plitudes for the Apollo 15 spectrum are all smaller. The Apollo 15 reflector has the
most observations.

Any detection of and information on the Moon’s inner core will be a major ac-
complishment for any technique. There may also be other poorly known geophysical
effects. There will be future LLR investigations.

3.3.7 Orbit Evolution

Dissipation in the Moon and Earth causes slow changes in the lunar orbit. The semi-
major axis and eccentricity increase with time and the inclination decreases. Dissi-
pation in the Moon also deposits heat in the Moon. This is a minor effect now, but
could have been much more important when the Moon was closer to the Earth. Here
we summarize the orbit changes.

Table 1 presents dissipation-induced secular rates for mean motion n, semi major
axis a, eccentricity e, and the Earth rotation rate ω. LLR results on three lines are
compared with model computations on four. Except for the anomalous eccentricity
rate, the LLR-determined values are computed from ephemeris DE421 parameters.
The LLR integration model for terrestrial tidal dissipation uses Love numbers and
time delays for three frequency bands: zonal (long period), diurnal, and semidiur-
nal. For DE421 the three Love numbers and the zonal time delay were set to model
values. The diurnal and semidiurnal time delays were fit to LLR data in creating
DE421. For the Moon, the lunar Love number k2, tidal time delay, and CMB dissi-
pation parameter Kv/C were fit for DE421. For the LLR fits, the Earth tide parame-
ters are sensed through the orbit changes, but the lunar Love number, time delay and
CMB dissipation are mainly determined from the physical librations. The “anoma-
lous” eccentricity rate is not present in the DE421 integration, but an additional
eccentricity rate is found in solutions using DE421. For comparison, model values
of dn/dt , da/dt , de/dt and dω/dt were computed for the Earth tides based on the
IERS Conventions [28] for the main body and FES2004 results for the ocean tides
[26, 35]. There is some uncertainty in converting the terrestrial Love numbers and
time delays to orbit rates, but the same theoretical expressions were used for con-
verting the LLR and Earth model parameters and that should minimize differences.
The results are presented in Table 1.
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Table 1 Dissipation-induced rates for mean motion, semi major axis, eccentricity, and Earth rota-
tion comparing LLR results to an Earth tide model

Units Zonal Diurnal Semi-
diurnal

Earth
sum

Lunar
tides

Lunar
CMB

Moon
sum

Anomalous Total

LLR
dn/dt

′′/cent2 0.12 −3.31 −22.88 −26.07 0.20 0.02 0.22 −25.85

LLR
da/dt

mm/yr −0.18 4.89 33.75 38.46 −0.30 −0.02 −0.32 38.14

LLR
de/dt

10−11 /yr −0.03 0.16 1.20 1.33 −0.40 0 −0.40 1.32 2.25

Model
dn/dt

′′/cent2 0.12 −3.76 −22.61 −26.25

Model
da/dt

mm/yr −0.18 5.55 33.36 38.73

Model
de/dt

10−11 /yr −0.03 0.22 1.54 1.73

Model
dω/dt

′′/cent2 0 −196 −1125 −1321

In the table note that the total Earth dn/dt from LLR and the Earth model dif-
fer by <1 %. An independent LLR analysis for total dn/dt of −25.858′′/century2

[22] gives very good agreement with the DE421 mean longitude acceleration of
−25.85′′/century2 given here. The DE421 value corresponds to a 38.14 mm/yr semi
major axis rate.

There is less agreement between eccentricity rate from LLR and the Earth model
because the LLR solutions mainly accommodate the tidal acceleration dn/dt that
very strongly affects the LLR data. Most of the Earth tide de/dt comes from the N2
tide, while for dn/dt the M2 and O1 contributions are larger. For the lunar tides,
the component with the anomalistic period is most important for de/dt . Accounting
for the 0.4 × 10−11 /yr difference in de/dt from the simple LLR integration model
and the more complete Earth model, the remaining eccentricity rate is (0.9 ± 0.3)×
10−11 /yr, equivalent to an extra −3.5 mm/yr in perigee distance and +3.5 mm/yr
in apogee distance. The inclination rate is not given in the table since it is computed
to be only −1 × 10−6 ′′/yr. The predicted Earth spin rate change is given in the last
line of the table. In decreasing order, the most important tides for secular rotation
acceleration are M2, S2, K1, O1, and N2. The S2 and K1 tides do not cause secular
changes in lunar mean motion or eccentricity.

There is no evidence for any anomaly in the tidal acceleration in mean longitude.
By contrast, the DE421 anomalous lunar eccentricity rate indicates that the LLR
integration model needed improvement. Improvements to the terrestrial tide model
have subsequently been made and the anomalous rate was cut in half. Computation
of lunar orbit evolution over long times needs a good understanding of the vari-
ous contributions to the secular rates. Long-time evolution of the orbit is complex
because of evolving lunar thermal conditions and changing ocean tides [34].
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Fig. 10 Libration pattern,
showing the apparent motion
of the center of mass of the
Earth as viewed from the
retroreflector arrays

3.4 Optical Libration Problems

As we have seen, the retroreflector arrays left by the astronauts of the Apollo mis-
sions have generated a large number of unique new science results. One might ask
why the push for a new set of retroreflectors when we are still generating new sci-
ence with the Apollo arrays. During the past four decades, the laser ranging obser-
vatories on the ground have improved measurement accuracy by more than a factor
of 200 [29, 30]. As a result, our current limiting accuracy is defined by the Apollo
arrays in conjunction with the lunar optical librations rather than, as was the case
earlier, the parameters of the ground station. Optical librations are the changes in
the apparent direction to the earth as seen from the moon due to orbital eccentric-
ity and inclination. This range of apparent directions to the Earth is illustrated in
Fig. 10. The Apollo retroreflectors each consist of panel with 100 or 300 Cube Cor-
ner Reflectors (CCRs), each 38 mm. During the monthly optical libration pattern,
the angular offset becomes as large as 8° in longitude and 7° in latitude. Thus, as
the moon rotates, the panel is tipped with respect to the normal to its direction to the
earth. This means that intuitively, we do not know whether a photon was reflected
by a CCR at the furthest corner of the panel or the nearest corner of the panel. This
results in an r.m.s. uncertainty of 24 mm for the Apollo 11 and 14 retroreflector
arrays and 46 mm for the Apollo 15 reflector as depicted in Fig. 11. For unfavor-
able optical librations the uncertainty can be as large as 70 mm for the last. On a
more practical level, the result of the optical libration is to produce a spread in the
temporal width of the return pulse, so there is no incentive to install a new laser
with a very narrow pulse. Today, the only method of obtained millimeter ranges is
to employ a large astronomical telescope to record thousands of returns for a single
normal point. This results in fewer observation sessions per month and means that
smaller aperture stations cannot achieve the millimeter results. Over the past four
decades, the lunar observatories have improved their ranging accuracy by a factor
of about 200 as demonstrated by Fig. 11, and yet the fit between observations and
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Fig. 11 Residuals between
the observations and the best
fit model. This indicated the
combined uncertainty in the
combination of the model and
the observations

Fig. 12 100 mm Cube
Corner Reflector compared to
an 38 mm engineering model
from the Apollo era

theory has stabilized and not improved over the past decade. To address this NASA
has supported our development of the next generation of retroreflector.

3.5 Solution to Optical Libration Problem

The solution to the libration problem consists of the deployment of a single large
solid cube corner reflector as shown in Fig. 12 instead of many smaller CCRs whose
distance to the earth varies with the change in the librational angles [12–14, 44].
Such an approach should improve our ability to address gravity, relativity and the
properties of the moon by a factor of 10 to 100, depending upon the method of
deployment on the lunar surface.

3.6 Challenges Involved in Using a Large Solid CCR

While as mentioned, the use of a single large solid Cube Corner Reflector is a theo-
retical solution to the optical libration problem, there are significant technical chal-
lenges to accomplish satisfactory operation. We will discuss the three most impor-
tant challenges: the fabrication of the CCR, the thermal distortion due to the harsh
lunar environment and the stability of the emplacement on the lunar surface.
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3.6.1 Fabrication of Large Cube Corner Reflectors to the Required Tolerances

The angular tolerances for the fabrication of the 100 mm CCR are a factor of ∼2.5
more difficult than the normal state of the art for the fabrication of the 500 orig-
inal Apollo CCRs and the thousands of CCRs used in satellites. To illustrate that
this is feasible, we have fabricated a 100 mm CCR for which the requirements of an
accuracy of 0.2 arc-second was met. On the other hand, we have found that the tech-
nology for measuring angles of the back offset faces, critical for proper operation,
also has challenges. Extensive data is being collected and discussions with the man-
ufacturer of the interferometers which provide these measurements are proceeding
to address this open question.

In addition, for the 100 mm CCR, the homogeneity of the fused silica material is
also a challenge. A measurement program is currently underway to address this [18].

3.6.2 Thermal Control to Reduce Thermal Gradients to Acceptable Levels

Thermal gradients within the CCR result in gradients in the index of refraction
within the CCR. The later result in degradation of the collimation of the return beam
going back to Earth, which in turn reduces the signal level. The harsh environment
of the lunar surface, where the temperature can range from 100 K to nearly 400 K
means that thermal control is extremely important, far more than in satellites and,
due to the larger size, more than for the Apollo arrays.

3.6.3 Emplacement Goal—A Long Term Stability of <100 Microns w.r.t. CoM

The final major challenge addresses the ability to maintain a relatively fixed defined
relation between the optical center of the CCR and the center of mass of the moon.
This is important since the tests of General Relativity involve the accurate measure-
ment of the motion of the center of mass of the moon, that is, the motion of the moon
along a geodesic. The harsh thermal environment of the lunar surface turns this into
a challenge. To address it, we consider three different deployment approaches [51]:

Deployment on Lunar Lander The deployment of the LLRRA-21 on a lunar
lander is the most likely expectation in the near future. This has the advantage of
requiring the minimum of auxiliary equipment and minimizes the required mass for
the transport. On the other hand, it suffers from the change in height due to the ther-
mal expansion and contraction of the lander itself. This will limit the accuracy for
a single photoelectron return to a few millimeters depending upon the mission. At
the same time such an emplacement will allow millimeter ranging by a number of
additional stations. This will assure a continuing observation program over the next
few decades. In order to reach the millimeter level, one will require ten or more re-
turns to obtain a one millimeter normal point. Such a deployment is being developed
with several candidate rides. For example, the Moon Express team is developing a
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Fig. 13 Artist’s conception
of the pointing mechanisms
and procures to point the
package to the center of the
earth’s librationpattern

Fig. 14 model of our Lunar
Laser Ranging Retroreflector
for the 21st Century mounted
on the instrument platform of
the model of MoonEx1 is
shown. In the background are
Joe Lazio, Deputy PI of
LUNAR, Jack Burns, PI of
LUNAR, Doug Currie, PI of
LLRRA-21, Bob Richards,
COO of Moon Express and
Alan Stern, Chief Scientist of
Moon Express

lander shown in Fig. 13. Since the LLRRA-21 must be pointed back toward the
earth to within 1 or 2 degrees and since the lander landing orientation will not have
this accuracy, we need a dedicated pointing mechanism. Such a mechanism is being
developed at the University of Maryland. Figure 13 illustrates the conceptual de-
sign currently being developed, and Fig. 14 shows a mock-up of the lander with the
Development Team.

3.6.4 Deployment on the Lunar Surface

The second method of deployment is directly on the regolith. This will result in a
reduced effect of the thermal motion but still be subject to the thermal motion of the
regolith, which is a significant portion of a millimeter. This will require a careful
thermal design of the support so that it does not contribute to the thermal motion
as shown in Fig. 15. This also requires the lander have an articulated arm in order
to deploy the surface mounted LLRRA-21. There remains the Day/Night vertical
thermal motion of the Regolith of ∼400 microns.
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Fig. 15 Artist’s concept of the current design for the surface deployment possibility. The indicated
“tripod” is composed of silicon carbide to achieve a very low coefficient of thermal expansion. In
addition, the coupling between the tripod and the LLRRA-21 counteracts the residual coefficient
of thermal expansion

Fig. 16 Drilling operation by
Jack Schmidt and Gene
Cernan which illustrates the
challenges of conventional
drilling in theregolith

3.6.5 Anchor the CCR to the Deep Regolith

In order to escape the problem of the vertical thermal motion of the regolith, we
note that at a depth of 0.5 to 1.0 meters, the temperature remains essentially con-
stant during a lunation. Therefore, if we were to anchor the LLRRA-21 to this depth
we could deploy the LLRRA-21 in a manner to escape the day to night vertical
motion of the regolith. The CCR would then be attached to this deep anchor by a
support rod composed of a low thermal expansion material such as INVAR or silicon
carbide. However, the process of drilling of the hole for the support rod and anchor
would appear to be a non-trivial challenge. During the Apollo mission, drilling was
quite difficult (see Fig. 16 with Jack Schmidt and Gene Cernan). This was primarily
because previous drilling methods attempted to compress the regolith. In general,
the mechanical properties of the regolith strongly resist such compression. However
Kris Zacny at Honeybee [20] has developed a technique—pneumatic drilling—in
which the support rod is hollow and gas is sent down the hollow core. When the
gas exits the hole in the tip, it blows the regolith particles out of the newly formed
hole. This technology has already been tested with compacted JSC1a lunar regolith
simulant (Fig. 17). Further test have been conducted with the compacted JSC1a in
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Fig. 17 Demonstration that
the pneumatic drilling
technique needs only the
weight of the CCR to
excavate a hole in compacted
JSC1alunar regolith simulant

Fig. 18 Artist’s concept of
the Astrobotics lander
showing the deployment
mechanism on the lander and
the deployed LLRRA-21 in
the anchored mode

vacuum and at lunar gravity. In order to address the feasibility of implementing such
a drilling technique during an actual lunar landing, Zacny has developed a concep-
tual design for the pneumatic drill on the lander being developed by the Astrobotics
Team (Fig. 18) [3, 51].

3.7 Current Status of LLRRA-21 Program

3.7.1 LLRRA-21 Design

The preliminary design of the LLRRA-21 package has been completed. This design
is illustrated in Fig. 19. The sunshade, in yellow at the top, blocks the direct sun into
the CCR for most of the lunar day. The CCR is shown in red. Below the CCR are
two thermal shields, to block radiation from the internal surface of the housing from
being absorbed by the CCR and generating thermal gradients. The interior surface
of the inner thermal shield is shaped like the back of the CCR and has a silver
coating to effectively reflect most of whatever solar radiation breaks through the
total internal reflection back to space. Finally, the housing encloses the CCR and
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Fig. 19 Artist conception of
the current design of the
LLRRA-21. The details are
discussing in the adjoining
text

Fig. 20 Prototype of the
LLRRA-21 with stepped
sunshade, housing and 100
mm CCR. This will be used
in the Phase 2 thermal
vacuum testing in the SCF in
Frascati, Italy

the thermal shields and serves as the interface to the lander/pointing mechanism.
The current prototype is shown in Fig. 20, with the stepped sunshade.

3.7.2 LLRRA-21 Solar/Thermal/Vacuum/Optical Simulation

In order to understand the thermal issues and in order to optimize the performance
a detailed set of programs to simulate the environment has been developed. These
successively determine the deposition of thermal power due to the solar radiation
in the CCR using IDL [RSI] programs developed at the University of Maryland.
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Fig. 21 Thermal vacuum
chamber to be used in the
Phase 2 thermal vacuum
testing of the LLRRA-21 at
the new SCF facility
consisting of a large clean
room with two TV chambers

The commercial program Thermal Desktop [C&R Technologies] is then used to
convert the power deposition into temperature distributions, while accounting for the
solar inputs, the interaction with the regolith as it changes temperature and radiation
exchanges, both internal and with space that occur throughout the orbit over a full
lunation. The other set of IDL programs convert the temperature distributions into
index of refraction changes and finally the optical output and signal level that would
be seen by the observatories back on Earth.

At present, the simulation programs are being used to select thermal coatings
to optimize the performance. As a portion of this project, the thermal performance
of the Apollo arrays is being developed to understand the effects of dust and other
degrading processes.

3.7.3 LLRRA-21 Brass Board

In order to understand the details of the challenges of the real hardware, we have
developed a full model of the LLRRA-21. This has also provided the basis for devel-
oping an assembly procedure. This has been done with flight qualified components,
shown in Fig. 21 although it is not the unit that would be expected to fly.

3.7.4 LLRRA-21 Thermal Vacuum Testing

In order to address the validity of the thermal simulation, a series of ther-
mal/vacuum/optical tests have been performed. These have been performed at a
special facility (SCF) at the INFN-LNF in Frascati, Italy. This SCF has been cre-
ated especially for testing retroreflector packages [15, 16]. It has a solar simulator,
windows for optical evaluation of the CCR while under test conditions and an in-
frared transmitting window to allow an infra-red camera to evaluate the temperature
distribution while the test is being conducted. The IR measurements allow a cross
calibration with thermocouples that are distributed on the package. Figure 22 is a
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Fig. 22 The thermal vacuum
chamber or SCF at the
INFN-LNF where the early
prototype of the LLRRA-21
has been tested

Fig. 23 Infrared image of the
100 mm CCR under thermal
vacuum test. Temperature
variation illustrates the effect
of tab conduction and
radiation from thin regions

photograph of the SCF in which the previous tests have been conducted. Over the
past year, a clean room suitable for testing flight hardware has been developed at
INFN-LNF as seen in Fig. 22. Figure 23 is an infrared image of the CCR during one
of the test indicating the temperature distribution across the front face of the CCR.

4 But How Do We Get to the Moon?

In response to the Google Lunar X Prize (GLXP) [19] a large number of groups
have started plans for a soft lunar landing. Included are several groups that plan a
commercial transportation objective. In particular, the current candidates that we are
working with are Moon Express and Astrobotics [3]. We have been discussing de-
tailed interface issues with the Moon Express Team for mounting on the lander and,
as mentioned earlier, created a design concept for an anchored emplacement. We
have a signed agreement with the Japanese group that is considering a retroreflector
for SELENE-2 [36, 37]. With Moon Express, located at the NASA Ames Reach
Center in Mountain View CA we are planning a landing before the end of 2015.

Working with these commercial groups, Moon Express, Astrobotics and SpaceX
is a refreshing experience. They display the youth, enthusiasm and excitement I en-
joyed in NASA in the early day.
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5 Conclusions

Finally, we wish to present this paper in tribute to the many interests of Mino. This
has addressed the control of formations and swarms of satellites and an observa-
tional exploration of the unknown aspects of the universe. However, the main focus
has been on our program to address measurements addressing gravitation and rela-
tivity, fundamental to our understanding the physics of the universe. The latter may
contribute to understanding the properties of Dark Matter, Dark Energy and possi-
bly addressing the fundamental conflict between General Relativity and Quantum
Mechanics.

Acknowledgements Portions of this research have been supported by NASA Headquarters
via the Lunar Science Sortie Opportunities (LSSO) program, by the Planetary Science Division
through the NASA Lunar Science Institute to the University of Colorado under the University of
Maryland Contract, as well as support by the University of Maryland, College Park. The work of
S.D.’A. and G.D.M. is supported by INFN (Istituto Nazionale di Fisica Nucleare, Italy), as part
of the MoonLIGHT-2 experiment in the framework of the research activities of the Commissione
Scientifica Nazionale n. 2 (CSN2).

Other portions of this research have been supported by the Istituto Nazionale di Fisica Nucleare,
Laboratori Nazionali di Frascati (INFN-LNF), Frascati, Italy and the Italian Space Agency (IAS).

A portion of the research described in this paper was carried out at the Jet Propulsion Laboratory
of the California Institute of Technology, under a contract with the National Aeronautics and Space
Administration.

The first author also wishes to thank Jack Schmidt for discussions and the video.

References

1. C.O. Alley, R.F. Chang, D.G. Currie et al., Apollo 11 laser ranging retro-reflector: initial
measurements from the McDonald Observatory. Science 167(3917), 368 (1970)

2. J.C. Andrews-Hanna, F. Nimmo, J.W. Head, M.A. Wieczorek, W.S. Kiefer, G.J. Taylor, S.W.
Asmar, A.S. Konopliv, F.G. Lemoine, E. Mazarico, P.J. McGovern, H.J. Melosh, G.A. Neu-
mann, R.J. Phillips, D.E. Smith, S.C. Solomon, J.G. Williams, M.T. Zuber, Ancient igneous
intrusions and the early expansion of the Moon revealed by GRAIL gravity gradiometry. Sci-
ence 339, 675–678 (2013)

3. Astrobotics, http://www.astrobotic.com/
4. P.L. Bender, D.G. Currie et al., The lunar laser ranging experiment. Science 182(4109), 229–

238 (1973)
5. J.O. Burns, J. Lazio, Year 3 LUNAR Annual Report to the NASA Lunar Science Institute

(2012), eprint arXiv:1204.3574
6. J.O. Burns, T.J.W. Lazio et al., Probing the first stars and black holes with the Dark Ages

Radio Explorer (DARE). Adv. Space Res. 49, 433–450 (2012)
7. Committee on the Scientific Context for Exploration of the Moon, The Scientific Context for

Exploration of the Moon (National Academies Press, Washington, 2007), pp. 1–120
8. O. Calame, Free librations of the moon determined by an analysis of laser range measure-

ments. The Moon 15(June-July), 343–352 (1976). Research supported by the Centre National
de la Recherche Scientifique of France

9. O. Calame, Free librations of the moon from lunar laser ranging, in Scientific Applications
of Lunar Laser Ranging, Proceedings of a Symposium, Austin, Texas, USA, June 8–10, 1976,
ed. by J.D. Mulholland. Astrophysics and Space Science Library, vol. 62 (Reidel, Dordrecht,
1976), p. 53

http://www.astrobotic.com/
http://arxiv.org/abs/arXiv:1204.3574


Formation Flying, Cosmology and General Relativity 107

10. R.F. Chang, D.G. Currie, C.O. Alley, M.E. Pittman, Far-field diffraction pattern for corner
reflectors with complex reflection coefficients. J. Opt. Soc. Am. 61(4), 431 (1971)

11. J. Chapront, Improvements of planetary theories over 6000 years. Celest. Mech. Dyn. Astron.
78(1/4), 75–82 (2000)

12. D.G. Currie, S. Dell’Agnello, G.O. Delle Monache, A lunar laser ranging retroreflector array
for the 21st century. Acta Astronaut. 68(7–8), 667–680 (2011)

13. D.G. Currie, S. Dell’Agnello, G.O. Delle Monache, Lunar laser ranging retroreflector for the
21st century, in 17th International Workshop on Laser Ranging, Proceedings of the Confer-
ence, 16–20 May 2011, Bad Kotzing, Germany (2011). Published online at http://cddis.gsfc.
nasa.gov/lw17

14. D.G. Currie, S. Dell’Agnello, G.O. Delle Monache, K. Zacny, B. Behr, Current status and
expected performance of the lunar laser ranging retroreflector for the 21st century, in 63rd
International Astronautical Congress, 1–5 October 2012, Naples, Italy (2012)

15. S. Dell’Agnello, G.O. Delle Monache, D.G. Currie et al., Creation of the new industry-
standard space test of laser retroreflectors for the GNSS and LAGEOS. Adv. Space Res. 47(5),
822–842 (2011)

16. S. Dell’Agnello, G.O. Delle Monache, D.G. Currie et al., ETRUSCO-2: an ASI-INFN project
of development and SCF-Test of GNSS Retroreflector Arrays (GRA) for Galileo and the
GPS-3, in 17th International Workshop on Laser Ranging, Proceedings of the Conference,
16–20 May, 2011, Bad Kotzing, Germany (2011). Published online at http://cddis.gsfc.nasa.
gov/lw17

17. S. Dell’Agnello, M. Maiello, D.G. Currie, Probing general relativity and new physics with
lunar laser ranging. Nucl. Instrum. Methods Phys. Res. A 692, 275–279 (2012)

18. S.D. Goodrow, T.W. Murphy, Effects of thermal gradients on total internal reflection corner
cubes. Appl. Opt. 51(36), 8793 (2012)

19. Google Lunar X Prize (GLXP), http://www.googlelunarxprize.org/
20. HoneyBee Corporation, http://www.honeybeerobotics.com
21. International Space Exploration Coordination Group (ISECG), Global Exploration Roadmap

(2011). http://www.nasa.gov/pdf/591066main_GER_2011_for_release.pdf
22. W. Jin, J. Li, Determination of some physical parameters of the moon with lunar laser ranging

data. Earth Moon Planets 73(3), 259–265 (1996)
23. W.S. Kiefer, P.J. McGovern, J.C. Andrews-Hanna, J.W. Head III., J.G. Williams, M.T. Zuber,

the GRAIL Science Team, GRAIL gravity observations of lunar volcanic complexes, abstract
#2030, in Lunar and Planetary Science Conference, XLIV, The Woodlands, TX, March 18–22
(2013)

24. A. Khan, K. Mosegaard, J.G. Williams et al., The core of the Moon—molten or solid? in 36th
Annual Lunar and Planetary Science Conference, March 14–18, 2005, League City, Texas
(2004). Abstract no. 1122

25. A. Lue, G.D. Starkman, Squeezing MOND into a Cosmological Scenario (2003), eprint arXiv:
astro-ph/0310005

26. F. Lyard, F. Lefevre, T. Letellier, O. Francis, Modelling the global ocean tides: modern insights
from FES2004. Ocean Dyn. 56(5–6), 394–415 (2006)

27. M. Martini, S. Dell’Agnello, D. Currie, MoonLIGHT: a USA-Italy lunar laser ranging retrore-
flector array for the 21st century. Planet. Space Sci. 74(1), 276–282 (2012)

28. D.D. McCarthy, G. Petit, 2004 IERS Conventions (2003)
29. T.W. Murphy, E.G. Adelberger, J.B.R. Battat, L.N. Carey, C.D. Hoyle, P. Leblanc, E.L.

Michelsen, K. Nordtvedt, A.E. Orin, J.D. Strasburg, C.W. Stubbs, H.E. Swanson, E. Williams,
The Apache Point Observatory lunar laser-ranging operation: instrument description and first
detections. Publ. Astron. Soc. Pac. 120, 20 (2008)

30. T.W. Murphy Jr., E.G. Adelberger, J.B.R. Battat et al., APOLLO: millimeter lunar laser rang-
ing. Class. Quantum Gravity 29(18), 184005 (2012)

31. NLSI NASA Lunar Science Institute, http://lunarscience.nasa.gov/
32. J.R. Pritchard, A. Loeb, 21 cm cosmology in the 21st century. Rep. Prog. Phys. 75 (2012).

http://iopscience.iop.org/0034-4885/75/8/086901

http://cddis.gsfc.nasa.gov/lw17
http://cddis.gsfc.nasa.gov/lw17
http://cddis.gsfc.nasa.gov/lw17
http://cddis.gsfc.nasa.gov/lw17
http://www.googlelunarxprize.org/
http://www.honeybeerobotics.com
http://www.nasa.gov/pdf/591066main_GER_2011_for_release.pdf
http://arxiv.org/abs/arXiv:astro-ph/0310005
http://arxiv.org/abs/arXiv:astro-ph/0310005
http://lunarscience.nasa.gov/
http://iopscience.iop.org/0034-4885/75/8/086901


108 D. Currie et al.

33. N. Rambaux, J.G. Williams, The Moon’s physical librations and determination of their free
modes. Celest. Mech. Dyn. Astron. 109, 85–100 (2011). Online version including tables Oct.
26, 2010, doi:10.1007/s10569-010-9314-2

34. B.G. Bills, R.D. Ray, Lunar orbital evolution: a synthesis of recent results. Geophys. Res. Lett.
26(19), 3045–3048 (1999) (GeoRL Homepage)

35. R.D. Ray, D.E. Cartwright, Times of peak astronomical tides. Geophys. J. Int. 168(3), 999–
1004 (2007)

36. S. Sasaki, Accuracy assessment of lunar topography models. Earth Planets Space 63, 15–23
(2011). Special Issue: New Results of Lunar Science with KAGUYA (SELENE)

37. SELENE-2, http://www.jspec.jaxa.jp/e/activity/selene2.html
38. E.C. Silverberg, D.G. Currie, Performance of the laser-ranging system at McDonald Observa-

tory. J. Opt. Soc. Am. 61, 692–693 (1971)
39. E.M. Standish, J.G. Williams, Orbital ephemerides of the Sun, Moon, and planets, in Explana-

tory Supplement to the Astronomical Almanac, ed. by S. Urban, P.K. Seidelmann, US Naval
Observatory, Washington, DC, 3rd edn. (University Science Books, Mill Valley, 2012), pp.
305–345, Chap. 8, http://iau-comm4.jpl.nasa.gov/XSChap8.pdf, ISBN 978-1-891389-85-6

40. D.E. Smith, M.T. Zuber, G.A. Neumann, F.G. Lemoine, E. Mazarico, M.H. Torrence, J.F.
McGarry, D.D. Rowlands, J.W. Head III., T.H. Duxbury, O. Aharonson, P.G. Lucey, M.S.
Robinson, O.S. Barnouin, J.F. Cavanaugh, X. Sun, P. Liiva, D. Mao, J.C. Smith, A.E. Bartels,
Initial observations from the Lunar Orbiter Laser Altimeter (LOLA). Geophys. Res. Lett. 37,
L18204 (2010)

41. T.K. Varghese, W.M. Decker, H.A. Crooks, Matera Laser Ranging Observatory (MLRO): an
overview, in NASA Goddard Space Flight Center, Eighth International Workshop on Laser
Ranging Instrumentation (1993), 5 p. (SEE N94-15552 03-19)

42. R.C. Weber, P.-Y. Lin, E.J. Garnero et al., Seismic detection of the lunar core. Science 331,
309–312 (2011)

43. M.A. Wieczorek, G.A. Neumann, F. Nimmo, W.S. Kiefer, G.J. Taylor, R.J. Phillips, S.C.
Solomon, J.C. Andrews-Hanna, S.W. Asmar, A.S. Konopliv, F.G. Lemoine, D.E. Smith, M.M.
Watkins, J.G. Williams, M.T. Zuber, The crust of the Moon as seen by GRAIL. Science 339,
671–675 (2013)

44. C.M. Will, K. Nordtvedt, Conservation laws and preferred frames in relativistic gravity 1:
preferred-frame theories and an extended PPN formalism. Astrophys. J. 177(3), 757 (1972)

45. J.G. Williams, D.H. Boggs, C.F. Yoder, J.T. Ratcliff, J.O. Dickey, Lunar rotational dissipation
in solid body and molten core. J. Geophys. Res., Planets 106, 27933–27968 (2001)

46. J.G. Williams, S.G. Turyshev, D.H. Boggs et al., Lunar laser ranging science: gravitational
physics and lunar interior and geodesy. Adv. Space Res. 37, 67–71 (2006)

47. J.G. Williams, A.S. Konopliv, D.H. Boggs, R.S. Park, D.-N. Yuan, F.G. Lemoine, S.J.
Goossens, E. Mazarico, F. Nimmo, R.C. Weber, S.W. Asmar, H.J. Melosh, G.A. Neumann,
R.J. Phillips, D.E. Smith, S.C. Solomon, M.M. Watkins, M.A. Wieczorek, M.T. Zuber, J.C.
Andrews-Hanna, J.W. Head, W.S. Kiefer, I. Isamu, P.J. McGovern, C.W. Stubbs, G.J. Taylor,
Lunar interior properties from the GRAIL mission. 44th Lunar and Planetary Science Confer-
ence, held March 18–22, 2013 in The Woodlands, TX. LPI Contribution No. 1719, p. 3092

48. J.G. Williams, D.H. Boggs, W.M. Folkner, DE430 Lunar Orbit, Physical Librations, and Sur-
face Coordinates, JPL IOM 335-JW, DB, WF (2013, in preparation)

49. C.F. Yoder, Venus’ free obliquity. Icarus 117, 250–286 (1995)
50. M.T. Zuber, D.E. Smith, M.M. Watkins, S.W. Asmar, A.S. Konopliv, F.G. Lemoine, H.J.

Melosh, G.A. Neumann, F. Nimmo, R.J. Phillips, S.C. Solomon, M.A. Wieczorek, J.G.
Williams, S.J. Goossens, G. Kruizinga, E. Mazarico, R.S. Park, D.-N. Yuan, Gravity field
of the Moon from the Gravity Recovery and Interior Laboratory (GRAIL) mission. Science
339, 668–671 (2013). doi:10.1126/Science.1231507

51. K. Zacny, D. Currie, G. Paulsen, T. Szwarc, P. Chu, Development and testing of the pneumatic
lunar drill for the emplacement of the corner cube reflector on the moon. Planet. Space Sci.
71, 131–141 (2012). 2012. doi:10.1016/j.pss.2012.07.025

http://dx.doi.org/10.1007/s10569-010-9314-2
http://www.jspec.jaxa.jp/e/activity/selene2.html
http://iau-comm4.jpl.nasa.gov/XSChap8.pdf
http://dx.doi.org/10.1126/Science.1231507
http://dx.doi.org/10.1016/j.pss.2012.07.025


Earthquake Prediction Research Using Radio
Tomography of the Ionosphere

Vyacheslav Kunitsyn, Elena Andreeva, Ivan Nesterov, Artem Padokhin,
Dmitrii Gribkov, and Douglas A. Rekenthaler

Abstract Under development since its invention in 1990 as an ancillary application
of ionospheric radio-tomography (RT), a new earthquake (EQ) prediction system is
being evaluated. It has already been deployed along the United States West Coast,
from Vancouver in Canada to San Diego in Southern California, and is currently
undergoing Beta testing. This Chapter addresses RT–EQ prediction concepts, the
underlying RT theory, evolution and implementation, and a few examples of the
Beta test system’s performance. This work is an investigation of EQ precursors,
which we hope will lead to an operational system. The current system provides a
foundation and the tools to study ionospheric effects linked to conditions in the
Earth’s crust prior to major earthquakes. Progress toward a fully operational system
will require several more years of data acquisition and analysis.
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UHF Ultra-high Frequency
VHF Very-high Frequency
HF High Frequency

1 Introduction

The possibility of using ionospheric perturbations to recognize processes, which
occur at the Earth’s surface and inside the crust prior to major earthquakes, had
long captured Mino Freund’s imagination and had become a motivation for his far-
reaching plan for flying “smart” nanosatellite constellations. This led to years of
fruitful discussions with Douglas Rekenthaler and his group who are at the forefront
of high-resolution ionospheric tomography.

An ionospheric RT system is a distributed sounding system, which exploits
space-borne satellite beacons and a dispersed array of ground station receivers. The
ground stations continuously receive the signals from the satellite beacons sounding
the ionosphere along constantly changing ray paths, collecting data, which allow
modeling of the spatio-temporal state of the ionospheric structure. Satellite RT pro-
vides a foundational methodology for regional, eventual global monitoring of the
near-Earth ionospheric plasma, and of the total electron content (TEC) along the
ray paths.

Studies of the ionosphere and the physics of ionospheric processes rely on the
knowledge of the spatial distribution of the ionospheric plasma as a function of time.
Because the ionosphere is the propagation medium for radio waves, the ionosphere
significantly affects the performance of navigation, geo-location, reconnaissance,
remote sensing, and telecommunication systems, inter alia. Beacon rays transiting
the ionosphere interact with the electrons in the ionospheric plasma. They experi-
ence Faraday rotation, scintillation, scattering, refraction, and many other effects.
“Noise” sources develop from the overhead magnetosphere, solar and related iono-
spheric disturbances, and other solar system and cosmic influencing factors. From
below, lithospheric and anthropogenic effects are mapped onto the ionosphere, in-
cluding the effects from rocket launches, hurricanes and other atmospheric pro-
cesses, and large entity events such as earthquakes.

Therefore, investigations into the structure of the ionosphere are of interest for
many practical applications. Existing satellite navigation systems hosting beacons,
with a growing number of arrays of corresponding ground receiving networks, are
suitable for sounding the ionosphere along different directions. The data are pro-
cessed by tomographic methods, i.e. by reconstructing the temporal and spatial dis-
tribution of the ionospheric electron density.

Three principal methods of satellite ionospheric radio tomography have been
successfully developed, with continuing advances on-going [1–8]. Since the early
1990s, the optimal RT systems have been based on data from LO navigation beacon
satellites—LEO satellites operating at 1,000 km altitudes, in circular, near-polar or-
bits. In recent years, RT studies have progressed to use measurements using HO
navigation systems—the Global Navigation Satellite Systems (GNSS), currently
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Fig. 1 LORT and HORT illustrated

comprising the US Global Positioning System (GPS), and the Russian Glonass sys-
tems which are currently operational, as well as the European Galileo and Chinese
BeiDou systems which are being built. These two principal types of radio tomog-
raphy are referred to as low-orbital RT (LORT) and high-orbital RT (HORT) [6–
8]. A third technique currently in development is Radio Occultation (RO)—a tech-
nique of quasi-tangential sounding. The LORT and HORT techniques are depicted
in Fig. 1.

The apparent motion of the HO satellites is far slower than the motion of the
LO satellites; consequently, sampling of the ionosphere is faster with LO, and the
resulting TEC measurements are more useful. At scales of meters to tens and hun-
dreds of meters, the ionosphere changes in a matter of minutes, not hours, and rapid
sampling is important. Figure 1 presents the scheme of satellite radio probing of
the near-Earth’s environment that includes the atmosphere, the ionosphere, and the
protonosphere. The transmitters onboard the LO and HO satellites and the ground
receivers provide the sets of rays transecting the Earth’s near-space environment,
and allows determination of the group and phase paths of the radio signals (in the
case of LO systems, only the phase paths) along the corresponding rays. The re-
ceivers onboard the LO satellites that receive the radio transmissions from the HO
satellites are also suitable for determining the group and phase paths of the signals
along the set of the rays quasi-tangential to the Earth’s surface. These measurements
are suitable for sounding the near-space environment along various directions and
calculating the integrals (or the differences of the integrals) of the refraction index
in the medium. This set of the integrals can be inverted by the RT procedure for the
parameters of the medium. In the case of ionospheric sounding, the integrals of the
refraction index are reduced to the integrals of the ionospheric electron density.
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Fig. 2 LORT image of the ionosphere (Moscow-Murmansk) on April 7, 1990 at 22:05 LT

The early (circa 1990) LO navigational systems (US Navy Navigation Satellite
System “Transit” and Russian Tsikada/Parus satellite system) allow the receivers to
determine the differences in the Total Electron Content (TEC), typically measured
in units of “electrons per cubic meter,” over large regions of the earth, wherever
an appropriate array of ground station receivers exists, but not continuously. The
time gap between successive measurements depends on the number of operational
satellites in the global constellation or satellite inventory, currently fewer than ten
satellites. With over 50 satellites in high orbit, the “newer” HO systems (GNSS:
GPS/GLONASS) are suitable for continuous worldwide TEC measurements.

Over the past two decades, as a result of numerous field experiments and archival
data analyses, our team has confirmed the existence of unique, EQ-precursor-related
signatures in the ionosphere, which are correlated in space, time and magnitude to
earthquake preparation processes, i.e. earthquake precursors. These signatures have
sometimes been evident tens of hours, several days, and possibly weeks, prior to
the actual EQ event, and they are evident after the event for some period of time as
well. The underlying cause of these signatures has not been determined; however,
radon and hydrogen emanations, piston-type vertical displacement of the Earth sur-
face, stress-induced charge flow in rock strata near fault lines, massive air ionization
at ground level, and other theories have been offered. In any case, the ionospheric
signatures have repeatedly demonstrated tell-tale signatures. Regardless of the pri-
mary source of the disturbances, the EQ preparation process results in ionospheric
signatures which can be detected using RT methods.

2 Early Experiments with LORT

The world’s first LORT images were reconstructed in March-April 1990 by geo-
physicists at Moscow State University and the Polar Geophysical Institute of the
Russian Academy of Sciences. One of the first RT cross sections of the ionosphere
(ca. 1990) between Moscow and Murmansk is shown in Fig. 2.

The horizontal axis in this plot shows the latitude and the vertical axis shows
the altitude. The ionospheric electron density is given in the units of 1012 m−3.
This image clearly shows an ionospheric trough at about 63°–65°N and a local ex-
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tremum within it. Further, numerous experiments revealed the complex and diverse
structure and dynamics of the ionospheric trough. In 1992, preliminary results using
RT imaging of the ionosphere were obtained by colleagues from the UK [9]. These
early LORT-based studies and applications drew significant interest from geophysi-
cists around the world.

Today, more than ten research teams in different countries are engaged in these
investigations. A dozen LORT receiving networks (chains of ground stations, typ-
ically dispersed along a longitudinal line at 150 km intervals) are currently opera-
tional in different regions of the world: in Russia, the US West Coast, Alaska, Great
Britain, Scandinavia, Finland, Greenland, Japan, and the Caribbean region, all ex-
tensively used for research and scientific studies. A new LORT system has been built
in India, and the LORT system in Southeast Asia is being upgraded. The Russian
transcontinental LORT chain includes nine receiving sites arrayed along the Sochi-
Moscow-Svalbard line. This is the world’s longest LORT chain (about 4000 km in
length), and is unique in the fact that its measurements cover a huge ionospheric
sector stretching from the polar cap and auroral region to low latitudes. As a re-
sult, measurements along this chain are suitable for studying disturbance transfers
between the auroral, subauroral, and low-latitude ionosphere, and for investigating
the structure of the ionospheric plasma in different latitudinal regions as a function
of solar, geophysical, and seasonal conditions. The Russian RT array and a corre-
sponding RT array in Alaska are located diametrically on opposite sides of the Earth
with a 12-hour time shift between them. A series of LORT experiments carried out
in Europe, America, and Southeast Asia over the last twenty years has demonstrated
the utility and high efficiency of RT methods for the study of diverse ionospheric
structures.

3 Low Orbital Ionospheric Radio Tomography: Methodology

LORT relies on source signals from low orbiting satellites flying in nearly circular
orbits at an altitude of about 1000–1150 km. The dual frequency signals from the
satellite beacons are acquired by specialized ground-based receivers. The phase dif-
ference between two coherent signals transmitted from these satellites at nominal
frequencies of 150 and 400 MHz are recorded and processed on the ground. The
receivers are arranged in an array generally parallel to the ground projection of the
satellite paths, and the distance between the neighboring receivers is typically a few
hundred kilometers. The reduced phases ϕ recorded at the receiving sites are the
input data for the RT imaging. The integrals of the electron density N along the rays
linking the ground receivers with the onboard satellite transmitter are proportional
to the absolute (total) phase Φ [1, 2], which includes the unknown initial phase ϕ0:

αλre

∫
Ndσ = Φ = ϕ0 + ϕ (1)

Here, λ is the wavelength of the satellite radio signal, dσ is the element of the ray,
and re is the classical electron radius. The scaling coefficient α (of the order of
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unity) depends on the sounding frequencies used. Equation (1) can be recast in the
operator form [4] that includes the typical uncorrelated measurement noise ξ :

PN = Φ + ξ (2)

where P is the projection operator mapping the two-dimensional (2D) distribution
N to the set of one-dimensional (1D) projections Φ . Thus, the problem of tomo-
graphic inversion is reduced to the solution of the linear integral equations (2) for
the electron concentration N .

One of the most appropriate ways to solve (2) is to discretize (approximate)
the projection operator P. This yields the corresponding system of linear equations
(SLE) with the discrete operator L:

LN = Φ + ξ + E, E = LN − PN (3)

where E is the approximation error that depends on the solution N itself. Note that
Eqs. (2) and (3) are equivalent if the approximation error E is known. However, in
the case of reconstructing the data of a real RT experiment, E is not known, and, in
fact, quite a different SLE is actually solved:

LN = Φ + ξ (4)

SLE (4) is not equivalent to SLE (3). In other words, the difference between the so-
lutions of (3) and (4) ensues from the difference in both the quasi-noise component
and the correlated (in time and along the rays) approximation error E.

For SLE (4) to be solved, the absolute phase Φ together with ϕ0 should be known.
The errors in ϕ0 estimated by the different receivers can result in contradictory and
inconsistent data, which leads to low-quality RT reconstructions. In order to avoid
this difficulty, a method of phase-difference radio tomography (RT based on the
difference of the linear integrals along the neighboring rays) was developed [10],
which does not require the initial phase ϕ0 to be determined. The SLE of the phase-
difference RT is determined by the corresponding difference:

AN = LN − L′N = Φ − Φ ′ = D + ξ (5)

where LN = Φ is the initial SLE and L′N = Φ ′ is the system of linear equations
along the set of neighboring rays.

There are numerous algorithms, both direct and iterative, to solve SLEs (4) and
(5). At present, for problems of ray radio tomography of the ionosphere, iterative
algorithms are most popular; however, non-iterative algorithms are also used. These
algorithms utilize a singular value decomposition with its modifications, regular-
ization of the root mean square (RMS) deviation, orthogonal decomposition, maxi-
mum entropy, quadratic programming, and Bayesian approaches, inter alia. Exten-
sive numerical modeling and LORT imaging of numerous experimental data reveal
efficient combinations of the various methods and algorithms which yield the best
reconstructions.

“Phase-difference” LORT provides much better results and higher sensitivity
compared to traditional phase measurement methods. This is confirmed by recon-
structions of experimental data. The horizontal and vertical resolution of LORT in
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Fig. 3 LORT image of the ionosphere above the Alaska region on October 29, 2003 at 13:10 UT

Fig. 4 LORT Image of the ionosphere (Moscow-Svalbard) on April 11, 2012 at 04:08 LT

its linear formulation is 20–30 km and 30–40 km, respectively. If the refraction of
the rays is taken into account, the spatial resolution of LORT can be improved to
10–20 km.

LORT reconstructions reveal a series of the irregularities such as various waves,
wavelike structures, and other features. Figure 3 presents an example of a complex
wave-like perturbation with a distinctive wave-front, which was observed during the
Halloween storm of 2003 in the Alaska region.

It is worth noting that the ionospheric plasma can have a highly complex structure
even in undisturbed conditions, as illustrated by Fig. 4, which shows the LORT cross
section of the ionosphere between Sochi and Svalbard during geomagnetically quiet
conditions (Kp < 1).

Here, wavelike disturbances with a characteristic size of 50 km are seen above
Svalbard (78°–79°N). In the central segment of the image (59°–65°N) the electron
density decreases. In the southern part of the cross-section (42°–55°N), wavelike
structures with a spatial period of 100–150 km are apparent. A wide ionization
trough in the interval of 62°–64°N is observed on the LORT reconstruction. The
local maximum at 65°–66°N is almost merged with the polar wall of the trough.
A spot of enhanced ionization is identified within the trough about 63°–64°N lati-
tude. Additionally, wavelike disturbances are revealed throughout the area bounded
by 66°–78°N.

Thus, LORT is capable of reconstructing nearly instantaneous 2D snapshots of
the electron density distribution in the ionosphere, which typically cover a time
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span of 5–15 minutes. The time interval between successive RT reconstructions,
dependending on the number of operational satellites is now about 30–120 minutes.
The LORT method is also suitable for determining the plasma flows by analyzing the
successive RT cross sections of the ionosphere [11]. If the LORT receiving segment
consists of several receiving arrays located within a few hundred km of each other,
that configuration will allow 3D imaging of the ionosphere. The necessity to have
multiple receiving chains is the major limitation of LORT.

4 Recent HORT-based Investigations

The evolution of global navigational satellite systems (GNSS, including the US
Global Positioning System, GPS, and the Russian GLONASS) opened new oppor-
tunities to continuously measure trans-ionospheric radio signals and to attack the
inverse problem of radio sounding. The current GNSS inventory will soon be aug-
mented by the European “Galileo” and Chinese “BeiDou” satellite systems. Col-
lectively, these GNSS beacons will create enormous advantages for RT programs.
Today, GNSS beacon signals are continuously recorded at a large number of re-
gional and global receiving networks. For example, the network operated by the
International GNSS Service, IGS comprises about two thousand receivers. These
data are suitable for reconstruction of the ionospheric electron density.

The inverse problems of radio sounding based on GNSS data, which pertains
to the general method of tomographic characterization with incomplete data, are
inherently high-dimensional. Due to the relatively low apparent angular velocity
of the high-orbiting GNSS satellites, allowance for the temporal variations of the
ionosphere becomes essential. This makes the RT problem four-dimensional (three
spatial coordinates, plus time) and exacerbates the incompleteness of the data: every
point in space is not necessarily traversed by the rays that link the satellites and the
ground-based receivers; therefore, data gaps arise in the regions when only a few
receivers are available. The solution of this problem requires special mathematical
approaches.

The method for HORT ionospheric sounding typically exploits the phases of the
radio signals that propagate from the satellite to the ground receiver at two coherent
multiple frequencies. For example, in GPS-based soundings, these frequencies are
f1 = 1575.42 MHz and f2 = 1227.60 MHz. The corresponding data (L1 and L2)
are the phase paths of the radio signals measured in units of wavelengths of the
sounding signals. Another parameter that can be used in the analysis is the pseudo-
ranges (the group paths of the signals)—the time taken by the wave-trains at the
frequencies f1 and f2 to propagate from the satellite source to the ground-based
receiver. The phase delays L1 and L2 are proportional to the total electron content,
TEC, the integral of electron density along the ray between the satellite and the
receiver:

TEC =
(

L1

f1
− L2

f2

)
f 2

1 f 2
2

f 2
1 − f 2

2

c

K
+ const, (6)
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where K = 40.308 m3 s−2 and c = 3×108 m/s is the speed of light in vacuum. Note
that, by using the phase delay data, it is only possible to calculate the TEC value up
to a certain constant indicated as the additive term in formula (6). The relationship
(6) is similar to formula (1) with the unknown constant in the right-hand side of the
system.

The TEC values can also be derived from the pseudo-ranges P1 and P2 [12]:

TEC = P2 − P1

K( 1
f 2

2
− 1

f 2
1
)

(7)

However, compared to the phase data, the pseudo-range data are strongly dis-
torted and contaminated by noise. The noise level in P1 and P2 is typically 20–30 %
and even higher, while in phase data it is below 1 % and rarely reaches a few percent.
Therefore, for HORT, the phase data are preferable.

Most authors solve the HORT problem using a set of linear integrals. In that
approach, it is assumed that the TEC data are sufficiently accurately determined
from the phase and group delay data. However, the absolute TEC (7) is determined
with a large uncertainty in contrast to the TEC differences that are calculated highly
accurately. Therefore, the phase difference approach was applied in this case as
well. In other words, instead of the absolute TEC, the corresponding differences or
the time derivatives dTEC/d t were used as the input data for the RT problem.

The problem of the 4-D GNSS-based radio tomography can be solved by the ap-
proach developed in 2-D LORT. In this approach, the electron density distribution
is represented in terms of a series expansion of certain local basis functions; in this
case, the set of linear integrals or their differences is transformed into SLE. How-
ever, in contrast to 2-D LORT, here it is necessary to introduce an additional pro-
cedure, which interpolates the obtained solutions in the area with missing data. The
implementation of this approach in the regions covered by dense receiving networks
(e.g., North America, Japan, Alaska, and Europe) with a rather coarse calculation
grid and suitable splines of varying smoothness has proved to be highly efficient.

Another approach seeks sufficiently smooth solutions of the problem so that the
algorithms provide a good interpolation in the area of missing data. For example, let
us consider a Sobolev norm and seek a solution which minimizes this norm over the
infinite set of solutions of the initial (underdetermined) tomographic problem (5):

AN = D, min
AN=D

‖f − f0‖W 2
n

(8)

Here the function f is the solution with a given weight.
Practical implementation of this approach faces difficulties associated with the

solving the constrained minimization problem. The direct approach utilizing the
method of the Lagrange’s undetermined multipliers results in SLE with high-
dimensional (due to the great number of the rays) matrices, which do not possess
any special structure which would allow one to simplify the solution. Therefore,
one approach is to solve this minimization problem by an iterative method which is
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Fig. 5 Ionospheric HORT reconstructions over Europe on April 17, 2003: (a, c) 19:00 UT, (b, d)
20:00 UT. (a, b): TEC maps in the latitude-longitude coordinates; the color scale is from 0 to 35
TECU (1 TECU = 1016 m−2). (c, d): Meridional cross sections along 21°E in the latitude-altitude
coordinates; the color scale is from 0 to 0.6 × 1012 m−3

a version of the SIRT technique, with additional smoothing (by filtering) of the iter-
ative increments over the spatial variables. This method allows a priori information
to be introduced through both the initial approximation for iterations, and through
weighting coefficients that determine the relative intensity of the electron density
variations at different heights.

Computer-aided modeling shows that quasi-stationary structures are recon-
structed with a reasonable accuracy although HORT has a significantly lower res-
olution than LORT. As a rule, the vertical and horizontal resolution of HORT is
100 km at best, and the time step (the interval between two consecutive reconstruc-
tions) is currently 20–60 minutes. In regions covered by dense receiving networks
(Europe, North America, Japan, and Alaska), the resolution can be improved to 30–
50 km with a 30–10 min interval between the consecutive reconstructions. However,
a resolution of 10–30 km, with a time step of 2 minutes can now be achieved in the
few regions which have very dense receiving networks—California and Japan. Ob-
viously, there exists the potential for even near-real-time updates as the densification
of networks improves in selected areas: the cost of these ground station receivers is
relatively low.

The reconstructions presented below illustrate the possibilities of the HORT tech-
niques as depicted in Fig. 8. Figure 5 displays the evolution of the ionospheric trough
above Europe in the evening on April 17, 2003. The TEC maps and the meridional
cross sections along 21°E show the trough widening against the background overall
nighttime decrease in electron density.
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Fig. 6 Wavelike structures formed in the ionosphere 30 minutes after launch of a rocket from the
Plesetsk Cosmodrome

Fig. 7 Typical ionospheric cross-section through the heated area of the ionosphere

5 Ancillary Investigations

Besides being suitable for reconstructing large-scale ionospheric phenomena of nat-
ural origin, LORT is also efficient for tracking artificial ionospheric disturbances as
illustrated in Fig. 8. The LORT cross-section in Fig. 6 shows the wavelike structures
formed in the ionosphere 30 minutes after launch of a rocket from the Plesetsk Cos-
modrome. The cosmodrome is located approximately 63°N 200 km distant from the
satellite sub-track. Such anthropogenic disturbances have quite a complex structure
wherein large irregularities (200–400 km) coexist with smaller ionospheric features
(50–70 km). The slope of the “wavefront” is also varying.

Wave disturbances generated by launching high-power rocket vehicles are de-
scribed in [13] where it is shown that the start of the rocket creates acoustic-gravity
waves (AGW), which induce corresponding perturbations in the ionospheric TEC.
During RT experiments with the Moscow-Murmansk array, very long-lived local
disturbances in the ionospheric plasma were identified above sites where ground-
based industrial explosions were carried out [14].

RT methods have revealed generation of ionospheric disturbances by the Sura
heating facility (see Fig. 7), which radiates high-power radio-frequency (high fre-
quency, HF) waves modulated with a 10-min RF on/off heating period [15].
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Fig. 8 Occultation technique in context with HORT and LORT, the two primary RT methodologies

A narrow trough in the ionization, aligned with the propagation direction of the
heating HF wave, is identified (Fig. 7). The travelling ionospheric disturbances
associated with acoustic gravity waves (AGWs) generated by the Sura heater di-
verging from the heated area, are observed. Unfortunately, insufficient density
of the HO receivers in central Russia prevented us from obtaining high-quality
HORT images of the ionosphere during this heating experiment; however, the data
recorded by a few available receivers readily support the presence of the AGWs
[15].

6 RT Compared to Alternative Ionospheric Sounding
Techniques

There are a small number of existing low-earth-orbiting satellites—FormoSat-
3/COSMIC and a few others—which have the capability of recording GNSS sig-
nals. Those satellites exemplify the radio occultation technique (OT), in that they
capture quasi-tangential measurements of the electron density N [16–18]. The OT
method—essentially reception of GNSS signals on LO satellites—results in sound-
ing the ionosphere across a wide range of different geometries of the transmitting
and receiving systems. The OT method, with integrals of N over a set of quasi-
tangential rays (the satellite-receiver links) is a particular case of the RT method;
therefore, it will be necessary to eventually integrate the occultation data into the
general RT scenario [7, 8, 19]. The combination of RT and OT, where the RT data
are supplemented by the satellite-to-satellite sounding (OT) data, would noticeably
improve vertical resolution of RT reconstructions.

Existing ultra-violet (UV)-sounding systems (GUVI, SSULI, FormoSat-3/COS-
MIC) provide integrals of N squared, and the UV sounding data can be incorporated
into a general tomographic iterative program. For example, as the first step of an
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ionospheric reconstruction, an iterative approach using linear integrals and RT data
alone is used. Then, based on the distribution of electron density N obtained with the
first iteration, we could run iterations for N squared with the UV data. Subsequently,
we transform the distribution of N squared derived at this step of the reconstruction
into the distribution of N (the result of the second iteration); this distribution can
be further used in a third iteration. Odd iterations will only work with the radio
sounding data, while even iterations will use the UV input. Overall, we obtain the
tomographic products which use both the radio sounding and UV sounding data.
However, in order to ensure convergence and to obtain high-quality final results,
experimental data of different kinds should be consistent and have commensurate
accuracy; otherwise, additional iterations based on the “bad” data will only degrade
the result. Unfortunately, as of today, UV data are far less accurate that the data of
navigation radio sounding.

We note that the described RT methods refer to the ray tomography [1] that ne-
glects the diffraction effects. In our previous work, we developed the methods for
diffraction tomography and statistical tomography [1, 2, 4, 7]. The diffraction to-
mography is applicable for imaging the structure of isolated localized irregularities
with allowance for the diffraction effects. The statistical tomography reconstructs
the spatial distributions of the statistical parameters of the randomly irregular iono-
sphere [7, 20].

In numerous experiments, the RT images of the ionosphere were compared with
the corresponding parameters (vertical profiles of electron density and critical fre-
quencies) measured by ionosondes [4, 7, 21–27]. In most cases, the RT results
closely agree with the ionosonde data within the accuracy of both methods.

These features indicate that strong spatial gradients in electron density typical in
the region of equatorial anomaly can cause the discrepancies in the plasma frequen-
cies calculated from RT and from the ionosonde measurements.

In experiments on vertical pulsed sounding of the ionosphere, the signal is not
reflected from directly overhead. Even in the case of vertical sounding of horizon-
tally stratified ionosphere, the ordinary wave tends to deviate toward the pole, and
in the point of reflection, it becomes perpendicular to the local geomagnetic field
[28]. Therefore, in the general case, the reflection does not occur vertically above
the sounding point but somewhat away from overhead.

It is worth noting that the ionosonde measurements during the geomagnetically
disturbed periods are often unstable because the ionosphere experiences significant
transformations on short time scales that alter the radio propagation conditions. In
particular, the electron density N in the D-region ionosphere sharply increases, and,
due to strong radio absorption, most ionograms do not show any reflections. In con-
trast to the ionosondes, which are essentially HF radars, RT methods are suitable
for imaging the ionosphere even during the strongly disturbed solar and geophys-
ical conditions, because the high sounding frequency used in the RT applications
(150 MHz) allows one to neglect the absorption.
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Fig. 9 US West Coast prediction system, currently using 100+ existing GPS receiving stations,
and 5 LORT ground station receivers

7 New US West Coast Earthquake Prediction Network:
Operational and Successful

During an early RT experiment, conducted between Beijing and Manila, a magni-
tude 7+ earthquake occurred, and evidence of the earthquake was readily apparent
as a unique anomaly on the ionospheric maps which our Moscow State Univer-
sity team generated from that test. On closer inspection, it was apparent that those
signatures were not only evident at the time of the earthquake: they actually ex-
isted several days prior to the earthquake—as precursors. Moreover, the signatures
were unlike any others—no “ambient or normal” ionospheric signatures thereto-
fore observed matched those seen prior to the Manila event. A new EQ prediction
methodology was evident.

In the intervening years this methodology has been tested in many different lo-
cations, with observations of precursors prior to scores of events. Those have been
recorded using GPS/HORT, and UHF/VHF LORT signals. Although there were no
ground stations with data communications for pre-EQ alerting, using after-the-fact
data, it has been possible to show strong precursors using these ionospheric “recon-
struction” techniques for large Sumatra and Chile earthquakes, as two examples.
The providence of the RT-based EQ prediction method evolved from the Moscow
State University team in Moscow, ca. 1990. These methods have since been further
developed and automated, not only for earthquake prediction, but also including
tsunami detection and early warning.

With regard to an EQ forecasting system, it is important that the system demon-
strate reproducible results and be available 365/24/7. It should be a reliable system
for imaging the ionosphere (for convenience we use the terms imaging, reconstruc-
tion, or characterization). An EQ prediction system should have low probability of
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Fig. 10 Chilean EQ, Images
of the TEC obtained using a
very limited number of GPS
ground stations (represented
by dots in the image). The
signals from the GPS ground
stations were processed to
display the TEC changes in
the ionosphere. The eventual
location of the magnitude 8.8,
Chilean earthquake is at the
apex of the blue peak-shape
on the West Coast of Chile.
These GPS-TEC images were
obtained a day prior to the
2010 Chile EQ M8.8

Fig. 11 A precursor two
days prior to the Chilean EQ.
This precursor illustrates a
signature which is “lower”
than the normal ambient
background level

Fig. 12 The ionosphere
depicted immediately after
the EQ, showing a “hot spot”
over the epicenter

false alarms, and offer a high probability of successful predictions in terms of time-
liness, magnitude, and geo-position of the resulting EQ. The new US West Coast
system shown in Fig. 9 is a hybrid assembly, which synthesizes both GPS/Glonass
HORT with UHF/VHF LORT. There are only a few LORT satellites in orbit to-
day. We have worked with cubesat and nanosat designers to arrive at concepts for
affordable new satellites in a robust constellation, to fill this need in the future.

The system uses all available GPS ground station receivers—typically as many
as 340. The timeliness of the data from those receivers is a limitation, as is the
reliability of the receivers themselves. Most of the HORT system downtime experi-
enced over the past two years of Beta operation has resulted from data transmission
failures at the receiving sites. The system also uses 5 UHF/VHF ground station
receivers for the LORT data. Those are a variant of the NWRE ITS33 receivers,
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Fig. 13 A GPS-TEC image created using data from 250 GPS ground stations in Japan (small
icons) immediately prior to the 2011 Tohoku EQ. This ionospheric reconstruction was completed
very shortly after the 2011 Tohoku EQ, using archived data

Fig. 14 Another view of the Tohoku EQ, as reconstructed using HORT data. Ionospheric signa-
tures were apparent approximately 5 days prior to the EQ
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Fig. 15 M5.7 Earthquake: Vancouver Island 2012-02-04 20:05:32; 48.867N, 127.875W: Changes
in the ionosphere appeared ∼9 hours before the earthquake, showing the ground track of the Cos-
mos 2407 satellite, source of the UHF/VHF beacon signals used for the ionospheric reconstruction.
This was a LORT technique

Fig. 16 An M6 Earthquake off the coast of Oregon, 2012-02-15 03:31:20; 43.536N, 127.380W:
Changes in the ionosphere appeared 17 hours prior to the EQ, and the first acoustic gravity waves
near the epicenter become visible in the vertical 2D-projection on the right ∼1 hour before the EQ

with added timing boards and improved broadband oscillators specifically designed
for this application. The ground stations are designed to seek, acquire, and trans-
mit dual frequency, phase and amplitude beacon signals from the satellites. Doppler
corrections are automatically accounted for. The satellite data is then merged with
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Fig. 17 This, and the following three figures depict precursors at various time-early prior to EQs
occurring near Taiwan. These are excellent examples of the wave and TEC structures characteristic
of EQs in this region. EQs 07/23–27 (M = 4.3–4.4); EQ 07/28, 07:40UT (M = 5.9) Lat = 24.18,
Long = 122.53

satellite position ephemerides at a data processing and analysis center in Sioux City,
Iowa, safely outside of any earthquake or tsunami hazard zones. From Sioux City,
the processed data are further transmitted to Wisconsin and Illinois, where vari-
ous proprietary routines are used to make the actual predictions. The entire system
is automated, autonomously returning to operational status in the event of lightning
strikes, power outages, or other anomalies which might otherwise hinder operations.
To-date, there have been six successful predictions by the US West Coast system,
each ranging from a few hours to three days prior to the EQ event. There have been
two missed events: one due to system downtime for upgrade of receiver software,
and one due to a failure of the data source. Those predictions have not been adver-
tised, as the system remains in Beta test for the present: accurate predictions rely on
an extensive database of ambient background signals, and on experience with the
unique attributes of the precursory EQ signatures in a particular geographic area, as
well as time of day, season, external influences on the signals, inter alia. Prediction
accuracy improves over time.

Ionospheric precursors clearly exist; however, precursors of different earth-
quakes, in different regions, do not necessarily exhibit a common pattern. For ex-
ample, earthquakes may be preceded by either increases or decreases in electron
density, or by specific inhomogeneities, or waves, or turbulence patterns, inter alia.
Whichever features the ionospheric precursors may be in a given case, our system
is suitable for 2-D or 3-D imaging of the ionosphere, and for distinguishing be-
tween the precursors and the ionospheric structures associated with the usual solar-
geophysical perturbations. The means used in previous studies—ionosondes, Global
Ionospheric Maps (GIM) technology, and similar) were incapable of unambiguously
differentiating between these factors.

An illustration of the technique is shown in the HORT-only images (see Figs. 10–
20).
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Fig. 18 Taiwan EQ Precursor. EQs 08/19–25 (M = 4.0–4.6); EQ 08/27, 17:11UT (M = 5.4)
Lat = 24.95, Long = 122.94

Fig. 19 Taiwan EQ Precursor. EQ 08/27, 17:11UT (M = 5.4) Lat = 24.95, Long = 122.94

Fig. 20 Taiwan EQ Precursor. EQ 08/27, 17:11UT (M = 5.4) Lat = 24.95, Long = 122.94
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Fig. 21 The diverging
disturbance caused by the
acoustic gravity waves
generated by the Tohoku
earthquake

8 Tsunami Early Warning

Using archived data, we analyzed the ionospheric disturbances over and near Japan
after the magnitude 9.2 Tohoku earthquake. A sub-set of data from the 1200 GPS
ground station receivers in Japan were analyzed by HORT methods, with a very
high time resolution (2–3 min) in [29]. Disturbances observed in the vertical TEC an
hour after the main shock are shown in Fig. 21. TEC waves induced by earthquake-
generated AGWs are seen propagating outwards from the epicentral area. The spa-
tial limits of the diagram correspond to the limited area within which the receiving
network is sufficiently dense.

As shown by the measurements at Hawaii (Figs. 22 and 23) and on the US West
Coast (Fig. 24), the ionospheric acoustic-gravity waves (AGW) appear well ahead of
the tsunami ocean waves, leading it by 1–2 hours at the US West Coast. This allows
us to predict the tsunami wave a long time in advance of the arrival of the ocean
waves, and to estimate its parameters from the ionospheric data. Numerical mod-
eling of the atmospheric and ionospheric effects of the tsunami crest propagation
confirms the aforementioned conclusions concerning formation of the accompany-
ing ionospheric AGW, and accumulation of the frontal waves in the course of the
tsunami wave propagation.

The RT methodology has the potential to “predict” earthquakes, and to “detect”
and provide early warning of tsunamis. The development of the system continues
apace.

9 Conclusion

Ionospheric precursors clearly exist; however, precursors of different earthquakes,
in different regions, do not necessarily exhibit a common pattern. For example, the
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Fig. 22 GNSS based (mkea IGS station) reconstruction of the Tohoku-induced ionospheric waves
over Hawaii. Wave-like structures are seen in the ionosphere approximately one hour before the
tsunami ocean waves struck the Islands (according to DART buoy 51407 (19.6N, 203.5E) at
13:17UT)

Fig. 23 Figure showing HORT wave activity on the day of the Tohoku EQ. That same event
resulted in ionospheric waves over Hawaii a few hours later, but significantly before the actual
tsunami water waves hit the islands. Still later, as depicted in Fig. 24, the ionosphere showed
perturbations over the US West Coast—waves which were detected by our US West Coast HORT
and LORT system
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Fig. 24 Tohoku-induced ionospheric waves over the US West Coast, as they appeared hours before
the ocean waves hit the coastal areas

earthquakes may be preceded by either increases or decreases in electron density, or
by specific inhomogeneities, or waves, or turbulence patterns, inter alia. Whichever
features the ionospheric precursors may be in a given case, our system is suitable for
2-D or 3-D imaging of the ionosphere, and for distinguishing between the precursors
and the ionospheric structures associated with the usual solar-geophysical perturba-
tions. The means used in previous studies—ionosondes, Global Ionospheric Maps
(GIM) technology, inter alia—were incapable of unambiguously differentiating be-
tween these factors. The RT methodology has the potential to “Predict” earthquakes,
and to “Detect” and provide early warning of tsunamis. The development of the sys-
tem continues apace.
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Pre-Earthquake Signals at the Ground Level

Jorge A. Heraud P.

Abstract Can we really predict earthquakes? Will we be able to do it sometime?
The answer to the first question is no, we still cannot predict earthquakes but we
seem to be moving in the right direction. At the ground level, several electromag-
netic manifestations previous to rupture, are slowly fitting into place.

The main theme in this chapter is luminescence and the prevailing hypothesis in
the case described here is the electric origin of the phenomenon commonly known
as EarthQuake Lights, or EQLs. The difficulty of dealing with luminescence nowa-
days is separating any EQLs from noise arising from artificial lights, electric short
circuits, sparks, even fire from electric power lines, from substations, circuit break-
ers and the like. The San Lorenzo Island off the coast of Lima, Peru has provided
three very outstanding cases of pre-seismic and co-seismic EQLs—with geologi-
cal consistency—spanning 266 years of observation, including two high magnitude
earthquakes. In addition there are three cases linked to low magnitude events with
close-by hypocenters, about 2 km, which produces pre-earthquake EQLs on the is-
land. In these cases, the high stress resulting from the build-up of a large magnitude
earthquake produced a 21-day anticipation of the EQLs, whereas the low magnitude
earthquake gave rise to a short 38 hours lead time. New picture evidence collected
at San Lorenzo island show rock formations at an old colonial times prison reported
to have been the focus of luminescence evidence before the mega earthquake in
1746. In 2007, a strong M8.0 earthquake 160 km away from the island, produced
co-seismic lights, probably via the local activation of positive hole carriers by pass-
ing seismic waves, specifically S waves, igneous rocks forming vertical dykes in the
bay of Lima.

Videos taken by security cameras on the PUCP campus show a very good time
correlation with ground acceleration records from a seismometer located on the
campus. Videos from an off-campus location show lights that were generated at
a hill at the southern end of the city and were confirmed by qualified eyewitnesses.
Observations from the San Lorenzo Island point to the possibility that small rocky
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islets in the Bay could have been the points of origin of columns of light seemingly
arising out of the ocean.

The deployment of magnetometers, in collaboration with Quakefinder, is cur-
rently building up a station network along the seismically very active Southern Pe-
ruvian coast. All in all, at least on this side of this subcontinent, luminescence seems
to be coupled with the generation and transport of electric charges.

The answer to the question whether it will be able to predict earthquakes some-
times in the future is strongly linked to our ability to (i) understand the physics of
rocks under stress and (ii) develop a worldwide network of ground stations to col-
lect and process multivariate data that will allow for meaningful deductions of the
data leading to predictions. This is the final quest. Wiring different types of sensors
to monitor electromagnetic activity prior to earthquakes is the geophysical equiva-
lent to an electrocardiogram except that is aimed at anticipating impending catas-
trophic seismic activity. Rather than just sensing the passing of mechanical waves,
as cardiologists do by “feeling” the cardiac pulse at the wrist, a worldwide web of
monitoring stations, combined with the Internet, might bring us early warning signs
pointing at future heart attacks of mother Earth.

1 Introduction

Natural hazards mitigation has moved forward in the past years for many types of
disasters, through research effort and operating measures derived from space activ-
ities, like weather satellites, increased involvement of national and international or-
ganizations and many forms of cooperation and funding. This is the case of increas-
ingly reliable weather reports, storms, hurricane watch including path and intensity
prediction, Tsunami watch, floods and volcanic activity. What about earthquakes?

One of the most important questions we are now addressing with regards to dras-
tic seismic activity leading to destruction and loss of lives is: Can we really predict
earthquakes? Will we be able to do it sometime? Many authors have looked into
this issue trying to go beyond the classical research in seismicity and the statisti-
cal estimation of future fracture areas with the hope it will lead to a more physical
interpretation of what happens to matter subject to great pressures, dynamic forces
and other physical interactions leading to seismic rupture and earthquakes. Research
could probably lead to new interpretations of the ways nature might have to com-
municate the advent of a future seismic event, with enough lead time so as to devise
operational methods to make life-saving prediction viable.

For over one hundred years, the electrical nature of matter has been recognized
through successful theories linked to experimental evidence in physics and chem-
istry. Astrophysics is finally completing a picture in which we might be able to iden-
tify additional ways in which nature sets in motion charges and radiation, its very
constituents, to produce a broader spectrum of messengers of telluric consequences.
However it is still difficult to accept that, under mechanical stress, electrons in or-
bitals and the lack of electrons in certain orbitals, so-called positive holes, can set
them in motion. Thus, electrons and p-holes and their physical, chemical and elec-
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tromagnetic interaction with matter can conceivably set up visible, measurable and
recordable ways of tracing, in space and time, activity deep in the Earth’s crust in
anticipation of the build-up of rupture areas at the onset of an earthquake. The exper-
imental techniques of radio-science can thus be used to study the electromagnetic
consequences of the motion, acceleration and deceleration of positive and negative
electric charges, the generation of electric currents in the first case and of radio fre-
quency waves in the other two. Besides the production of local magnetic fields and
their interaction with the earth’s magnetic field, there is accumulation of charges and
the build-up of polarization in structures and the rush of huge amounts of electric
charges into narrower high points leading to corona discharges, i.e. the burst-like
ionization of dielectric air to produce luminescence. In the recombination process,
line emissions in the infrared are produced as well as other consequences of the drift
and diffusion of charges and the variations of the height of the ionosphere. Some of
these phenomena can probably propagate far enough to produce effects at or far-
ther away from the future rupture point or hypocenter, others are probably caused
locally, as the seismic wave propagates carrying energy that temporarily stresses
appropriate types of rocks with higher igneous content.

In a recent paper, Friedemann Freund [1] covers this issue thoroughly, analyzing
the fact that non-seismic signals occurring before earthquakes have been reported
but not taken too seriously into consideration for multiple reasons. Among them,
we should consider the seriousness of the reports, the uncertainty about their origin
and the time correlation between the occurrence of the phenomenon and the onset
of the earthquake, perhaps hours, days or weeks later. Several more could be added.
The fact that most of these signals are non-linearly related to earthquake magnitude,
the location of epicenters and luminous signals in uninhabited areas, the effect of
deep geological structures in the propagation of electric charges, the time of the day
effect in luminous phenomena for instance, constitute difficulties in their study.

The intention is to give an observational approximation, in this case bridging
over centuries, to one of the most ancient records of connections between electro-
magnetic phenomena and seismic activity. By using an outstanding video recording
of co-seismic luminescence at a strategic point in the Peruvian coast during a ma-
jor earthquake in 2007, an old and curious report of luminescence in a prominent
island that occurred over two hundred years ago in the same spot, will be brought
into historical perspective. Even more so, in July 27, 2012, a day and a half before
an earthquake, pre-seismic lights were observed again in exactly the same spot as
in 1746 and 2007. Besides, the possibility of detecting pre-seismic luminescence,
opens another way hitherto difficult to be turned into an operational alert method,
but at least scientifically possible and desirable as a means to correlate electrically
produced luminescence with other methods or prediction.

2 Seismic Luminescence: “Earthquake Lights”

For hundreds, even thousands of years, reports about the luminous phenomena pre-
vious to (pre-seismic) or coincidental (co-seismic) with earthquakes have been pil-



136 J.A. Heraud P.

ing up since ancient times. Unexpected lights in the sky, rapidly flashing “flames”
emanating from the ground, fire-like phenomena or “tongues of fire”, globular
gaseous brightness of different sizes, extended white and light blue luminescence
in the sky and other shapes and forms of various colors, have all been described.
Literature contains vivid descriptions of these phenomena, accounts of word-of-
mouth information passed along for decades and even centuries, though most of
them associated with religious beliefs related to “divine punishment”.

Atmospheric events of luminous characteristics associated with earthquakes are
commonly known as EQLs for “EarthQuake Lights” and have been described by
Richter [2] in 1958, but observationally reported by Terada [3, 4] in 1930 and 1931.
One of the first review papers on earthquake lights was written by John Derr [5]
in 1973 and it gives a thorough description, with many illustrations, of luminous
phenomena associated with earthquakes since one of the first analysis of the problem
of considering EQLs in seismology in 1942. As will be recalled further ahead, most
of the morphology described by John Derr resembles very closely the luminosities
described by qualified witnesses during the M8.0 earthquake in Pisco, Peru and
observed extensively in Lima, 150 km away [8]. The statistics of observations seems
to be stationary over tens of years in time and thousands of kilometers in space.

In the Mediterranean area, EQLs have been reported since ancient times. Pa-
padopoulos [6] in 1999 collected information from 30 earthquakes and concluded
that EQLs were reported from rather shallow and strong earthquakes (M ≥ 6.0) and
epicenters up to about 140 km away. In Quebec, Canada, EQLs were reported by
St-Laurent [7] in 2000.

2.1 Signal to Noise Ratio

One of the difficulties experimental research has to deal with leads to the enhance-
ment of the ratio of signal to noise in any observation, collection of data and data
analysis and processing. Seismic luminescence, in a figurative way, is no exception
and even at present time, separating cases worthwhile looking into from hoax, is
not easy. Electrical flashes associated with the power grid, shorting of power cables,
oscillating high voltage transmission lines bouncing against each other, arcing in
circuit breakers, corona discharges, open fires and other activities of man-made ori-
gin, usually happen. Going back into the past to study the reports of luminescence
from time prior to electricity has its advantages since there is no need to mask out
non-existent man-made electrical causes. However we have to deal with religious
interpretations and superstitious beliefs that greatly increase the number of reports,
enhance the atrocity with which the phenomena is perceived, leads to induced opin-
ions that range from the exaggerated intensity of the phenomena to attributed re-
lationships with other occurrences because of assumed divine purpose and control.
So ancient reports of luminous phenomena may have no source of confusion with
man-made causes but could be highly distorted by subjective personal and collective
beliefs.
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2.2 The Big Earthquake in Lima, 1746

On October 28th, 1746 at 10:30 pm (LT), a 4-minute long mega earthquake hit Lima,
the capital city of the Viceroyalty of Peru, then under Spanish rule, and Callao its
sea port, about 15 km due west. Without seismometers and modern seismological
science, the magnitude of the earthquake cannot be known but estimates place it
around 8.6. However, judging by the high percentage of the population killed and
reports on the distance reached inland by the sea water of the giant Tsunami, two
Spanish “leagues” or around 5 km, some seismologists have estimated a M > 9
event, the largest earthquake ever to strike Peru. The earthquake has been described
by different sources, as a major event, much stronger than the great Lima earth-
quakes of 1582, July 9, 1586, October 10, 1687 or the Cusco 1650, Tacna August
13, 1868 or the Ancash, May 30, 1970, the highest human lives toll earthquake in
Peru. In this event,over 75,000 people died as a consequence of the huge induced
landslide of a glacier at 6,700 m above sea level that buried the city of Yungay, about
400 km north of Lima.

In 1746, Lima’s population was estimated between 50,000 and 60,000, so the
death toll of 7,000 was very high at over 10 %. The port of Callao was about
7,000 people and records account that about only 200 survived, about 23 ships were
literally thrown through the air by the tsunami reaching midway into the city of
Lima. Diego de Esquivel y Navia [9] and Perez-Mallaina [10] have written good
accounts on the events previous, during and after the big earthquake of 1746 and
other news from Lima newspapers in 1791, in particular Mercurio Peruano [11],
have permitted us not only to understand the social events, the fears and disbeliefs
surrounding such a tragic event, but from a more scientific point of view, to dis-
cover, buried in the noise of fear and superstition, the presence of EQLs, up to three
weeks before the earthquake. More recently, Charles Walker [12] a historian steeped
in Peruvian culture and history, published a book describing the social events that
surrounded the tragic events related to the mega earthquake and tsunami in Lima
in 1746.

2.2.1 San Lorenzo Island in the Bay of Lima

In central Peru, the bay of Lima is one of the most prominent geographical features
on the Pacific coast and spans the capital city of Lima, nowadays with nine million
inhabitants. San Lorenzo is the largest of a group of islands, islets and rocks protrud-
ing from the ocean, apparently with the appropriate characteristics for propagating
electric charges to the surface, as will be shown. San Lorenzo is part of a group of
islands together with El Fronton, Palomino, Cabinzas and smaller islets and rocks
known as Horadadas and is located 4 km from the peninsula at the northern part of
the bay. It is 8.3 km long, 2.3 km wide and its highest point rises to 396 m above sea
level. It is arid, it has no sources of fresh water and its terrain is rocky and covered by
sandy soil. Occupancy has been only temporary along centuries but pre-Columbian
ruins found, give a hint that a permanent population might have been established.



138 J.A. Heraud P.

Fig. 1 Old prison and
dungeons in the rock at San
Lorenzo island. EQLs in the
form of tongues of fire were
reported coming out of the
ground and walls on October
7, 1746, 21 days before the
large October 28, 1746
earthquake (Photo credit
Maria del Pilar Fortunic)

Nowadays, only a naval base exists as a permanent station but no large electric grid
installations as power lines are present so as to suspect man-made electric flashes to
be confused with EQLs.

2.2.2 Pre-seismic EQLs in San Lorenzo Is., October 1746

Diego de Esquivel y Navia [9], describes a particular incident in which 21 days
before the earthquake, strange lights described as “tongues of fire” were seen by the
captain of a sloop anchored in San Lorenzo island. They were coming out of the
storeroom, the tower and fence walls, made in those days of adobe and rocks and
he thought it was a product of his imagination. The old prison, shown in Fig. 1, sits
on rock and in an adobe construction, so its walls could not have been the source of
real fire, as will be dealt with in the following description. Some of the high security
dungeons were caves and holes on the rock with a simple iron gate outside, as can
be seen to the right of the building, one of them in white.

When the captain of the sloop met prisoners working at 2–3 am, he learned from
the officer in charge of the prison, Manuel Romero, that he had let them out to work
because he was afraid the tongues of fire would melt down the prison walls. The
captain then realized that what he had witnessed earlier was not the product of his
imagination but was corroborated by the prison official. The following translation,
with the full account of the pre-seismic EQL event, tries to respect the description
and construction of XVIII century Spanish, as contained in the following paragraph:

“On October 7th, 21 days before the sad topic of this letter, don Juan Felix Goycoechea,
a man over 50 years old, native of Fuenterrabio in Guipuzcoa, Spain, captain of the king’s
sloop in which they were transporting rocks from San Lorenzo island to the prison, between
2 and 3 o’clock in the morning, saw the storeroom, other rooms, towers and fence walls
burning; this not only worried him but filled him with horror. A little less than an hour later,
he met the prisoners, subject to forced labor on that island, as they were coming to load rocks
on the ship and this was a surprise for the captain who did not expect the unusual timing
for this job; he asked them for the reasons for their untimely arrival and their answer was
that—the island Captain, don Manuel Romero, who was very frightened, released us from
prison at about 3 am, so we could watch the prison melt down and there is nobody left there
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who is not an eye witness of such flame and fire. With this response Captain Goycoechea,
confirming what at the beginning he had taken as a false view and presumed as produced by
his imagination, made public to the inhabitants of the prison the flames of fire he had seen
burning, explaining the reason for the tragic forecast he had issued, saying they had been
made in prevention of trouble so they could anticipate the situation with penance”.

It is truly significant that this event could be rescued from the noise level of
fantasy that accompanied the great earthquake in Lima in 1746, and becomes sig-
nificant also in the time difference of 21 days between its occurrence and the seis-
mic event. San Lorenzo island is a mountainous desert island that rises up to about
400m above sea level and at about 5 to 6 km off the tip, as an off shore extension
of a small peninsula in the northern end of the bay of Lima. It is made mainly of
sedimentary rock but part of it is made of mafic igneous rocks, which resisted ero-
sion. As will be explained, the very intense luminous phenomena video recorded
during the 2007 Pisco earthquake and seen co-seismically in Lima, away from the
epicenter, occurred among other places, also precisely above San Lorenzo island.

2.2.3 Pre-seismic EQLs in San Lorenzo Is., July 2012

Mr. Diego E. Menendez, an engineer and the brother of a research assistant at our
Institute, is quite familiar with our 2007 EQLs video since he helped us reformatting
it. Hence he is a qualified observer for this matter. On July 27, 2012, he alerted us
of outstandingly similar but brief lights he saw in the direction of San Lorenzo,
the evening of July 27, 2012 at 10:30 pm LT. It was quite a welcomed coincidence
but there was no hint as when the seismic event would occur, however the fact that
San Lorenzo was precisely under the observed luminescence led us to think of the
likelihood of a nearby event. Thirty eight hours later, on July 29, 2012 at 12:36 pm
LT, a Ml 4.5 earthquake occurred just about 2 km NE of San Lorenzo Island at a
depth of 58 km, corroborating the pre-seismic nature of the luminescence, reported
to us ahead of the event. The scenario of these pre-seismic sightings in the bay of
Lima is shown on Fig. 2. It has been estimated that the 1746 earthquake epicenter
probably occurred around the same place.

2.3 The Pisco, Peru, 2007 Earthquake

Most earthquakes in Peru are caused by convergent plate tectonics, as a consequence
of the subduction of the Nazca plate under the South American continental plate,
one of the most active regions in the world, resulting in the rise on the Andean
cordillera. According to Tavera and Bernal [13], the Mw = 8.0 earthquake off the
coast of Pisco on August 15, 2007, was the largest shallow earthquake in Central
Peru during the last 250 years. Tavera et al. [14] have covered the earthquake which
produced extensive damage to property and infrastructure in the cities of Ica, Pisco,
Chincha, El Carmen and many smaller towns. Total death toll was 520 people, about
1500 wounded, 59,000 houses destroyed, and Pisco was the hardest hit with 85 %
of its houses destroyed.
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Fig. 2 Scenario of Pre-seismic EQLs in San Lorenzo island, Lima, Peru, July 27, 2012

2.3.1 Co-seismic EQLs Along the Peruvian Coast

According to Ocola and Torres [15], co-seismic luminosity has been reported by
hundreds or thousands of people along the coast, almost as far south as Nazca and
as far north as Huacho, especially in small towns and beaches. Most places and
small islands along the central Peruvian coast (with green captions) and referred to
here, are depicted in Fig. 3, which shows the zone spanning from Nazca to Huacho.
In the capital city of Lima, about 160 km north of the epicenter, thousands of people
reported seeing the lights in various forms: quick, moving flashes of different colors
but predominantly bright white or light blue in the direction of the coast, over the
ocean, over the top of islands and some hills. Ocola describes very important evi-
dence of lights reported by people who were on the beach at the time. They observed
lights over the uninhabited islands off the coast of Chincha and hence strongly en-
hancing the fact that no man-made electric sources could have been responsible for
the luminous phenomena. My personal experience during several interviews with
eyewitnesses in two towns along the coast about 60 km south of Lima, Chilca and
Pucusana, has been very similar. Observers were very emphatic in describing the lu-
minous phenomena in the direction of the ocean and those in Pucusana (see Fig. 3)
all pointed to the top of a close-by island as the origin of most EQLs.

2.3.2 Co-seismic EQLs in the Bay of Lima: Witnesses’ Accounts

Complete video evidence of co-seismic luminescence was recorded at the PUCP
campus by a stationary security color camera, pointing at a fixed direction with
time stamp in milliseconds [16]. Using another video, recorded in a shopping center
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Fig. 3 Scene of reported EQLs from areas south to north of the epicenter in central Peru. Islands
are shown in green, locations in white

overlooking the ocean, ray tracing could be performed to analyze the direction of the
captured lights. With the additional participation of several qualified eyewitnesses,
a fairly good layout of the EQLs along the Lima skyline was reconstructed.

On August 15, 2007 at 18:41:00 LT, Mr. Giancarlo Crapesi a Peruvian private
pilot was landing a twin engine turbo prop plane at “Jorge Chavez” international
airport in Lima. At an altitude of 1500 ft (∼300 m) on his final approach, he reported
to the control tower the presence of rapidly moving, flickering lights in different
parts of the bay, especially on the top of islands and hills. He was told an earthquake
was underway at that very moment. Mr. Capresi decided to check the status of the
landing strip before committing to landing. However he decided to land instead
of continuing to the only alternate airport, that of Pisco. At the time, it was not
yet known that the epicenter of the Mw = 8.0 earthquake had actually started near
Pisco so that landing there would have been impossible. In a follow-on interview
Mr. Crapesi described with great detail the shapes, colors and timing of the lights,
and he was present as an art student transferred his description to a Google earth
map for his approval. Mr. Crapesi emphasized the lights on top of the hills along the
landing path well known to him under the names “La Regla” and “La Milla”. He also
mentioned EQLs emanating from the top of San Lorenzo island and from “Morro
Solar”, a well known 350 m high hill in the southern part of Lima. From his flight
experience, he described the lights as rapidly moving, similar to those produced by
electrostatic discharges from wing tips of aircraft. A comprehensive image of this
witness description, together with a general overview of the scenario is given later
in Fig. 9.
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Fig. 4 View of EQLS over
San Lorenzo and El Fronton
islands, and the ocean
between them and the coast,
as described by air traffic
controller at the Lima airport

Our second eyewitness was Mr. Jorge Merino, an air traffic controller from COR-
PAC, the aeronautical authority in Peru, who was on duty at the control tower at
“Jorge Chavez” international airport at the time of the earthquake. Mr. Merino de-
scribed the lights as “coming out of the ocean” from the strait between San Lorenzo
and Fronton islands as being round in shape and somewhat diffused. His description
was drawn by an art student and later reproduced on a Google earth map for his
approval, as shown on Fig. 4.

The third eyewitness was the chief security officer at the Lima international air-
port, Mr. Juan Salas, who was near the parking ramp when the earthquake started.
As he paced back to the main airport building, he saw white and light blue lights
reflected off the large glass windows of the terminal. The lights were coming from
the west, i.e. from the direction of the ocean. Mr. Salas saved the videos from the
outside security cameras, which were compared with videos of updated cameras in-
stalled later, in order to determine the exact direction the cameras had been pointing
at the time of the earthquake.

Our fourth eyewitness, second lieutenant Guillermo Zamorano from the Peru-
vian Navy, was at San Lorenzo Island at the time of the earthquake. He described
seeing “columns of light” emanating from the ocean as he looked towards the Lima
coast line. The lights were rising at four consecutive times during the earthquake,
consistent with the time capture on the video at the PUCP campus. The lights were
white and light blue with some spiral stripe structure. At first this witness account
seemed difficult to fit since it would be difficult to understand how a column of light
would rise off the ocean. However, upon further examination, a group of pointed
rocks or islets was identified, low above the water line and difficult to see, but defi-
nitely above water in the precise area described by our witnesses and known as “Ho-
radadas” Islands. The image, recreated with the help of our Art student, is shown in
Fig. 5.

Three specific views of the southern (Morro Solar) and northern (islands) parts
of the bay of Lima are shown in Fig. 6.
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Fig. 5 Columns of light
emerging from little islets
(Horadadas Is.) on the ocean,
as described by an observer
on the San Lorenzo Island

Fig. 6 Southern part (left) and northern part of the bay (right)

2.3.3 Co-seismic EQLs in the Bay of Lima: Video Evidence

The fifth evidence comes from a security video provided by the “Larcomar” shop-
ping center, a recent development right at the edge of the cliff overlooking the bay
of Lima. The video was one of twelve kept for years by the security officer of the
shopping center and generously made available to us for our research. Almost all
the cameras were inside buildings and stores but one of them pointed towards the
large glass window of the discotheque facing the ocean. Knowing the direction into
which the fixed camera was pointing we could deduct by simple ray tracing the
origin of a strong and sudden luminescence that was present in two of the video
frames. Figure 7 shows the large glass window illuminated by an intense white and
light blue flash of light on one of the frames and located as shown on the aerial view
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Fig. 7 Luminescence
reflected on a glass window
pane of a discotheque at
Larcomar shopping center,
Lima and the ray tracing
identifying the direction

Fig. 8 Security camera #3 at
the PUCP campus. Notice the
position of camera (white dot)
and its pointing direction
(black arrow) towards the
west and San Lorenzo Island

of the Larcomar shopping center overlooking the ocean. The ray tracing identified
the ridge known as “Morro Solar” as the direction from where the EQLs arrived.

The sixth and most important graphic evidence comes from security cameras
around the campus at PUCP. One of them, camera #3 was fixed, pointing due west
at the time of the earthquake. Figure 8 shows the direction (black arrow) of the
camera (white dot), looking directly at San Lorenzo Island. This evidence will be
further analyzed in the next section.
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Fig. 9 Overall scenario of the bay of Lima showing the EQLs studied, observation points and
geographical features

Figure 9 shows a compendium of the eyewitness reports and video records of
the observations in the bay of Lima. The Google Earth-based view shows the bay of
Lima looking south, hence West is to the right in this image, where San Lorenzo and
surrounding islands are barely perceptible. This view should be compared with the
map shown in Fig. 14, in rather the opposite direction, but the map complements the
observed coincidence of the spots where luminescence occurred vs. the geological
structures that support the generation of local electric charges.

2.3.4 Analysis of the Observations

The digital video, recovered from storage after almost three years, displays vivid
colors, frame numbers, date and timing in milliseconds. It represents a valuable
document to the luminous phenomena in the bay of Lima during the Pisco 2007
earthquake. It is also significant in that the direction in which the camera points is
easily deductible and coincides with that of the San Lorenzo—El Fronton islands,
as seen from the PUCP campus. Four of those frames are shown in Fig. 10 and
correspond to the last and most intense EQL.

The intensity of the luminescence was determined by delimiting the area for each
of 13 colors, establishing a linear scale and counting square pixels for each frame in
the portion of interest with specific software, as depicted in Fig. 11.

A weighted area count gives a sufficiently accurate measure of the intensity of the
light versus time. In this way four main time groups were identified. An additional
group, group #2, due to light coming from a different direction, was identified. The
time, duration, and intensity distribution for each EQL event are summarized in
Fig. 12.
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Fig. 10 EQLs in Lima during the 2007 Pisco earthquake as recorded by a stationary security video
camera. The frame number is on the upper right corner and local time on the bottom central line

In order to correlate the times of the EQLs with the earthquake, we took the 3-axis
ground acceleration records of the PUCP campus seismometer. Disregarding details
of the luminous phenomena, the timing of the EQLs is depicted in Fig. 13, together
with the magnitude of the ground acceleration and the time difference correlation of
both. We can identify two seismic wave trains corresponding to the two hypocenters
that fractured during the Pisco earthquake, approximately 75 seconds apart.

The first wave train started at about 10 sec with the arrival of the first P wave,
followed about 20 sec later by the arrival of the first S waves, characterized by signif-
icantly higher ground acceleration values. The arrival time difference, about 20 sec,
is consistent with the travel time difference between P waves (about 6 km/sec) and
S waves (about 3.4 km/sec) and the distance from the earthquake center, 150 km.
Excellent correlation is found between the timing of the EQLs and the passage of
the S waves leading to peaks in the ground acceleration. The timing of the EQLs
with the passage of the S waves is consistent with the observations of voltage pulses
recorded by Takeuchi et al. [17].

It is obvious that, for the Pisco earthquake, the EQLs coincide with the arrival
of the S waves. This confirms the hypothesis that these luminous phenomena are
locally produced, triggered by the extremely rapid, high-amplitude compression and
shearing of the rocks during the passage of the S waves.
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Fig. 11 Luminescence by time frames, colors and areas

2.3.5 Overall View of the Luminous Phenomena

In order to significantly improve the “signal to noise ratio” of the observation, we
focused on the phenomena described by witnesses and cameras, across the hills
close to the ocean and towards the islands. The observational directions are shown
in Fig. 14, with special emphasis on directions, angles of coverage from different
observation points from where we have credible reports and video recordings. Ad-
ditionally, shaded in green, we observe a high coincidence between the areas where
the EQLs were video-recorded and reported by qualified witnesses and the geolog-
ical formation in the bay with mafic igneous rocks of Jurassic and Cretaceous age,
a condition that appears to be a prerequisite to the activation of electric charges in
the rocks during the sudden compression and shearing during the passage of the S
waves.
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Fig. 12 Resulting morphology and timing diagram for the EQLs

Fig. 13 Time Correlation between the EQLs and the magnitude of the ground acceleration g at
the PUCP Campus—August 15, 2007

3 Generation and Transport of Charges

3.1 Generation of Electric Charges Connected to Seismic Activity

Understanding the generation of electric charges in rocks traces back to work done
in the late 1980s and early 1990s, when Minoru Freund [18], his father Friedemann
Freund and his post-doc François Batllo demonstrated, in a series of elegant labora-
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Fig. 14 Map showing the
location of the eyewitnesses
(airplane pilot, airport control
tower observer, officer at
naval base on San Lorenzo
Island) and of the security
video cameras

tory experiments, the activation of positively charged electronic charge carriers, first
in oxide single crystals, later in silicate minerals. Mino’s familiarity with high Tc ox-
ide superconductors, just discovered around this time by Mino’s Ph.D. co-advisor
Nobel Laureate Alex Müller, helped lay the foundation for the characterization of
these remarkable electronic charge carriers, which normally exist in an electrically
inactive state. They are now known as positive holes.

The broader geophysical implications of this early work became apparent when,
in the early 2000s, Freund [19] and Freund et al. [20] showed for the first time that,
when stresses are applied to a slab of rock, granite or gabbro or anorthosite, these
same electronic charge carriers become activated as previously identified in single
crystal studies. In rocks the positive holes produce a continuous electric current
flowing out the stressed rock volume, spreading into and through unstressed rocks,
traveling fast and far.

In the previously cited work, Friedemann Freund [1] presents a well-balanced
formulation of a solid state theory towards a comprehensive understanding of the
generation and transport mechanisms of electric charges in rocks subject to stress.
He showed that positive-holes, or p-holes, pre-exist in an electrically inactive, dor-
mant state as peroxy links and that they become activated when stresses are applied.
Flowing out of the stressed rock volume the p-holes constitute electric currents.
Those currents create electric and magnetic fields, emit ultralow frequency elec-
tromagnetic waves, and produce multiple electric phenomena including locally ex-
tremely high electric fields capable of ionizing the air, causing dielectric breakdown
and bursts of light.

In the earth’s crust, the various movements of tectonic plates relative to each
other produce great stress levels down to depths of tens of kilometers to hundreds of
kilometers. In the Peruvian case, the subduction of the Nazca plate under the con-
tinental plate starts at the Peru-Chile trench about 50 km offshore and dips under
the continent producing the rise of the Andean ranges along the Pacific coast of the
South American subcontinent, from the southern tip of Chile to northern Colombia.
Seismic activity is considered “shallow” for hypocenters up to 60 km deep, occur-
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Fig. 15 Seismic activity in Peru plotted by depth and magnitude, 1964–2008

ring mostly along the Peruvian coast, a strip of land that stretches about 100 km
from offshore to the rising line of the Andes. Earthquakes occurring between 60 km
and 300 km deep in the Peruvian highlands are considered “medium depth” and
those from 300 to 750 km occurring in the Peruvian Amazon jungle are considered
“deep”. Seismic activity from 1964 through 2008 has been plotted by the Instituto
Geofisico del Peru in these three depths according to their red, green and deep blue
color and magnitude according to diameter, as shown in Fig. 15.
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Fig. 16 Generation and local
transport of p-holes by
Friedemann Freund

3.2 Transport of Electric Charges Connected to Seismic Activity

Freund [1] considers that the generation of p-holes in great quantities produces a mi-
gration of these positive charges along the rock, beyond the volume under stress and
into the unstressed rock, constituting an electric current of positive carriers subjected
to recombination with free electrons. Additionally, this would give rise to emission
of infrared radiation and accumulation of surface charges leading to air ionization
and to corona discharges due to dielectric breakdown of the air and EQLs. His model
is depicted in Fig. 16.

In general, there are several mechanisms by which electric charges will move in
a solid:

(a) Drift, i.e. the motion of charges subject to electric and magnetic fields.
(b) Diffusion, caused by the number density gradient of the charges between con-

tiguous volumes of the solid.
(c) Recombination, caused by electrons achieving a lower energy state.
(d) Combined motion of charges in magnetic fields, leading to the Hall effect in

semiconductors.



152 J.A. Heraud P.

In the case of drift motion of charges, at the presence of an electric field (Ē) the lat-
tice should produce a free electron to respond with an acceleration (ā) proportional
to the field:

ā = −q

m∗ Ē

where q is the electron charge and m∗ the effective mass. However accelerated mo-
tion pertains only to a perfect crystal so in most cases with collisions, chargers move
with a drift terminal velocity proportional to the electric field and its constant of pro-
portionality is the electron (or hole), mobility:

v̄n = −μnĒ

Motion of charges by drift requires the presence of an electric field and motion is
limited by lattice and impurities collisions or scattering.

Motions of charges by diffusion is the consequence of a statistical case of a 3-
dimensional random walk problem. For a one-dimensional number density distribu-
tion along x, n(x), the resulting current density is given by:

j̄ = −D
∂n(x)

∂x
ēx

where D is the diffusion constant given by the ratio of the particle mean free path
squared to the mean free time, n(x) is the number density of electrons (or p-holes)
and the partial derivative with respect to x denotes a one-dimensional case. In other
words, the current density is a vector proportional to the vector gradient of the num-
ber density distribution and the negative sign accounts for the fact that charges will
diffuse from higher density regions to lower density regions. Hence the presence of
an electric field is not needed. Diffusive flow of both negative and positive charges,
requires then a density gradient, like a sudden generation of broken peroxy links in
great quantities as stated by Freund, to set up high currents of charges rushing to a
liberating pointed end. Thus and in a simple way, we can think of diffusion as the
transport mechanism for the generation of EQLs.

3.3 A Simple Model for the Peruvian Coast

A simple model that includes the generation, transport and luminescence release
is shown on Fig. 17. For EQLs near the epicenter, locally produced charges at the
subduction zone where the future hypocenter or rupture point is building up, are
responsible for EQLs. As the seismic wave propagates, the local pressure of the S
waves leads to the activation of very high concentrations of p-holes, which would
then cause the outburst of light from the surface of the Earth due to the dielectric
breakdown of the air.

Preliminary analysis of the possibility of generating EQLs with charges that
propagate all the way from the epicenter, 160 km away in the case of the Pisco,
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Fig. 17 Subduction plate tectonics along the Peruvian coast and the generation of p-holes giving
rise to luminescence at and away from the epicenter stress driven by a seismic wave

Peru earthquake, show that the timing is not compatible with our observations. Ac-
cording to Freund [1] positive holes propagating outward from a source correspond
to electrons hopping in the opposite direction from 2-electron (O2−) to 1-electron
deficient oxygens (O−). The maximum speed of propagation is limited by the fre-
quency f of thermal phonons, ∼1012 sec−1, and the inter-atomic O–O distance d ,
2.8 Å or 2.8 × 10−10 m:

vh′ = f d = 1012 Hz × 28 × 10−10 m = 280 m s−1

This relatively high speed may be applicable for EQLs produced very near the epi-
center. However, as the cloud of p-holes spreads further out, it dilutes. Therefore
its speed of propagation must slow down. Even considering elevated temperatures
deeper in the earth’s crust along the propagation paths, providing for a higher con-
ductivity, the speed of p-hole propagation will remain far below the speed of prop-
agation of seismic waves, typically about 4 to 7 km sec−1 typically in the Peruvian
coast for P-wave and about 3.4 km sec−1 for S-waves. Thus, far from epicenters,
it is not possible to justify co-seismic EQLs as being produced by p-holes propa-
gating directly from the point of rupture. Therefore, local generation of charges by
similar mechanisms must be considered for EQLs coincident with the arrival of the
seismic waves. In other words, EQLs must be produced locally, synchronized with
the arrival of the seismic waves, specifically S-waves, passing through igneous rock
formations close to the surface. Abundant p-holes suddenly formed and creating a
strong density gradient, travel by diffusion to pointed formations on the surface,
increasing the chances of corona breakdown near the ground and illuminating the
surroundings with a fuzzy and rapidly moving flame-like luminescence.

One question that quickly comes up is the reason for the observed time difference
between observable electromagnetic precursors and seismic activity, as reported
for both EQLs and variations in the local earth’s magnetic field in magnetometer
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Table 1 Observed EQLs and their relations to earthquakes, for San Lorenzo Is.

EQLs observed Earthquake Timing and distance

Date Local
time

Type Date Local
time

Mag. Lead
time

Epicenter

1746–1007 02:30 Pre-seismic 1746–1028 22:30 8.6 (est.) 21 days ∼2 km NE

2007–0815 18:41 Co-seismic 2007–0815 18:41 8.0 None ∼160 km SSE

2012–0727 22:30 Pre-seismic 2012–0729 12:30 4.3 38 hours ∼2 km NE

records. As discussed in the next session, up to 2 weeks have been observed in
Alum Rock, California and in Tacna, Peru in the case of magnetometers. In the
case of EQLs, three distinct cases above San Lorenzo Island have been studied: two
pre-seismic and one co-seismic. Table 1 shows these three cases including the lead
time.

As can be noticed, pre-seismic EQLs are connected to nearby epicenters, al-
most precisely in the same place, the oldest one corresponding to the 1746 mega-
earthquake (estimated at M8.9 when no seismometers were available, but considered
by many seismologists as a M9+ event). We are tempted to conclude that very close
to the epicenter, pre-seismic EQLs are observed with short lead-times, of the order
of hours, for lower magnitude earthquakes, whereas large magnitude to-be earth-
quakes show precursor EQLs with lead-times of the order of weeks. This “vicinity
condition” to the future epicenter seems to determine the rather proportional factor
or lead-time to earthquake magnitude. In the case of the July 29, 2012 earthquake,
even though we had the qualified eyewitness report of the EQL observed 38 hours
ahead of the earthquake and suspected a possible rupture was in progress, we had
no way of determining the time the earthquake would occur. For distant epicenters,
tens or hundreds of kilometers away, the effect is still local, produced by p-holes
activated in rock volumes that undergo rapid stress build-up without, however, rup-
turing. The Earth crust is a dynamic system with stresses waxing and waning all the
time at different locations, especially in parts of the crust, where seismic activity
will eventually occur. Not every local stress build-up leads to catastrophic rupture,
hence an earthquake, but episodes of locally high stresses can lead to co-seismic
EQLs.

4 Low Frequency Micropulsations in the Local Magnetic Field
and Future Research

In 2009, through a cooperative agreement with Quakefinder of Palo Alto, Califor-
nia, deployment of a network of magnetometers, sensitive to ultralow frequency
(ULF) electromagnetic (EM) emissions, was started. Dunson et al. [21] have de-
scribed a similar lead time of about 14 days between ULF pulses and earthquakes,
both in Alum Rock, California and in Tacna, Peru. Ten of such induction coil mag-
netometers have been installed in selected parts of the Peruvian coast, clustered in
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Fig. 18 The proposed Peru-Magneto network, showing the existing magnetometer sites (solid
colors: blue, orange, red) and the future installations (black circles)

order to take advantage of additional triangulation capacity with trustable azimuth
observations of sources of ultra low frequency pulsations. One of them has been,
just recently, installed at San Lorenzo island, not too far away from the centuries
old prison mentioned, with the purpose of studying the propagation of charges and
generation of ULF signals. Next to it, automatic recording cameras and other exper-
iments will be deployed shortly. On Fig. 18 the “Peru-Magneto” network is shown,
with future stations in black circles and the already installed sites in color-coded
solid circles.

5 Concluding Remarks

Luigi Galvani was proven right in interpreting that the muscles of the frog gener-
ated electric currents. Over a century later, currents generated by heart muscles were
sensed remotely to diagnose heart disease rather than by pressure waves obtained
by pressing arteries against bones. Let’s be confident that remote sensing of elec-
tromagnetic phenomena can provide us with new clues and means to anticipate the
tantrums of planet Earth.
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Rock Softening with Consequences
for Earthquake Science

Claes Hedberg

1 Introduction

In recent years, my group at the Blekinge Institute of Technology in Sweden has
used acoustics extensively to study materials under stress. We observed some unex-
pected phenomena. Because acoustics afford an extremely sensitive tool, we have
been able to probe these effects in detail. We found some of them to be almost
universal, occurring in all materials we have tested to date such as organic compos-
ites, concrete, rocks, even metals. Our results carry broad implications for a number
of fields. In particular, we became aware that our results may prove invaluable for
elucidating certain properties of rocks, which have previously been poorly under-
stood but which may be important for understanding pre-earthquake processes. As
part of our effort to identify other researchers, who might be interested in this field,
we heard of Minoru Freund and his father Friedemann Freund, who were work-
ing at NASA in California on fundamental solid state processes underlying pre-
earthquake phenomena. With a visit to the Golden State in 2010 began an intense
contact, highlighted by many insightful discussions and soon followed by a NASA-
funded project on the softening of rocks. Mino—as everybody called him—was its
Principal Investigator. Unfortunately, Mino’s broad and diverse scientific career was
cut short barely 12 months later by an incurable brain tumor and the project, which
we had started, became the last he was able to carry through.

In this chapter, I will discuss some of the unexpected and initially seemingly
inexplicable observations that we made at Blekinge and the hypotheses, which
evolved. In deference to Mino’s contributions my focus will be on the possibility
of deriving information on the approach of a major earthquake.
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In the following section, I will summarize the results of our nonlinear acoustics
studies. Thereafter, these findings will be used to form hypotheses related to the
earthquake process. A short description of the possible consequences will follow,
including a proposed mechanism for earthquake triggering. Lastly, I will consider
results from recent experiments and close with a few open questions requiring fur-
ther research. Before embarking on these advanced topics, however, we must first
define some general principles of prediction as well as some common understand-
ings crucial to materials science.

In principle, predictions may be based either on certainty or on probabilistic
grounds. Predictions based on certainty require that the system under considera-
tion passes a point-of-no-return, that one has knowledge of the process in question,
that one can describe it, and that one has the ability to detect the process. In prac-
tice, this means that, in order to arrive at prediction based on certainty, the system
must send out a specific signal or some measurements must be possible that produce
specific parameters. With regards to earthquakes, predictions based on certainty are
impossible, but predictions based on probabilities are being widely used. Within
seismology the probability of a future earthquake along a given section of a tectonic
fault is constructed from experiences gathered by analyzing past earthquakes. Some
researchers outside seismology have suggested that, prior to major earthquakes and
also volcanic eruptions the Earth produces electromagnetic signals, which have pre-
dictive power [1–8]. Not everybody agrees, however, that this is a valid approach
and many call into question whether non-seismic precursors even exist and can be
shown to be produced in all cases (i.e. [9, 10]).

Our work reported here is based on three basic facts common to all of materials
science.

(i) The state of any material can be changed by a number of external influences.
Mechanical impacts, ultrasound, heat, magnetic fields, electricity and humidity,
all can alter a material’s macroscopic properties reversibly [11–15].

(ii) Various external influences may act simultaneously and thereby explain some
effects, which cannot be described by any one influence. Thus, we must con-
sider that external influences can be additive with respect to type of influence
as well as time or duration.

(iii) We must admit that, when one material property changes, other properties in-
evitably also change. For instance, a mechanical influence changes both the
elastic and electric states, as does an electromagnetic influence.

Finally, a difficulty familiar to all experimental sciences is the need of be able
to distinguish between causes and effects. One has to always ask: Is the observed
signal due to the process itself? Is it a trigger? Is it both? In addition we may ask
ourselves whether a given signal can be regarded as a precursor?

2 What We Know from Acoustic Measurements on Rocks

For several years, linear and nonlinear acoustics have been used for sensitive mea-
surements of the material state. Fundamental research on rocks and other solids has
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Fig. 1 The configuration that
has been used for the material
monitoring by acoustics. The
material samples were inside
the climate chamber (see
Fig. 2)

Fig. 2 Left: The climate chamber. Right: A few different rocks and a couple of other test samples

been done in order to gain insight into the fast and slow dynamics of a material’s
reaction to external influences. Acoustic resonance measurements have, in princi-
ple, a very high accuracy in the determination of the resonance frequency fr , and
therefore of the sound velocity c of the objects (as c = L/fr , where L is the length
of the object). A change in sound velocity c is connected to a change in the elastic
modulus E, through c = E/ρ. Because changes in temperature and humidity also
affect rocks, many of the experiments were done in a climate chamber such as the
one shown in Fig. 2 (Left) where temperature and humidity can be controlled.

The rock sample has usually been a cylinder with a diameter of 30 mm and a
length of about 300 mm. Most often, the external influence (the conditioning) was
made with an acoustic wave so that both, conditioning and probing, was based on
acoustics. The acoustic transmitter was a power PZT glued to one end of the cylin-
der, while a smaller sensing PZT was glued to the other end as depicted in Fig. 1.
Resonance frequency tests were made by changing the input frequency in a step-
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Fig. 3 A number of normal frequency sweep done upwards (solid lines), and downwards (dashed
lines) for several different acoustic input amplitudes

wise fashion, monitoring the output amplitude of the wave with a lock-in amplifier
[16–18].

Figure 2 (Right) shows some of the samples that we have tested. Several were
rocks plus other materials. Changes in the resonance frequency of a mode implies
a change in elastic modulus. One characteristic of the behavior is that the elastic
modulus always decreases for any external disturbance to the state [19, 20].

Figure 3 shows the measured wave amplitude for a number of different input am-
plitudes. There are two curves for each amplitude. The first, done first, is where the
frequency is increasing (the solid line). The second one, done directly afterwards, is
where the frequency is decreasing (the dashed line).

One can recognize two major effects. First, the resonance frequency decreases
with amplitude, and the resonance curves change their shapes. Second, the down-
ward sweep curves differ from the upward sweep curves. The conclusions to be
drawn from this observation are: (i) the material is nonlinear; (ii) its elastic modulus
decreases with the acoustic amplitude; and (iii) there is a time dependent hysteresis.

This time hysteresis is sometimes called Slow Dynamics, because recovery after
disturbances can be measured over minutes, hours, and even days [20, 21]. One
might at first suspect that it is just a temperature effect. But it is not, as can be seen,
for example, from the data in Fig. 4 where the resonance frequency shift from the
acoustic influence at strain 2 µ is equivalent to a temperature change of 5 K. But this
was not the case when the temperature was controlled [22].

Another example of the time-dependent hysteresis effect was obtained for the
configuration depicted in Fig. 5. The sample monitored here is not a rock but a thin
strip of LDPE-Paper-Al. Here, the external influence is the change in strain (length
of sample), as seen in Fig. 6. The stress was measured by the tensile test machine
and the resonance frequency was measured with a doppler laser vibrometer (C in
Fig. 5) [23].

When the strain ‘jumps’ up to the high values, the stress increases and then starts
to decrease slowly. This means that the elastic modulus also slowly decreases. For
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Fig. 4 Tests done in the
climate chamber for three
different temperatures. It is
seen how an acoustic strain
amplitude of 2 µ in this case
is equivalent to a temperature
change of 5 °C

Fig. 5 Non-contact
configuration of thin strips
(D) in the tensile test
machine (H )

Fig. 6 The strain
conditioning (lowest curve);
and the measured resonance
frequency, and the stress for a
thin strip of
LDPE-Paper-Aluminum

this configuration, the sound velocity is c = √
T/(ρh) = √

Eε/ρ, where c is the
velocity of the bending wave, T is the tensile force per unit length, ρ is the density,
h is the thickness, E is the elastic modulus, and ε is the strain [24]. The strain is
just a step function switching between two values. Similar results were obtained on
rocks by TenCate et al. [25] using ultrasound as the conditioner.

If one material state parameter changes, other ones should follow. In order to
show this, one can make a measurement of the electric capacitance as a function of
acoustic amplitude.
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Fig. 7 A change in the
acoustic amplitude in a
granite rock results in a
change in the electric
capacitance. The
measurement (solid line) and
the theory (dashed line) agree
well

The result from this done on a granite rock is seen in Fig. 7, where the experi-
mental result is in good agreement with the theory, which was developed based on
a generalized Debye theory of dipoles [26].

An external mechanical influence (the acoustic wave) changes both the mechan-
ical property (the elastic modulus) as well as the electric property (capacitance or
dielectric constant).

2.1 What We Know So Far

Having completed these tests, the science of acoustics allows us to deduce many
additional facts about the materials studied, some of them expected and others quite
novel and significant. We know with certainty that mechanical influences like ul-
trasound, impacts, or stress-strain motions decrease the elastic modulus. Likewise,
other influences, like electromagnetic waves, electric currents, and of course heat
also decrease the elastic modulus. The decrease in one material property such as the
elastic modulus is accompanied by changes in the other properties such as permit-
tivity. The changes we measured depend on the level of a particular type of damage
in the material. Significantly, however, these changes are fully reversible. It is in-
triguing to note that these changes persist for some time after the external influence
has ceased. Moreover, the recovery rate may be further divided into a fast part and
a slow part, where the slow dynamic recovery may take minutes, hours, or even
longer. In subsequent testing, additional influences add to the earlier effects, at least
in part. We have shown that this behavior is general for all kinds of hard or soft ma-
terials, ranging from rocks to metals to organic polymers and composites, and that
a relatively small amount of energy causes a large change in material properties.

3 Hypothesis

We have seen from what was described in the previous section that many materials
(actually all that we have tested) have the same type of behavior: The material state
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changes when externally influenced, and there after the material slowly recovers. It
has been seen that materials with higher damage levels (e.g. materials with more
cracks) show a larger response. The earth consists to a large degree of rocks, which
inherently have a high damage level. One can expect similar behavior of the ma-
terials in the ground when subjected to external influences. Thus, we hypothesize
that the elastic modulus and other state parameters of subterranean rock would be
influenced in a similar way as the rocks are in the laboratory experiments.

4 Possible Consequences

Our hypothesis is not without serious consequences for earthquake science. We have
established that a small amount of energy yields large changes in material proper-
ties. Thus, it follows that triggering an earthquake does not require large energies.
Any decrease in elastic modulus must imply a decrease in wave velocities. We also
know that the effect from influences of different types is partly additive, as is the ef-
fect from influences in time, up to on the order of hours at least. Likewise, recovery
takes a certain time, and what happens during that time opens a possibility that spe-
cific signals or material parameter changes may be detected. Recovery is reversible.
No increase in damage (for example, an increase in micro-cracking at or near the
prospective hypocenter) is required. Another consequence is perhaps less obvious.
At least in principle, no increase in stress is required. This consequence will become
apparent in the suggested simple scheme to follow.

From what has been seen in all the materials we have tested, we can assume that
the more damaged the rocks are, the more pronounced the effect. The earth is a
dynamic system, constantly subjected to stresses and strains, exposed to influences
external to the ground, influences from normal processes in the ground, and influ-
ences from triggered processes in the ground. Among these influences, which might
contribute in affecting the material of the Earth’s crust and upper mantle, we may
include: electromagnetic waves ranging from the effects of sunlight to the effects
of solar storms; mechanical waves such as seismicity and ocean waves; induced tel-
luric currents and other electrical effects; solar storms; stress-strain changes due to
all forms of tides, tectonic plate motions or elasticity decrease; and, of course, heat.

4.1 A Scheme of Recovery for a Simple Model

In order to illustrate the viability of the claimed consequences, a simplified model
of an earthquake fault will be used in Fig. 8. We assume two regions of ground that
have been moving relative to each other for a few years so that stresses have built
up in the Fault zone (in black). In Fig. 9 we divide the stresses into components
parallel to the fault plane (shear stress) and components perpendicular to the fault
plane (compressive stress). With some basic assumptions we consider that the com-
pressive forces press the fault together, while the shear forces try to make the fault
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Fig. 8 Two tectonic plate
sections moving relative to
each other

Fig. 9 Schematic
representation of the fault
zone and the outer regions.
Stresses: transverse and
parallel to fault. And Shear
versus Compression effects.
The thick vertical arrows
indicate the fault shear forces,
and the horizontal ones
indicate the fault compressive
forces

slip. The width of the fault zone b is taken to be on the order of ∼10 meter, while
the width L of the outer region is on the order of ∼10s of kilometers. The bound-
aries of the Outer regions are fixed in the current time perspective. The Fault zone
is assumed to have a larger degree of damage (more cracks) than the Outer region.

A few other assumptions are:

I. The rupture takes place at the fault gouge.
II. It is the fault zone that critically restrains the rupture.

III. The fault zone is more damaged than the rest, i.e. it is more affected by external
influences and has a longer recovery time.

IV. The stress level in the fault zone is predominantly determined by (a) the strain
acting on it from the surrounding (outer) region; and (b) the contraction or ex-
pansion of the fault region; and (c) the change in the elastic modulus of the fault
region.

Figure 10 describes the stress-strain diagrams of the material states in the Outer
region on the left, and the Fault region on the right. The states are shown for three
stages.
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Fig. 10 The combined external influences during the recovery phase moves the strain over the
fault zone all the way above the current rupture limit

The top row shows the starting states, when the Fault zone is already relatively
close to rupture. The elastic moduli of both regions are given together with their
stress-strain curves. The overall stress for both regions is given by the stress of the
Outer region, because it is much larger but there is still no major motion.

In the first step of the process, the elastic modulus decreases from E01 to E02.
This means that the stress-strain curves of the materials change so that they are
lower than before. A basic estimation for the new stress level can be made using the
formula σ = E · ε, where ε is the strain. No major motions means that the strain
of the Outer region ε1 ≈ constant = σ1/ε1 = σ2/ε2 and that the stress σ2 must also
decrease (because ε2 < ε1). Thus, we have a situation where the stress σ2, which
affects both regions, is lower and that the stress-strain curves for both regions are
also lower. This situation is shown in the middle row. There is still no rupture.

As the recovery process begins, the Outer region recovers faster than the Fault
region because the recovery speed is dependent on the amount of damage. And it



168 C. Hedberg

is (still) the Outer region which determines the stress in both regions. Therefore
the stress will recover faster than the stress-strain curve of the Fault. And when the
stress passes the rupture threshold, the rupture takes place.

The effect of triggering is not immediate. Instead there is delayed triggering. The
softening of the rocks as a mechanism for triggering is one of two rules spelled
out by Hough [27]: “To generate an earthquake, one of two things must happen:
(1) stress must build, either gradually or suddenly, to the point that faults reach a
breaking point; or (2) the fault must somehow weaken such that rupture is facili-
tated.”

A stress decrease before an earthquake is contradictory to Rule 1. Indeed, many
authors believe that stress must increase until the release takes place at the moment
of an earthquake, and that both stress and the number of micro-cracks must increase
just before an earthquake. However, in many documented cases, measurements of
the primary and secondary wave velocities have provided evidence that the stress
decreases before earthquakes (Gao [28]). This is what our findings also support for
the free boundary rocks: the stress decreases, and this can be part of what triggers
earthquakes.

Figure 11 is very similar to Fig. 10. It describes the effects of baseline distur-
bances that take place at a diurnal rhythm. Examples of these recurring influences
are gravitational tidal effects, heat and other electromagnetic radiation from the sun,
and telluric currents on a background of teleseismic waves. The baseline distur-
bances affect the rocks by repeatedly covering strain excursons �ε. Because this
is present in principle every day, it can be regarded as a determinant for the noise
baseline level. In order for a specific effect to be acting as a triggering, it should be
above this threshold level.

Again, when an external perturbation occurs, the elastic moduli of both regions
decrease, close to the fault and far outside. At the same time, assuming the bound-
aries of the regions do not change, the strain field remains approximately the same,
which must lead to a decrease in stress. This means that we have competing actions
from (1) the stress and (2) the material parameter curve of the Fault region. Because
the Fault region has more damage, it is affected to a higher degree by the external
influences. The stress might then grow beyond the critical value of the Fault region.
The external influence may consist of a combination of influences such as seismic
and electromagnetic, which when added to a ripe state of the plates, can trigger the
event.

5 Support for the Hypotheses and Consequences

Now, we may consider a few examples of measurements, which support the pro-
cesses described above. Some tests show how different influences in the lab yield a
softening of a small rock beam. A recovery process then follows. But we will begin
by considering a large composite beam made of glass fiber reinforced plastics and
steel.
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Fig. 11 The daily external influences move the strain over the fault zone across a certain interval.
This is why triggering external influences usually must be above a certain threshold

5.1 Test on a Large Composite Beam in March 2011

While performing a 20-day long fatigue test on a 4-meter long composite-steel beam
on March 3–22, 2011 (Fig. 12) we noticed a sudden large decrease in the elastic
modulus as shown in Fig. 13 [29]. The influence seemed external. What could have
been the reason for the sudden softening?

The beam was monitored in two ways. The elastic modulus was measured
through the load force and the displacement. Damage was monitored by a nonlinear
acoustic technique.

The two downward peaks in Fig. 13 indicated a sudden increase in the displace-
ment, apparently due to softening. After this anomaly, the beam recovered and re-
turned to a stiffer state without any action from our side. Within a few days, slow
recovery brought the curve back to its previous linear slope.
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Fig. 12 Test of composite
beam in 2011

We were aware of the possibility of a material becoming suddenly softer, because
this type of fast decrease and slow recovery had been seen during many other tests
where the causes were mechanical, from either ultrasound or applied strain [16–19],
but such an effect was not expected in this situation.

Here the beam was subjected once every second to a dynamic load force of more
than 100 kN, and it was highly improbable that any other external mechanical force
could surpass this influence. The temperature and humidity were stable. The cause
for the observed anomaly could not be mechanical and had to be external.

The first dip is at 674,000 cycles, which occurred at around 10 UTC on March 10,
2011. The second dip (which is the lowest) is at about 710,000 cycles, which occurs
at 20 UTC on March 10. The damage level monitoring (Fig. 14) was showing high
fluctuations in values some time before and after the sudden decrease in stiffness,
and for a brief period the acquisition system shut down completely. Neither the
sudden softening of the beam, nor the shutdown of the acquisitions system could
have been caused by mechanical means, but indicated possible external electrical or
electromagnetic disturbances.

In contrast to the elastic stiffness, the average damage level did not decrease; it
only showed a higher variance. As with the softening of the beam and the shutdown
of the system, the most probable cause seemed to be electric or electromagnetic
influences, and the first thing that came to mind was an influence from the sun, as
solar wind effects on electronic instruments and power lines are well documented.
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Fig. 13 The stiffness of the
composite beam as measured
by the loading force and the
beam deflection

Fig. 14 The damage level of the composite beam as monitored by acoustic techniques during the
fatigue test

As it happened, the sun really had had major eruptions on March 7 and 91 and the
solar wind reached the earth later on. Satellite-stationed charged particle sensors
recorded a maximum at around 6 UTC on March 10, 2011 [30]. The ACE satel-
lite gives about one hour advance warning of geomagnetic storms http://www.srl.
caltech.edu/ACE/ace_mission.html.

We hypothesize that it was a solar wind influence that was detected through our
20-day mechanical fatigue test, because the observation fits quite well in time with
the recorded geomagnetic measurements, and because we already know that electric
properties correlate to the elastic stiffness. This was later tested because of the ex-
pected connection between the elastic state and the electrical properties [26, 31, 32].
As we were not prepared to look for it, we do not know the exact way that the beam

1http://science.nasa.gov/science-news/science-at-nasa/2011/14apr_thewatchedpot/;
April 19, 2011.

http://www.srl.caltech.edu/ACE/ace_mission.html
http://www.srl.caltech.edu/ACE/ace_mission.html
http://science.nasa.gov/science-news/science-at-nasa/2011/14apr_thewatchedpot/
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was influenced. It could for example have been by electromagnetic fields created by
ions, or it could have been an electric current coming in through the ground. Be-
cause the material weakening coincided with the largest solar eruptions in years, the
thought occurred that it might also have had an effect on the magnitude 9 earthquake
in northern Japan 20 hours later on March 11, 2011 at 5.47 UTC, due to the Earths
crust being weakened. In fact, statistical correlations between earthquakes and so-
lar activity have been reported and discussed many times (e.g. [33]). Mechanisms
that have been proposed include (i) the Lorentz force, which results from telluric
currents induced in the solid Earth by currents in the ionosphere overhead and leads
to a mechanical torque; (ii) magnetostriction of the rocks giving rise to a horizontal
force; and (iii) the Einstein-de-Hass force also resulting in a torque similar to that
of the Lorentz force [34].

We propose that mechanisms exist which lead to a decrease in the elastic proper-
ties of rocks in the Earth crust and affect their weakening and subsequent recovery.
However, it must be stated categorically that solar activity alone cannot be used as
a predictor of major earthquakes. There are major earthquakes without solar flares,
and there are large solar flares without major earthquakes.

5.2 Cantilevered Beam Experiment

In order to show that a beam can indeed be softened and recovery we set up a new
type of laboratory experiment, where a rock beam was clamped horizontally at one
end, as shown in Figs. 15 and 16 with the deflection of the free end being monitored
by a laser-based displacement sensor.

The beam was activated with an ultrasound wave transmitted from one end of the
beam. The beam started to deflect instantly as the ultrasound was turned on but then
kept sagging more slowly for more than 20 minutes as illustrated in Fig. 17. When
the ultrasound was turned off, the beam instantly rose again, continuing to rise more
slowly until it eventually returned to approximately the same level as before [35].

To demonstrate that the electrical properties of the beam changed at the same
time, we recorded the current as shown in Fig. 18. There is a clear difference be-
tween the electric and the elastic properties with and without the beam being ex-
posed to ultrasound. The electric property (upper plot) shows no time-dependent
hysteresis: it simply increased and returned immediately to its former level as soon
as the ultrasound was turned off. The elastic property, i.e. the deflection, shows a
slow return to the initial value.

Fig. 15 The cantilever beam
configuration. It is simply a
beam held in one end, and a
laser measures the deflection
of the other end
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Fig. 16 The first
experimental lab set-up of the
cantilever beam, according to
the scheme in Fig. 15

Fig. 17 The deflection of the
beam free end (solid), and the
ultrasound amplitude
(dotted). The deflection kept
increasing during the time the
ultrasound was on, and it
started to recover as soon as
the ultrasound stopped

5.3 Thresholds and Delay Triggering

The process in Fig. 11 indicates a strain baseline level, supported by both laboratory
and field observations. For tests inside the climate chamber, the threshold was lower
[16, 36]. Slightly depending upon the test, the threshold ranges between an acoustic
strain of 0.05–0.12 µ as exemplified in Fig. 19.

From field data, the necessary strain level of triggering seismic waves seems to
lie in the region of 0.1–0.25 µ [37]. In this connection Pollitz [38] writes that: “The
above considerations provide only partial answers to the question of why the 2012
event triggered so many remote large aftershocks”. The dynamic strain threshold
level was here taken as 0.1 µ strain for at least 100 seconds. The remaining con-
tribution to this increase may (according to our assumptions of this chapter) may
relate to the particularly strong solar wind [30] with peaks at 18 UTC on April 10,
2011 and at 10 UTC on April 11, 2011. The solar wind effect might have been con-
tributing to both the original triggering of the M9 earthquake of March 11, 2011 as
well as of the after shocks.

The total effect baseline is presumed to be higher in the real earth than in the lab,
because the lab tests are usually done at constant T , no electric currents, no extra
vibrations, no direct sunlight etc. The existence of the threshold there presumably
indicates the level of constant background influence of the temperature itself. Re-
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Fig. 18 The electric current (top); and the deflection (below). The ultrasound was on during the
time that the current was at the lower value

Fig. 19 Resonance frequency shifts at an ultrasound strain of 0.05 µ

maining parts of triggering could be due to other causes such as telluric currents, cf.
[39–41].

Delayed EQs caused by seismic triggering tend to occur within 24 hours [37].
From comparisons of earthquake occurrences and solar wind data, it was concluded
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Fig. 20 The deflection of a rock beam for three conditionings. Left: ultrasound; middle: ultrasound
and light; right: light

that, whenever there is a temporal correlation between major earthquakes and large
solar storms, the quakes never seem to occur before or at the maximum of the geo-
magnetic anomaly, but afterwards within 24 hours, i.e. with about the same time lag
as for seismic triggering. Both of these phenomena could be due to a process, which
includes a reversible recovery of the mechanical properties of the rocks.

Aftershock triggering by mechanical causes has been proposed and studied by
several authors beginning with Benioff in 1951 [42]. A more recent proposal of suc-
cessive (shear) modulus weakening by seismic waves, based on the slow dynamics
of materials, was made by Johnson and Jia in 2005 [44], whose scheme indicates
additive softenings. Triggered creep as a mechanism has also been considered [43].
Delayed triggering has been proposed by Parsons [45], and mentioned as possible
by Gonzales-Huizar [46].

5.4 Cantilevered Beam Subjected to Light

Next we show one of the many results obtained with a cantilevered beam that was
subjected to visible light. The test configuration was similar to the one in Fig. 15 but
a lamp with a regular tungsten filament bulb was added to irradiate the beam from
below. We compare three tests: one with only the ultrasound on, one with only the
lamp on, and one with the ultrasound and the lamp both on.

The deflection of the beam with only the ultrasound on is seen on the left in
Fig. 20. The beam was found to rise by 0.3 µm in 10 seconds. The two plots on the
right in the Fig. 20 show the response of the cantilevered beam to only the lamp on:
the beam sags by the same amount, 0.3 µm. The response when both the ultrasound
and the lamp are on is shown in the middle of Fig. 20: The cantilevered end of the
beam barely moves because the effects of the two activation sources cancel each
other.

One important conclusion from this test is that the rock volume expands when
subjected to the activation described. Note that we shone the light from below, caus-
ing the underside of the cantilevered beam to be illuminated. If the illumination
leads to an expansion of a finite layer of rock on the underside, it would become
understandable that the beam must rise. We know that ultrasound always softens
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the rock. However the ultrasound energy is always deposited into the entire rock
volume. By contrast, illumination with visible light seems to affect only part of the
rock, near the surface but enough to cause a mechanical response due to a partial
volume expansion.

6 Free or Fixed Boundaries and New Questions

As seen by Fig. 10, the proposed model has fixed conditions. So far, most of the tests
in the lab have been done during free boundary conditions. The boundary conditions
can make a big difference, and this is therefore an important point. Any material
expansion in volume in a fixed condition tends to increase the stress, which at first
seems to be opposite the effect of an elastic modulus decrease for a free boundary
condition. In order to clarify the details of the process, these opposed effects must be
investigated more thoroughly. Work on this aspect started at the Blekinge Institute
of Technology during the second half of 2012.

The shear and longitudinal elastic moduli are expected to behave differently due
to (a) the mechanisms taking place in the material and (b) the boundary conditions
being fixed or free in different directions.

A second important question to answer is whether there is a possibility that any
identifiable specific signals may be produced during the recovery process, which
seems to precede a rupture. We do not at the moment know the answer to this ques-
tion. However, it can be argued that there should be a reciprocity between influence
and effect. If there is an effect on other material parameters, i.e. if energy is ab-
sorbed, then the changes during the processes avalanching towards rupture might
emit specific signals. It might thus be possible to identify material parameters that
would change and identify a recognizable pattern. There may also be an asymmetry
in the geometry and material properties, leading to transient abnormal stress-strain
fields prior to the earthquake rupture. All these factors, however, would be disturbed
due to the unstable conditions that develop when the elastic parameters change.

Should the model I have proposed prove correct, it imposes tight time constraints
on quake prediction. Based on our studies of rock softening and recovery rates, I
believe any pre-earthquake signal resulting from these processes could be detected
no earlier than 20 hours before a major earthquake rupture.

A key question for earthquake prediction is whether the processes taking place
during rock softening, differ sufficiently from the normal processes, to qualify as
an identifiable and detectable pre-earthquake signal. For now this remains an open
question. But we can say that without a period of recovery after the triggering (a
delayed triggering), there would be no chance of identifying a point-of-no-return. In
this case earthquakes would simply happen totally unannounced leaving the science
community with nothing but statistical methods to rely on. Even if such statistical
methods could be improved significantly by the future research, they would never
provide certainty. The most promising conclusion from our studies to date is that,
indeed, such a period of recovery appears to exist and that this period is linked in a
deterministic way to the processes leading up to catastrophic rupture.
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Steerable Nanobots for Diagnosis and Therapy

Anirudh Sharma, Yuechen Zhu, Madhukar Reddy, Allison Hubel,
Ryan Cobian, Liwen Tan, and Bethanie Stadler

Abstract This paper reviews the synthesis of magnetic multilayerd nanowires that
have a wide range of applications. Specifically of interest in this review are the ap-
plications of magnetic manipulation and separation of cells, which are important for
potential cancer therapies. Compared to other magnetic nanoparticles in use today,
the nanowires have the advantage of being ferromagnetic and also having high as-
pect ratios that enable barcoding. These nanobots are synthesized inside nanoporous
oxide templates in large batches (1012 per square inch), and they can be composed
of any magnetic metal, alloy, or multilayer that can be electroplated. Specific details
for the electrochemistry of Galfenol deposition are given. Galfenol is an exciting
new magnetostrictive material with durable mechanical properties. Next, a protocol
is described for full removal of the growth contact prior to release of the nanobots
from their oxide template. This mitigates aggregation which inhibits cellular uptake.
Feasibility of manipulation and separation was shown using canine bone cancer (os-
teosarcoma) cells which internalized the nanobots, enabling magnetic cellular con-
trol. In addition, initial toxicity studies indicate that the nanobots are not cytotoxic.
These studies merely scratch the surface of the potential use of nanobots for diag-
nosis and therapy in the near future.
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Fig. 1 (a) Schematics of potential random access memory using nanowires [1, 34]. (b) Hard drive
read sensor arrays [2, 3]. (c) The topic of this paper, cilia or nanobots [24]. Note: the resonating
cilia micrograph was taken at the University of Maryland by Alison Flatau’s group. (d) Metallic
nanowires [29] that have been fabricated inside the nanochannel “templates” shown in (e)

1 Introduction

The nanotechnology program that Minoru Freund had initiated at NASA Ames Re-
search Center was from its outset designed to address a wide range of possible
applications, including applications in medicine. For NASA the connection obvi-
ously came out of the need to explore new avenues in space medicine, specifically
the need to provide diagnostic and therapeutic tools for future long-term travel into
deep space.

Minoru Freund was an amazing person who had an enormous overview of what
had been done in the past and deep insight into the material science, physics, and
chemistry of nanomaterials. When he heard about magnetostrictive nanoparticles
and that they could be made steerable by high frequency electromagnetic fields, his
quick mind immediately caught on. We met in early 2011, when his brain tumor
started to impair his motor control over the left side of his body, but he was as
curious and as alert as ever.

Magnetic metallic nanowires are remarkably small rods of metal with diameters
ranging from 5 nm to 200 nm and lengths that can extend up to 100’s of microns.
They can be synthesized in layered structures with great variability, and therefore
they have promising potential in many technical applications. Some potential uses,
illustrated in Fig. 1, include (a) bits in random access memory (RAM) [1], (b) read
sensors in hard drives [2, 3] and (c) as cilia or flagella-like sensors and actuators
[24]. Our group has grown “forests” of nanowires, as depicted in Fig. 1(d) [29],
inside artificially created nanochannels (e) that run through the thickness of an alu-
minum oxide film or membrane.

To date, all read sensors and RAM bits start from vacuum-deposited thin films
that are then patterned into devices via lithography followed by chemical etching
[4, 5], similar to the schematic in Fig. 2(a). Sidewall damage from the etching steps
is a major limitation in the performance of devices made by these techniques, once
the dimensions move into the nanoscale because the surface/volume ratios increase
dramatically. In short, the sidewall damage extends clear into the center of the de-
vice. In addition, vacuum-deposited films have classic columnar microstructures
with many grain boundaries and voids, as shown in Fig. 2(b). When devices are
made by standard lithography, their properties will vary as their size reaches that
of the grains in the initial film. For example, in a 10 nm array of devices made by
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Fig. 2 (a) Schematic of the
popular top down approach to
nanodevices. (b) Schematic
of vacuum-synthesized thin
films showing typical grain
boundaries and voids [6].
(c) Schematic of lift-off
lithography

this standard process, some devices may be single crystal (one grain) while others
have grain boundaries running through them in random locations as shown by the
circles in Fig. 2(b). Another issue is that high-density arrays are difficult with stan-
dard lithography because the etch techniques typically involve ion milling (similar
to atomic sand-blasting). The atoms removed from between the devices may re-
deposit on the sidewalls of the devices themselves, which again causes properties
to vary from the ideal. And, the same problem will occur that as devices are scaled
to smaller volumes, these nonideal surfaces account for a higher and higher fraction
of the device. In some cases, the lithography (top dots in Fig. 2(a)) is done before
the device layers are deposited, so that the layers can be “lifted-off” by rinsing the
resist, leaving the device behind, Fig. 2(c). Here, the layers more often deposit as
shown in “reality”, especially (again) as the features shrink into the nanoscale. So
properties degrade quickly in nanodevices made by vacuum/lithography processes.

By contrast, our in-situ growth process produces devices without etching, com-
pletely mitigating sidewall damage. This paper focuses on nanowires to be used as
artificial cilia and flagella. Since such nanowires can act as both, sensors and actu-
ators, they have been referred to as nanobots [7]. Other groups producing cilia-like
sensors in the millimeter scale are using polymers, which have the disadvantage
they tend to degrade over short times [8–12].

Our nanowires are composed of layers of metals, usually magnetic/nonmagnetic
stacks, which means they can have a wide range of tunable properties. One par-
ticularly appealing “smart” metal is magnetostrictive Galfenol (Fe1−xGax , x =
0.1–0.4). Figure 3 illustrates magnetostriction schematically, which is the strain
response of a magnetic material to a magnetic field that changes its orientation.
This phenomenon was discovered in bulk pure-metal magnets such as nickel (λs =
−40 ppm), and recent materials such as Terfenol [13–15] and Galfenol [16–18] have
been engineered that have giant magnetostrictions (λs = 1600 and 400 ppm, resp.).
Galfenol is particularly interesting in that it has metallic mechanical properties such
as ductility and strength, whereas the other giant magnetostrictive materials tend to
be brittle and fracture readily. This is true even for metal alloys such as Terfenol.
Therefore, despite having somewhat lower magnetostriction, Galfenol’s durable me-
chanical properties are essential for cilia and nanobots because they need to be flex-
ible and not break despite high aspect ratios, see Fig. 1(d). In addition, Galfenol is
the only “smart” material that can be electroplated, unlike piezoelectrics and other
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Fig. 3 Schematic illustrating
magnetostriction, a physical
phenomenon in which a
material elongates due to the
spin alignment in an applied
field

Fig. 4 (a) Schematic of the process of anodization. (b) SEM micrographs of commercial
nanoporous filters by Whatman. (c) Nanoporous alumina made at the University of Minnesota
[21]

magnetostrictives which either require oxide materials or rare earth metals [19, 30].
Our group has electroplated both films and nanowires of Galfenol, and recently we
were the first group to measure magnetostriction in electroplated Galfenol [31, 32].

2 Nanowire Fabrication

In order to synthesize nanowires, nanochannels shown in Fig. 1(e) must first be
made as templates into which the nanowires are grown by electrochemical depo-
sition. These nanochannels are made by anodizing either bulk aluminum foil or
aluminum films that have been deposited onto a substrate such as Si [33] as shown
in Fig. 4(a). For nanobot applications, Al foils work best. But, for integrated devices
such as read sensors and RAM, Al films on Si better enable subsequent integration
with interconnects and the system platform.

When anodizing Al at the right temperature, with the right electrolyte, and the
right voltage, nanochannels form in an oxide that grows on the aluminum metal. It
has been shown that the interpore spacing (a) varies linearly with applied voltage
(V ) according to [20]
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Fig. 5 Atomic force microscopy (AFM) images of Si3N4 nanoimprint stamp and the surface
of aluminum that has been imprinted. Subsequent anodization of this aluminum will result in
nanoporous alumina (that is, aluminum oxide) that is shown in Fig. 1(e) [2]

a (nm) ∼ −1.5 + 3 V (volts) (1)

for the entire range of a from 10 nm to 200 nm. Three electrolytes are usually used,
and they each cover a different range of a, and therefore a different range of voltages
according to (1). Sulfuric acid is used to grow nanopores with interpore spacings less
than 30 nm, oxalic acid is used for 30 < a < 70 nm, and phosphoric acid is used for
100 < a < 170 nm. Larger spacings can be obtained by optimizing the concentration
of the phosphoric acid. Typical pore diameters occupy from a third to a half of the
interpore spacings. While reading literature on electroplated magnetic nanowires, it
is important to note that some researchers use nanoporous templates that are sold
as filters, Fig. 4(b). These nanopores are not exactly the columnar structures that
are ideal for magnetic nanowires, Fig. 4(c) since magnetic flux will not be easily
controlled.

To get channels that are homogeneous in size and uniformly spaced, such as
shown in Fig. 1(e), nanostamps can be used to imprint the aluminum before anodiza-
tion, Fig. 5. This patterned surface provides starting points for the nanochannels as
the oxide begins to form, so the channels self-assemble inside the oxide as it con-
tinues to grow. At this point, our group can grow large-area nanoporous oxides in
which billions and billions of nanochannels are all equal in diameters over a range
of 10–200 nm depending on the anodization conditions.

To use these oxide films as templates, any remaining aluminum is etched away,
and the bottoms of the pores are opened using phosphoric/chromic acid. The result-
ing nanoporous oxide membrane has a conductive coating sputtered onto one side,
and a contact lead is soldered onto the coating. Both the lead and coating are then
encased inside an acrylic polymer to insulate them from the electroplating bath.

The sample is then submerged in an electrochemical plating solution, and the
only electrode material that is exposed to the bath is at the bottom of the nanochan-
nels. Watts-type baths (containing metal sulfates) are usually used, and a voltage
lower than the metal reduction potential is applied. The metal ions are reduced
so that they plate sequentially up the channels to make nanowires. After nanowire
growth, the contact is etched off of the back, and then the oxide is etched to release
the nanobots. If the magnetic shape anisotropy is properly designed, we will have



184 A. Sharma et al.

ferromagnetic nanobots. All of the other nano-particles that are currently used for
magnetic separation or manipulation of cells are superparamagnetic, meaning they
are not magnetic unless they are in a magnetic field. To give an idea of size, we
can synthesize 2 × 1012 of our smallest nanobots in one square inch of template
material.

Although the idea is simple, it can be a complicated process when trying to make
nanobots of Galfenol because Ga is not an easy metal to electroplate. Rather, Ga
oxides often form, followed by their precipitation, which depletes the bath of Ga all
together. If oxides are avoided, it is common for nanowires of Galfenol to exhibit
a bimodal distribution in length, Fig. 6(a) that is not observed with other metals,
such as nickel, iron, gold or copper [19]. Unfortunately, the magnetic behavior of
these nanowires is sharply dependent on their shapes. Therefore, the lengths must
be controlled in order to control the nanobots. Using a rotating disk electrode, the
diffusion boundary layer outside the nanochannels can be maintained to mitigate the
parasitic growth of a few wires at the expense of the others, Fig. 6(b). Next, a copper
seed layer can be grown at the base of the wires, and also pulsed deposition can be
used to refresh the ion concentration inside the nanochannels, Fig. 6(c, d). These
optimization techniques have been shown to drastically improve the uniformity in
lengths from 78 % standard deviations to 3 % standard deviations [19].

3 Nanobot Applications

As can be seen from Fig. 1(c), these nanowires are mechanically flexible and strong.
Further studies on their mechanical properties and on magnetic control of the mul-
tilayers have been done by our collaborators in Prof Alison Flatau’s group at the
University of Maryland [22–24]. After years of perfecting nanowire growth for
magneto-electronic applications, such as the read heads and RAM, our group be-
gan to introduce nanowires to cellular assays more recently. The goal has been to
determine the interactions between various cell types and these nanowires in order
to provide novel diagnosis and therapy [25]. For diagnosis, we anticipate the ability
to barcode cell types using segmented nanowires that have been functionalized and
attached to specific cells. For therapy, nanowire-tagged cells can either be separated
from specimens using an applied magnetic field, or they can be heated using an al-
ternating applied magnetic field. The latter topic, called hyperthermia, is currently
under study using superparamagnetic particles [26, 27]. It has been shown that if a
tumor is heated, tumor cells will die 4 °F before healthy cells will die. This margin
should be sufficient for magnetic nanomaterials to generate just enough heat due to
hysteresis losses in alternating fields to only kill the cancer cells [28].

Initial studies have been performed using an osteosarcoma (OSCA-8) cell line
that was derived from a canine tumor (Comprehensive Cancer Center, University
of Minnesota). OSCA cells were cultured in Dulbecco’s Modified Eagle Medium
(DMEM, GIBCO) cell culture media supplemented with 10 % fetal bovine serum
(FBS), Primocin (InvivoGen) and 4-(2-hydroxyethyl)-1-piperazineethanesulfonic
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Fig. 6 Optimization of Fe-Ga nanowire growths. Statistical analysis of nanowire lengths is su-
perimposed on the corresponding SEM image, and the schematics represent the diffusion profiles
existing during growth in each case. (a) Bimodal distribution obtained when the solution was agi-
tated using a magnetic stirrer, (b) after use of RDE-template at a rotation rate of 1800 rpm, (c) after
use of Cu seed layer in addition to RDE-template and (d) use of pulse deposition in addition to Cu
seed layer and RDE-template [19]

acid (HEPES, GIBCO). Cells were incubated at 37 °C and 5 % CO2 atmosphere
until highly confluent [25]. Nanobots suspended in phosphate buffered saline (PBS)
were added to approximately 128 million cells in 6-well plates, after which they
were incubated further for 24 hours. The cells were then trypsinized for resuspen-
sion and a 0.68 T magnet (SUPERMACs from Miltenyi) with 5.15 T/m gradient
was used to separate of tagged cells. Figure 7 shows that osteosarcoma cells inter-
nalize Au/Ni/Au nanobots made according to the process described above. White
arrows are pointing to the cell membranes and black arrows point to internalized
nanobots. Initially, the nanowires were still aggregated due to incomplete etching of
the growth contacts. Aggregates are not ideal, because the cells won’t fully internal-
ize the aggregates, as seen in Fig. 7b.

Etching protocols were established, including ion milling of the growth contact
to ensure complete removal. Figure 8(a) shows an aggregate that still had the growth
contact intact, also shown by the black film in the schematic. To solve this issue, the
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Fig. 7 Scanning electron micrographs of nanobots that have been internalized by osteosarcoma
cells. (a) Individual nanobots appeared to be fully internalized inside membrane-enclosed com-
partments. (b) Aggregates of nanobots were not fully internalized [25]

Fig. 8 (a) Incomplete etching of the nanobot growth contact resulted in aggregates. (b) Successful
dispersions of nanobots required full etching of the growth contact prior to the dissolution of the
oxide template [25]

growth contact was ion-milled after chemical etching to ensure that it was fully
removed as seen in the SEM micrograph and schematic of Fig. 8(b). When the
sample in Fig. 8(b) was placed into phosphoric/chromic acid to etch the aluminum
oxide template, the nanobots were fully dispersed into the solution. In both cases,
the nanobots were collected by a strong magnet for rinsing. As mentioned above, in
the case of cell studies, the final suspension medium is phosphate-buffered solution
(PBS) which is a popular cell culture medium.

Figure 9(a) shows transmission electron microscopy (TEM) analysis of osteosar-
coma cells, which readily internalized the nanobots. This is a very common pathway
for magnetic nanoparticle internalization.1 Once the cells have internalized these

1See for example: http://www.magneticmicrosphere.com/meeting-ninth.

http://www.magneticmicrosphere.com/meeting-ninth
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Fig. 9 (a) Transmission electron micrograph of nanowires inside intracellular vesicle after inter-
nalization by osteosarcoma cells. (b) Motion of cells was stimulated by external magnetic fields
[25]

magnetic nanobots, they can be manipulated with an external magnetic field. One
example of this is seen in Fig. 9(b, c). The cells were suspended in PBS after incuba-
tion with nanobots for 24 hours [25]. A NdFeB permanent magnet was rocked back
and forth outside of the petri dish, and eventually the cells formed small aggregates
due to the magnetic agitation.

Furthermore, magnetic separation of tagged cells was easily accomplished us-
ing these nanobots. Current methods of cell separation use commercially available
magnetic microbeads, such as those sold by Miltenyi. Each cell is tagged using a
cell-specific antibody that is chemically attached to the microbeads. The limitation
of this technology is that the microbeads are all the same, so each cell type must
be separated and identified one by one. This limitation can be overcome using the
nanobots described here because their high aspect ratios and multilayer growth ca-
pabilities can produce an infinite number of barcodes and therefore magnetic proper-
ties. The ability to label populations of cells with unique barcoded nanowires would
enable identification of multiple cell populations, also called multiplexing.

Initial studies of cell viability have also been done because it is important that
the nanobots are not toxic to healthy cells. Figure 10 shows a micrograph in which
301 cells were found viable (stained with propidium iodide) and 2 cells out of 303
died (stained with acridine orange) after long incubations with nanobots. This was
approximately the same time response of this cell line without nanobots. In addi-
tion, the cancer cells continued to proliferate at the normal rate, indicating that the
nanobots were not toxic.

4 Conclusions

Magnetic manipulation and separation are important for potential therapies, but they
can be accomplished with many types of magnetic nanoparticles. The nanowires
shown here have the advantage of being ferromagnetic and also having high aspect
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Fig. 10 Acridine orange and propidium iodide solution was mixed into cell assays after incubation
with nanobots. (a) Live cells appear green and (b) dead cells appear red after staining. These results
indicate low toxicity of nanobots [25]

ratios that enable barcoding. After nanobot synthesis, it was important to fully re-
move the growth contact prior to release of the nanobots from their oxide template.
This enabled more nanobots to be available for cellular uptake. Initial studies with
osteosarcoma cells indicate that cells will internalize nanobots for subsequent ma-
nipulation and separation from assays. In addition, initial toxicity studies indicate
that the nanobots are not cytotoxic.
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Causal Factors for Brain Tumor and Targeted
Strategies
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Abstract Every five-year plan of each advanced country in the World includes ma-
jor investments toward medical care. Consequently, vast improvements have taken
place, bringing in precise robotic assistance in surgery and spectacular tools for the
early detection of a large number of diseases. Advanced genomics and proteomics
have ushered in promises for personalized medicine for cancer patients. Yet, the
most advanced countries in the World still witness the highest proportion of age-
adjusted incidence of brain cancer. Here we submit an overview of the reported
etiology, genetics, and epigenetics that appear to be causal to cancers, especially for
brain cancers. We discuss in some detail the use and usefulness of simple natural
products such as curcumin to minimize the probability of developing cancer and to
counteract existing cancers, even those as deadly as primary brain tumors. In this
context we address the argument that brain cancers are more of a metabolic rather
than a genetic disease and then discuss the acute need for new strategies for cancer
therapy. Based on the findings from many laboratories including ours, we end this
review advocating strongly for an effort to follow the example of Mother Nature
and develop therapeutic strategies involving relatively safe food-derived anticancer
agents.

1 Introduction

During the relatively short period of time that our group has been involved in re-
search on brain tumors, we have been fortunate to meet some valiant fighters who
have squarely faced the malady. Some of them were in the later stages of their lives,
but a significant few were battling the disease during their earlier years, when their
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contemporaries were busy critically assessing many prosaic aspects of their appear-
ance, social importance, employment, relationships, etc. The symposium, “A Uni-
verse of Scales: from Nanotechnology to Cosmology”, which celebrated the life of
a brilliant scientist, Dr. Minoru Freund, and the memory of his strong interest in
research on food-derived natural agents have re-invigorated our effort. We are con-
vinced that new, safe and effective therapies will eventually evolve from such natural
agents that have always protected a large section of the human population from de-
veloping cancer. This review attempts to summarize some knowledge acquired by
a large number of highly established teams performing state-of-the-art cancer re-
search and then introduces the concept of potentiating natural agents to combat the
so-far unvanquished malady of brain cancer.

2 Etiology, Symptoms, and Available Treatments for Brain
Cancer

Cancer is an age-old disease and of diverse etiology. A normal cell becomes can-
cerous because of genetic and epigenetic modification in DNA and histones, differ-
ential expression of genes, and exposure to different forms of carcinogens, which
eventually lead to the cancer-associated metabolic disorders. The process of tumor-
ogenesis starts from aberrant division one cell and finally diverges into a group of
clones with distinct molecular signatures. For multiple reasons, cancer treatments
using a single drug have led to only marginal success, so patient-specific person-
alized treatment options are being considered now [1]. Aside from some common
processes, such as increased cell proliferation, angiogenesis, and metastasis and a
few proteins involved in these processes, overwhelmingly diverse mechanisms reg-
ulating the numerous signaling pathways involved in carcinogenesis have clearly
established that cancer is a group of diseases that require diverse treatments.

Brain tumors are aggressive neoplasms afflicting both children and adults. The
major risk factors associated with brain tumors include radiation exposure [2, 3], in-
herited abnormal genes from a parents [4], exposure to inorganic lead, non-arsenic
insecticides, work in petroleum refining [5], occupational exposure to carbon tetra-
chloride [6], and viral infections [7]. Other risk factors include exposure to pesti-
cides, first-hand or second-hand smoking, family history of cancer, antihistamine
intake [8], maternal diet of cured meat [9], cured meats in adults and dietary cured
meat in pregnancy and perinatal application of n-nitroso compounds [10]. The lev-
els of nitroso compounds are suppressed by vitamin C and E, which are among the
protective factors [10].

Although such risk factors play a central role in the etiology of cancer, it is im-
portant to note at the outset that cancer seems to involve a reversal of the cell’s
metabolic machinary to a primitive state when organisms required much less oxygen
than current aerobic organisms [11]. Recent studies have demonstrated that hypoxic
conditions can really suppress important proteins like bone morphogenic protein
(BMP), which trigger maturation of cells into specific undividing or slowly dividing
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brain cells [12]. This viscious cycle of a change in the metabolic framework and
the consequent suppression of cell maturation yields a perpetually-dividing cancer
cell. Fortunately, a human body harbors a powerful immune system that promptly
eliminates these rogue cells. Genetic and metabolic changes prompting such trans-
formations will be discussed in this review.

A tumor in the brain increases intracranial pressure, leading to symptoms, which
include headache, nausea, vomiting, blurred vision, imbalance, changes in person-
ality and behavior, seizures, drowsiness or even coma [13]. There are two groups
of brain tumors with respect of their origin. Primary brain tumors originate in the
brain and metastatic brain tumors initially develop perpherally and then metasta-
size into the brain. Malignant brain tumors, particularly glioblastomas, are primary
brain tumors that are extraordinarily difficult to treat [14]. Ironically, the developed
industrial countries with the best medical care have the highest age-adjusted inci-
dence rate of brain tumor [10]. The prognosis of brain tumor is very poor because
of therapeutic resistance and recurrence of tumor after surgical resection. The re-
currence is greatly due to a population of cancer cells called cancer stem cells that
are treatment resistant and capable of proliferation [15]. The available treatment in-
cludes surgical removal of the tumor, followed by chemo and radiation therapies.
They are painful and in many cases they kill normal cells and trigger angiogenesis
(new blood vessel formation to nourish the tumor).

Many therapeutic agents that have potential to kill cancer cells are not effective
in brain tumor therapy because they cannot cross the blood-brain barrier (BBB).
Temozolomide (TMZ; a.k.a. Temodar), an alkylating agent that can cross the BBB,
is used in a standard chemotherapy regimen [16, 17]. Radiotherapy followed by
adjuvant TMZ treatment increases patient survival [18], but such treatments are as-
sociated with neurotoxicity and severe cognitive disturbances [19]. Biological treat-
ments include a humanized monoclonal antibody Bevacizumab (Avastin), which is
meant to block angiogenesis [20]. Despite the multitude of available treatment op-
tions, the average survival of glioblastoma patients is only 15 months, and therefore,
there is a strong need for new therapeutic options for brain tumor.

One major reason for this limited success lies in the fact that the chemothera-
peutic drugs also kill normal cells. This leads to severe side effects, which make the
patient’s life agonizing. Development of a targeted delivery approach has been under
investigation as a relatively new approach. It involves selective delivery of cancer
drugs to tumor cells. Tumor cells over-express receptors or specific proteins, which
occur at low levels in normal cells. In many cases these cancer-cell-specific proteins
functionally participate in pathways that are involved in the oncogenic process in
gliomas. These cascades often involve the epidermal growth factor receptor (EGFR),
platelet-derived growth factor receptor (PDGFR), vascular endothelial growth factor
receptor (VEGFR), phosphoinositide 3-kinase (PI3K), and the signaling members
of the mammalian target of rapamycin (mTOR) and the mitogen-activated protein
kinase (MAPK) pathway [21]. High expression of these proteins is most often ob-
served in glioma cells. Prominin-1 (CD133) a stem cell marker, is now extensively
used as a surface marker to identify and isolate brain tumor stem cells (BTSCs)
in malignant brain tumors [22]. The brain tumor stem cells can also differentiate
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into endothelial cells and trigger angiogenesis [17]. Furthermore, cancer cells de-
rive a special advantage for survival under adverse conditions by remodelling many
metabolic pathways and rendering multiple regulatory processes ineffective. This
concept will be discussed in greater details later in sections V and VI.

3 Genetic Changes in Brain Cancer

Many cancer researchers argue that each cancer is strongly linked to the genetic
make-up of subject and as such, a personalized cancer treatment could probably be
designed for the patient. However, like many other strategies, gene-based therapeu-
tic strategies have yielded little success over several decades and brain cancer has
in most cases evaded such therapy. Screening genes for proteins such as p53 and
XRCC have yielded mixed results. As for mutations in p53, one study shows an as-
sociated increase in risk of brain cancer [23], while a second report reveals no link to
the disease [24]. Other groups report that p53 is mutated in 40 % of astrocyte tumors,
most commonly in gliomas [25]. A polymorphism in the p53-encoding gene TP53
has also been reported in glioblastoma [26]. Mutations in TP53 and PTEN are also
detected in glioblastoma [27]. Thus, although no direct evidence has been reported,
a likely association of p53 metations to brain cancer remains as a likely possibility.
A mutation in the pro-apoptotic protein Caspase 8 has been reported as a risk factor
for glioma [28]. Inverse association of polymorphism in genes linked to inflamma-
tion and asthma with glioblastoma has also been reported [29]. In astrocyte tumors,
mutations in CDKN2, which encodes p16 has been reported. P16 functions to inhibit
CDK4, which when complexed with cyclin D1, phosphorylates and inhibits Rb (a
tumor suppressor). Consistent with this, in glioblastoma multiforme, mutations in
both Rb and p16 have been observed, although both genes are rarely activated in
the same cell. Intriguingly, in glioblastoma multiforme (GBM) cells where either of
the above mutations is not observed, CDK4 over-expression has also been reported
[30]. Deletion of a part of chromosome 10 has been reported in some cancers [31].
This chromosome harbors many tumor suppressor genes, namely PTEN, and loss
of function of PTEN has been implicated in more malignant, high grade tumors
[32]. Multiple CDK/CYCLIND genes are amplified in medulloblastoma and supra-
tentorial primitive neuroectodermal brain tumor. Among the aberrant genes that are
linked to brain tumors, the BRAF gene is frequently duplicated [33]. Tandem du-
plication at 7q34, leading to a fusion between KIAA1549 and BRAF (f-BRAF) with
increased BRAF activity is also observed in pilocytic astrocytomas [34, 35]. Two
EGFR gene variants (rs17172430 and rs11979158) are associated with homozy-
gous deletion at the CDKN2A/B locus [36]. Two single nucleotide polymorphisms
(SNPs) at the promoter region, −216G/T and −191C/A, and a polymorphic (CA)(n)
microsatellite sequence in intron 1 increase the risk of glioma [37]. Heterogeneity
of subcellular localization of p53 protein in human glioblastomas: A study in Ko-
rean population reports a AICDA/CASP14 polymorphism linked to childhood brain
tumor [38]. Some meningioma tumors are associated with gene mutations in TNF
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receptor-associated factor 7 (TRAF7), Krupple-like factor 4 (KLF4), v-AKT murine
thymoma viral oncogene homolog 1 (AKT1), and the Smoothened, Frizzled family
receptor (SMO) [39].

4 Epigenetic Modifications in Brain Tumor

Expression of specific cancer-linked genes is regulated by epigenetic mechanisms
such as DNA methylation, histone modifications and noncoding RNAs, and abnor-
malities in these processes have been found in multiple cancer types. DNA methy-
lation can cause downregulation of gene expression and gene silencing. The CpG
islands in gene promoters are rich in GC dinucleotide and are targets for DNA
methylation. Epigenetic modifications have been reported in several cases of brain
tumors. These include hypermethylation of proximal promoter of transglutaminase
2 gene [40], glial fibrilary acidic protein (GFAP) gene promoter [41]. High fre-
quency methylation of retinoic acid receptor β (RARβ) and O-6-methylguanine-
DNA methyltransferase (MGMT) in primary glioblastoma [42]. WNT inhibitory
factor-1 (WIF1) promoter hypermethylation in astrocytoma [43]. CpG island methy-
lation of the urea cycle enzymes argininosuccinate synthetase (ASS) and argini-
nosuccinate lyase (ASL) is reported in GBM [44]. Similar methylation is also ob-
served in GATA4 and DcR1 gene promoters [45]. The promoter of the gene for the
inhibitor of DNA binding/differentiation transcription factor 4 (Id4) was methylated
in 37 % cases of GBMs [46]. CpG island hypermethylation was observed in mutant
isocitrate dehydrogenase 1 (IDH1) in gliomas [47] and the promoter for the tumor
necrosis factor receptor superfamily member 11A gene (TNFRSF11A) [48]. MGMT,
GATA6, and CASP8 genes methylation is also observed in glioblastoma [49]. Hy-
permethylation of the 5′ region and untranslated first exon of the secretory granule
neuroendocrine protein 1 gene (SGNE1/7B2) occurs in gliomas [50]. Similar DNA
methylation silences the nonsteroidal anti-inflammatory drug-activated gene (NAG-
1/GDF15) in glioma cell lines [51].

Histone acetylation and deacetylation are important events in gene regulation.
Acetylation at a lysine amino acid residue of histone is catalyzed by the enzyme hi-
stone acetyltransfereases (HAT). Similarly, removal of an acetyl group from a lysine
residue is catalyzed by histone deacetylases (HDACs). Both processes cause chro-
matin remodelling and regulate gene expression. Acetylation neutralizes the positive
charge on lysine residue and impairs binding of histone to negatively charge DNA,
thereby facilitating gene expression. In contrast, histone deacetylation restores the
positive charge on lysine residue, thus causing binding of histone protein to nega-
tively charged DNA, which is generally linked to transcriptional repression.

The HDAC inhibitor trichostatin A has been shown to inhibit glioma cell prolifer-
ation [52]. Similarly another HDAC inhibitor, MS275, sensitizes glioblastoma cells
for chemotherapy-induced apoptosis [53, 54]. MS-275, valproic acid or SAHA, pro-
vide a novel strategy for sensitization of medulloblastoma to DNA-damaging drugs
such as Doxorubicin, VP16, and Cisplatin by promoting p53-dependent mitochon-
drial apoptosis [55].
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Intriguingly, such chemotherapeutic strategies hold brain cancer in check for
some time, before it overpowers such treatments. Therefore, it is important to seri-
ously reconsider other aspects of brain cancer. The most general feature of a cancer
cell is its oxygen-insensitive, 200-fold higher rate of glycolysis in the cytoplasm,
leading to fermention-like formation of lactic acid even in the presence of high
oxygen tension. This is probably due to adaptation of cancer cells to the frequent
hypoxic conditions observed inside fast-growing tumors [56]. Thus, cancers may
constitute a metabolic rather than genetic disease.

5 Is Cancer Primarily a Metabolic Disease?

Dysregulated and reprogrammed metabolism is a hallmark of cancer, including
brain cancers [57–59]. Cancer cell lines have a higher rate of glycolysis compared
to oxidative phosphorylation [60]. Additionally, GBM cells have enhanced rates of
both glycolysis and glutaminolysis [57]. Intriguingly, in human glioblastoma ortho-
topic tumors derived from independent GBMs, the anaplerotic flux for glutamine
formation is not exactly balanced by its cataplerosis in brain tumor cells, which
leads to the accumulation of a large glutamine pool and minimal glutaminolysis
[57, 61]. The resultant metabolic anomaly is the accumulation of a large glutamine
pool within the tumor [61]. In contrast to normal neurons and glial cells in brain,
malignant brain tumors cannot utilize ketone bodies for energy and are heavily de-
pendent on glucose and glutamine for their energy needs [62–64]. Analysis of in
vivo [U-13C]glucose metabolism in metastatic high-grade gliomas in human sub-
jects show that less than 50 % of the acetyl-CoA pool is derived from blood-borne
glucose, which suggests that other substrates also contribute in a major way to tu-
mor metabolism. Additionally, lactate production is sharply increased in metastatic
GBMs [65].

6 The Need for a New Strategy for the Treatment of Cancer

In cancer treatment, increasing use of targeted anticancer agents that inhibit tyrosine
kinase signaling (monoclonal antibodies or tyrosine kinase inhibitors) (trastuzumab,
sunitinib) have improved the survival of patients with malignancies, but cardiotox-
icity, including heart failure, left ventricular dysfunction, hypertension, myocar-
dial infarction, and thromboembolism, has accompanied such treatment. Simi-
larly, other anticancer agents currently used for targeting, such as maytansinoids,
calicheamycin, or auristatins belong to this category in which the untargeted form
of each drug is toxic toward normal cells [66]. Recently the only payload-containing
anticancer drug, mylotarg (calicheamycin-based), was withdrawn because of serious
side effects. Furthermore, neurotoxicity from mechanical trauma (surgery), radio-
therapy, and chemotherapy can increase extracellular concentrations of glutamate,
which is converted into glutamine that particularly nourishes the glioblastoma cells
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[67]. In addition to such difficulties, a wide range of signaling molecules are dysreg-
ulated in cancer and such targeting against specific signaling molecules is therefore
unlikely to be effective as a long-term therapeutic strategy. This view is also held by
other scientists, and it has been proposed that targeting multiple hallmarks of cancer
could enable us to overcome the typical drug resistance acquired by many cancer
cells [68]. This emphasizes the need for an alternative, safe strategy for cancer treat-
ment.

(i) A glimmer of hope, but challenges galore: Brighter prospects have been re-
vealed by epidemiological research, which has shown that dietary factors may play
a highly important role in cancer prevention [10, 69, 70]. In fact, the efficacy of food
components like resveratrol (from red grapes), epicatechin gallate (from green tea),
and curcumin (a component of the spice turmeric) in killing a wide variety of cancer
cells has been established in numerous studies. Although these agents harbor strong
prophylactic activity against cancer formation [71, 72], they have been uniformly
ineffective in eliminating established tumors.

Curcumin, a polyphenolic compound isolated from Curcuma longa (Turmeric) is
widely used in traditional Indian Ayurvedic medicine [73]. Curcumin has the abil-
ity to fight the cancer cells by modulating the hallmarks of cancer. Curcumin causes
G2/M phase arrest and inhibit JAK1,2/STAT3 signaling pathways in a glioma model
[74]. It promotes differentiation and autophagy [75], inhibits proliferation, invasion
and metastasis [76], induces apoptosis [77], tumor angiogenesis [78], blocks brain
tumor formation [72], suppresses anti-apoptotic signals [79], inhibits telomerase ac-
tivity [80]. In gliomas, induced expression of receptor tyrosine kinase activities (e.g.
EGFR, PDGFR or VEGFR) leads to cell survival and proliferation. Curcumin has
been shown to suppress the expression of these proteins in various types of cancer
including glioma [81, 82]. Intriguingly, curcumin has been shown to inhibit HDAC
activity in medulloblastoma cells [83], although curcumin-mediated hypoacetyla-
tion of histones has also been reported [84–86].

(ii) Why would curcumin kill cancer cells without harming normal cells? First,
curcumin interacts with thioredoxin reductase (TrxR), which is overexpressed in tu-
mor cells. This interaction promotes alkylation of TrxR at its catalytic site, thereby
converting it into an NADPH oxidase, which in turn results in increased production
of harmful reactive oxygen species in the tumor cells [87]. Secondly, glutathione
levels in tumor cells are generally lower than in normal cells. Curcumin evokes fur-
ther inhibition of glutathione and the ensuing superoxide formation promotes apop-
tosis (programmed cell death) in the tumor cells [88]. As expected, curcumin causes
no superoxide injury to normal cells, which contain higher levels of glutathione. Fi-
nally, the protective transcription factor NF-kB, which is constitutively activated in
most cancer cells, is strongly inhibited by curcumin [89], which triggers apoptosis
of these cells.

(iii) Fresh challenges and new strategies: As is true also for resveratrol, the ben-
eficial ingredient in red wine, the therapeutic potential of curcumin is seriously hin-
dered due to the combination of low intestinal absorption, rapid metabolism in the
body, and low solubility in water. This results in an overall low bioavailability of
curcumin in the bloodstream [72]. In order to improve its bioavailability alterna-
tive ways of delivery are under investigation. For example, nanoparticle-based drug
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Fig. 1 The safety of approach and uniqueness of our strategy. It should be noted that our strategy
is to deliver the immuno-nutraceutical not systemically, but by direct intracranial infusion through
a cannula. This is similar to a human arrangement termed “shunt”

delivery has been investigated and preclinical studies have shown promising re-
sults. These include magnetic nanoparticle [90], and methoxy polyethylene glycol-
poly(caprolactone) nanoparticles [91]. Such strategies have greatly improved the
stability and bioavailability of curcumin, but we still need to design therapeutic
ways to have curcumin reach the brain tumor cells at high enough concentrations
to have an effect on brain cancer. We believe that this can be achieved mainly by
antibody-mediated targeting of curcumin in a releasable form to the brain tumor
cells (Fig. 1). Our studies have demonstrated that targeting of curcumin to cancer
cells by linking it in a releaseable form to an antibody again a glioblastoma surface
marker CD68 converts this innocuous food component into a potent agent that can
eliminate established glioblastoma cells in vitro and in vivo [82, 92].

As shown in Fig. 2, treatment of cultured mouse glioblastoma cells GL261 with
this targeted version of curcumin elicited an increase in fluorescence in the cells,
indicating release of curcumin from the curcumin-CD68 antibody adduct by the
action of intracellular esterases (Fig. 2a–c). Within two hours of adduct treatment
extensive blebbing and then complete decimation of cells were observed (Fig. 2f–h).
A similar adduct treatment of GL261 cells for 24 hours caused a dramatic increase
in the activity of the pro-apoptotic enzymes caspase-3 and 7 (Fig. 2e).

(iv) In a clinical setting, what would be the best mode of intracranial delivery of
the curcumin adduct? The current mainstream brain tumor therapy consists of tumor
resection followed by radiation and chemotherapy. The most common chemothera-
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Fig. 2 Time course of glioblastoma destruction. Mouse glioblastoma GL261 cells in a 96-well
plate were treated with 540 nM CD68 antibody-linked curcumin (CC68) followed by time-lapsed
imaging using alternating epifluorescence and brightfield imaging for two hours. (a–c) Curcumin
release (from the Curcumin-CD68 Ab adduct) in the target cells is marked by an increase in cur-
cumin fluorescence at 520 nm. (d) A brightfield image corresponding to (c) shows degradation
of cells. (e) Treatment of GL261 cells for 24 hours with CD8 antibody alone or CC68 causes a
dramatic increase in caspase-3/7 activity the CC68-treated wells. (f–h) After treating the GL261
cells as in (a), time-lapsed images were acquired only with phase-contrast imaging for two hours,
during which CC68 caused blebbing and destruction of the GL261 cells

peutic agent used for brain tumor therapy is temador, which crosses the blood-brain
barrier but also produces agonizing side effects [19, 93]. Additionally, as mentioned
earlier, radiotherapy and chemotherapy can increase extracellular glutamate, which
is converted into glutamine and consumed as fuel by brain tumor cells, in particular
glioblastoma [94]. Even though intracranial surgery is the first step taken in brain
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tumor therapy and intracranial application of the monoclonal antibody Avastin has
been performed (see below), the use of systemically-delivered agents like Temo-
zolomide have, unfortunately, created the strong notion in the medical community
that peripheral delivery is the only application route for anti-cancer agents.

The human-compatible arrangement for intracranial delivery is a “shunt” that
is often used to drain fluid from the brain. The same arrangement is also used to
deliver drugs directly into the brain tumor. At the outset, the intracranial delivery of
targeted curcumin raises many questions, but intracranial delivery of proteins and
peptides has been used as a therapeutic strategy for neurodegenerative diseases [95].
This study [91] reports intracranial delivery of the trophic factor GDNF into the
dorsal putamen, which resulted in improved motor function in advanced Parkinson
disease patients. In cancer therapy, the popular brain cancer drug Avastin, which
is a monoclonal antibody, has been delivered using microcatheters into the blood
vessels inside the brain, close to the site of the tumor in brain tumor patients [96].
Such studies also provide additional information that proteins, which are expected
to be blocked from brain entry by the blood-brain-barrier could be made to enter the
brain by the use of mannitol, a sugar, that transiently opens the blood-brain barrier
and has been used for the peripheral delivery of Avastin.

The evidence-based possibility that intracranial delivery of a targeted agent like
antibody-linked curcumin could expunge cancer cells, eliminate inflammation, and
ensure prolonged health cannot be summarily cast aside. We strongly argue that it
is time to think outside the set notion and apply the targeted curcumin therapy in-
tracranially to rescue brain tumor patients. As mentioned earlier, targeting multiple
hallmarks of cancer could give us a better chance to overcome the drug resistance
acquired by many cancer cells [68]. Since natural food components like curcumin
target multiple hallmarks of cancer, appropriate targeting of such agents is likely
provide a promising, new-age therapy for cancer. For Dr. Minoru Freund these new
opportunities to attack and destroy a brain tumor as devastating as GBM came too
late. However, all through his 2 1/2 year long battle, until the last months of his life,
he was deeply involved in discussions how to bring to bear the power of nanotech-
nology for developing effective and selective drug delivery systems.
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To Those Who Touched My Life

Don’t stand over there and cry
There is not, where you can find me

Though I did die, I am here
I am the rustle in the branches of the redwood trees

I am the sunbeam on the humming bird’s wings
I am the waterfall in the mountain

I am the silence before sunset over the ocean
I am the stars that tell the story of the universe

I am here and will always be
As long as you remember.

Hisako Matsubara
Mino’s mother
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