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Abstract. Accurate identification of ischemic lesions and brain atrophy
is critical in the management of stroke patients and may serve as an
important biomarker in studying post-stroke depression. In this paper
we present an automated method to identify chronic ischemic infarcts
in gray matter and gray/white matter partial volume areas that may be
used to measure the amount of tissue loss due to atrophy in the area.
The measure of tissue loss may then be used as a potential biomarker
in analyzing the relation between stroke and post-stroke depression. The
automated segmentation method relies on Markov random field (MRF)
and random forest based classifications. The MRF classification identifies
the possible lesion areas from the fluid attenuated inversion recovery
(FLAIR) magnetic resonance (MR) images. Thereafter, the multimodal
(T1-, T2-weighted, FLAIR, and apparent diffusion coefficient (ADC))
MR images of the possible lesion areas are fed into the classification
forests along with other context-aware features and probability maps of
the gray and white matter regions. The results of classification from the
MRF and the classification forests are finally combined using connected
component analysis to identify the final lesion area. The accuracy of the
method in identifying infarcted regions from multimodal MR images has
been validated on 17 patient datasets with a mean accuracy of 99%,
a mean positive predictive value (PPV) of 75% and a mean negative
predictive value (NPV) of 99% and a volume correlation of r = 0.98.

Keywords: Ischemic lesion segmentation, classification forest, MRF,
MRI.

1 Introduction

The magnetic resonance imaging (MRI) parameters within an ischemic lesion are
time dependent and are heterogeneous; i.e., they vary between acute (less than
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7 days) and chronic (3 months) stages. Therefore, it is unlikely that a single MR
parameter can characterize the complexity of the cerebral tissue [1]. In clinical
practice, diffusion-, T1-, T2-weighted (DWI, T1W, T2W) and fluid attenuated
inversion recovery (FLAIR) images are acquired during the progression of stroke.
Chronic ischemic lesions appear as hyperintense regions in FLAIR with hetero-
geneities around the lesions. In comparison, in T1W images the ischemic lesion
intensities are hypointense compared to the normal tissue areas.

The fate of some cells in the ischemic area is normally death at the chronic
stage while others are salvageable early. The dead cells are usually removed in
the process of phagocytosis by the macrophages [2]. These areas are in turn
filled with the cerebrospinal fluid (CSF). Figure 1(a) shows a stroke lesion at the
chronic stage where parts within the stroke are filled with CSF and hence are hy-
pointense compared to the remaining lesion. Therefore, the CSF areas around the
ischemic lesions are usually enlarged compared to the normal part of the cortex.
Measuring the CSF volume difference between the ipsilesional volume-of-interest
(VOI) around the ischemic area and the contralesional VOI would provide an
estimate of the tissue lost due to stroke. The measure of tissue loss associated
with the index stroke, as well evidence of atrophy in putative depression regions
may be used as a useful biomarker in the study of post-stroke depression [3]. In
most cases, ischemic strokes appear in partial volume areas between the gray
matter (GM) and the white matter (WM). Therefore, the macrophagic action
and hence, filling of CSF is mostly observed in these areas. Although, CSF filling
can also occur for pure WM strokes, in this paper we have limited our automatic
detection method to the GM areas and considered the WM strokes only if they
are connected to the GM strokes. This is beacuse detection of pure WM strokes
in FLAIR images becomes extremely difficult in the presence of WM diseases
or hyperintensities around the peri-ventricular regions [4], especially when WM
strokes have an increased tendency to fuse with the periventricular region WM
hyperintensities. Therefore, DWI images of the acute/sub-acute stages are nec-
essary to isolate the stroke area from other areas of WM hyperintensities. Figure
1(b) shows a stroke region and other similar hyperintensities on a FLAIR image.
In the available literature, ischemic lesion detection at the acute and sub-acute
stages is predominant, rather than detection at the chronic stage. Dastidar et
al. [5] proposed a semi-automatic method for segmenting ischemic lesions at the
sub-acute stage from T1W and T2W MRI. The method involved amplitude seg-
mentation of intensity histograms followed by region growing and decision trees
[6], but required extensive manual intervention at each step to refine the seg-
mentation. High correlation was reported between the extracted lesion volumes
using this method and that by an expert. Jacobs et al. [7] applied the ISODATA
(Iterative Self-organizing Data) algorithm [8] on integrated images comprising of
T1W, T2W and DWI MR images to segment ischemic lesions at 3 time-points.
The lesion volume extracted by the automated method showed high correlation
with either the T2W or DWI volume across different time-points. Kabir et al. [9]
suggested an automatic segmentation method based on MRF from multimodal
MRI images comprising of DWI, T2W and FLAIR. The primary objective of the
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Fig. 1. Intensity heterogeneities in stroke lesions at the chronic stage and white mat-
ter hyperintensities in FLAIR. (a) Heterogenous intensities inside chronic stage stroke
lesion due to CSF filling. The light red mask denotes the entire stroke area as marked
by an expert, (b) anomalous FLAIR hyperintensities. The circular region in the image
depicts a stroke region while the square area contains other white matter hyperinten-
sities.

method was to categorize the stroke sub-types at the acute, sub-acute and later
stages by registering with the blood supply territories atlas, therefore no quan-
titative results were presented related to the accuracy of the stroke detection.
Mean-shift procedure on edge-confidence maps was proposed by Hevia-Montiel
et al. [10] with subsequent region adjacency analysis and pruning to segment
acute ischemic lesions from DWI images. The method showed a high average
volume correlation with a high variance when compared to the manually seg-
mented lesion volumes. Shen et al. [11] used extended fuzzy C-means to include
the prior GM, WM, and CSF probability maps in the objective function. Finally
Bray Curtis distance [12] between the fuzzy membership and prior probability of
each voxel was used to isolate lesions from normal voxels. Qualitative results on
T1W images showed good agreement of the method with an expert observation.

The methods in the literature show good accuracy in terms of volume cor-
relation and visual agreement, although some methods required manual inter-
vention and some required threshold values to be set at some stages. Most of
the available methods deal with DWI images of the acute stage showing hyper-
intense stroke regions and can be easily targeted to isolate the ischemic stroke
from other brain diseases. It appears that the methods in the literature also do
not deal with the challenges of ischemic stroke segmentation in the presence of
WM hyperintensities in FLAIR. We have designed our automated segmentation
method, motivated by some of the works in literature and Zikic et al. [13] to: a)
identify the location of the lesion with high confidence (without DWI and avoid-
ing knownWM hyperintensities); b) extract the extent of the ischemic lesion and
c) find out possible focal atrophies other than known WM hyperintensities that
may have significant impact on post-stroke impairment and recovery. These are
achieved by: 1) a two-stage MRF classification of the probable lesion areas; 2)
using random forests on the intensities of the probable lesion areas; and finally
3) applying an ad-hoc rule to refine the results iterating between random forests
and MRF classifications using connected component analysis. To the best of our
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knowledge this is the first attempt to apply random forests for stroke lesion seg-
mentation. The paper is organized as follows: Section 2 provides the detail of
the multimodal patient data and the preprocessing steps, Section 3 provides the
description of the MRF classification using Iterated Conditional Modes (ICM),
the random forests method with the feature-space and the ad-hoc rule for re-
finement of the segmentation in its respective subsections, and finally Section 4
and 5 deal with the results, discussions and conclusions.

2 Data and Preprocessing

A total of 20 patient datasets of size 181 × 217 × 181 voxels are used in our
experiments. All patients have stroke lesions and T1W, T2W, FLAIR and ADC
(apparent diffusion coefficient) maps of the chronic stage are available. The
T1W images are acquired with TE=2.55ms, TR=1900ms, flip angle=9◦, voxel
spacing=(1× 1× 1)mm; the T2/FLAIR volumes are acquired with TE=388ms,
TR=6000ms, T1=2100ms, flip angle=120◦ with isotropic 1mm voxels. The ADC
maps are generated from the diffusion weighted images with B=1000 in 25 direc-
tions with isotropic voxel spacing of 2.5mm. The voxels sizes for all the modalities
are converted to 1mm isotropic voxels for our experiment. All patient data are
rigidly registered to the (Montreal Neurological Institute) MNI atlas. Bias cor-
rection for the patient MRIs is done using the method of Van Leemput et al. [14]
that also provides the segmented masks of GM, WM and CSF. Skull stripping is
done by applying the GM, WM, CSF segmented masks to remove the remaining
part of the brain. The probabilistic GM and WM estimates for each patient are
obtained by non-rigidly aligning [15] the GM/WM masks of other patients to
the target patient and then averaging the aligned masks. This method ensures
that the effect of atrophies that are likely to be present in the individual patient
tissue masks is minimized.

3 The Proposed Method

This section explains the different steps involved in our method. Figure 2 shows
the schematic diagram of our method. The MRF classification from the FLAIR
image provides the possible lesion areas. The multimodal MRI images of these
areas are then used as inputs to the random forests training and classification,
and finally connected component analysis with ad-hoc rules are applied on the
random-forests and MRF classifications to refine the segmentation results. The
rationale behind using a part of the brain i.e. possible lesion areas as input to
the random forest as opposed to the sub-sampled entire brain is to reduce the
overhead of computational complexity and to avoid missing smaller lesions in
the random forests training phase. Sections 3.1 and 3.2 provide terse theoretical
backgrounds of MRF and random forests and how each classification method is
applied in our experiment. Finally, Section 3.3 describes the connected compo-
nent analysis rules used to refine the segmentation results.
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Fig. 2. A schematic diagram of the proposed method for ischemic stroke lesion seg-
mentation

3.1 Markov Random Field (MRF) Segmentation

Given F = {fs}s∈S a set of image data where fs denotes the gray value at pixel s.
A segmentation problem is to find the labeling ω̂ which maximizes P (ω|F). Bayes

theorem suggests that P (ω|F) = P (F|ω)P (ω)
P (F) . Actually P (F) does not depend

on the labeling ω and we have the assumption from conditional probability that
P (F|ω) =

∏
s∈S P (fs|ωs). The MRF on each of the pixel s is defined by the

clique potentials and by a neighborhood-system G. Let C denote a clique of G,
and C the set of all cliques. The restriction of the label ω to the site of a given
clique C is denoted by ωC . The clique potentials EC(ωC) for every C in C and
every ω ∈ Ω, where Ω is the set of all possible discrete labellings. Following
the definition of MRF and the Bayes theorem, the global labeling which we are
trying to find is given by:

ω̂ = max
ω∈Ω

∏

s∈S

P (fs|ωs)
∏

C∈C
exp(−EC(ωC)). (1)

The energies of cliques of order 2 and more reflect the probabilistic modelings
of labels taking the neighborhood-system into account, i.e. the pixels would
be labeled considering the neighborhood labels. Let us assume that P (fs|ωs)
is Gaussian, the discrete class λ is represented by its mean value μλ and its
deviation σλ. We get:

ω̂ = min
ω∈Ω

(
∑

s∈S

(
log(

√
2πσωs) +

(fs − μωs)
2

2σ2
ωs

)
+

∑

C∈C
EC(ωC)

)

(2)

Using the above equation, the local energy of any labeling ω at site s would be:

εs(ω) = log(
√

2πσωs) +
(fs − μωs)

2

2σ2
ωs

+
∑

Cs∈C
ECs(ωCs). (3)

The estimation of ω̂ is done through the energy minimization using the ICM
algorithm [16]. The key to the ICM method is that the probability of the label
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at pixel s given the observed image and the current estimates ωC of all the labels
in the neighborhood G of pixel S. Therefore, the ICM method requires an initial
estimate of the labels. This initial estimate is obtained from a simple Bayesian
classification of the Gaussian likelihood estimates of the classes based only on
the image intensities and uniform probability priors.

The first stage of the MRF classification on the FLAIR MRI considers 5 tissue
classes as the background, WM, GM, CSF and a possible lesion class. The seg-
mentation of the lesion class at this stage does not only contain the lesion area
but also hyperintense GM areas. To increase the separability of the hyperintense
lesion areas from the hyperintense GM areas we further apply a MRF classifi-
cation on the FLAIR intensities of the lesion class labels from the first stage.
This second stage of classification attempts to separate the possible lesion class
into 8 classes to maximize the separation between the Gaussian density func-
tions. As mentioned in the introduction, ischemic stroke lesions have intensities
dropping around the edges, therefore a merging of the labeled components from
the 3 classes with highest mean values ensures that a maximum of the lesion
area is included in the segmentation. Nevertheless, hyperintensities in the peri-
ventricular regions, basal ganglia and the hippocampal regions similar to the
stroke areas, still incorporate errors in the MRF segmentation process. There-
fore, the intensities of the merged possible lesion class are further passed into
classification forests described in the following section.

3.2 Random Forests (RF) Classification

In this method, standard classification forests based on spatially non-local fea-
tures combined with probabilistic tissue estimates of GM (PGM ) andWM(PWM )
are used. The MRI input channels used in the classification are FLAIR, T1W,
T2W and ADC maps. Additionally, the labeled probable tissue class (Lles) is
also used as a channel input. Therefore an input channel comprises of Cj =
(IFLAIR, IT1, IT2, IADC , PGM , PWM , Lles).

In our method we use 3 spatial and context-aware features [13] along with the
voxel position and its respective intensity set. Let us consider x ∈ X is a spatial
point, to be assigned a class (lesion/background) and Ij is an input channel.
Ns

j (x) denotes a 3D neighborhood with edge lengths s = (sx, sy, sz), υ ∈ R
3 is

an offset vector. The contextual features are as follows: 1) Ij1(x) − Ij2(x + υ),
where Ij1 = Ij2 is allowed; 2) difference of cuboid means, i.e. μ(Ns1

j1 (x)) −
μ(Ns2

j2 (x + υ)), where j1 �= j2; and 3) this feature assumes that lesions usu-
ally appear as partial volumes of GM and WM areas and CSF borders the
other side of the lesion, therefore the difference of intensity along a 3D line as
maxλ(Ij(x+ λυ))−minλ(Ij(x+ λυ)) with λ ∈ [0, 1].

In classification forests training, each tree t in the forest receives the full train-
ing set V , along with the label at the root node and selects a test along randomly
chosen dimensions of the feature space to split V into two subsets in order to
maximize the information gain. The left and the right child nodes receive their
respective subsets Vi and the process is repeated at each child node to grow the
next level of the tree. Each node in a decision tree also contains a class predictor
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pit(c|x), which is the probability corresponding to the fraction of points with class
c in Vi. Growth is terminated when either information gain is minimum or the
tree has grown to maximum depth. At testing, a point to be classified is pushed
through each tree t by applying the learned split functions. When reaching a
leaf node l, posterior probabilities plt(c|x)) are gathered in order to compute the
final posterior probability of the voxel defined by p(c|x) = 1

n

∑n
t=1 p

l
t(c|x). The

actual class estimate is chosen as the most probable class by argmaxc p(c|x).

3.3 Ad-hoc Connected Component Analysis

In this step, we firstly remove the periventricular areas and the WM areas from
the MRF classification results by applying a non-rigidly registered [15] mask
of the automated anatomical labeling (AAL) atlas [17] that models the GM.
This means that the lesion areas falling under the zero labels (WM) and the
labels 71/72 (periventricular regions) of the registered atlas are ignored. Since
the lesion areas are much smaller compared to the whole brain, the input to the
RF are probable lesion areas from the MRF classification to avoid unbalanced
data. Nonetheless, the probable lesion areas are much larger than the actual le-
sion area. Therefore, RF provides sparse classification of the true positive areas
while managing to eliminate the false positives in most of the cases. Therefore,
we applied a pruning step to remove more than 10 connected voxels (analyzing
8-connectivity) and then a morphological closing operator with a circular mask
of radius 3. Isolated lesion components from RF may be parts of the same lesion
which may be verified from the MRF classification. The components of the RF
classification that have more than ε percent overlap with the corresponding com-
ponents in MRF are retained and the others are removed as outliers. In the final
output, the component from MRF classification is replaced for these lesions. It
may be the case, when the resulting component is less than ε percent of the
volume of the corresponding RF component, then the larger component from
the RF is replaced in the final output. This step further ensures that the WM
lesion areas that are connected with the GM areas are also included in the final
lesion volume and only the pure WM strokes are eliminated. In summary, the
iterative approach ensures that maximum lesion areas either from the MRF or
RF are included. Finally, a morphological closing operation of radius 2 ensures
that some of the hypointense regions embedded inside the hyperintense regions
are mostly included in the lesion volume.

4 Evaluation and Discussions

A total of 20 patient datasets are used in the training and validation procedure.
Three patients have pure WM strokes; although we have included these data in
the MRF and RF classification stages, they are automatically removed in the
connected component analysis step when the WM areas and periventricular areas
are removed from the MRF classification using the AAL atlas. Therefore, the
final lesion results are evaluated only on 17 patients. The RF training/testing
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Table 1. Quantitative results for ischemic lesion detection using MRF and RF. DSC
(Dice similarity coefficient) is in fraction, PPV (positive predictive value), NPV (neg-
ative predictive value) and ACC (accuracy) are in %. μ is the average and σ is the
standard deviation.

Patient# DSC PPV NPV ACC

1 0.71 87.46 99.92 99.90

2 0.75 97.78 99.90 99.89

3 0.55 51.32 99.98 99.96

4 0.33 31.23 99.99 99.97

5 0.81 94.35 99.86 99.84

6 0.44 73.37 99.98 99.98

7 0.73 88.40 99.89 99.87

8 0.44 40.66 99.99 99.97

9 0.65 79.38 99.83 99.77

10 0.78 88.38 100.00 100.00

11 0.34 35.15 99.99 99.98

12 0.46 93.76 99.97 99.97

13 0.73 94.14 99.76 99.74

14 0.36 53.90 99.93 99.91

15 0.58 81.77 99.96 99.96

16 0.62 85.97 99.98 99.98

17 0.70 95.57 99.88 99.87

μ 0.59 74.86 99.93 99.92

σ 0.16 22.95 0.07 0.08

are carried out with 100 full-grown trees in a leave-one-patient-out manner.
The offset vector υ in Section 3.2 is empirically chosen as 8mm and the 3D
neighborhood is restricted to 3 × 3 × 3 voxels. The value of ε for the connected
component analysis of Section 3.3 is empirically learned from the datasets as
20. An expert neurologist segmented the ischemic lesions on the FLAIR images.
Table 1 shows the quantitative results in terms of Dice similarity coefficient
(DSC)= 2× TP/(FP + 2× TP + FN), i.e. the fraction of overlap between the
manual segmentation and the automated segmentation method showing a mean
of 0.59± 0.16; positive predictive value or the precision rate (PPV)=TP/(TP +
FP ) denotes the proportion of true positives i.e. a high PPV would indicate
that a patient identified with a lesion does actually have the lesion. Negative
predictive value (NPV)=TN/(TN + FN) denotes the proportion of negative
results in the test, i.e. a high NPV indicates that the method rarely misses the
lesion; while accuracy (ACC)=(TP + TN)/(TP + TN + FP + FN) measures
the degree of closeness to the actual measurements. Here TP =‘true positives’,
TN =‘true negatives’, FP =‘false positives’ and FN =‘false negatives’. The
volume correlation between the manually segmented volume and that by the
automated method is r = 0.98. The DSC values show a maximum high value
of 0.81 and a low value of 0.33. This variation is due to several reasons, for
e.g., the expert neurologist marked the lesions which were deemed to be stroke,
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

Fig. 3. Classification results from MRF, RF and connected component analysis. (a) to
(f) are the results corresponding to patient 1 and (g) to (l) are the results correspond-
ing to patient 2. (a) & (g) are the FLAIR images that show hyperintensities for stroke
lesions and (b) & (h) are the T1W images showing hypointense regions of stroke. The
manual segmentations by the expert radiologist are shown in (c) & (i); segmentations
from MRF (merged 3-classes) are shown in (d) & (j); segmentations from RF classifi-
cations are shown in (e) & (k) and the final lesions after ad-hoc connected component
analysis are shown in (f) & (l) for patients 1 and 2 respectively.

but the patients might actually contain other hyperintense areas other than
WM diseases which are extracted by our algorithm and may eventually cause
atrophies that are important for the study of post-stroke recovery and depression.
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Fig. 4. Qualitative results of ischemic lesion segmentation. Rows correspond to patients
5, 9 and 14. The 1st column shows the overlap image and the 2nd, 3rd and 4th represent
the corresponding FLAIR, T1W and T2W images. ‘Red’ denotes TP, ‘yellow’ denotes
FN and ‘green’ denotes FP.

The morphological operation helps to fill-up the CSF areas within the stroke in
most cases, while if the areas are too large then the uniform morphological
operator mask radius used is not good enough to approximate the entire stroke
area. Therefore, our algorithm provides an underestimation of the stroke area
and hence poor overlap measures for those patients. The post-processing of the
lesion areas with connected-component analysis and morphological processing
is data dependant and therefore in future we would like to train our model of
classification forest with more patient datasets and would be able to remove the
ad-hoc step. Nevertheless, at this stage with a limited number of datasets, the
ad-hoc step is required to obtain clinically meaningful results.

Figure 3 shows the classification results for patients 1 and 2 at each stage of
the proposed method. Figures 3(d) shows the result after 3-classes with highest
means are merged from the 8-class MRF classification, while 3(e) shows the
results from the classification forest. It is observed that a significant part of the
lesion is missing from the RF classification while in the final output (Figure
3(f)), the connected component analysis manages to extract a larger part of the
lesion that is similar to the manual segmentation as in Figure 3(c). In the case of
patient 2, Figure 3(j) shows a missing part of the lesion from MRF classification
(being hypointense in FLAIR), while Figure 3(k) shows the complete lesion after
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RF classification followed by morphological closing operation, therefore the final
output in Figure 3(l) from connected component analysis shows a lesion area
conforming to the manual segmentation of Figure 3(i).

Figure 4 shows the qualitative results of patients 5, 9 and 14 which show
very high, medium and low overlap areas with the manual segmentation. The
TP areas are shown in red, the FN areas are shown in yellow and the FP areas
are shown in green. Observing Figure 4 it is evident that the results of our
method show high overlap for patient 5 (row 1). The last row in the figure
shows false positive areas in green which are hyperintense in FLAIR and T2W
MRI and hypointense in T1W MRI. This suggests that our method is capable of
extracting ischemic stroke lesions and some added lesions which might have been
caused by some other disease but may have significant structural and functional
impact on the patient brain. Therefore identifying such lesions is also important
for the post-stroke depression study.

All our implementations are done in C++ and ITK platform on a 6-core CPU
of 3.2GHz with 23.5GB of memory. The MRF classification requires 6min−7min
on an average for each patient, the RF training requires an average of 2 hours
to train in leave-one-patient-out manner, while each testing requires 5min. The
connected component analysis also takes 10s−15s on average.

5 Conclusions

The method described in this paper deals with a two-stage classification based
on MRF and classification forests to identify chronic ischemic stroke lesions in
the human brain. The first stage results from the MRF are used as inputs to the
classification forests as well as help reduce misclassified and missing lesion areas
obtained from the classification forests. The method shows good accuracy in
identifying the lesion areas which is useful for the post-stroke depression study.
Since, our method is also capable of identifying most of the hyperintense areas
on FLAIR images, we would like to use the DWI images of the acute/sub-acute
stages to discriminate between strokes (both GM and WM lesions) and other
WM hyperintensities which would provide additional biomarkers consistent with
the hypotheses in the post-stroke depression study [3]. We would like to validate
our method with more stroke patients in future and would probably not require
the ad-hoc connected component analysis step if the RF is trained with more
patients which would increase the generalization power of classification forests.
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