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Preface

The 3rd international workshop on Multimodal Brain Image Analysis (MBIA)
was held on September 22, 2013 in conjunction with the 16th international
conference on Medical Image Computing and Computer Assisted Intervention
(MICCAI) at the Toyoda Auditorium Complex, Higashiyama Campus, Nagoya
University, Nagoya, Japan. The objective of MBIA 2013 was to move forward
the state of the art in analysis methodologies, algorithms, software systems, val-
idation approaches, benchmark datasets, neuroscience, and clinical applications.

Brain imaging techniques, such as structural MRI, functional MRI, diffusion
MRI, perfusion MRI, EEG, MEG, PET, SPECT, and CT, are playing increas-
ingly important roles in elucidating structural, functional and molecular prop-
erties in normal and diseased brains. It is widely believed that these different
imaging modalities provide distinctive yet complementary information that is
critical to the understanding of the working dynamics of the brain. These mul-
timodal image data, when coupled with genetic, cognitive and other biomarker
data, provide exciting opportunities to enhance our mechanistic understanding
of brain function and behavior. However, effective processing, fusion, analysis,
and visualization of images from multiple sources are still facing major computa-
tional challenges owing to the variation in imaging resolutions, spatial-temporal
dynamics, and the fundamental biophysical mechanisms that determine the char-
acteristics of the images. The MBIA workshop is a forum dedicated to the ex-
change of ideas, data, and software among researchers, with the goal of fostering
the development of innovative technologies that will propel hypothesis testing
and data-driven discovery in brain science.

This year the workshop received 35 submissions (including 4 invited papers).
Based on the scores and recommendations provided by the Program Committee
(PC), which consisted of 27 notable experts in the field, 24 papers were selected
for poster presentations. Out of these 15 were selected for podium presentations.

We are enormously grateful to the authors for the high-quality submissions,
the PC for evaluating the papers and providing valuable suggestions for im-
proving the papers, the keynote speaker Dr. Polina Golland for her outstanding
lecture on “Joint modeling of anatomical and functional connectivity for pop-
ulation studies”, all the presenters for their excellent presentations, and the
MICCAI organizers and MBIA 2013 attendees for their support.

July 2013 Li Shen
Tianming Liu

Pew-Thian Yap
Heng Huang

Dinggang Shen
Carl-Fredrik Westin
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Locally Weighted Multi-atlas Construction

Junning Li, Yonggang Shi, Ivo D. Dinov, and Arthur W. Toga�

Laboratory of Neuro Imaging, Department of Neurology
University of California, Los Angeles, CA, USA

{junningl,yonggang.shi}@gmail.com, dinov@ucla.edu, toga@usc.edu

Abstract. In image-based medical research, atlases are widely used in
many tasks, for example, spatial normalization and segmentation. If at-
lases are regarded as representative patterns for a population of images,
then multiple atlases are required for a heterogeneous population. In con-
ventional atlas construction methods, the “unit” of representative pat-
terns is images. Every input image is associated with its most similar
atlas. As the number of subjects increases, the heterogeneity increases
accordingly, and a big number of atlases may be needed. In this paper,
we explore using region-wise, instead of image-wise, patterns to repre-
sent a population. Different parts of an input image is fuzzily associ-
ated with different atlases according to voxel-level association weights.
In this way, regional structure patterns from different atlases can be com-
bined together. Based on this model, we design a variational framework
for multi-atlas construction. In the application to two T1-weighted MRI
data sets, the method shows promising performance, in comparison with
a conventional unbiased atlas construction method.

1 Introduction

In image-based medical researches, atlases are widely used to represent a popula-
tion of images. They provide common spaces for spatial normalization, references
for alignment, and propagation sources for segmentation.

One of the most widely used methods is registering input images to a pre-
selected reference image, and then taking the average of the warped images as
the atlas. Because all the images are transformed to be as similar as possible to
the reference, the choice of the reference has significant impacts on the result. To
avoid the bias introduced by arbitrary choice, the average image or the geometric
mean of the input images can be used as the initial reference, as proposed by
Joshi et al. (2004) [1] and Park et al. (2005) [2]. Instead of transforming input
images toward a reference image, Seghers et al. (2004) [3] transformed them with
the morphological mean of their transformations to all the other images. This
method requires registration between all input image pairs.

In recent years, manifold-guided group registration methods are developed.
Relationship between the input images is modeled with a manifold, and the in-
put images are transformed gradually along the manifold to a center, instead of
� This work is supported by grants K01EB013633, R01MH094343, and P41EB015922

from NIH.

L. Shen et al. (Eds.): MBIA 2013, LNCS 8159, pp. 1–8, 2013.
© Springer International Publishing Switzerland 2013



2 J. Li et al.

directly “jump” to a reference image. This avoids inaccurate direct registration
between dissimilar images. The manifold is usually represented by a k-nearest-
neighbor graph whose vertices represent images and whose edges are weighted
with the transformational metric between two images. Hamm et al. (2010) [4]
employed the minimum spanning tree of the graph to guide the registration.
Jia et al. (2010) [5] and Wang et al. (2010) [6] embedded a clustering proce-
dure to merge images as intermediate centers when they become similar enough.
Such a method not only reduces computation load but also builds a hierarchical
structure for the inputs. Wu et al. (2011) [7] used directed graphs instead of
undirected ones to optimize the registration procedure.

For a heterogeneous population, multiple atlases are required to represent it,
as discussed in [8] by Blezek and Miller. Multi-atlases are usually constructed
by partitioning the input images into sub-groups and then constructing an atlas
for each of them. Aljabar et al. (2009) showed that the way of partitioning
considerably impacts the result. Therefore, data-driven approaches should be
employed. Sabuncu et al. (2009) [9] used Gaussian mixture models to cluster
input images. Xie et al. (2013) [10] clustered input images according the manifold
formed by them.

If atlases are regarded as representative patterns for a population of images,
the “unit” of patterns used in the aforementioned methods is images. Every
input image is associated with its most similar atlas. As the number of subjects
increases, the heterogeneity among subjects increases accordingly. To represent
a large population, we may need a big number of atlases. Let us assume the
following not rigorously correct yet illustrating situation. Suppose the brain has
m anatomic structures, and each structure has n possible patterns among a
population. To represent all the possible combinations, we may need m × n
atlases, if the pattern unit is images.

In this paper, we explore using region-wise, instead of image-wise, patterns
to represent a population of images. We allow different parts of an input image
to fuzzily associate with different atlases according to voxel-level association
weights. In this way, structure patterns from different atlases can be combined
together. In Section 2, we present a variational framework for constructing such
a locally weighted multi-atlas. In Section 3, we demonstrate its application to
two T1-weighted MRI data sets, where the proposed method show promising
performance, in comparison with the group-mean method [1]. In Section 4, we
briefly discuss possible future work.

2 Locally Weighted Multi-atlas

2.1 Generative Model

We assume that the input images are generated with voxel-level random sampling
from a small number of template images and then they are randomly warped. Such
a generative model is illustrated in Fig. 1 and the notations used in it is listed in
Table 1. In the template space, the intensity value at point x of a latent image Īs
is randomly sampled from template images {Tk, k = 1, . . . ,K}, at the same point
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Table 1. Notations

Is Image of subject s Tk The kth atlas image
ϕs Transformation for image Is x Point in space
Îs = Is ◦ ϕs Warped image of subject s Wsk(x) Weight of Īs(x)’s association with Tk

Īs Latent image of Îs Ω Spatial domain

Fig. 1. Generative Model

location, where K is the number of atlases. After noise εs is added to it, Īs is ran-
domly warped to be an input image Is. The voxel-level probability distribution
that intensity values of Īs are sampled from Tks is configured with weight images
{Wsk, k = 1, . . . ,K|s}. Such a generative process can be written as

κs(x) ∼ Multinomial{Wsk(x), k = 1, . . . ,K|s} (1)
Īs(x) = Tκs(x)(x) (2)

Is = (Īs + εs) ◦ ϕ−1
s (3)

where Multinomial{Wsk(x), k = 1, . . . ,K|s} denotes a multinomial distribution
such that P (κ = k) = Wsk(x) and {Wsk, k = 1, . . . ,K|s} satisfies

∑
k Wsk(x) =

1 for any s and x.
The intensity values of Īs at different points can be sampled from different

template images. In this way, Īs is able to combine different patterns from differ-
ent templates. To avoid abrupt transition between structure patterns, adjacent
points should intend to be sampled from the same template image, and the
weight images Wsk should be spatially smooth.

Fig. 2 shows an example of such a generative process. Each of the images is
composed of two parts, one from the images of either letter “A” or letter “B”, the
other from the images of either letter “C” or letter “D”. In total, there are four
image-level patterns: “AB”, “AD”, “CB” and “CD”, as shown in the middle row
of figure. Then the four patterns are randomly warped to be input images, as

Fig. 2. Example of Image Generation Process
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shown in the bottom row of the figure. If we represent the images with regional
patterns, we just need two atlases: “AB” and “CD” (as shown in the top row of
the figure), or “AD” and “CB”, instead four atlases.

2.2 Atlas Construction Model

Based on the generative model defined in Eqs. (1), (2) and (3), we design the
following energy function for locally weighted multi-atlas construction:

J = Jsim + Jcls + Jtrans + Jwt (4)

where Jsim counts for image similarity in the template space, Jcls for clustering
dispersion, Jtrans for transformation smoothness, and Jwt for weight image
smoothness.

Jsim is defined as

Jsim =
∑

s

ˆ
x∈Ω

∑

k

Wsk(x) ‖Is ◦ ϕs(x)− Tk(x)‖2 dx (5)

where the weight images satisfy Wsk(x) � 0 and
∑

k Wsk(x) = 1 for any s and x.
Jcls is defined as

Jcls =
∑

s

ˆ
x∈Ω

h(x)
∑

k

Wsk(x) ln
Wsk(x)

Qk(x)
dx (6)

where {Qk, k = 1, . . . ,K} are prior weight images and h(x) is a penalty factor.
Being the integration of the Kullback–Leibler divergence between {Wsk} and
{Qk}, Jcls imposes similarity between {Wsk} and {Qk}. For simplicity, we used
Qk(x) = 1/K.

Jwt is defined as

Jwt =
∑

s

ˆ
x∈Ω

∑

k

〈∇Wsk,∇Wsk〉 dx (7)

to model the smoothness of the weight images.
Jtrans is defined as

Jtrans =
∑

s

ˆ
x∈Ω

〈Dϕs, Dϕs〉 dx (8)

where D is a spatial difference operator. For diffusion regularization, D is the
gradient operator; for curvature regularization, D is the Laplace operator.

2.3 Alternating Optimization

The energy function defined in Section 2.2 involves the following parameters: the
transformations ϕs, the template images Tk, and the weight images Wsk . For
simplicity, we do to treat the penalty factor h(x) as a parameter to optimize,
but as a given configuration of the energy function. Though a large number of
parameters are involved in the energy function, they can be solved one by one
with alternating optimization.
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2.3.1 Optimizing Tk Given ϕs and Wsk: Tk is involved only in Jsim, as
the center of weighted variances, as shown in Eq. (5). Given ϕs and Wsk, the
optimal value of Tk is the locally weighed average of Is ◦ ϕs, as defined in the
following equation:

Tk(x) =

∑
s Wsk(x)× Is ◦ ϕsk(x)∑

s Wsk(x)

2.3.2 Optimizing Wsk Given Tk and ϕs: Wsk is involved in Jsim, Jcls
and Jwt. Because Jwt imposes smoothness on Wsk and its Green’s function is a
Gaussian kernel, for simplicity, we first solve Wsk with Jsim and Jcls, and then
smooth it with a Gaussian kernel. The method of Lagrange multipliers implies
that to minimize Jsim and Jcls under the constraint

∑
k Wsk(x) = 1, Wsk must

satisfy

Wsk(x) ∝ Usk(x) := Qk(x)e
−‖Is◦ϕs(x)−Tk(x)‖2

h(x)

Therefore, the solution of Wsk(x) without smoothing is Usk(x)∑
Usk(x)

.

2.3.3 Optimizing ϕs Given Tk and Wsk: ϕs is involved in Jsim, and
Jtrans. The contribution of a particular ϕs to the total energy function J is

Jϕs =

ˆ
x∈Ω

∑

k

Wsk(x) ‖Is ◦ ϕs(x)− Tk(x)‖2 dx+

ˆ
x∈Ω

〈Dϕs, Dϕs〉 dx

=

ˆ
x∈Ω

∥∥∥∥∥Is ◦ ϕs(x)−
∑

k

Wsk(x)Tk(x)

∥∥∥∥∥

2

dx+ C +

ˆ
x∈Ω

〈Dϕs, Dϕs〉 dx

where C is a constant fully determined by Tk and Wsk. As the equation implies,
ϕs can be optimized by registering Is to

∑
k WskTk.

3 Experiments

The proposed method is applied to one synthetic data set (100 images) and
two real MRI data sets (each of 40 images) for atlas construction, and compared
with the conventional unbiased group-mean method [1]. The group-mean method
registers input images to the average of their warped images, and iteratively
repeats this procedure. Before atlas construction, we linearly align all the input
images. For multi-atlas construction, we set the number of atlases K to two.

The Dice label overlap index is used to measure the performance of the meth-
ods. The template label images Lks are derived from the warped input label
images, with weighted majority vote according to weights {Wsk, s = 1, . . . , S|k}.
The predicted label image for a warped image Îs in the template space, is derived
from the template label images by fusing them together with weighted majority
vote according to weights {Wsk(x), k = 1, . . . ,K|s}.



6 J. Li et al.

Typical Input Images

Group-Mean Atlas Locally Weighted Atlases

Fig. 3. ABCD100

3.1 Synthetic Data

We generate 100 images according the model illustrated in Figs. 1 and 2. For the
description of the generative procedure, please refer to Section 2.1. We expect
the proposed method to recover the underlying region-level patterns “A”, “B”,
“C”, “D” as two atlas images, for example “AB” and “CD”, or “AD” and “CB”,
instead using four atlases. As shown in Fig. 3, the proposed method satisfactorily
recovers the underlying regional patterns as two images “AB” and “CD”.

3.2 OASIS Data Set

The OASIS data set contains T1-weighted MR brain images of 416 subjects at
ages ranging from 18 to 96. The images are at the resolution of 1 × 1 × 1 mm3

and of voxel size 176×208×176. For each subject, a label image indicating the
segmentation of white matter (WM), gray matter (GM) and cerebrospinal fluid
(CSF) is also provided. We randomly sampled 40 images from the data set, one
half with ages ranging from 20 to 30, and the other half ranging from 70 to 80.

As shown in Fig. 4, the proposed method constructs one atlas with a large
ventricle and the other with a smaller one. The proposed method achieves better
tissue overlap than the group-mean method (86.9% vs. 81.4%), as shown in the
table in Fig. 4.
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Fig. 4. OASIS40. “LWM” means locally weighted multi-atlas.
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Fig. 5. LPBA40: Constructed Atlases. “LWM” means locally weighted multi-atlas.
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Fig. 6. LPBA40: Dice Overlap Indices of 54 ROIs

3.3 LPBA40 Data Set

The LPBA40 data set [11] has T1 images of 40 subjects and 54 regions are
manually segmented for each of them. The proposed method is applied to it,
with the number of atlases K set to two. As shown in Fig. 5, the two atlases
produced by the proposed method show different patterns in the upper part of
the brain, and are visually sharper than that by the group-mean method. The
overall Dice overlap indices of the proposed method and the group-mean method
are 80.4% and 78.5% respectively. Overlap indices of the 54 regions are shown
in Fig. 6.

4 Conclusion and Discussion

In this paper, we exploring using region-wise, instead of image-wise, patterns to
represent a population of images. Different parts of an input image are fuzzily
associated with different atlases according to voxel-level association weights. In
this way, structure patterns in different atlases can be combined together. Such a
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model can be formulated in a variational framework for multi-atlas construction,
and solved with alternating optimization. In the applications to the OASIS and
LPBA40 data sets, the proposed method achieves better label overlap than the
conventional group-mean method [1].

It worths further investigation to use morphological difference, instead of in-
tensity difference, for determining the voxel-level association weights. Choosing
an appropriate number of atlases is another interesting topic for future study.
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Abstract. Literature studies showed that the fibers connected to gyri are signif-
icantly denser than those connected to sulci. Therefore, we hypothesize that 
gyral, sulcal and cortical brain networks might exhibit different graph properties 
and functional interactions that reflect the organizational principles of cortical 
architecture. In this way, we evaluated the graphical properties of the structural 
brain networks and the functional connectivities among brain networks which 
are composed of gyral regions of interest (ROI) (G-networks), sulcal ROIs (S-
networks) and mixed gyral and sulcal ROIs (C-networks). The results demon-
strated that G-networks have the highest global and local economical properties 
and the strongest small-worldness. In contrast, S-networks have the lowest 
global and local economical properties and the weakest small-worldness. 
Meanwhile, the overall functional connectivity strength among G-networks is 
stronger than those in S-networks, and those in C-networks are in between. The 
results indicate that gyri may play a hub role in human brains. 

Keywords: gyri, sulci, wiring cost, efficiency, small-worldness, fMRI. 

1 Introduction 

It has been of great interest in the neuroimaging field to study properties of structural 
connectivity patterns and brain networks recently. Prior literature studies [1-3] 
showed that the white matter fibers connected to gyri are significantly denser than 
those connected to sulci. This finding has been replicated in a range of primate brains 
including human, chimpanzee, and macaque monkey via diffusion tensor imaging 
(DTI) and high-angular resolution diffusion imaging (HARDI) [1, 2], and might sug-
gest the different roles of gyri and sulci in structural and functional brain networks. 

Inspired by the above finding, we hypothesize in this paper that structural and 
functional brain networks constructed from gyral, sulcal and cortical regions might 
exhibit different graph properties and functional interaction patterns that reflect the 
fundamental organization of the cortical architecture. To test this hypothesis, based on 
multimodal DTI and resting-state functional magnetic resonance imaging  
(R-fMRI) data, we evaluated the graph-theoretical properties related to wiring cost 
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[4], efficiency [4] and small-worldness [5] of the structural brain networks, which are 
composed of gyral regions of interest (ROI) (G-networks), sulcal ROIs (S-networks) 
and mixed cortical gyral and sulcal ROIs (C-networks), and further examined whether 
there exist significantly different graph properties and functional interaction among 
these three groups of structural brain networks. The underlying rationale of this study 
is two-fold: 1) The possible measured significant differences of those graph properties 
which depict the global organization of the structural brain networks and functional 
brain networks could reveal the different roles that gyri and sulci may play, thus  
providing novel insight into the structural and functional principles of the brain archi-
tecture and potentially offering meaningful guidance for neuroimage analysis  
methodologies; 2) The multimodal assessments of structural properties and functional 
interaction patterns of different brain networks could potentially elucidate the close 
relationship between brain structure and function, which has been a major research 
topic in neuroimaging. 

2 Materials and Methods 

2.1 Data Acquisition and Pre-processing 

DTI and R-fMRI datasets of 10 healthy young adult subjects were acquired on a 3T 
GE MRI scanner under IRB approvals. Acquisition parameters for the scans were as 
follows. DTI: 256×256 matrix, 2 mm slice thickness, 240 mm FOV, 50 slices, 15 
DWI volumes, b-value 1000; R-fMRI: 64×64 matrix, 4 mm slice thickness, 220 mm 
FOV, 30 slices, TR = 2s, total scan length = 400s. The preprocessing steps of DTI 
data included brain skull removal, motion correction, and eddy current correction. 
After preprocessing, streamline fiber tracks were reconstructed via MEDINRIA [6]. 
Brain tissue segmentation was performed based on DTI data [7]. Based on the white 
matter tissue map, the gray matter (GM)/white matter (WM) cortical surface was 
reconstructed using the marching cubes algorithm [8]. Cortical folding patterns were 
analyzed using a method based on surface profiling similar to [9], in which the cortic-
al surface was divided into sulcal and gyral regions. More details are referred to [9]. 
The preprocessing of the R-fMRI data included brain skull removal, motional correc-
tion, spatial smoothing, slice time correction, global drift removal and band pass fil-
tering (0.01~0.1Hz). 

2.2 Brain Network Construction 

The structural brain network is represented as a weighted undirected graph G=(V,E) 
in which V={vi, i=1, 2, …, N} is the set of nodes and E={eij, i, j=1, 2, …, N} is the set 
of edges. In this paper, in order to achieve the desired spatial resolution and functional 
specificity, we identify each graph node as an ROI on the reconstructed cortical sur-
face, and use the number of DTI-derived fiber connections between a pair of nodes as 
their edge, which has been a common and widely-used method to measure the con-
nectivity of structural brain networks in the literature [10]. 

Since the focus of this study is on the global graph property difference of structural 
brain networks and global interaction difference of functional networks that are  
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constructed with ROIs in different cortical regions, we do not necessarily need the 
correspondences of network nodes across individuals. In addition, given the current 
algorithms and methods for brain image registration, it is difficult to seek accurate 
correspondences among brain ROIs across individual brains due to the tremendous 
cortical anatomy variability. Thus, the G-networks and S-networks are composed of a 
group of ROIs randomly selected from gyral or sulcal regions in the whole brain, 
respectively. C-networks are composed of a combination of balanced G-network 
nodes and S-network nodes. Here, the edge between an ROI-pair is defined as the 
number of fibers connecting the ROI-pair [11]. Thus, a structural connectivity matrix 
AN×N is obtained for a brain network with N nodes. Notably, the self-loops are current-
ly ignored in this work. In this paper, the traditional thresholding process was not 
necessary because the weighted adjacency matrix of structural network is intrinsically 
sparse, in that many node pairs are not interconnected [10]. Fig. 1 shows exemplar 
brain networks of three different types such as G-network, C-network and S-network. 
It is noteworthy that our reconstruction method ensured that most of the surface vox-
els are in the GM, and the ROIs have the same size.  

 

Fig. 1. Examples of brain networks of three different types. (a)-(c): (a) G-network; (b) C-
network; (c) S-network. The nodes are represented by yellow spheres and the edges are 
represented by the white lines. The constructed structural brain networks are overlaid on the 
corresponding cortical surfaces (divided into gyri and sulci) reconstructed from DTI data. 

Next, the functional interaction between a pair of nodes ROIs is measured by the 
method based on cross wavelet transform (XWT) [12, 13], which is a powerful tool in 
assessing the multi-scale time-frequency interactions between R-fMRI time series. By 
combining the wavelet transforms of two time series, the XWT uncovers the regions 
in the time-frequency domain where both time series share high co-power, which is 
considered and defined as functional interaction strength of two ROIs in this work. 
We used the Morlet kernel [13] and statistical significance test of 95% significance 
level [12, 13] to derive the functional interaction strength. With this configuration, we 
obtained a weighted matrix Sig that represents significance level of XWT for each 
pair of R-fMRI time series, denoted as a significance map. The matrix representation 
enables us to focus on regions in the time-frequency domain where the co-power of 
the time series are significant [14]. The higher values in the significance map are of 
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special interest since it contains stronger functional interactions at various scales. Fig. 
2 shows an exemplar significance map. The red regions in significance map are of 
special interest since it contains stronger interactions. In this case, we derive a matrix 
IMN×N to represent the interaction matrix between all the network node ROI pairs. IM 
is calculated as:  

0.95

( , )
i j

R Ri j

i j R R
Sig

IM R R Sig
≥

=                               (1) 

where Ri and Rj are two ROIs. We also consider the average of IM as the overall func-
tional interaction strength among the network that is given by: 

1

2
( , )

( 1) i j
i j N

Q IM R R
N N ≤ < ≤

=
−                           (2) 

where N is the number of all nodes ROIs. 
For statistical analysis of brain networks with different sizes, the number of the 

nodes in the constructed structural brain networks varied from 100 to 800 with the 
incremental step of 100. In each step of different sizes, the selection of nodes was 
independently repeated for 10 times. The network construction procedure was per-
formed for each subject separately.  

 

Fig. 2. An exemplar significance map. The x-axis is time, and the y-axis is period. The unit of x- 
and y-axes is second. The red regions indicate stronger interaction domains between the two ROIs 
and the R-fMRI signals in the example red area are shown in the zoomed window on the right. 

2.3 Graph Properties 

In this work, we employed and designed several graph theoretic properties related to 
wiring cost [4], network efficiency [4] and small-worldness [5] as the metrics to as-
sess the organization of structural brain networks. 

In graph theory, the shortest path length plays an important role in charactering the 
internal structure of a graph. The shortest path length between a pair of nodes is de-
fined as the path between the two nodes that the number of its constituent edges is 
minimized. The characteristic path length is the average of the shortest paths over all 
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possible pairs of nodes [4]. The global efficiency is to consider the harmonic mean of 
the shortest lengths. The average inverse shortest path length is a related measure that 
is known as global efficiency, i.e. Eglob [4]:  

1

,1 1

( 1)

ij
j G j i
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i G

d

E E
N N N
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∈ ≠

∈

= =
−




                                

(3) 

where N is the number of the graph nodes, and the dij is the shortest path length be-
tween node i and j. It has been shown in the literature that this definition may make 
Eglob a superior measure of functional integration [15]. Unlike characteristic path 
length, Eglob can be meaningfully measured for disconnected networks, as paths be-
tween disconnected nodes are defined to have infinite length, and correspondingly 
zero efficiency. The local efficiency was defined as the average efficiency of the local 
sub- graphs [4]:  
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where Eloc,i is the local efficiency of node i, and djh is the length of the shortest path 
between j and h. Here, ki is the degree of node i. aij is the connection status between i 
and j: aij=1 when eij exists, aij=0 otherwise.  

The simplest measure of the wiring cost of a network is defined as follows, and L is 
the number of the edges in the network [4]: 

( 1) / 2

L
cost

N N
=

× −
                                   

(5) 

For the purpose of more compact measurement of economical property of a network, 
we defined two parameters in order to integrate wiring cost and network efficiency, 
namely, Ratio and Diff for the global and local properties. Higher Ratio or Diff indi-
cates that a network is more economical. They are calculated as follows: 

 /glob globRatio E cost= , glob globDiff E cost= −                         (6) 

/loc locRatio E cost= , loc locDiff E cost= −
                         

(7) 

Also, the small-worldness has been widely reported and used as one of the most 
important properties of both functional and structural human brain networks [9]. 
Small-world networks are formally defined as networks that are significantly more 
clustered than random networks, yet have approximately the same characteristic path 
length as random networks. More generally, small-world networks should be simulta-
neously highly segregated and integrated. Small-worldness is often analyzed by con-
sidering the fraction of nodes in the network that have a particular number of connec-
tions going into them [16]. It is calculated as [4]: 

 / 1p randC Cγ = > , / 1p randL Lλ = ≈ , - : = / >1small worldness σ γ λ           (8) 



14 X. Li et al. 

where Cp and Crand are the average clustering coefficient [4], and Lp and Lrand are the 
characteristic path lengths of brain network and random network, respectively. 

3 Results 

The result figures of 5 randomly selected subjects are shown in Figs. 3(a)-3(e). Spe-
cifically, Fig. 3(a) shows Ratioglob for G-, S- and C-networks of various sizes; Diffglob 
is shown in Fig. 3(b); Ratioloc is shown in Fig. 3(c); Diffloc is shown in Fig. 3(d), and 
small-worldness is shown in Fig. 3(e). In general, it is clearly seen that G-network has 
the highest value of each property and S-network has the lowest ones, while those of 
C-network are in-between. This observation is reproduced and confirmed with the 
increase of the numbers of nodes. When the number of nodes is over 500, G-network 
holds overwhelming superiority. The group averaged Ratioglob, Ratioloc, Diffglob, Diffloc 
and small-worldness for G-, C- and S-networks of all the 10 subjects when the num-
ber of nodes varies from 100 to 800 are shown in Figs. 4(a)-4(e), respectively. The 
trends are very similar to those in a single subject. These results demonstrate that G-
network is the most economical compared with C- and S-networks. These results are 
also reproducible in other independent groups of subjects. 

The functional interaction strengths of G-, C- and S-networks with 100-400 nodes 
has no significant difference. However, there are substantial differences when the 
brain networks contain more than 500 nodes. Figs. 5(a)-5(e) show the average func-
tional interaction strengths of 5 subjects with nodes varying from 500 to 800. Al-
though a few cases do not exhibit obvious difference on specific numbers of nodes 
among G-, C- and S-networks, most of the subjects’ results indicate that the G-
networks have stronger functional interaction strengths than others, especially higher 
than S-networks. Quantitative group-averaged functional interaction strengths for G-, 
C- and S-networks when the number of ROIs varies from 500 to 800 are shown in 
Table 1. It shows the trend that the functional interaction in G-network is stronger 
than that in S-network, and the functional interaction in C-network is in-between. 

 

Fig. 3. The structural graph properties of 5 randomly selected subjects’ G-, C- and S-networks 
when the number of nodes varies from 100 to 800. In each sub-group, color bar clusters in 
different colors correspond to different network sizes, and each 5-bar cluster in the same color 
represents 5 subjects. The error bars are derived from the 10-times repeats of random nodes 
selection. (a) Ratio

glob
; (b) Diffglob; (c) Ratio

loc
; (e) Diffloc; (f) Small-worldness. 



 Assessing Structural Organization and Functional Interaction 15 

 

Fig. 4. Group-averaged Ratioglob, Ratioloc, Diffglob, Diffloc and small-worldness for G-, C- and S-
networks when the number of nodes varies from 100 to 800 are shown in (a)-(e), respectively. 
The horizontal-axis is the number of nodes. The vertical axis represents the graph property 
metrics. 

Table 1. The group-average functional interaction strengths of G-, C- and S-networks when the 
number of nodes varies from 500 to 800 

Nodes G-network C-network S-network 

500 6698 ± 5.4% 6655 ± 5.6% 6603 ± 5.9% 

600 6702 ± 5.4% 6652 ± 5.6% 6613 ± 6.0% 

700 6695 ± 5.4% 6648 ± 5.5% 6611 ± 5.9% 

800 6707 ± 5.4% 6652 ± 5.7% 6609 ± 6.0% 

 

Fig. 5. The functional interaction responds strength of G-, C- and S-networks for each subject 
(5 selected randomly), when the number of nodes varies from 500 to 800, is shown in (a)-(e), 
respectively. The x-axis is the number of nodes. 
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To summarize and interpret the results in Figs. 3-5, the G-networks hold higher 
global and local economical properties and stronger small-worldness, as well as func-
tional interaction. In contrast, S-networks have much lower economical property and 
weaker small-worldness, as well as weaker functional interaction compared with 
those of G- and C-networks. The results indicate that the networks composed of gyral 
regions have ‘economical small-world’ properties both globally and locally, that is, it 
has significantly high global and local efficiency of parallel information transfer and 
high local fault tolerance for low connection density, i.e., low cost of network. It also 
indicated that G-networks have stronger functional communication. This result offers 
a theoretically novel understanding of the recent literature results in [1, 2] that white 
matter fiber connections concentrate on gyri. This organizational principle will en-
hance the overall efficiency and small-worldness of structural brain network on gyral 
regions, heighten the functional interaction on gyral regions, and suggests that gyri 
might be the structural and functional hubs of the cerebral cortex. The results in Figs. 
3-5 also suggest the close relationship between brain network structure and function. 
That is, G-networks of higher structural connection strength exhibit higher functional 
interaction strength, and structural connection hubs tend to be functional integration 
centers too. 

4 Discussion and Conclusion 

Inspired by the recent literature findings that there exist significant different white 
matter fiber connection patterns between sulci and gyri [1, 2], in this paper, we ex-
amined the organization of the structural and functional brain networks that are com-
posed of gyri, sulci and mixed cortical ROIs. Our experimental results demonstrated 
that brain networks composed of gyri ROIs have the highest global and local econom-
ical properties and the strongest small-worldness, and also have the strongest func-
tional interaction. Those of the networks composed of sulci ROIs are on the opposite, 
and those of the networks composed of mixed gyri and sulci ROIs are in-between. 
These results are correspondent with the newest results in [3]. Our studies revealed 
novel insights into the structural organization and dynamic function principle of the 
cerebral cortex. In particular, the revealed principles are reproducible across random 
sampling cases and among different subjects. 

Altogether, our analysis results suggest that gyral regions may play structural and 
functional hub roles in the cerebral cortex, as suggested by the authors of prior litera-
ture studies in [1-3]. In the future, we plan to perform larger scale studies using more 
subjects and using different types of fMRI data such as task-based fMRI, in addition 
to the resting state fMRI data used in this work. Also, we plan to use different ROI 
sampling schemes such as those ROIs with rough correspondences among individual 
brains, which of course will entail extensive manual labeling of corresponding ROIs 
or via accurate brain registration and warping algorithms. We also plan to integrate 
DTI based structural connectivity into fMRI based connectivity analysis.  
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Abstract. We present an analysis framework for large studies of mul-
timodal clinical quality brain image collections. Processing and analysis
of such datasets is challenging due to low resolution, poor contrast, mis-
aligned images, and restricted field of view. We adapt existing registration
and segmentation methods and build a computational pipeline for spa-
tial normalization and feature extraction. The resulting aligned dataset
enables clinically meaningful analysis of spatial distributions of relevant
anatomical features and of their evolution with age and disease progres-
sion. We demonstrate the approach on a neuroimaging study of stroke
with more than 800 patients. We show that by combining data from sev-
eral modalities, we can automatically segment important biomarkers such
as white matter hyperintensity and characterize pathology evolution in
this heterogeneous cohort. Specifically, we examine two sub-populations
with different dynamics of white matter hyperintensity changes as a func-
tion of patients’ age. Pipeline and analysis code is available at
http://groups.csail.mit.edu/vision/medical-vision/stroke/.

1 Introduction

We present a framework to summarize and quantify large multimodal collections
of clinical images in population studies of neurological disease. We use registra-
tion and segmentation algorithms to build robust computational pipelines that
handle variable image quality and large image set sizes. Large population studies
with clinical quality multimodal images present many challenges, including poor
resolution, varying slice acquisition directions and orientations across modali-
ties, poor contrast, limited field of view, and misalignment of scans of different
modalities. In this work, we develop insights for adapting existing algorithms to
clinical images, and use these insights to build a robust and scalable framework.
We demonstrate the application of the methods on a preliminary study of over
800 patients with the goal of expanding the study by an order of magnitude in
the near future by including images from multiple sites.
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Our work is motivated by a large scale imaging study of stroke. The brain scans
are acquired within a few hours of stroke onset, which limits scanning time and re-
quires fast imaging protocols. Due to the acquisition constraints, scans of different
modalities are not only low resolution (with greater than 5mm slice thickness), but
are also anisotropic in different directions as illustrated in Figure 1. Distinguishing
betweenwhite and graymatter is challenging in the resultingT1 images, even for an
expert, due to poor tissue contrast.To assess susceptibility to cerebral ischemia (in-
sufficient bloodflow to the brain) andpredict stroke severity, image features such as
white matter hyperintensity (WMH) [17] and stroke lesions were labeled manually
in T2-FLAIR and DWI scans respectively. WMH burden is found to be higher in
patients who develop a cerebral infarct compared to those with less damaging tran-
sient ischemic attacks, and is also associated with small vessel stroke subtypes [18].
The segmentation and analysis of WMH is therefore important for understanding
mechanisms underlying stroke. Manual segmentation by an expert takes 10 to 30
minutes per patient. Segmentation of 1089 patients in the study took over three
years. With the project poised to receive thousands more scans from other partic-
ipating sites in the near future, the need for automatic segmentation and analysis
tools is clear.

Fig. 1. T1 (top), T2-FLAIR (middle),
and DWI (bottom) images from a pa-
tient in the stroke study. Three orthog-
onal slices are shown for each modality;
in plane slices are highlighted in blue.
Note the cropped field of view and large
slice thickness.

Enabled by increasingly more afford-
able imaging technology and collaborative
acquisition efforts [7,16], the trend of large
scale multimodal multi-site clinical stud-
ies with lower quality images is bound to
continue. Population genetics studies that
typically require large patient cohorts are
starting to include imaging data, creating
large scale imaging datasets. In contrast
to high quality research scans in studies
that commonly motivate method devel-
opment, such as ADNI [29] and Predict-
HD [14], we focus on lower quality clinical
images. As our results demonstrate, exist-
ing algorithms can be adapted to handle
clinical quality scans by carefully investi-
gating the properties of the input images
and using the insights to optimize the ap-
plication of the methods.

Our framework consists of three main
components: registration, segmentation,
and analysis. Our ultimate goal is in-

depth analysis of disease progression in large clinical datasets, which will deliver
insights into the structural and functional changes associated with a disorder
from noisy, low quality images. Accurate registration is a critical prerequisite for
such analysis, as it brings all imaging modalities into a common coordinate frame
and enables data fusion across subjects and modalities [19]. Quantifying regions
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Fig. 2. A flowchart of our computational pipeline. Registration of all modalities for all
patients into a common space and segmentation of clinical features enable large scale
population analysis.

of interest requires accurate segmentation. Manual segmentation is infeasible for
larger datasets with thousands of images, motivating the development of au-
tomatic methods. Population analysis of heterogeneous data requires improved
models to capture trends, variability, and statistics. In this paper, we present
steps and insights toward the goal of large scale analysis for clinical studies.

Prior work in registration, segmentation, and population analysis has often fo-
cused on high quality images. Registration of clinical images is often constrained
to rigid or affine alignment to atlas reference frames such as Talairach coor-
dinates [23]. However, accurate alignment of relevant brain structures requires
nonlinear deformations [2,26]. For example, atrophy of the cortex and growth of
the ventricles are of interest in many neuroimaging studies. In stroke imaging,
white matter hyperintensity is typically found close to the ventricles. There-
fore, an accurate deformable registration of the white matter near the ventricles
is important for spatial analysis of white matter hyperintensity distribution in
the population. Although recent registration algorithms have enjoyed success in
many medical imaging applications, a better understanding of the interactions
between the algorithms and relevant properties of images is essential for such
algorithms to function properly on large, challenging clinical datasets. We build
on the work of Klein et al. [12], which evaluates a variety of different registration
algorithms on high resolution scans of slice thicknesses below 1.5mm with no vis-
ible pathologies. Methods for segmentation and analysis of medical images have
been researched in depth [1,20], but their utility for large scale clinical studies
of pathology is yet to be fully characterized. Previous work in population anal-
ysis has often focused on higher quality datasets [6,20], while analysis of larger
datasets has been näıve [21]. In this paper, we address the key challenges of
building a robust computational pipeline for registration and segmentation in a
common reference frame, enabling analysis and summary of a pilot study of over
800 patients. We employ regression mixture modeling [8,15] and kernel regres-
sion for imaging [4,13,28] to identify and characterize different modes of white
matter hyperintensity evolution as a function of age. Fig. 2 presents a flowchart
of the proposed computational framework.
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The remainder of this paper is organized as follows. In Section 2, we introduce
our approach to registration of images within each patient in a study and to spatial
alignment of all patients into a common coordinate frame. In Section 3, we discuss
the challenges of automatic segmentation and outline our solutions. In Section 4,
we describe the population analysis methods in further detail. Section 5 illustrates
our approach on a cohort of stroke patients. We conclude with a discussion of di-
rections for future research suggested by our experience and results.

2 Registration

Given a multimodal set of scans for a patient, we aim to align all patient images
into the common anatomical space of an atlas. In this section, we briefly review
image registration, and motivate the necessity of proper initialization, brain
masking, and intensity correction for successful registration of clinical images.
We perform spatial normalization into the atlas space using T1 images, followed
by alignment of all other modalities (T2-FLAIR, DWI, etc.) via intra-patient
multimodal registration. However, the methods we describe can be used with
any atlas modality that enables accurate anatomical alignment.

Image registration techniques have been widely studied, and generally include
a distance or similarity metric, a transformation model, and an optimization
procedure [5,19,27]. Three of the most popular metrics used in registration are
sum of squared differences (SSD), cross correlation (CC), and mutual informa-
tion (MI). SSD and CC are used when the intensity distributions are directly
comparable between the two images. MI is typically used for multimodal regis-
tration when the intensity profiles differ between scans (e.g., when registering
a T1-weighted image to a T2-weighted image) [27]. Optimizing over nonrigid
transformations is usually only effective after an accurate initialization based
on simpler rigid or affine alignment. Registration between clinical images of pa-
tients and an atlas image is difficult in large, potentially multi-site studies for two
main reasons. First, the patient images contain many irrelevant structures: our
goal is brain analysis, but the images include the skull and large portions of the
neck, and may even crop structures of interest, as illustrated in Fig. 1. The opti-
mization procedure treats all regions uniformly, and aligning these bright, highly
variable structures may drive the registration and result in an inaccurate trans-
formation of the brain. Second, since images in large clinical studies are often
acquired at multiple sites with different scanners and different acquisition pa-
rameters, the range of values and the intensity distributions across tissue classes
varies greatly across images of the same modality. We address these challenges
by proposing general strategies for each registration step. Algorithm 1 summa-
rizes the steps of our registration pipeline. All registration steps are performed
using the ANTS [2] software package.

Intra-modal initialization with MI. When registering images of the same
modality, the standard practice of first computing an initial rigid registration
(i.e., rotation and translation only) is relatively insensitive to the problem of
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Algorithm 1. Registration pipeline of Section 2

1: Initial rigid registration: Rigidly register the atlas T1 image to the patient
T1 image, using MI as a metric to handle intensity profile differences.

2: Approximate brain mask propagation: Use the estimated rigid transformation
from Step 1 to transfer the brain mask from the atlas space to the patient T1 space
to use for intensity correction and to guide nonrigid registration.

3: Patient T1 intensity correction: Use the approximate brain mask from Step 2
to estimate the white matter intensity mode in the patient T1 image. Scale patient
T1 intensities so that the mode of white matter intensity matches that of the atlas,
enabling the use of intensity-based metrics in registration.

4: Nonrigid T1 registration: Nonrigidly register the atlas T1 image to the
intensity-corrected patient T1 image from Step 3 using CC as a metric, with
the transformation from Step 1 for initialization and the approximate brain mask
from Step 2 to restrict the region where the metric is computed.

5: Brain mask propagation: Use the estimated nonrigid transformation from Step 4
to obtain a more accurate brain mask in the patient T1 space.

6: Multimodal registration: Rigidly register the patient T2-FLAIR/DWI images
to the T1 image of the same patient using MI as a metric, with the final brain
mask from Step 5 to restrict the region where the metric is computed.

extraneous structures. Inconsistent intensity distributions in images of the same
modality in clinical datasets render the usual intra-modality metrics such as
CC and SSD ineffective for alignment since the assumption of direct intensity
matching for the same tissue type across different images is violated. Standard
methods for matching intensity profiles, such as histogram equalization, cannot
be used either, since they would be dominated by non-brain regions such as the
neck. We employ MI in performing this rigid registration since the difference
of tissue intensities between these images is more similar to the difference of
tissue intensities between images of different modalities. We build on this initial
registration to solve the problems of inconsistent field of view and intensity
profiles described above.

Skull stripping and brain masking. Since we are typically only interested
in the brain in neuroimaging studies, we seek an accurate transformation in
the brain, and restrict the region where the registration metric is evaluated ac-
cordingly. In research-quality images, skull stripping or brain mask extraction is
achieved via watershed methods that assume that the brain consists of a single
connected component separated from the skull and dura by CSF [22]. Unfor-
tunately, such techniques are highly dependent on image quality, and require
high resolution and reliable contrast. As a result, they often fail when applied
to clinical images. Instead, we propagate a brain mask from the atlas via the
estimated rigid transformation. While not a perfect brain mask, it enables in-
tensity correction and constrains the final nonrigid registration to a region that
reasonably approximates the brain.
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Intensity correction. In our experiments with clinical images of stroke pa-
tients, MI failed when used in nonrigid registration, resulting in inconsistent
deformations that did not match the images. Differences in intensity profiles of
patient images prevent us from using intensity-based measures such as CC and
SSD directly. Using the approximate brain mask, we adjust the intensity sepa-
rately for each image to solve this problem. Histogram equalization still cannot
be used due to the approximate nature of the brain mask and variable inten-
sity profiles (see Fig. 3). We choose to restrict our intensity correction to global
scaling. Specifically, we match the intensity of the white matter while not alter-
ing the shape of the intensity profiles. As one of the largest structures in the
brain, the white matter is important to match well between the two images in
registration. We estimate the mode of white matter intensity for each patient as
the mode of the component with higher intensity in a two-component mixture
model for intensity values within the brain mask.
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Fig. 3. Voxel intensity histograms from three
different patients (shown in three different col-
ors), illustrating typical differences in inten-
sity distributions within the approximate brain
mask obtained via rigid registration from the
atlas. The inset highlights the difference at the
high end of intensity values.

Final non-rigid registration.
Once the image intensity distribu-
tion of the patient image has been
matched to that of the atlas im-
age, non-rigid registration can then
be performed with CC as a met-
ric. In order to prevent non-brain
structures from dominating the op-
timization, we continue to use the
approximate brain mask in comput-
ing this registration. Once the regis-
tration is concluded, we propagate
a more accurate mask of the brain
to be used for multimodal registra-
tion within each patient.

Intra-patient multimodal registration. In order to align other modalities
(such as T2-FLAIR and DWI in the stroke study) into the atlas coordinate sys-
tem, we first estimate the rigid transformation to the atlas-modality image (in
our case, this is T1) using MI, and compose it with the final nonrigid transfor-
mation between the patient and the atlas.

Evaluating registration quality. Since visual inspection is not feasible for
thousands of patients, we employ automatically computed measures of registra-
tion quality to detect when registration failed. We construct a (voxelwise) median
image of registered patients for each modality in the atlas space, compute SSD of
each intensity-corrected patient image from this median image within the brain
mask, and isolate patients whose measures are substantially higher than the rest
using the Tukey fence (more than 1.5 times the interquartile range above the
third quartile) [24].
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3 White Matter Hyperintensity (WMH) Segmentation

WMH is characterized by high intensity in T2-FLAIR MRI, but so are other
brain structures such as the ventricle lining (ependyma) and the skull. Stroke le-
sions, both acute and chronic, can sometimes appear bright in T2-FLAIR as well.
As a result, manual segmentation of WMH is typically performed via threshold-
ing followed by expert editing to restrict the segmentation to the relevant regions
of white matter and exclude areas with stroke lesions.

We create an expert-defined region of interest for WMH in the atlas space
and take advantage of the registration pipeline to propagate this region to the
patient’s T2-FLAIR image. We employ MAP classification to label WMH voxels
within the region of interest. Given intensity I(x) at voxel x, we choose label
L(x) ∈ {H, H̄} (where H represents WMH and H̄ represents healthy tissue) to
maximize the posterior probability of the label p(L(x)|I(x)):

L∗(x) = argmax
L∈{H,H̄}

p(L | I(x)) = argmax
L∈{H,H̄}

p(I(x) | L) p(L). (1)

We use 10 patient images to construct the likelihood models p(I|L = H) and
p(I|L = H̄) as histograms of intensity. These training images were visually in-
spected to have accurate manual segmentations. As T2-FLAIR scans also suffer
from inconsistent intensity profiles, we match the T2-FLAIR white matter in-
tensities for all patients via linear global scaling before segmentation, similar to
the intensity correction step described in the previous section. We exclude acute
stroke lesion voxels by using manual stroke segmentations derived from DWI
scans, which are aligned to T2-FLAIR scans as part of the registration pipeline.
To estimate the prior p(L), we use the proportion of voxels in the 10 training
images with the corresponding label within the region of interest specified in the
atlas space.

As with training data, we use DWI stroke lesion segmentations to exclude
acute stroke voxels when performing WMH labeling in new patients. Future
directions of research include developing automatic methods for stroke lesion
segmentation.

4 Progression of WMH Spatial Distribution

WMH burden and its evolution with respect to clinical variables, such as age, is
important for understanding cerebrovascular mechanisms related to stroke [17,18].
While the overall WMH volume of each patient can be compared and analyzed
from just the manual segmentations for each patient, we use the registration
framework to evaluate and visually inspect the spatial distribution of WMH and
to understand its evolution across the brain as a function of age. Since WMH
volume varies dramatically across different patients, we choose to first cluster
the patients into more homogeneous sub-populations and then investigate the
change of WMH distribution with age separately in each sub-population.

We use a two-component regression mixture model to capture variability in
WMH volume growth [8,15]. Each component is characterized by a different
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Fig. 4. Distances from patient images to median image for T2-FLAIR and DWI modal-
ities, ranked in descending order. Outliers are shown in red, and are removed from
subsequent analysis.

dependency of WMH burden on age. To determine the assignment of patients
to sub-populations associated with components, we alternate between assigning
the cluster membership of each patient and estimating the regression coefficients
for WMH volume as a function of age in each cluster, until convergence.

Formally, let vi and zi be the scalar total WMH volume and cluster assignment
of patient i (i ∈ {1, . . . , N}) respectively. We let Xi be a p-dimensional feature
vector associated with patient i. Specifically, we use age and a constant to account
for the intercept (i.e., p = 2). Let v be the vector of all volume values and
X be the N × p matrix of features. We assume i.i.d. multinomial priors for
cluster membership. Given p-dimensional regression coefficient vectors βc for
each cluster c and fixed variance σ2, we assume that WMH volume vi in patient
i is normally distributed with mean Xiβc and fixed variance σ2:

vi = Xiβc + εi, where εi ∼ N (0, σ2).

In order to estimate the parameters β, we use a hard-assignment EM vari-
ant, alternating until convergence between the E-step that computes the cluster
assignments:

zi = argmin
c

||vi −Xiβc||22 , (2)

and the M-step that solves for each βc using standard least-squares linear
regression:

βc = (XTZcX)−1XTZcv, (3)

where Zc is a diagonal binary matrix; Zc(i, i) = 1 if zi = c. The resulting
algorithm is similar to k-means clustering.
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Fig. 5. Left: comparison of automatic and manual WMH segmentation volumes. Right:
example segmentations. Manual segmentation (translucent red), automatic segmenta-
tion (yellow), and overlap (orange) are overlaid on axial slices.

Within each cluster, we use Nadaraya-Watson kernel regression [4,13,28] on
the WMH label maps to visualize representative images Ic(t) for each cluster c:

Ic(t) =

∑N
i=1 Zc(i, i)Kh(t− ti)Ii∑N
i=1 Zc(i, i)Kh(t− ti)

, (4)

where t is the age of interest, N is the number of patients, Ii is the WMH
label map of patient i warped into atlas space, and Kh(·) is a Gaussian kernel
function with standard deviation h and mean 0. Intuitively, a representative
WMH image is a weighted average of all WMH label maps, with patients close
to age t contributing more to the average. Visualizing representative images helps
understand the progression of the disease with age.

5 Results

We illustrate our framework in the context of a stroke dataset which currently
includes 1089 patients, with T1 (1× 1mm in-plane, slice thickness 5-7mm), T2-
FLAIR (1×1mm in-plane, slice thickness 5-7mm, PROPELLER sequence some-
times used if the patient moved), and DWI (at least 6 directions, b-value 1000
s/mm2, 1mm × 1mm in-plane, slice thickness 5-7mm). Acquisition TR and TE
varied depending on image protocol. T1 images were bias-field corrected [25]
prior to analysis. In 819 patients, both T1 and manually segmented T2-FLAIR
images were available. In 515 of these, DWI was also available, and in 276 of
these, manual stroke lesion segmentations were available.
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Registration. For atlas-to-patient registration, we use the atlas constructed
from 39 T1-weighted brain MRI scans and corresponding manual delineations
that are part of the Freesurfer brain atlas [3,9,11]. The 39 subjects span a wide
age range, reflect significant anatomical variation, and include some Alzheimer’s
patients.
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Fig. 6. Top: the two-component regression mixture model clusters the patients into
those with high WMH growth as a function of age (red) and those with low WMH
growth as a function of age (blue). The lines show a kernel regression of WMH volume
as a function of age in each cluster. The representative images shown are obtained via
kernel regression of the WMH label maps as a function of age. Bottom: the two sets of
representative images in more detail.

After using our registration pipeline, the quality evaluation procedure identi-
fied 86 of 819 T2-FLAIR scans and 39 of 275 segmented DWI scans as outliers,
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leading us to exclude them from subsequent analysis (Fig. 4). Most outliers con-
tain severe artifacts. We also verified that images that were close to the threshold
but were included in the analysis were accurately registered by the method.

WMH Segmentation. Fig. 5 illustrates the volume agreement between the
automatic and manual WMH segmentation. We observe that in most patients
the automatic segmentation is close to the manual one (Pearson correlation
coefficient r = 0.895). In some cases, our algorithm oversegments relative to
the manual segmentation. Investigating these patients reveals cases like the one
shown in Fig. 5c, where during manual segmentation experts excluded large
regions determined to be attributable to chronic ischemic lesions. Similar to
acute stroke lesions, chronic lesions are hyperintense in FLAIR but should not
be included in WMH volume calculations. Unfortunately, they do not have a
signature in DWI. The insights from this experiment will guide our future work
to improve segmentation by detecting such lesions simultaneously with WMH
voxels.

WMH Progression with Age. Fig. 6 visualizes the progression of the WMH
distributions with age based on the two-component regression mixture model.
The method identified a cluster of patients for whom age has little to no effect
on WMH volume (β1 = 2.27mm3/year), as well as another set of patients for
whom it grows substantially with age (β2 = 8.84mm3/year). For each cluster, we
use the data-driven kernel regression on both the scalar WMH volume values and
the WMH label map separately as a function of age. For the fast-growing WMH
burden cluster, WMH tends to spread throughout the white matter, and most
strongly in the posterior regions of the white matter. In the other, slow-growing
WMH burden cluster, the white matter remains confined near the ventricles, as
expected.

We provide code that implements all steps of our framework at
http://groups.csail.mit.edu/vision/medical-vision/stroke/.

6 Conclusion

We presented a framework for analysis of large-scale studies with highly vari-
able clinical images. We discussed necessary decisions in adapting registration
and building segmentation algorithms for such difficult data, and demonstrated
their application to a population of 819 stroke patients. We further introduced
analysis to characterize WMH progression as a function of age, enabled by the
multimodal registration and segmentation framework. In registration of clinical
images, initialization, choice of cost function, automatic data-driven brain mask-
ing, intensity correction, and automatic evaluation are critical steps which we
discussed in detail.

In the future, we will extend our segmentation methodology to include auto-
matic segmentation of acute stroke lesions from DWI [10], and chronic stroke
lesions from T2-FLAIR. This will enable completely automatic segmentation of

http://groups.csail.mit.edu/vision/medical-vision/stroke/
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white matter hyperintensity and provide more features for the clinical analysis.
Additionally, richer analyses using more sophisticated models and additional
clinical features such as stroke severity promise to lead to interesting clinical
findings.

As large, multimodal, multicenter datasets of highly variable quality come
online, fully automatic data-driven methods become a crucial part of the analysis.
We have demonstrated a robust, scalable framework that enables such analysis
for stroke studies.
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Abstract. Analysis of 4D medical images presenting pathology (i.e., le-
sions) is significantly challenging due to the presence of complex changes
over time. Image analysis methods for 4D images with lesions need to
account for changes in brain structures due to deformation, as well as the
formation and deletion of new structures (e.g., edema, bleeding) due to
the physiological processes associated with damage, intervention, and
recovery. We propose a novel framework that models 4D changes in
pathological anatomy across time, and provides explicit mapping from
a healthy template to subjects with pathology. Moreover, our frame-
work uses transfer learning to leverage rich information from a known
source domain, where we have a collection of completely segmented im-
ages, to yield effective appearance models for the input target domain.
The automatic 4D segmentation method uses a novel domain adapta-
tion technique for generative kernel density models to transfer informa-
tion between different domains, resulting in a fully automatic method
that requires no user interaction. We demonstrate the effectiveness of
our novel approach with the analysis of 4D images of traumatic brain
injury (TBI), using a synthetic tumor database as the source domain.

1 Introduction

Traumatic brain injury (TBI) is a critical problem in healthcare that impacts
approximately 1.7 million people in the United States every year [3]. The varying
cause and degree of injury (falls, car accidents, etc.) presents significant chal-
lenges in the interpretation of image data but also in quantitative assessment of
brain pathology via image analysis. Determining effective therapy and interven-
tion strategies requires the ability to track the image changes over time, which
motivates the development of segmentation and registration methods for longi-
tudinal 4D Magnetic Resonance (MR) images. Such methods need to account
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for changes in brain structures due to deformation, as well as the formation and
deletion of new structures (e.g., edema, bleeding) due to physiological processes
associated with damage, therapeutical intervention, and recovery.

In 4D image analysis, researchers have proposed methods [9,2,5,6] to register
images with lesions over time accounting for appearance of new structures. How-
ever, these methods have not been evaluated for mapping healthy subjects to a
patient with lesions. Niethammer et al. proposed a registration method for TBI
images using geometric metamorphosis that maps TBI over time using known,
pre-segmented lesion boundaries defined manually [5]. Wang et al. [14] proposed
a registration-segmentation method for 4D TBI images using personalized atlas
construction that combines information from multiple time points, accounting
for diffeomorphic changes (smooth deformation) and non-diffeomorphic changes
(creation/deletion of lesions) over time. However, their method requires manual
initialization in the form of user-defined spheres covering the lesions and only
provides modeling of intra-patient changes without providing explicit mapping
to normative healthy brain anatomy.

We propose a novel framework thatmodels changes in 4D pathological anatomy
across time and provides explicit mapping from a healthy template to TBI subject
images. This aids analysis of TBI patients by enabling the mapping of
parcellation labels describing anatomical regions of interest and quantitative com-
parison against a common reference space defined by the normative template.
Moreover, our framework uses transfer learning [7] to leverage rich information
from a “known source” domain, where we have a large collection of fully segmented
images, to yield effective models for the “input target” domain (TBI images). This
is essential as such a database does not exist for TBI imaging, and thus we explore
and demonstrate the use of an existing database of multi-modal tumor imaging
that serves as a well-studied source domain. The information in the learned tumor
model are transferred to the domain of TBI images using importance weighting
based domain adaptation [12], a well known transfer learning technique, result-
ing in a fully automatic method that does not require user input. In this paper,
we propose importance weighting based domain adaptation for generative kernel
density models, thus extending its applications beyond standard discriminative
models available in machine learning literature [1].

2 Method

We propose a framework that constructs 4D models of pathological anatomy
starting from a healthy template, to describe changes at different time points ac-
counting for the complete 4D information. Our framework also leverages known
domains, such as brain tumors, where we have a rich collection of information in
the form of segmented tumor images with varying size, shape, deformations, and
appearance. The database of tumor images is obtained by using the brain tumor
simulator1 developed by Prastawa et al.[11]. It is capable of generating synthetic

1 http://www.nitrc.org/projects/tumorsim
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Fig. 1. Conceptual overview of the proposed framework. Our framework maps a
healthy template to input TBI images at different time points using a 4D anatom-
ical model which provides spatial context. The model leverages information from a
different known domain, in this case tumor images that are fully segmented. Data from
the known domain with lesions (indicated in red) at different locations with varying
size, shape, and deformations are used to estimate an appearance model for the input
TBI images.

images for a large variety of tumor cases with complete 3D segmentations. Fig. 1
shows a conceptual overview of our mathematical framework.

2.1 4D Modeling of Pathological Anatomy

We model the anatomical changes over time as a combination of diffeomorphic
image deformation and non-diffeomorphic changes of probabilities for lesion cat-
egories, accounting for temporally smooth deformations and abrupt changes,
e.g., due to lesions appearing and disappearing over time. Specifically, the spa-
tial prior P c

t for each class c at time point t is modeled as

P c
t = Ac ◦ φt +Qc

t (1)

where A is the tissue class probability that is initially associated with the healthy
template, φt is the diffeomorphic deformation from time t to the atlas, and Qt is
the non-diffeomorphic probabilistic change for time t. This approach follows the
metamorphosis framework of Trouvé and Younes [13]. Our method estimates a
common subject-specific atlas A for all time points.

Given the model and 4D multimodal images It at timepoints t, we estimate
model parameters that minimize the following functional:

argminA,φt,Qt,θt F(A, φt, Qt, θt) +R1(Q) +R2(A) +R3(φ) (2)

s. t.Ac ∈ [0, 1],
∑

c A
c = 1, (Ac ◦ φt +Qc

t) ∈ [0, 1],
∑

c(A
c ◦ φt +Qc

t) = 1

where F represents the data functional (the negative total log-likelihood)

F(A, φt, Qt) = −
T∑

t=1

N∑
x=1

log

(
C∑

c=1

P c
t (x) p(It(x)|c, θct )

)
, (3)
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Fig. 2. Example data in different domains, containing the T1, T2, and FLAIR (Fluid
Attenuated Inversion Recovery) modalities. Appearance information from the known
tumor domain, which contains 3D anatomical labels, are transferred to the input TBI
domain using domain adaptation.

and R represents the regularity terms:

R1(Q) = α
∑
t

‖ Qt ‖L1 , R2(A) = β ‖ A−A(0) ‖L2 , R3(φ) = γ
∑
t

d(id, φt).

(4)
T denotes the number of observed time points, C denotes the number of tissue
classes, p(It|c, θct ) is the image likelihood function for class c with parameter θct ,
A(0) is the initial atlas A obtained from the healthy template, and d(id, ·) is the
distance to the identity transform. R1 enforces the sparsity of Q, R2 prevents
extreme deviations in A from the initial model, and R3 enforces the smoothness
of the deformations φt. These regularization functionals are weighted by user-
defined parameters α, β, γ respectively.

2.2 Image Appearance Model Using Domain Adaptation

We compute our image appearance model p(It|c, θct ) using the well-known do-
main adaptation technique, where we adapt an appearance model from a known
domain (tumor images) to the input domain (TBI images). We use a simula-
tor [11] to generate a large collection of synthetic tumor images that resemble
TBI images, and we use the rich information in this database to automatically
compute the likelihood density model and then transfer this model to the TBI
domain. Fig. 2 shows examples of fully segmented synthetic tumor images from
the known domain and unsegmented TBI images in the input domain.

We select a tumor image from the database that has the smallest earth mover’s
distance [8] compared to the input TBI images. We then obtain training samples
in the known or “source” domain as a subset of the completely segmented tumor
data {Î(x̂), �̂(x̂), P̂c(x̂)}, with Î representing the tumor intensities, �̂ represent-
ing the discrete segmentations, P̂c representing the probabilistic segmentations,
and x̂ representing the coordinates in the tumor image domain. The transfer of
learned appearance models is accomplished via domain adaptation that incorpo-
rates importance weighting. We weight intensity observations I using the weights

w(I) = p(I)
p̂(I) with p̂ being the density in the source domain. In practice, w is es-

timated using KLIEP (Kullback-Leibler Importance Estimation Procedure) [12]
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Fig. 3. Model parameter estimation process. The healthy template provides the initial
personalized atlas A in the 4D anatomical model. Input images together with the
tumor database are used to generate densities represented by importance weights wt

and kernel width parameter θt. All parameters are updated using alternating gradient
descent, where initially Qt is zero and φt is the identity transform.

which minimizes the Kullback-Leibler divergence between the density of the in-
put domain and the weighted density of the source domainKL(p(I) ‖ w(I) p̂(I)).

Using the estimated weights w, we compute the density parameter θ̂ that
maximize the data likelihood in the tumor domain:

argmax
θ̂

∑
x̂

w(Î(x̂)) log

(∑
c

P̂c(x̂) p̂(Î(x̂)|c, θ̂c)
)
. (5)

We use the kernel density model for the image appearance, parametrized by the
kernel bandwidths for each class θ̂ = {ĥc=1, · · · , ĥc=C}. The image likelihood
in the TBI domain is modeled in the same fashion, where we initialize TBI
parameter θ using the “domain adapted” tumor parameter θ̂ from Eq. (5).

2.3 Model Parameter Estimation

We perform model parameter estimation by minimizing the overall objective
function (Eq. 2) with respect to each parameter. Fig. 3 provides a conceptual
view of the parameter estimation process, which incorporates gradient descent
updates that are effectively image registration and segmentation operations. In
particular, we use these gradient equations to optimize the data functional F :

∇Qc
t
F(x) = − p(It(x)|c, θct )∑

c′ P
c′
t (x) p(It(x)|c′, θc′t )

, (6)

∇AcF(x) = −
∑
t

|D φt(x)| p(It(φ−1
t (x))|c, θct )∑

c′ [A
c′(x) +Qc′

t (φ
−1
t (x))] p(It(φ

−1
t (x))|c′, θc′t )

, (7)

∇φtF(x) = −
∑
c

p(It(x)|c, θct )∑
c′ P

c′
t (x) p(It(x)|c′, θc′t )

∇(Ac ◦ φt(x)), (8)
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Table 1. Dice overlap values for segmentations of acute-stage lesions comparing our
proposed method to a direct application of tumor appearance model and an application
of domain adaption, both without using a 4D model. The new integrated method
yields improved results by combining 4D anatomical information and adapting tumor
appearance information.

Method 4D Model Appearance Model Subject 1 Subject 2 Subject 3

I None Not adapted 0.2536 0.1211 0.5238

II None Domain adapted 0.3053 0.1131 0.5238

III Proposed Domain adapted 0.3792 0.1367 0.6035

where |Dφ| denotes the determinant of the Jacobian of φ. The updates show that
Qt moves to the data likelihood specific to time t, A moves to the average data
likelihood over time, and φt deforms A to match the boundaries between data
and atlas. Constraints are enforced using projected gradient descent [10]. The
image likelihood model p(It|c, θct ) obtained from domain adaptation is fitted to
the input image data using gradient descent update ∇hc

t
F , which finds the set of

widths that best matches data to the current estimate of the atlas at timepoint
t, P c

t = Ac ◦ φt +Qc
t .

3 Results

We evaluate the performance of our new approach on 4D TBI image data con-
taining two time points: acute and chronic (≈ 3 days and ≈ 6 months post-
surgery). The performance of our proposed method is shown in Tab. 1, where

T1 Method I Method II Method III

Fig. 4. Segmentation results for subject 1 at acute (top) and chronic (bottom) stages
using different methods. Our proposed method (III) has the best segmentation quality
overall. Red: white matter, green: gray matter, blue: cerebrospinal fluid, and yellow:
lesion.
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Fig. 5. Estimated 4D anatomical priors for TBI subject 3. First row shows the initial
atlas A(0) in the template space, with the healthy T1 image as a reference. Second
and third row show the personalized atlas Pt = A ◦ φt + Qt for acute and chronic
stages, with input T2 images shown. Our method is able to account for changes in the
left-frontal and mid-frontal regions across time.

we compare our method against those that do not use 4D modeling, with and
without domain adaptation. Dice overlap values comparing automatic lesion seg-
mentations against a human expert rater are relatively low, which is a well known
fact when dealing with small objects with complex and fuzzily defined bound-
aries. However, our method not only provides improved lesion segmentation but
also better overall segmentation, as shown qualitatively in Fig. 4.

The estimated 4D spatial priors for TBI subject 3 are illustrated in Fig. 5, in-
corporating template deformation to match image boundaries and non-
diffeomorphic changes due to lesions. Subject 3 provides an interesting and
revealing example of longitudinal pathology progression. The acute scan reveals
gross pathology in the left frontal region, which results in considerable atrophy
in this region at the chronic stage. However, the subject’s chronic scan features
an additional large lesion in the mid-frontal region due to the occurrence of a
large abscess between acute and chronic scans. This is an excellent example of
the dynamic and complex longitudinal changes that can occur in TBI patients.

The proposed method brings the advantage of providing a mapping from a
normative template to a TBI subject. In Fig. 6, we show a parcellation label
image, provided by the International Consortium for Brain Mapping (ICBM),
that has been mapped to a TBI subject. The mapping of a normal anatomy to
pathological anatomy will be potentially important to compare type, locality and
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Fig. 6. Example brain parcellation labels mapped to the acute (left) and chronic
(right) time points of subject 1 (top) and 3 (bottom). For each time point, we show the
input T1 image and the overlaid parcellation labels. Our method generates parcellation
maps that match tissue boundaries and account for lesions.

spatial extent of brain damages in the context of anatomically relevant regions
with associated brain function information.

4 Conclusions

We demonstrate work in progress towards a framework that estimates 4D anatom-
ical models from longitudinal TBI images. Our framework is fully automatic and
leverages information from a different domain (brain tumor) to generate appear-
ance models via domain adaptation. In addition to the new 4D anatomical mod-
eling, we also presented a new domain adaptation method for generative kernel
density models, integrated with our anatomical model in a single objective func-
tion (Eq. 2). Results on 3 TBI subjects show that our automaticmethod yields seg-
mentations that match ground truth of manual segmentations. Furthermore, our
method generates diffeomorphic deformation models as well as non-diffeomorphic
probabilistic changes that have potential for analyzing and characterizing changes
of normal appearing tissue and lesions. In the future, we will quantify temporal
brain changes across a large set of TBI patients which were exposed to different
treatment strategies. Our approach has potential to significantly improve regional
and connectivity analysis of individuals relative to a population [4], by making use
of the mapping of a normative template with associated parcellation labels to TBI
subjects, without tedious manual input.
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Abstract. Images of different contrasts in MRI can contain complemen-
tary information and can highlight different tissue types. Such datasets
often need to be co-registered for any further processing. A novel and
effective non-rigid registration method based on the restoration of the
joint statistics of pairs of such images is proposed. The registration is
performed with the deconvolution of the joint statistics and then with
the enforcement of the deconvolved statistics back to the spatial domain
to form a preliminary registration. The spatial transformation is also reg-
ularized with Gaussian spatial smoothing. The registration method has
been compared to B-Splines and validated with a simulated Shepp-Logan
phantom, with the BrainWeb phantom, and with real datasets. Improved
results have been obtained for both accuracy as well as efficiency.

Keywords: Non-rigid registration, joint statistics restoration, brain reg-
istration, multi-contrast registration.

1 Introduction

In brain imaging different MRI contrasts can provide complementary information
for tissue properties. The resulting images often need to be co-registered for any
further analysis. The registration can be intra-subject or inter-subject and can
also be achieved effectively with a non-rigid representation.

To address this problem B-Splines methods have been widely used [8]. They
represent misregistration with splines centered on grid node pixels. To make
this method robust even in the case of contrast change, it has been combined
with a distance measure such as the mutual information [9]. An alternative
and commonly used registration method has been the Demons method [11]. It
is based on a variational formulation and assumes constancy in image contrast.
The Demons method has been combined with the normalized mutual information
and has been applied to the registration of multi-modal brain MRI [6].

Mutual information is an extensively used distance measure for multi-modal
registration [7, 12]. However the mutual information is a scalar quantity that
under-constrains the registration. This contributes to making the methods us-
ing it computationally intensive particularly for volumetric datasets. In practice
such methods must be combined with considerable spatial subsampling and/or
multiresolution [4–6, 8, 9].

L. Shen et al. (Eds.): MBIA 2013, LNCS 8159, pp. 40–50, 2013.
c© Springer International Publishing Switzerland 2013
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The approach presented in this work is shown to be able to register brain
images of different as well as similar MRI contrasts. The spatial misregistration
is represented in terms of its effect on the joint statistics. It is assumed that the
misregistration smooths the joint statistics. We propose a novel systematic non-
rigid registration method that is based on the restoration of the joint statistics.
The problem is approached as a statistical restoration, where the effect of the
misregistration is represented as a convolution of the statistics with a Gaussian
filter. The statistics are restored with a Wiener filter [13] that is used adaptively.
The deconvolved statistics are enforced to the registration between the images to
obtain an initial spatial transformation. Then, the transformation is regularized
for smoothness.

The implementation of the proposed method is iterative and interleaves be-
tween the two constraints. The method has been compared with the Slicer3D
implementation of the B-Splines registration. They have been compared over
a variable contrast extension of the 3D Shepp-Logan simulated phantom [10],
a modified BrainWeb phantom [1], and on several real datasets. It has been
performed in full image resolution with significantly reduced computational re-
quirements. The proposed method improves performance in terms of spatial
resolution, computational efficiency, as well as accuracy.

2 Method

The misregistration between images distorts their joint statistics. In this work
the distortion is considered as Gaussian smoothing of the joint statistics, which
is deconvolved with adaptive Wiener filtering. This assumes a smoothness of
anatomy in space and a larger size for anatomic structures compared to that of
the extent of the misregistration. Misregistration is also assumed to be spatially
smooth. As a pre-processing step, the two images are normalized in terms of
resolution if necessary as well as in terms of their dynamic range. The method
then performs an additional pre-processing step concatenating a rigid and an
affine registration. The result is then used to initialize the subsequent non-rigid
registration.

The problem of the non-rigid registration of pairs of images is formulated
with two priors. The first results from the deconvolution of the joint intensity
statistics with the adaptive Wiener filter. The second results from the spatial
regularization of the registration with a Gaussian filter. The method interleaves
between the two priors iteratively, k = 0, ...,K − 1 for a total of K iterations.
An overview of the registration is given with the diagram shown in Fig. 1. A
pairwise registration is between a reference image Iref and a moving image
Imov. A spatial transformation T = (ux, uy, uz) from Iref to Imov is estimated
to obtain the registered image Ireg = Imov(T

−1(x)) where x = (x, y, z) are the
spatial coordinates. The registration can accommodate a variable contrast. The
method allows the registration over a limited Region Of Interest (ROI) over the
image for which the contrast is intended for and is meaningful.
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Fig. 1. Diagram describing the registration of two images with the proposed registra-
tion method. A preliminary rigid and affine registration is performed and the result is
used to initialize the iterative non-rigid registration step until the stop criterion is met.

2.1 Computation of the Joint Intensity Statistics and Their Wiener
Restoration

Two images Iref and Imov under assumed perfect alignment give rise to the
joint histogram Hideal. The joint statistics H0 of the misregistered images are
considered to result from the convolution of Hideal with a 2D Gaussian filter
GHi,j(σH):

H0 = Hideal ∗GHi,j(σH) + nH , (1)

where σH is the standard deviation of the Gaussian convolution, ∗ is the convo-
lution, nH is the noise and i, j are the indices for the dynamic ranges of Iref and
Imov, respectively. The statistics H0 are deconvolved with a 2D adaptive Wiener
filter

fi,j =
GHi,j

||GHi,j ||22 + ε
, (2)

where ε assumes a small value. The filter fi,j is convolved with H0 to obtain an
estimate of the restored deconvolved statistics with:

Hrest = fi,j ∗H0. (3)

Fig. 2 shows two images and their joint statistics at different iterations before the
Wiener deconvolution. The deconvolved statistics are used as a prior to constrain
the estimation of the registration.

2.2 Adaptive Wiener Filter

The distortion in the joint statistics is assumed to be non-stationary through-
out the dynamic ranges, depending on properties of different tissues. This has
been modeled with an adaptive Wiener filter to preserve the distributions cor-
responding to different tissue types. The focus has been given to the estimation
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(a) Reference (b) Moving (c) Iteration 0 (d) Iteration 30

Fig. 2. Joint statistics for initial images (a) and (b) before Wiener deconvolution at
the initial iteration (c) and after 30 iterations (d). The joint statistics in (d) become
sharper.

of the local mean μH0(i, j) and variance σ2
H0

(i, j) over a moving window of size
(2r + 1) × (2s + 1). The local mean μH0(i, j) = 〈H0〉r,s and the local variance

σH0
2(i, j) =

〈
H2

0

〉
r,s

− 〈μH0〉2r,s are estimated over the observed joint statistics

H0 of the misregistered images. The standard deviation σW (i, j) ∝
√

1
σ2
H0

(i,j)
,

where σW is the standard deviation of the Wiener filter, used to represent the
local variance of the Gaussian distortion and in turn to appropriately adjust the
Wiener filter. Thus, the Wiener filter width becomes smaller as the distributions
become steeper and is able to preserve their sharpness.

2.3 Enforcement of Priors to the Pairwise Registration

The two considered images Iref and Imov are used to construct a graph R =
(V,E). Each voxel of the image corresponds to a vertex in V . The edges in E
are connecting each node in Iref to nodes in a 6-connected spatial neighborhood
N in Imov, N (x) = x+Δx, where Δx = (±Δx,±Δy,±Δz) and Δx,Δy,Δz
are the sizes of a voxel along the axes. The voxel anisotropy is accounted for by
using an edge weight wd = 1/(d+ 1) for a distance d.

The intensities of the edge between Iref (x) and Imov(x + Δx) form an in-
dex for the restored joint histogram Hrest to retrieve the second edge weight
wH = Hrest(Iref (x), Imov(x + Δx)). The product wtot(x, Δx), wtot = wd · wH

gives the total weight of an edge. The linear expectation of the direction of the
edges connecting x over their weights gives an initial displacement T′′(x) for
voxel at x. At iteration k the displacements over the entire image give an initial
transformation

T′′
k(x) = x+ Ewtot(x, Δx) = x+

ΣNwtot(x, Δx)(Δx)

ΣNwtot(x, Δx)
. (4)

This is accumulated to obtain T′
k = T′

k−1 +T′′
k. The second prior is the spatial

regularization. To regularize the estimation of the transformation T′
k, the gra-

dient magnitude ||∇T′
k||2 over the image is penalized, that is equivalent to the

application of a 3D Gaussian filter G(x;σS) with standard deviation σS to the
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spatial transformation T′
k at iteration k that gives the final estimate of the total

transformation Tk = T′
k ∗G(x;σS).

2.4 Order of Computational Complexity

The complexity of the method developed in this work is significantly lower com-
pared to that of the multicontrast extension of the B-Splines method with the
mutual information for the same spatial resolution. In fact, the proposed method
even when operating in full spatial resolution significantly expedites the non-rigid
registration task compared to the B-Splines. The computational cost of the regis-
tration is expressed as a function of: K-number of iterations, m-effective size for
each of the image dimensions, n-size of a neighborhood window n = |N | around
a pixel, p-spatial subsampling factor between nodes, and σS of the regularizer.
In the proposed method the pairwise registration requires the computation and
deconvolution of the joint statistics as well as the spatial smoothing only once
per iteration. This is in contrast to the B-Splines method extended with the MI
that requires the joint statistics estimation and the spatial smoothing |N | times
for each of the (m/p)3 nodes in every iteration to cover the entire image. The
complexity of our method is O([m3n +m33σS ]K), while that of the B-Splines
method with the MI is O((m/p)3n[m3n+m33σS ]K).

The cost of the Demons method extended with the MI can be even higher than
that of the B-Splines depending on the levels l of the multiresolution pyramids
it is often combined with. Assuming that the image widths are halved at every

level, the cost is O

((∑l′=l−1
l′=0

(
m
2l′

)3
)
n[m3n+m33σS ]K

)
.

3 Experiments and Results

3.1 Implementation of Method and End Condition of Iterations

The method has been implemented in C++. To improve performance the adap-
tive Wiener filter for the statistics has been implemented separably and is ap-
proximated as fi,j = GHi

||GHi||22+ε
∗ GHj

||GHj||22+ε
assuming that GHi,j = GHi ∗ GHj ,

where GHi and GHj are 1D Gaussian filters. The value of the inverse signal to
noise ratio ε for the adaptive Wiener filter has been set to 0.1. The spatial regu-
larization G(x;σS) of the transformation has been performed using the ITK [2]
implementation of the 3D recursive separable Gaussian filter along each of the
components of the displacements ux, uy and uz along the three axes. The pair-
wise non-rigid registration method developed is preceded by the rigid and affine
registration methods provided by ITK [2]. The method processes 3D images.

The optimization iteratively alternates between the constraints arising from
the statistical restoration and from the spatial regularization. The convergence
of the registration is evaluated at every iteration. It uses the average L2 norm
of the spatial transformation ||Tk||. The stop condition s of the iterations is

s = ||Tk||
||T0|| − 1 < −1%. A maximum number of smax = 50 iterations is also

enforced.
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3.2 Validation Methodology

To evaluate the quality of the registration obtained from phantom datasets with
the method presented, the voxelwise Sum of Absolute Differences
SAD = ||Itrue(x) − Ireg(x)||2, where Itrue is the true reference image in case
of phantoms, has been calculated within a ROI between the true and the regis-
tered image. The percent improvement (Imp) of SAD is defined as ImpSAD% =
SADbef−SADaft

SADbef
100%, where SADbef and SADaft represent the SAD calculated

before and after the registration, respectively. The registration of the bi-contrast
real datasets has been evaluated by observation and by calculating the percent
improvement in MI ImpMI% =

MIaft−MIbef
MIaft

100% before and after registration.

The method has been compared with the pairwise B-Splines based non-rigid
registration method provided by Slicer3D [3]. The configuration of Slicer3D in-
cludes also a rigid and affine pre-registration steps as does the proposed method.
MI has been used as a metric for all the registration steps. The tests were per-
formed on a workstation with an Intel Core2 Duo 3.0 GHz CPU and 16GB of
RAM. Our non-optimized implementation of the proposed method for a typical
image can be further improved to achieve a high upper bound of speedup and had
a 260% lower working memory requirement compared to the B-Splines method
as shown in Table 1. It also operates in full image resolution as opposed to the
B-Spline method that in practice requires subsampling. The B-Splines method
tested operates in a grid of size 20× 20× 20, which in the case of the BrainWeb
phantom dataset gives a resolution of 9×10.8×9mm3 = 875mm3 as subsampling.
The presented method operates in full spatial resolution of 1×1×1mm3 = 1mm3,
which provides a resolution 875 times higher. The quantitative results and com-
parisons of the proposed method to those of the B-Splines method are shown in
Table 1.

3.3 Shepp-Logan Phantom Data

A dataset for the validation of the proposed method has been a multicon-
trast simulation from the 3D Shepp-Logan phantom with a full resolution of
128×128×128 pixels as displayed in Fig. 3 which shows an obvious improvement
in alignment. The phantom has been modified to simulate the contrast change
and a 3D sinusoidal function over the spatial image coordinates in all dimensions
has been applied to simulate a non-rigid transformation. The value of σS for the
spatial smoothing has been set to 6 voxels. The registration has been performed
within a manually specified ROI shown in Fig. 3d. After 8 iterations it can be
seen in Fig. 3 that the phantom is properly registered. The registration between
Iref and Imov gives an ImpSAD% of about 68%. A performance comparison with
the B-Splines method is shown in row 1 of Table 1, where it is shown that the
proposed method improves the accuracy.

3.4 BrainWeb Phantom Data

Another validation phantom data has been obtained from the BrainWeb database
as shown in Fig. 4. The phantom data consists of two images with a full resolution
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(a) Reference (b) Moving (c) Registered

(d) ROI mask (e) Before (f) After

Fig. 3. A 2D axial slice from the 3D Shepp-Logan phantom. (a) is the reference image,
(b) is the misregistered image, (c) is the registered image obtained with the proposed
method, and (d) is the ROI used. In (e) and (f) are the checkerboard compositions
interleaving Iref and Imov before and after the registration.

of 180×216×180pixels taken using a T1 and a T2 sequences. The T1 image has been
used as reference. A non-linear misregistration has been simulated with a 3D sinu-
soid andhas been applied to theT2 image.The imageswere subsequently registered
and the results are shown in the images in Fig. 4 and in row 2 of
Table 1.

3.5 Real Brain Data

The real brain data in this study is composed of 5 young healthy volunteers.
The study was approved by the local internal review board and the volunteers
provided informed consent. The images were acquired with a 3T Siemens Trio
MRI system equipped with head coils. The acquisition protocol consisted of a
3D T1 and FLAIR sequences. The T1 and FLAIR sequences give a matrix of size
512× 512× 160 with a voxel of resolution 0.5× 0.5× 1mm3.

All real datasets were placed in the same anatomic space and the BrainWeb
T1 dataset has been chosen as the reference image. Fig. 5 shows an example
of the registration between the T1 BrainWeb phantom and a T1 image from a
volunteer. In Fig. 6 is an example of the registration between the T1 BrainWeb
phantom and a FLAIR image from a volunteer. The misregistered images shown
in Fig. 5b and 6b are the results of the rigid and affine registration steps and are
used as input for the non-rigid registration method proposed. The red arrows
highlight the effect of the registration on significant brain structures.
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(a) Reference (b) Moving (c) Registered

(d) ROI mask (e) Before (f) After

Fig. 4. A 2D axial slice from the 3D BrainWeb phantom. (a) is the reference image, (b)
is the misregistered image, and (c) is the registered image obtained with the proposed
method. (d) is showing the ROI used, and (e) and (f) are the checkerboard compositions
interleaving Iref and Imov before and after the registration.

Table 1. Performance and comparison of the proposed method with that of the
Slicer3D optimized implementation of B-Splines

Datasets Method Imp (SAD%) Imp (MI%)
Resol.
(voxels)

Exec.
time

Memory
Space

Shepp-Logan Phantom
B-Splines 65.13% 1/262 ∼1min 730MB
Proposed 68.54% 1 ∼18min 450MB

BrainWeb Phantom
B-Splines 47.39% 1/875 ∼2min 4GB
Proposed 64.11% 1 ∼ 90min 2GB

Volunteer 1
B-Splines 52.06% 1/875 ∼2min 4GB
Proposed 57.35% 1 ∼90min 2GB

Volunteer 2
B-Splines 29.30% 1/875 ∼2min 4GB
Proposed 32.31% 1 ∼90min 2GB

Volunteer 3
B-Splines 44.65% 1/875 ∼2min 4GB
Proposed 58.39% 1 ∼90min 2GB

Volunteer 4
B-Splines 38.54% 1/875 ∼2min 4GB
Proposed 56.13% 1 ∼90min 2GB

Volunteer 5
B-Splines 19.28% 1/875 ∼2min 4GB
Proposed 31.93% 1 ∼90min 2GB
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(a) Reference (b) Moving (c) Registered

(d) ROI mask (e) Before (f) After

Fig. 5. A 2D axial slice of a 3D real patient T1 dataset registered to the T1 BrainWeb
phantom. (a) is the reference image, (b) is the misregistered image, (c) is the registered
image obtained with the proposed method, and (d) is the ROI used. In (e) and (f)
are the checkerboard compositions interleaving Iref and Imov before and after the
registration. The red arrows highlight the effect of the registration on significant brain
structures.

4 Summary and Discussion

Almost all the parameters of the method are held fixed for all the datasets. The
only variable parameter is the σS of the spatial regularizer, which should be at
most equal to the spatial variation of the displacement field. The parameter σW

of the adaptive Wiener filter has been set with a proportionality constant so
that its value is less than than of the width of the distributions of the tissues to
preserve them. As shown analytically the order of computational complexity is
lower than that of both the B-Splines and of the Demons method. The overall
speedup is a power of the dimensionality of the considered datasets. The total
time performance of the methods is shown in Table 1 and includes the com-
mon cost of the rigid and affine pre-processing steps. The relatively high time
performance obtained by B-Splines in Slicer3D is due to the optimized software
implementation and use of hardware such as multicore CPUs. However, it was
not possible to test Slicer3D B-Splines with full resolution because of its excessive
memory requirements.

The method developed significantly improves efficiency and accuracy of non-
rigid registration of multi-modal brain datasets while operating at full spatial
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resolution. The method shows an improvement qualitatively in terms of visual
comparison as well as quantitatively in terms of ImpSAD%, and ImpMI%. The
method is based on a systematic model of the misregistration and its removal. It
has accurately compensated the misregistration in phantoms as well as in several
multi-modal real brain datasets. The non-rigid registration can accommodate
both same as well as different image contrasts. It is iterative and results in an
effective deconvolution of the joint statistics that only requires a single estimation
of the joint statistics and the spatial smoothing per iteration that covers the
entire image. The registration method proposed does not involve the MI distance
measure. The MI allows more degrees of freedom than necessary and can lead
to a significantly higher computational cost. The performance of this method
as well as of all methods based on image statistics is improved if an ROI of
meaningful contrast is considered.

An advantage of the method proposed is that it is robust to the anisotropic
resolution present in the clinical imaging data of this study. The method devel-
oped in this work performs a dense spatial registration robust against contrast
changes and anisotropy. The presented method can be extended to 4D data for
an even higher expected comparative upper bound in speedup.

(a) Reference (b) Moving (c) Registered

(d) ROI mask (e) Before (f) After

Fig. 6. A 2D axial slice of a 3D real patient FLAIR dataset registered to the T1

BrainWeb phantom. (a) is the reference image, (b) is the misregistered image, (c) is
the registered image obtained with the proposed method, (d) is the ROI used. In (e)
and (f) are the checkerboard compositions interleaving Iref and Imov before and after
the registration. The red arrows highlight the effect of the registration on significant
brain structures.
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Abstract. Magnetic resonance imaging (MRI) is a noninvasive modal-
ity that has been widely used to image the structure of the human brain.
Unlike reconstructed x-ray computed tomography images, MRI intensi-
ties do not possess a calibrated scale, and the images suffer from wide
variability in intensity contrasts due to scanner calibration and pulse se-
quence variations. Most MR image processing tasks use intensities as the
principal feature and therefore the results can vary widely according to
the actual tissue intensity contrast. Since it is difficult to control the MR
scanner acquisition protocols in multi-scanner cross-sectional studies, re-
sults achieved using image processing tools are often difficult to compare
in such studies. Similar issues can happen in longitudinal studies, as
scanners undergo upgrades or improvements in pulse sequences, leading
to new imaging sequences. We propose a novel probabilistic model to
transform image contrasts by matching patches of a subject image to a
set of patches from a multi-contrast atlas. Although the transformed im-
ages are not for diagnostic purpose, the use of such contrast transforms
is shown for two applications, (a) to improve segmentation consistency
across scanners and pulse sequences, (b) to improve registration accuracy
between multi-contrast image pairs by transforming the subject image to
the contrast of the reference image and then registering the transformed
subject image to the reference image. Contrary to previous intensity
transformation methods, our technique does not need any information
about landmarks, pulse sequence parameters or imaging equations. It
is shown to provide more consistent segmentation across scanners com-
pared to state-of-the-art methods.

Keywords: magnetic resonance imaging (MRI), intensity transforma-
tion, intensity normalization, histogram matching, brain.

1 Introduction

Magnetic resonance (MR) imaging is widely used to image the structure of hu-
man brains. MR image processing techniques, such as segmentation, have been
used to understand normal aging [1]. Unfortunately, most image processing algo-
rithms use image intensities as the primary feature, which is undesirable as MR
image intensities are not calibrated to any specific underlying tissue properties.
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In addition to this, intensity contrast between brain tissues depends on non-
biological factors—scanner calibration, the pulse sequence, and pulse-sequence
specific imaging parameters.

One of the objectives of many brain segmentation algorithms is to segment
a 3D structural MR image into three tissue classes, cerebro-spinal fluid (CSF),
gray matter (GM), and white matter (WM). It has been shown that the vari-
ations in image intensities give rise to inconsistencies in the segmentation of
the tissues [2]. This is of course exacerbated in large multi-site multi-scanner
datasets, where either portions of the data are acquired with differing sequences
(e.g., T1-w SPGR, spoiled gradient recalled, and MPRAGE, magnetization pre-
pared rapid gradient echo) or some contrasts are not available for a part of the
data, preventing consistent longitudinal analysis.

Some previous approaches to MR intensity transformation have depended on
the underlying tissue properties—proton density (PD) and relaxation times (T1,
T2, and T �

2 )—as it is possible to estimate these at every voxel and apply the
imaging equation of the unobserved pulse sequence to obtain the desired tissue
contrast [3]. However, these methods require multiple acquisitions as well as
good knowledge of the imaging equations and other imaging parameters, which
are often not known and difficult to estimate. Another solution is to match the
histogram of the subject to the atlas with the desired tissue contrast by matching
intensity landmarks [4] or minimizing some information theoretic criteria [5]
between histograms. Individual histograms of segmented sub-cortical structures
can also be matched to the corresponding histograms of an atlas of different
contrast [6]; however this requires a detailed segmentation of the images which
can itself be dependent on the contrast.

There has been recent work [7,8] on intensity transformation that requires
neither estimation of any tissue parameters nor any atlas-to-subject registra-
tion. Using a co-registered pair of atlases with contrast C1 and C2, a patch
from the subject C1 image is matched to a sparse linear combination of atlas C1

patches, and the corresponding atlas C2 patches are linearly combined to esti-
mate the subject C2 patch [7]. However, no information from the atlas C2 image
is used in the matching process, unlike a joint dictionary learning approach to
registration [9]. Fig. 1 shows the effect of not using atlas C2 patches, where an
MPRAGE contrast image is obtained from a T2-w image with some obvious fail-
ures around the globus pallidus, our method by incorporating information from
the C2 contrast does not suffer from this problem.

In this paper, we propose a probabilistic model for the image intensity trans-
formation problem by taking into account information from both contrasts by
incorporating the idea of coherent point drift [10]. The subject and the atlas im-
ages are decomposed into patches, and the subject patch collection is matched to
the atlas patch collection using a number of Gaussian mixture models. Then the
C2 contrast of the C1 subject patches is obtained as a maximum likelihood esti-
mate from the model. We emphasize the point that the transformed images are
not to be used by radiologists for any diagnostic purpose and are only used for
image processing. The applications of such an intensity transformation method
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Atlas C1 Atlas C2 Subject C1 Sparse Method Our result

Fig. 1. While transforming T2-w (C1) to MPRAGE (C2) contrast, if the information
from C2 image patches are not used, such as [7], it leads to artifacts in the transformed
C2 image (e.g., red arrow in the fourth column), which are not present in our result

are shown on two case-studies. (a) In large cross-sectional datasets [11,1], if
the data is acquired with different scanners or pulse-sequences (e.g., SPGR and
MPRAGE), the segmentation consistency between scans with variable intensity
scale can be improved by intensity transformation to a common scale. (b) In
diffusion-weighted imaging, b0 images are required to be registered to the T1-w
structural MRI. The registration can be improved by a transformed T2-w image
as an intermediate step.

2 Method

2.1 Atlas and Patch Description

We define the atlas as a pair of co-registered images {a1, a2} having the same
pixel resolution and contrasts C1 and C2, respectively. The subject, also having
the same pixel resolution, is denoted by b1 and is of contrast C1. Both b1 and a1
are scaled such that their WM peak intensities are at unity. WM peak intensity is
found from the corresponding histogram. Both atlas and subject are assumed to
be normal, i.e., they do not contain any pathologies such as tumor, white matter
hyper-intensities, multiple sclerosis plaques, microbleeds etc. At each voxel of an
image, 3D patches—size p × q × r—are stacked into 1D vectors of size d × 1,
with d = pqr. Atlas C1 and C2 patches are denoted by yj and vj, respectively,
where j = 1, . . . ,M . Subject b1 yields C1 contrast patches which are denoted by
xi, i = 1, . . . , N . The unobserved C2 contrast subject patches of b1 are denoted
by ui. N and M are the number of non-zero voxels in the subject and the
atlas, respectively. We combine the patch pairs as 2d× 1 vectors pi = [xT

i u
T
i ]

T

and qj = [yT
j v

T
j ]

T . The subject and atlas patch collections are defined as the
collection of patches and patch-pairs X = {xi}, Y = {yi}, P = {pi}, and
Q = {qj}.

2.2 Algorithm

If an atlas C1 patch has a pattern of intensities that is similar to a given sub-
ject C1 patch, it is likely that they arise from the same distribution of tissues.
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The corresponding C2 patch in the atlas can be expected to represent an ap-
proximate C2 patch of the subject. This is the principle of patch-based intensity
transformation. One could naively find a single patch within the atlas that is
close (or closest) to the subject patch and then use the corresponding C2 atlas
patch directly. A slightly more complex way is to find a sparse collection of atlas
patches that can better reconstruct the subject patch, then use the same com-
bination of C2 patches as the transformed C2 subject patch [7]. In the present
method, we want to retain the property of combining a small number of patches,
but also want to take advantage of the C2 patches in the atlas during the C1

patch selection in an global optimization so as to minimize error propagation,
that can arise in a directional (such as top-to-bottom left-to-right of the image)
estimation process using partially estimated patches, e.g., in [8].

We propose a probabilistic model that relates subject patch collection to the
atlas patch collection. Since atlas patches may not be plentiful enough to closely
resemble all subject patches, we consider all convex combinations of n-tuples
of atlas patches. We then postulate that a subject patch is a random vector
whose probability density is Gaussian with mean given by an unknown convex
combinations of n nearby atlas patches and with unknown covariance matrix.
This framework captures the notion that a small n number of atlas patches could
be used to describe a subject patch. In order to tie the C1 and C2 contrasts
together, we further assume that the subject’s unknown C2 patch is a random
vector whose mean lies in the (same) convex hull of the same n atlas patches
associated with the C1 contrast, with a covariance matrix that can be different.

Fig. 2. Illustration of patch matching: a subject patch is modeled by a convex combi-
nation of two atlas patches

This can be summarized succinctly by considering a subject patch pi and
n associated atlas patches qj1 , . . . ,qjn . Then pi is assumed to arise from the
Gaussian distribution,

pi ∼ N(αi,j1qj1 + . . .+ αi,jnqjn , Σ),

n∑
�=1

αi,j� = 1, αi,j� ∈ (0, 1). (1)
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where Σ is a covariance matrix associated with the atlas patches. Fig. 2 illus-
trates this concept for patches of dimension 2×1×1, i.e. two neighboring voxels
in an image. The subject patches, shown in red, are to be matched to the atlas
patches, in blue, where each xi is modeled as a convex combination of n = 2
atlas patches yj and yk. For computational and mathematical ease, we use n = 2
for the remainder of this paper. Then Eqn. 1 reduces to,

pi ∼ N(αitqj + (1 − αit)qk, Σt), αit ∈ (0, 1), t ≡ {j, k}. (2)

Σt is a covariance matrix associated with the atlas patches qj and qk, and t ∈
Ψ , where Ψ is the set of all pairs of atlas patch indices. αit ∈ (0, 1) is the mixing
coefficient for the ith subject patch to the tth atlas patch-pairs. In essence, each
subject patch follows an

(
M
2

)
-class Gaussian mixture model (GMM). We assume

the patches are i.i.d. andmaximize the probability of observing the subject patches
pi using expectation-maximization (EM) to estimate the C2 contrast patches ui.

We define zit as the indicator function that pi comes from a GMM of the
t = {j, k}th atlas pair,

∑
t∈Ψ zit = 1 ∀i, zit ∈ {0, 1}. Then the probability of

observing pi can be written as,

P (pi|zit = 1, Σt, αit) =
1√

2π|Σt|
exp

{
−1

2
hT
itΣ

−1
t hit

}
, (3)

where hit = pi − αitqj − (1− αit)qk, t ≡ {j, k}. The prior probability of having

pi originating from the distribution of the tth pair is P (zit = 1|Σt, αit). Without
any knowledge of xi, this prior should ideally depend on a classification of the
patch cloud Q. However, we avoid any classification of patches by assuming a
uniform prior. Thus the joint probability becomes,

P (pi, zit = 1|qj ,qk, Σt, αit) =
1

|Ψ |P (pi|qj ,qk, zit = 1, Σt, αit). (4)

Writing Z = {zit} and using the i.i.d. assumption on patches, the joint likelihood
of all patches can be written as,

P (P,Z|Σt, αit) = D
∏
t∈Ψ

N∏
i=1

[
1

|Σt| exp
{
−1

2
hT
itΣ

−1
t hit

}]zit
, (5)

where hit is defined in Eqn. 3 and D is a normalization constant. Although it is
possible to maximize Eqn. 5 by EM for any Σt, we have experimentally found
that an arbitrary positive definite Σt is often less robust to estimate. Instead, it
is assumed to be separable and diagonal,

Σt =

[
σ2
1tI 0
0 σ2

2tI

]
,

indicating that the variations of each voxel in a patch are the same around
the means, although individual voxels can be of different tissue. Thus, the joint
probability becomes,

P (P,Z|Θ) = D
∏
t∈Ψ

N∏
i=1

[
1

σ1tσ2t
exp

{
−||fit||2

2σ2
1t

}
exp

{
−||git||2

2σ2
2t

}]zit
,

fit = xi − αityj − (1 − αit)yk, git = ui − αitvj − (1− αit)vk, (6)
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The set of parameters is Θ = {σ1t, σ2t, αit; i = 1, . . . , N, t ∈ Ψ}. The maximum
likelihood estimators of Θ are found by maximizing Eqn. 6 using EM. The EM
algorithm can be outlined as:

1. E-step: to find new update Θ(m+1) at the mth iteration, compute the ex-
pectation Q(Θ(m+1)|Θ(m)) = E[logP (P,Z|Θ(m+1))|X,Θ(m)].

2. M-step: find new estimates Θ(m+1) based on the previous estimates using
the following equation Θ(m+1) = argmaxΘ(m+1) Q(Θ(m+1)|Θ(m)).

The E-step requires the computation of E(zit|P,Θ(m)) = P (zit|P,Θ(m)). Given

that zit is an indicator function, it can be shown that E(zit|P,Θ(m)) = w
(m)
it ,

where,

w
(m+1)
it =

1

σ
(m)
1t σ

(m)
2t

exp

{
− ||f(m)

it ||2
2σ

(m)2

1t

}
exp

{
− ||g(m)

it ||2
2σ

(m)2

2t

}
∑

�∈Ψ
1

σ
(m)
1� σ

(m)
2�

exp

{
− ||f(m)

i� ||2
2σ

(m)2

1�

}
exp

{
− ||g(m)

i� ||2
2σ

(m)2

2�

} , (7)

w
(m)
it being the posterior probability of pi originating from the Gaussian dis-

tribution of the tth atlas patches qj and qk. f
(m)
it and g

(m)
it are the expressions

defined in Eqn. 6 but with α
(m)
it . f

(m)
i� and g

(m)
i� denote the corresponding values

with atlas patches belonging to the �th pair, � ∈ Ψ , with α
(m)
i� . The expected

value of the C2 patch is obtained by the following expression,

E(ui|Θ(m)) =
∑
t∈Ψ

w
(m)
it

(
α
(m)
it vj + (1− α

(m)
it )vk

)
(8)

At each iteration, we replace the value of ui with its expectation following the
mean-field theory [12]. The M-step involves the maximization of the log of the

expectation w.r.t. the parameters given the current w
(m)
it . The update equations

are given by,

σ
(m+1)2

1t =

∑N
i=1 w

(m)
it ||xi − α

(m)
it yj − (1 − α

(m)
it )yk||2∑N

i=1 w
(m)
it

, (9)

σ
(m+1)2

2t =

∑N
i=1 w

(m)
it ||ui − α

(m)
it vj − (1− α

(m)
it )vk||2∑N

i=1 w
(m)
it

, (10)

α
(m+1)
it : F

(
α
(m+1)
it

)
= 0,where F (x) = Ax2(1− x) −Bx(1− x) + 2x− 1, A =

||yk − yj ||2
σ
(m+1)2

1t

+
||vk − vj||2
σ
(m+1)2

2t

, B =
(yk − xi)

T (yk − yj)

σ
(m+1)2

1t

+
(vk − ui)

T (vk − vj)

σ
(m+1)2

2t

.

It should be noted that F (0) = −1, F (1) = 1, ∀ A,B, thus there is always a

feasible α
(m)
it ∈ (0, 1). Once the EM algorithm converges, the expectation of the

final ui is considered to be the estimated C2 contrast, and the center voxel of ui

is used as the C2 replacement of the ith voxel.
We note that the imaging model (Eqn. 1) is valid for those atlas and subject

patches that are close in intensity. Using a non-local type of criteria [13], for
every subject patch xi, we choose a feasible set of L atlas patches such that they
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are the L nearest neighbors of xi. Thus the i
th subject patch follows an

(
L
2

)
-class

GMM and the algorithm becomes O(NL2). In all our experiments, we choose
3× 3× 3 patches with L = 100.

3 Results

In this section, we describe the applications of intensity transformation on two
case-studies, improving segmentation consistency in the presence of scanner and

Table 1. Each row shows the Dice coefficient of the hard segmentations between the
original MPRAGE acquisition and the listed alternative. The top row is the comparison
to segmentation of the original SPGR and represents a baseline for the consistency of
the segmentation. The comparisons are based on 20 subjects from the BLSA [1].

CSF GM WM Mean

Orig. SPGR 0.815 ± 0.030 0.703 ± 0.052 0.854 ± 0.023 0.793 ± 0.030
Hist. Match 0.784 ± 0.053 0.751 ± 0.031 0.859 ± 0.012 0.804 ± 0.026
Landmark [4] 0.828 ± 0.027 0.768 ± 0.026 0.863 ± 0.013 0.818 ± 0.016
Sparse [7] 0.844 ± 0.031 0.770 ± 0.024 0.872 ± 0.014 0.820 ± 0.021
Probabilistic 0.849 ± 0.030 0.802 ± 0.023∗ 0.870 ± 0.014† 0.825 ± 0.021

∗ Statistically significantly larger than the other four (p < 0.05).
† Statistically significantly larger than original, histogram matching and landmark
transformation (p < 0.05).

SPGR MPRAGE Landmark Transformed
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Fig. 3. Top row shows the original SPGR, MPRAGE, the landmark based transformed
and the patch based transformed SPGR images of a BLSA subject [1], bottom row
shows their segmentations
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pulse sequence variations, and improving registration accuracy between T1-w
and b0 images in diffusion weighted imaging.

3.1 Segmentation Consistency

First we show the effect of the transformation on scans with different pulse
sequences. The Baltimore Longitudinal Study of Aging (BLSA) [1] contains sub-
jects having both SPGR and MPRAGE acquisitions from a GE 3T scanner.
Each volume is of size 256 × 256 × 199, with 0.94mm3 resolution. All images
were first skull-stripped [14], corrected for any intensity inhomogeneity [15] and
scaled such that their WM peak intensities are at unity. From our experience,
the MPRAGE images usually produces more accurate cortical segmentation than
that of the SPGR; thus we transform SPGR images to MPRAGE for 20 subjects,
shown in Fig. 3 top row. Assuming MPRAGEs as the target, Dice coefficients
between the MPRAGE and the original SPGR and the transformed SPGRs are
obtained. Atlases a1 and a2 are chosen as the SPGR and MPRAGE contrast of
a randomly chosen subject in the dataset.

Our method is compared with histogram matching, a landmark based inten-
sity transformation [4], and a sparse patch combination method [7]. Histogram
matching is usually sensitive to the choice of bin size and landmark based meth-
ods are sensitive to the accuracy of the landmarks. We choose three landmarks,
namely mean CSF, GM, and WM intensities, each on both a2 and b1 using a
3-class Gaussian mixture model. Once the landmarks are found, the intensities
between them are linearly scaled. A fuzzy segmentation [16] method is used
to segment the images into three tissue classes, CSF, GM, and WM, shown in
Fig. 3 bottom row. The segmentation consistency is visually confirmed in the
red circled region (Fig. 3) and quantitatively described in Table 1, where the
Dice similarity coefficients between the original MPRAGE segmentation and
transformed ones are shown for the three tissue classes. Weighted averages of
these three Dice coefficients, weighted by the volume of those tissues, are also
reported as the “Mean”. Our method significantly improves GM and WM seg-
mentation consistency over other methods. However, it performs statistically the
same as to the other methods on CSF segmentation. In general, a landmark based

Table 2. Each row shows an average Dice coefficient of the hard segmentations between
the MPRAGE acquisition and the listed alternative, averaged over five scans of five
subjects in the BIRN [11] dataset. The top row is the comparison to segmentation of
the original SPGR and represents a baseline for the consistency of the segmentation.

CSF GM WM Mean

Orig. SPGR 0.577 ± 0.049 0.713 ± 0.053 0.820 ± 0.019 0.749 ± 0.028
Hist. Match 0.606 ± 0.052 0.801 ± 0.025 0.862 ± 0.018 0.805 ± 0.014
Landmark [4] 0.481 ± 0.066 0.682 ± 0.067 0.816 ± 0.059 0.757 ± 0.078
Sparse [7] 0.593 ± 0.050 0.810 ± 0.020 0.879 ± 0.015 0.828 ± 0.012
Probabilistic 0.733 ± 0.041 0.834 ± 0.015 0.911 ± 0.008 0.871 ± 0.009

Bold indicates statistically significantly larger than the other four (p < 0.05).



Atlas Based Intensity Transformation 59
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Fig. 4. Top row shows atlas SPGR and MPRAGE images from a GE 1.5T and GE
3T scanner. Middle row shows three scans of the same subject from three different
scanners and their segmentations. Bottom row shows transformed MPRAGE images,
along with the corresponding segmentations.

transformation works well for WM, as a WM landmark can be detected robustly.
However, for SPGR images, a GM landmark can be erroneous as the image his-
tograms are often uni or bi-modal [4]. We note that our method is significantly
faster (∼ 1 hour) than the sparse patch combination method (∼ 7 hours) to
transform a 256× 256× 199 volume using 3× 3× 3 patches.

Next we experiment on SPGR images on the BIRN [11] traveling subject data
to show we can handle the effects of scanner variation. The dataset contains five
subjects, each having five SPGRs (one each from a GE 1.5T, GE 4T, Philips
1.5T, and two from a Siemens 3T) and an MPRAGE acquisition (four subjects
having GE 3T MPRAGE scans and one having a Siemens 1.5T MPRAGE scan).
We transform all the SPGR scans of every subject, using the GE 1.5T SPGR and
the GE 3T MPRAGE of the corresponding subject as the atlas images a1 and a2.
Three scans and the corresponding transformed images of one subject are shown
in Fig. 4 along with their segmentations. Table 2 quantitatively shows that the
Dice coefficients between the transformed images and the original MPRAGE
segmentation is significantly higher than the other methods, also seen visually
in the red circled region in Fig. 4. Both the landmark based method and the his-
togram matching depend on the shape and range of the histograms of the subject
and the target. As the SPGRs are acquired in a variety of scanners, the shape
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Atlas T1-w MPRAGE Atlas T2-w

(a) (b) (c) (d) (e)

(f) (g) (h)

Fig. 5. Top row shows MPRAGE and T2-w scans of a normal subject used as atlas. (a)
and (b) shows MPRAGE and a rigidly registered b0 scan of another subject where the
b0 scan is distorted near the temporal lobe. A deformable registration [17] of the b0 scan
to the MPRAGE is shown in (c). Using the MPRAGE-T2 atlas pair, the MPRAGE
image of (a) is transformed to T2, shown in (d). The b0 scan in (b) is then deformably
registered to this T2. The registration result is shown in (e). Zoomed-in versions of (a),
(c), and (e) are shown in (f)- (g). The green contour denotes the CSF-background
boundary, while the red contour is the GM-WM boundary.

of the image histograms vary widely [7], resulting in higher standard deviation
in the average Dice coefficients for both CSF and GM segmentations. However,
our method has consistently low standard deviation, indicating robustness to
the variation in scanners.

3.2 b0 to T1 Registration

Diffusion MR imaging suffers from geometric distortion due to inhomogeneities
in the b0 magnetic field. This distortion is most significant near the boundaries
of soft tissues with air or bone. The majority of distortion correction approaches
are done by registering the b0 image to a structural image, such as T1-w or T2-w
MR images, by non-linear registrations [18]. The b0, in terms of echo times and
repetition times used in typical diffusion applications, has image contrast similar
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to that of a conventional T2-w spin-echo image, thus making T2-w images the
preferred target for distortion correction. However, when T2-w images are not
acquired, the T1-w image is used, resulting in an inferior correction.

Figs. 5(a)–(b) show an MPRAGE and b0 image acquired in the same imaging
session. The b0 image shows significant distortion in the anterior portions of the
brain. Fig. 5(c) shows the b0 image after it has been registered to the MPRAGE
using the state-of-the-art deformable registration algorithm SyN [17] with mu-
tual information as the similarity metric. The distortion is still visible. For this
particular dataset the T2-w image is unavailable. We transform the MPRAGE
(Fig. 5(a)) to T2 (Fig. 5(d)), using the atlas images shown at the top of Fig. 5.
Here we note that neither histogram matching nor any landmark based method
is able to transform an MPRAGE to a T2-w image. Registering the b0 image
to this T2 using SyN, with cross-correlation as the similarity metric, yields the
b0 distortion corrected image shown in Fig. 5(e). The red arrow in Fig. 5(e) de-
notes an area of improvement by using the intermediate T2 as the registration
target over the MPRAGE. This is reflected quantitatively in the improved mu-
tual information of 0.77 to 0.93, between the MPRAGE and the b0 distortion
corrected images from T1-w and T2-w registrations, respectively. Fig. 5(f) shows
the GM-WM boundary (red) and the CSF-background contour (green), derived
from the MPRAGE, on a zoomed portion of the MPRAGE. The same contours
and zoomed portion are shown on the b0 distortion corrected by registering to
the T1 and T2 images, Figs. 5(g)–(h) respectively. The contours demonstrate, at
least visually, that the b0 after registration to the T2-w image is better spatially
aligned to the MPRAGE, than if it had been directly registered to it.

4 Discussion and Conclusion

In this paper, we have proposed a probabilistic model to change MR tissue in-
tensities (e.g., from SPGR to MPRAGE or T1 to T2), where the patch selection
depends on both contrasts. The transformed images are only used for image
processing and not used for any diagnostic purpose. If the atlas does not contain
some tissue contrasts, that are present in the atlas, nearby intensities from the
subject are used. E.g., if the subject contains lesions, while the atlas does not
have any, the lesion intensities will be matched to WM intensities. As our method
does not directly rely on any histogram information, it is more robust to scanner
variations compared to histogram matching or a landmark based matching tech-
nique, as shown on multi-scanner and multi-sequence datasets. Also, unlike the
previous transformation method, it can be applied to transform T1-w images to
T2-w images, which can be used as a proxy in a registration application, when
actual T2 images are not available.
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Abstract. In radiotherapy of gliomas, a precise definition of the treat-
ment volume is problematic, because current imaging modalities reveal
only the central part of the tumor with a high cellular density, but fail
to detect all regions of microscopic tumor cell spread in the adjacent
brain parenchyma. Mathematical models can be used to integrate known
growth characteristics of gliomas into the target delineation process. In
this paper, we demonstrate the use of diffusion tensor imaging (DTI)
for simulating anisotropic cell migration in a glioma growth model that
is based on the Fisher-Kolmogorov equation. For a clinical application
of the model, it is crucial to develop a detailed understanding of its
behavior, capabilities, and limitations. For that purpose, we perform a
retrospective analysis of glioblastoma patients treated at our institution.
We analyze the impact of diffusion anisotropy on model-derived target
volumes, and interpret the results in the context of the underlying im-
ages. It was found that, depending on the location of the tumor relative
to major fiber tracts, DTI can have significant influence on the shape of
the radiotherapy target volume.

Keywords: glioma, tumor growth model, target delineation, diffusion
tensor imaging, radiotherapy.

1 Introduction

Gliomas, themost commonprimary brain tumors, grow infiltratively into the brain
parenchyma. Unfortunately, conventional imaging modalities reveal only the cen-
tral, highly cellular part of the tumor, whereas areas of low tumor cell density ap-
pear normal. In standard radiation treatments of high-grade gliomas, the clinical
target volume (CTV) is defined by applying an isotropic 1-3 cmmargin around the
abnormality visible in MRI, to account for potential tumor infiltration in normal
appearing brain [1]. However, this process hardly accounts for the growth charac-
teristics of gliomas that are known from histopathological findings [2,3]:

1. preferential spread of tumor cells along the white matter fiber tracts
2. reduced infiltration of gray matter
3. anatomical boundaries that prevent tumor cell migration, e.g. ventricles, falx

cerebri, and tentorium cerebelli
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Accounting consistently for these growth patterns can result in a more per-
sonalized definition of the CTV, and therefore potentially improve the current
treatment procedure. We use a phenomenological tumor growth model, which
estimates a spatial tumor cell distribution by formalizing the growth character-
istics. The model, which is based on the Fisher-Kolmogorov equation [4,5], is
personalized via the patient’s MRI imaging data [6]. For radiotherapy planning,
the CTV is defined as an isoline of the estimated tumor cell density obtained
from the model. For a clinical application, the model is used as a tool that au-
tomatically suggests a CTV to the physician, thus making target delineation
semi-automatic and more objective. To that end, it is crucial to understand the
model’s behavior, its capabilities, and its limitations. Previous work has concep-
tually introduced the Fisher-Kolmogorov model to describe glioma growth [4],
including the integration of DTI [7]. However, the specific problems related to
radiotherapy planning applications have not been addressed in detail.

In this paper, we evaluate the potential of the Fisher-Kolmogorov model for
target delineation. By retrospective analysis of glioblastoma multiforme (GBM)
patients treated at our institution, we identify the best clinical use-cases. We
determine tumor locations for which the model yields target contours that are
more consistent with glioma growth patterns, compared to the manually drawn
contours used for treatment. The paper focuses on the use of DTI to model pref-
erential tumor spread along white matter fiber tracts within the glioma growth
model. In particular, we characterize anatomical situations in which the addi-
tional use of DTI (on top of modeling anatomical barriers and reduced gray
matter infiltration) suggests different target volumes.

In section 2, we briefly summarize the underlying tumor growth model and its
personalization. Section 3 discusses how DTI is incorporated to model preferen-
tial cell migration along white matter fiber tracts. We suggest a new parameter-
ized construction of the cell diffusion tensor from the DTI data, using a single
quantitatively interpretable anisotropy parameter. In section 4, we present re-
sults for 3 patients. For one case, we present a detailed case study to explain the
impact of DTI on CTV delineation. The results are interpreted in the context
of the patient anatomy and the imaging data.

2 Tumor Growth Model

The glioma growth model formalizes the two processes that describe tumor
growth: local proliferation of tumor cells and diffusion into surrounding brain
tissue. It is based on the Fisher-Kolmogorov equation, a reaction-diffusion equa-
tion for the normalized tumor cell density u = u(x, t):

∂u

∂t
= ∇ · (D(x)∇u) + ρu (1− u) (1)

The proliferation rate ρ is assumed to be spatially constant, but the 3×3 diffusion
tensor D(x) depends on the location x. The diffusion term ∇ · (D(x)∇u) repre-
sents the migration of tumor cells into the surrounding tissue, and the reaction
term ρu(1− u) describes the cell proliferation as logistic growth.
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Conversion into a Static Model: A direct integration of (1) is impractical,
because the initial condition that corresponds to the tumor appearance in MRI
at the time of treatment planning is unknown. To circumvent this problem, we
use the method suggested in [5], which is based on the assumption that the visible
tumor is an isoline of the cell density, and the fact that the asymptotic solution of
(1) is a traveling wave. Thus, (1) can be approximated by an anisotropic Eikonal
equation, which is solved by the anisotropic fast marching algorithm presented
in [8]. The result is similar to the geodesic distance model in [9].

Personalization of the Model: To apply the model to the patient at hand,
an initial segmentation of the brain into tumor, white matter (WM), gray mat-
ter (GM), and cerebrospinal fluid (CSF) is performed, using co-registered diag-
nostic MR images (T1, T2, FLAIR, and T1 post contrast) as input. We utilize
Expectation-Maximization-based segmentation similar to the generative tumor
segmentation model of [6]. However, the initial segmentation result is enhanced
as suggested in [10], in order to reliably incorporate the most prominent anatom-
ical boundaries falx cerebri and tentorium cerebelli. The propagation of infiltra-
tion values is restricted to the WM and GM area, and CSF is used to model
anatomical boundaries.

3 Parameterization of Anisotropic Cell Diffusion

The diffusion tensor D(x) for a voxel x is constructed as

D(x) =

{
DwT (x), x ∈ WM

DgI, x ∈ GM
(2)

where I is the identity matrix, and Dw and Dg are diffusion rates in WM and
GM, respectively. By choosing Dw > Dg, we model reduced infiltration of GM.
In this paper, we set Dw/Dg = 100. By constructing T (x) from the water dif-
fusion tensor DTI(x) obtained from DTI, we can describe anisotropic diffusion
in WM. The general idea behind the parameterization of T (x) is based on the
orthonormal eigenvector matrix E(x) of DTI(x) :

T (x) = E(x)

⎛
⎝ ξ1 0 0

0 ξ2 0
0 0 ξ3

⎞
⎠ET (x) (3)

The eigenvectors ei in E(x) are the eigenvectors of DTI(x) with associated
eigenvalues λi. ξ1, ξ2, and ξ3 control the cell diffusion along these eigenvectors,
where ξ1 corresponds to the principle eigenvector e1.

Weighting of Diffusion Anisotropy

Setting ξi = λi leads to T (x) = DTI(x). For this naive construction, one cannot
control the degree of anisotropy. Since this paper focuses on the question how
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diffusion anisotropy can potentially impact target volumes, a parameterization is
needed that matches the following criteria: (1) one single parameter controls the
amount of anisotropy, (2) the parameter is interpretable quantitatively, (3) the
parameterization results in an intuitive behavior of the model.
The main idea of our parameterization is to increase the cell diffusion along the
principle diffusion axis, depending on the water diffusion anisotropy and a free
constant weighting parameter. To that end, ξ2 and ξ3 are set to ξ2 = ξ3 = 1,
whereas ξ1 is chosen to be larger than 1. To construct ξ1, we first normalize λi

by using the apparent diffusion coefficient (ADC): λ1 = 3λ1/
∑

i λi. With λ1

being independent from the overall water diffusion at the location x, we define
ξ1 as:

ξ1 = 1 + γ(λ1 − 1), γ ≥ 0 (4)

The anisotropy weighting parameter γ controls the amount of diffusion that is
added to the principal axis. Furthermore, the parameterization has the following
desirable properties:

1. For γ = 0 the diffusion is isotropic and independent from DTI(x).
2. For γ = 1 the diffusion along the principal axis is equal to the ADC normal-

ized water diffusion.
3. An isotropic water diffusion results in an isotropic T (x).
4. Arbitrary high anisotropy can be introduced through increasing the diffusion

along the principal axis via γ.
5. Because only the cell diffusion along the principal axis is modified, it is easier

to trace the influence of anisotropy on the model and on the estimated tumor
cell distribution.

6. The diffusion ξ1 along the principal axis scales linearly with λ1 and γ, which
makes γ quantitatively interpretable.

4 Model-Based Target Delineation

We performed a retrospective study involving six glioblastoma multiforme pa-
tients with varying tumor location treated at our institution. In this section, we
report general observations from this group of patients, and illustrate relevant
findings. Section 4.1 presents an in-depth analysis of one case to explain the
anatomical features (major fiber tracts) that cause difference in model-derived
targets when incorporated via DTI. Sections 4.2 and 4.3 show the impact of
incorporating DTI data for two additional cases.

4.1 Case I

For case I, the tumor is located in the left parietal lobe (right side of the image)
close to the corpus callosum (CC). Figure 1a displays the FLAIR image showing
peritumoral edema, as well as the segmentation of the contrast enhancing tumor
core (green), and the manually delineated CTV (red) from the actually applied
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treatment plan. The manually delineated CTV covers most of the left hemisphere
except for the anterior part of the frontal lobe.

Figure 1c visualizes the principal eigenvector e1 of the diffusion tensor weighted
with the normalized first eigenvalue λ1. As shown, the major fiber tracts adjacent
to the tumor core are the CC with a dominant left-right fiber orientation (red),
and the tracts with a strong superior-inferior directionality (blue), such as the
corticopontine tract and corticospinal tract. The edema surrounding the tumor
core leads to a low diffusion anisotropy in this area, visible as low intensity in
fig. 1c and in the λ1 images (fig. 1d to 1f).

Illustration of the Growth Model without DTI

Figure 1b illustrates the result of the tumor growth model. It shows the isolines
of the tumor cell density throughout the brain for isotropic diffusion in WM
(γ = 0). The orange contour in fig. 1a represents the isoline that encompasses
the same total volume as the manually drawn CTV (red). The model accounts
for the falx cerebri and the ventricles as anatomical barriers, but models tu-
mor cell migration through the CC into the contralateral hemisphere. Here, the
growth model suggests an expansion of the target volume into the contralateral
hemisphere. This is not accounted for in the manual delineation, which incorpo-
rates the falx cerebri as boundary but does not consistently account for the CC.
In addition, the model describes the reduced infiltration of gray matter, result-
ing in a sharp falloff of the tumor cell density within the cortical gray matter
surrounding the sulci.

Influence of DTI on Target Volumes

We now discuss the additional influence of DTI. For that purpose, we calculate
the tumor cell densities for γ = 0, γ = 5, and γ = 20. In fig. 1d to 1f, the λ1

images are overlaid with five selected isolines. For the sake of comparison, the
same color of isoline corresponds to the same size of the enclosed volume.1 In
particular, the volume of the orange isolines matches the size of the manually
delineated CTV. The red and green contours enclose smaller volumes, which can
be used to define radiotherapy boost volumes. The contours in fig. 1d (γ = 0),
serving as reference, are extracted isolines from the cell density distribution
shown in fig. 1b.

To show the major differences between targets derived from the isotropic
and anisotropic cell diffusion in more detail, figure 2 illustrates the contours,
matching the size of the manual CTV, for γ = 0 (yellow) and γ = 20 (red) for
two axial slices.

1 Instead of isolines with the same infiltration value, it is indicated to compare iso-
lines enclosing a volume of the same size, because the parameterization presented
in section 3 introduces higher diffusion rates, resulting in higher infiltration values
per se.
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(a) FLAIR image with core
(green), manual CTV (red), and
model-derived CTV for γ = 0
(orange)

(b) Isolines of the estimated tu-
mor cell densities (γ = 0) on T1
gadolinum enhanced image

(c) Principal eigenvector e1 with
λ1 weighting in WM

(d) γ = 0 isolines on λ1

(e) γ = 5 isolines on λ1 (f) γ = 20 isolines on λ1

Fig. 1. Comparison of multiple isolines for γ = 0, 5, 20 (γ = 0 corresponds to an
isotropic growth model without DTI; lines of the same color correspond to the same
volume; orange line corresponds to the manual CTV size)
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(a) Axial slice at the superior part of the
corpus callosum

(b) Axial slice at the inferior part of the
corpus callosum

Fig. 2. Comparison of the target volumes for γ = 0 (yellow) and γ = 20 (red) on
visualization of e1 with λ1 weighting

Contralateral Hemisphere: As shown in fig. 1, all contours extend far into
the CC due to its close proximity to the tumor core. With increasing anisotropy
weighting γ, the isolines extend further into the contralateral hemisphere (blue
box area in fig. 1f). Here, the strong alignment of fibers in the CC results in a high
diffusion anisotropy, and therefore in more infiltration of the contralateral side.
Especially the blue and the yellow isolines, describing bigger volumes than the
manual CTV, are further expanded. For high values of γ, they reach the smaller
peripheral posterior fiber tracts of the contralateral side. The major change of
the isolines is visible between the pure isotropic case (γ = 0) and the case with
anisotropy weighting of γ = 5. Differences between the isolines of γ = 5 and
γ = 20 are comparatively small.
The tendency that the contralateral side is more likely to be infiltrated in the
anisotropic case is also visible in the direct comparison of the contours of γ = 0
(yellow) and γ = 20 (red) in fig. 2a (bottom circle) and fig. 2b (left circle).

Frontal Lobe: We now consider the region anterior to the tumor core (pink
box area in fig. 1f). For the isotropic case (γ = 0, fig. 1d), the target extension
into the frontal lobe is characterized by a smooth contour (mostly defined by
the geometric distance in WM from the core). In contrast, in the anisotropic
case with high diffusion weighting (γ = 20, fig. 1f), the isolines have a jagged
shape since they incorporate the varying fiber tract orientations in this region.
Especially the yellow and the blue lines tend to follow the anterior-posterior
oriented fibers, i.e. the anterior part of the internal capsule, and the superior
part of the fronto-occipital fascicilus (green fiber tracts in fig. 1c). This effect is
also apparent in fig. 2. For a lower anisotropy weighting (γ = 5, fig. 1e), this
effect is less pronounced.
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Superior Part of the Corpus Callosum: We now compare the target vol-
umes in the superior part of the CC (top circle in fig. 2a). In the anterior di-
rection, the red contour (γ = 20) does not extend beyond the yellow contour
(γ = 0); the yellow contour is expanded even further than red contour. This is
because the dominant fiber direction (left-right) is perpendicular to the primary
direction of cell migration. Since we compare contours that encompass the same
volume size, and the red contour includes larger areas in the contralateral hemi-
sphere, the target volume is to be trimmed in other regions (e.g. in the superior
part of the CC).

4.2 Case II

For case II, the tumor core is located in the left temporal lobe adjacient to
the brain boundary. Figure 3a shows the FLAIR image in the superior part of
the lesion (the green contour corresponds to the contrast enhancing core). The
manually delineated CTV (red) covers large areas in the left temporal, occipital,
and parietal lobes.

Figure 3b compares the model derived target volumes for the isotropic case (yel-
low: γ = 0) and the anisotropic case (red: γ = 20). Both contours account for the
ventricles as anatomical barrier, as well as the effect of reduced gray matter near
major sulci. In this case, this becomes most apparent near the lateral sulcus.

The additional impact of DTI on the target volume is visible in the CC and
the inferior fronto-occipital fasciculus. Similar to case I, the assumption of pref-
erential spread of tumor cells along major fiber tracts modeled via DTI suggests
a further expansion of the target into the CC. However, compared to case I, the
effect is reduced because the tumor core is located further away from the CC.

4.3 Case III

For case III, the tumor core is located within the left superior frontoparietal re-
gion. The FLAIR image shows extensive peritumoral edema around the contrast
enhancing core (green contour in fig. 4a). The manually delineated CTV (red)
covers most of the left parietal lobe and is partially extended into the left frontal
lobe.

Figure 4b shows the location of major fiber tracts and compares of the model-
derived target volumes (matching the size of the manual CTV) for γ = 0 (yellow)
and γ = 20 (red). The findings for this patient are consistent with case I and II:
it is illustrated that the integration of anisotropic cell diffusion leads to further
extension of the isolines into the CC and the contralateral side. The magnitude
of this effect depends on the distance of the tumor from the CC.

Case III also illustrates a limitation of the use of DTI to model preferential tu-
mor cell migration along fiber tracts: within the edematous region the anisotropy
signal obtained from DTI is reduced (visible as the hypointense region in fig. 4b).
In this region, the information about the dominant fiber orientation is compro-
mised. This reduces the differences between the isotropic and the anisotropic
model.
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(a) FLAIR image with tumor core
(green) and manual CTV (red)

(b) Target volumes for γ = 0 (yellow)
and γ = 20 (red) overlaid on the visual-
ization of e1 with λ1 weighting

Fig. 3. Case II: Comparison of the target volumes

(a) FLAIR image with tumor core
(green) and manual CTV (red)

(b) Target volumes for γ = 0 (yellow)
and γ = 20 (red) overlaid on the visual-
ization of e1 with λ1 weighting

Fig. 4. Case III: Comparison of the target volumes

4.4 Application to Low-Grade Gliomas

Model-based CTV definition for low-grade gliomas was not explicitly addressed
in this paper. However, the presented methodology would be equally applicable
to low-grade gliomas. In current clinical practice, the margin for the manual
CTV definition in low-grade cases (1-2 cm, [11]) is smaller than in high-grade
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cases, resulting in a smaller volume. Therefore, for low grade-gliomas, only high
anisotropy of the DTI signal in the immediate neighborhood of the MRI abnor-
mality can have an impact on model-derived CTVs. On the other hand, accurate
target delineation and optimal sparing of brain tissue is of particular interest in
low-grade gliomas due to the longer life expectancy of patients.

5 Conclusion

The spatial growth patterns of gliomas are influenced by the preferential spread
of tumor cells along the white matter fiber tracts. This can be formalized via
a spatially varying, anisotropic cell diffusion tensor in a reaction-diffusion equa-
tion. In this work, we formulated a construction of the cell diffusion tensor from
the DTI derived water diffusion tensor. We introduce a single anisotropy param-
eter γ, which controls the increased diffusion along the principle axis, i.e. the
primary fiber direction.

Based on this comprehensive tensor parameterization, we investigate the in-
fluence of DTI on target delineation for radiotherapy. Six patients were analyzed.
One of the main findings is that, for tumors located in proximity to the corpus
callosum, an anisotropic diffusion parameterization indicates a further expan-
sion into the contralateral side. This shows that the integration of DTI can have
significant impact on the model-derived target volume for radiation therapy.
Current research addresses the validation of the glioma growth model based on
follow-up MR imaging and clinical outcome data.
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Abstract. Due to complex imaging characteristics such as large diversity in 
shapes and appearances combining with deformation of surrounding tissues, it is a 
challenging task to segment glioblastoma multiforme (GBM) from multimodal 
MR images. In particular, it is important to capture the heterogeneous features of 
enhanced tumor, necrosis, and non-enhancing T2 hyperintense regions (T2HI) to 
determine the aggressiveness of the tumor from neuroimaging. In this paper, we 
propose a superpixel-based graph spectral clustering method to improve the 
robustness of GBM segmentation. A new graph spectral clustering algorithm is 
designed to group superpixels to different tissue types. First, a local k-means 
clustering with weighted distances is employed to segment the MR images into a 
number of homogeneous regions, called superpixels. Then, the spectral clustering 
algorithm is utilized to extract the enhanced tumor, necrosis, and T2HI by 
considering the superpixel map as a graph. Experiment results demonstrate better 
performance of the proposed method by comparing with pixel-based and the 
normalized cut segmentation methods. 

Keywords: GBM, superpixel, spectral clustering, multimodal MR images. 

1 Introduction 

Multimodal magnetic resonance (MR) images have been widely used in diagnosis, 
treatment planning, and follow-up studies of GBM [1] . In multimodal MR scans, GBM 
often shows a heterogeneous region including an enhanced tumor region, a necrotic 
region (necrosis), and a non-enhancing T2HI region that is a combination of active 
tumor cells and possible edema. Accurate segmentation of different tissues of GBM can 
help neuroradiologists determine tumor margin and assess its progression and 
aggressiveness. However, due to the complicated imaging characteristics of GBM, such 
as large diversity in shapes and appearance combining with deformed surrounding 
tissue, accurate segmentation of GBM from multimodal MR images is challenging. 

In the literature, pixel-based automatic segmentation methods [2-5] are widely 
used. The basic idea is to assign each voxel to a tissue type by considering its 
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intensities in multimodal images and the constraints derived from its neighboring 
pixels or voxels. For example, Clark et al. [4] developed a knowledge-based fuzzy 
clustering algorithm to segment GBM. Prastawa et al. [5] considered tumor as outliers 
of normal tissue, thus the tumor and edema could be isolated by a statistical 
classification based on learning of intensity distributions for normal brain tissues. 
Recently, graph cut-based methods [6, 7] have driven more attention. They treat the 
image as a graph, i.e., pixels as nodes and their similarity as network links or edges. 
After dividing the graph into sub-networks, the total dissimilarity among different 
sub-networks and the total similarity within each network are maximized. For 
example, Corso et al. [6] integrated the Bayesian model with graph-based affinities to 
segment brain tumor from multimodal MR images. However, graph cut-based 
methods often need to solve a generalized eigenvector problem and may suffer from 
large computational load when the data set is large. The idea of superpixel [8, 9] can 
dramatically reduce the number of nodes of the graph and speed up the graph partition 
while maintaining the image information.  

In this paper, we present a superpixel-based graph spectral clustering method for 
GBM segmentation based on multimodal MR images including T2 weighted (T2), T1 
pre-enhanced (T1PRE), T1 post-enhanced (T1POST) and FLAIR. First, a local k-
means clustering algorithm with weighted distance is performed to segment the 
multimodal images into a number of compact and homogeneous superpixels. Then, by 
considering the brain as a graph of superpixels (e.g., defining nodes as superpixels 
and links as similarity among superpixels), image segmentation is achieved using 
spectral clustering of the superpixel network. Compared to the traditional methods, 
the efficiency and robustness can be improved by using superpixels in the spectral 
clustering.  

In experiments, we first tested the influence of parameters on the segmentation 
results. Then, we demonstrated the superiority of our method by comparing voxel-
based method and standard normalized cut (Ncut) segmentation method.  

2 Methods 

2.1 Overview  

Fig.1. shows the workflow of the proposed method. The pre-processing step consists 
of skull stripping and co-registration of multimodal images. The FSL [10] skull 
stripping (BET) and rigid registration (FLIRT) tools are used. In the next step, 
 

 
Fig. 1. The workflow of the superpixel-based graph spectral clustering method 

Original multimodal
images

Images after
pre-processing

Superpixel
map

Pre-
processing

Local k-means
clustering

Spectral 
clustering

Segmentation 
results



76 P. Su et al. 

 

superpixels are generated using the local k-means clustering algorithm. Finally, the 
superpixel-based graph is constructed, and the spectral clustering algorithm is 
performed to classify the superpixels into different groups, including normal brain 
tissues, enhanced tumor, necrosis and T2HI. 

2.2 Segmenting Images into Superpixels 

We used the local k-means clustering algorithm to segment the image into 
superpixels. In [8], the algorithm was used to generate superpixels from color images. 
The CIELAB color ሾ݈ ܽ ܾሿ and the pixel coordinate [x y] were used as the image 
features. A new distance metric ݀ was introduced by simultaneously considering the 
image features and the size of superpixel: ݀ ൌ  ට ௙݀ଶ ൅ ቀௗೣ೤ௌ ቁଶ ݉ଶ, (1)

where 

௙݀ ൌ  ඥሺ݈௜ െ ݈௞ሻଶ ൅ ሺܽ௜ െ ܽ௞ሻଶ ൅ ሺܾ௜ െ ܾ௞ሻଶ, ݀௫௬ ൌ  ඥሺݔ௜ െ ௞ሻଶݔ ൅ ሺݕ௜ െ ܵ ,௞ሻଶݕ ൌ ඥܰ ⁄ܭ . 

(2)

ܰ is the number of pixels, and ܭ is the desired number of approximately equally-
sized superpixels. ൫݈௜, ܽ௜, ܾ௜, ௜൯்ݕ,௜ݔ

represents the 5-D feature of pixel ݅ , and ሺ݈௞, ܽ௞, ܾ௞, ,௞ݔ ݇ ,௞ሻ் is the centroid of the ݇th clusterݕ א ሾ1,  ሿ. ݀௙ measures the colorܭ
proximity, and ݀௫௬  measures spatial proximity. ݉ is a parameter that controls the 
compactness of superpixels, and larger ݉ will induce more compact superpixels. The 
searching region of the local k-means algorithm is limited to local neighboring region 
with the size 2ܵ ൈ 2ܵ. This results in a significant reduction of computational load 
over the standard k-means algorithm.  

In order to generate superpixels adhering more tightly to the tissue boundaries, we 
use different weights on T1 post-enhanced image that captures enhanced tumor and 
necrosis well. Let ሾ ଵ݂௜  ଶ݂௜ ଷ݂௜ ସ݂௜  , ݅ ௜ሿ represents the 6-D feature vector of pixelݕ  ௜ݔ  
where ଵ݂௜ , ଶ݂௜,  ଷ݂௜ , and ସ݂௜ represent the image intensities of pixel ݅ located at ሺݔ௜,  ௜ሻݕ
in T2, T1PRE, FLAIR, and T1POST images, the feature distance between pixel ݅ and 
the ݇th cluster center is defined as, ݀ ௙ ൌ ටଵିఠଷ ∑ ൫ ௝݂௜ െ ௝݂௞൯ଶ ൅ ߱ሺ ସ݂௜ െ ସ݂௞ሻଶଷ௝ୀଵ , (3)

߱  ( 0 ൏ ߱ ൏ 1ሻ  is the weight for T1POST image. Fig.2 shows an example of 
generating superpixels using equally weighted distance ( ߱ ൌ 0.25 ) and a higher 
T1POST weight (߱ ൌ 0.4). In this example, we set  ܭ ൌ 600, and ݉ ൌ 70. We can see 
that the superpixels generated by using our feature distance adhere better to the 
boundaries of the enhanced tumor and necrosis (pointed by the red arrows).  
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2.3 Graph Spectral Clustering of Superpixels 

After brain pixels are classified into superpixels, with each superpixel consisting of 
the adjacent pixels with similar multimodal image intensities, we need to further 
classify them into several major tissue groups. Fig. 3 shows an example of generating 
superpixels. In the last row, each superpixel is represented by the average intensities 
in four modalities, and we will use them as features for superpixel classification. 

Although the standard k-means clustering algorithm can be used to segment 
superpixels into enhanced tumor, necrosis and T2HI, it is based on the Euclidean 
distance to measure the similarity between the superpixels and cluster centroids, and 
the algorithm is only suitable when data manifold in the feature space is convex. If the 
data manifold is curved or not convex, the Euclidean distance is inadequate for 
distinguishing different tissue types. To better handle the similarity and classification 
of superpixels, the graph partition-based segmentation method is used for superpixel 
classification. Specifically, for a graph ܩ ൌ ሼܸ, ሽܧ  with vertexes ܸ ൌ ൛ݒଵ, ,ଶݒ ڮ ,  ௄ൟݒ
representing superpixels, and edge ܧ representing affinity among the superpixels, the 
affinity of superpixels ݅ and ݆, ݓ௜௝, is defined as a Gaussian kernel with width σ, ݓ௜௝ ൌ exp ቀെฮܞ௜ െ ௝ฮଶܞ 2σଶൗ ቁ. (4)ܞ௜ and ܞ௝ are the average intensity vectors in the four modalities of the vertexes ݒ௜ 
and ݒ௝. 

After the superpixel graph is constructed, the graph-based spectral clustering is 
applied to classify the superpixels into different tissue types. The spectral clustering 
algorithm  [11, 12] reflects the intrinsic data manifolds in the feature space and is 
suitable for classification of no-convex data. Herein, the normlized spectral clusering 
algorithm [11] is used. Given the affinity matrix ܹ ൌ ሾݓ௜௝ሿ and the number of the 
clusters ܥ (σ ൌ 20, C=6), the following six steps are performed: 

1) Define ܦ to be a diagonal matrix with ܦ௜௜ ൌ ∑ ௜௝௄௝ୀଵݓ . 
2) Compute the normalized Laplacian matrix ܮ ൌ ଵିܦ ଶ⁄ ሺܦ െ ܹሻିܦଵ ଶ⁄ . 
3) Compute top ܥ  eigenvectors ݖଵ, ,ଶݖ ڮ , ஼ݖ  of ܮ  and form the matrix ܼ ൌሾݖଵ ݖଶ ڮ  ஼ሿݖ  א ܴ௄ൈ஼   by stacking the eigenvectors in columns. 
4) Form matrix ܻ א ܴ௄ൈ஼ from ܼ by normalizing the rows to have unit length, i.e., ݕ௜௝ ൌ ௜௝ݖ ൫∑ ௜௖ଶ஼௖ୀଵݖ ൯ଵ ଶ⁄⁄ . 
5) Run the k-means clustering to group the row vector ܻ. 
6) Assign the original point ݒ௜ to cluster ݆ if and only if row ݅ of the matrix ܻ is 

assigned to cluster ݆. 

Finally, the GBM tissue segmentation can be obtained based on the intensity 
distribution of each group. Fig. 4 shows the sample segmentation results using the 
spectral clustering algorithm and k-means. For both methods, we set the number of 
clusters to Cൌ 6. We can see that spectral clustering succeeds to segment all parts of 
GBM and the results of k -means are not satisfied. Importantly, using the new 
algorithm, it is much easier to distinguish necrosis with grey matter, as well as T2HI 
with other white matters. 
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3 Experiments and Results 

Two sets of experiments were conducted to evaluate the performance of our method. 
The performance of our method relies on superpixels. So in the first experiment, we 
tested the influence of the parameters on superpixels generation. In the second 
experiment, we compared our algorithm with voxel-based method [4] and normalized 
cut (Ncut) [7]. The image data used in the experiments are from 15 patients who have 
been diagnosed with GBM. For each subject, T2, T1PRE, T1POST and FLAIR 
images were used with image size of 256 ൈ 256 ൈ 21 , and image resolution of 0.78 ൈ 0.78 ൈ 6.5 mmଷ . The low resolution in ݖ -direction is not suitable for 3D 
segmentation, so we adopted superpixels to process the images slice-by-slice. The 
algorithm is extendable for supervoxels for 3D MRI data. The manual marking of 
GBM tissue by an expert is used as ground truth. Dice similarity score is calculated to 
evaluate the performance. The Dice similarity score is defined as: ݁ܿ݅ܦሺܣ, ሻܤ ൌ ଶ|஺ת஻||஺|ା|஻|, (5)

 represents the pixel sets ܤ  ,represents the pixel sets of GBM tissue of ground truth ܣ
of GBM tissue using proposed method or other methods. 

3.1 Selection of Parameter 

The quality of superpixel segmentation is highly dependent on the choice of 
parameters: ܭ, ݉ and ߱. ݉ controls the compactness of the superpixels and is often 
set in the range [10,100]. ݉ ൌ 70 is adopted in all our experiments, and it offers a 
good balance between intensity similarity and spatial proximity. To achieve the best 
segmentation performance, we have tried a range of ܭ and ߱. Fig. 5 (a) shows the 
GBM tissue segmentation results using different ܭ (߱ ൌ 0.4). Fig. 5 (b) shows the 
GBM segmentation results using different ߱ (ܭ ൌ 600ሻ. Based on our experiments, 
we found ܭ ൌ 600, ߱ ൌ 0.4  can the yield best performance.  

3.2 Comparison with other Methods  

In the experiment, we applied our method as well as the other two classic 
segmentation methods, pixel-based method [4] and normalized cut (Ncut) [7] to our 
image data and compared the segmentation results, both qualitative and quantitative. 
We found that pixel-based method and Ncut are vulnerable when dealing with 
complicated cases (GBM with more irregular shape and more heterogeneous 
intensity). Fig. 6 shows an example of applying the three methods to one subject with 
complicated GBM characteristics. Fig. 6 (a) and Fig. 6 (b) are the FLAIR and 
T1POST images of this subject. Fig. 6 (c) is the manually labeled ground truth. Fig. 6 
(d) is the result of pixel-based method. Fig. 6 (e) is the result of Ncut. Fig. 6  (f) is the 
result of our algorithm. From Fig. 6, we can see our method outperform voxel-based 
method and Ncut on this complicated case. 
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4 Conclusion 

We developed a superpixel-based graph spectral clustering algorithm that combines 
superpixel and graph spectral clustering to segment GBM from multimodal MR 
images. The basic idea is that the superpixel method groups spatially relate pixels 
with similar intensities together, and the graph spectral clustering on superpixels 
reduces the computational load and improves the accuracy of the segmentation. 
Comparative study showed the proposed method can achieve more accurate results. 
Because the ݖ-direction resolution of our image data is very low, we used superpixel 
instead of supervoxel. It can be easily extended to use supervoxel for 3D scans. 
Quantitative segmentation of GBM from multimodal images provides detailed 
diagnostic information. For example, the shape and size of the enhanced tumor, 
necrosis, the region of T2 hyperintensity (T2HI), the intensity distribution within each 
region, as well as the transition from enhanced tumor to T2HI may provide important 
information about the aggressiveness of GBM. In the future, we plan to extract these 
features and correlate with the pathological finding aiming at providing more 
quantitative diagnostic measures for GBM subtyping and aggressiveness assessment. 
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Abstract. Ventricular volume (VV) is a powerful global indicator of brain 
tissue loss on MRI in normal aging and dementia. VV is used by radiologists in 
clinical practice and has one of the highest obtainable effect sizes for tracking 
brain change in clinical trials, but it is crucial to relate VV to structural 
alterations underlying clinical symptoms. Here we identify patterns of thinner 
cortical gray matter (GM) associated with dynamic changes in lateral VV at 1-
year (N=677) and 2-year (N=536) intervals, in the ADNI cohort. People with 
faster VV loss had thinner baseline cortical GM in temporal, inferior frontal, 
inferior parietal, and occipital regions (controlling for age, sex, diagnosis). 
These findings show the patterns of relative cortical atrophy that predict later 
ventricular enlargement, further validating the use of ventricular segmentations 
as biomarkers. We may also infer specific patterns of regional cortical 
degeneration (and perhaps functional changes) that relate to VV expansion. 

Keywords: imaging biomarkers, brain imaging, magnetic resonance imaging, 
quantitative image analysis, statistical analysis, temporal/longitudinal image 
series analysis. 

1 Introduction 

The lateral ventricles are a fluid-filled region within the brain that expands to fill space 
formerly occupied by degenerating brain tissue inside the fixed volume of the skull. 
Ventricular volume (VV) is a widely-used biomarker of Alzheimer’s disease (AD) 
progression; it offers one of the highest effect sizes for tracking brain change over time, 
and for detecting disease effects, making it highly advantageous in clinical trials.  

Clinically, VV is commonly used by radiologists to help diagnose neurodegeneration, 
more so than many of the more complex brain MRI measures analyzed in research. Even 
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so, information is sorely needed on what VV changes imply in terms of alterations in 
regions underlying cognitive functions, such as the cortex. Cross-structure correlations 
linking changes in VV to differences in other brain tissues have been largely ignored in 
univariate analyses of single structures or maps.  

Reductions in gray/white matter contrast with age make it challenging to detect 
longitudinal change in many brain structures - such as the hippocampus and cortex - 
usually requiring time-consuming manual edits even with the most widely-used 
segmentation packages. In contrast, the boundary demarcating the lateral ventricles 
(cerebrospinal fluid (CSF)/brain tissue) is easier to detect, making ventricular 
segmentation reliable and robust [1]. As brain atrophy progresses, changes in cortical 
structure become even more extreme, along with further reductions in contrast at the 
gray/white interface. Segmentation of cortical structures, which tend to have greater 
functional significance, becomes even more difficult in the aging population. 

The lateral ventricles can be measured in brain MRI scans using several different 
techniques. VV [7], shape [2], and boundary shift integral [8] have been validated as 
highly sensitive biomarkers of AD and mild cognitive impairment (MCI), offering 
high classification accuracy and greater consistency than some cognitive tests [9], 
[10]. Longitudinal studies show that VV is a very sensitive biomarker of ongoing 
atrophy in elderly populations. In elderly non-demented adults, VV changes at a 
markedly faster rate (2.80-4.4% per year) than hippocampal volumes (0.68-0.84% per 
year) [7,8]. Changes in VV may be faster in MCI and early AD than in later AD or 
normal aging [5], but accumulated VV differences are most extreme in later stages of 
AD [2]. 

Prior methods for VV segmentation have used semi-automated, automated [4], and 
single-atlas or multi-atlas methods [5]. In this analysis, we segmented the ventricles 
with a modified multi-atlas approach. Our segmentation method makes use of group-
wise surface registration of existing templates, and applies surface-based template 
blending for more accurate results [5]. For cortical segmentation, we use the standard 
FreeSurfer tools (v5.0.0) [6]. 

Most studies of VV have been univariate, looking at the ventricles alone as a single 
structure, which does not allow more detailed interpretations of how changes in VV 
relate to other brain regions. Two groups have related VV to shape and volume 
differences in periventricular brain structures (including the hippocampus) [12], [3]; 
however, as far as we know, ours is the first study to use VV to infer cortical brain 
structure differences. By inferring cortical alterations from ventricular changes, we can 
better interpret results of clinical trials that show a deceleration in the rate of VV loss. 

2 Methods 

2.1 Cohort Studied 

We analyzed 677 individuals who had received a high-resolution, T1-weighted structural 
MRI brain scan as part of phase 1 of the Alzheimer’s Disease Neuroimaging Initiative  
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(ADNI1) and whose scans passed quality control for both ventricular and cortical 
segmentations. Segmentations were assessed visually from multiple views for defects. 
All subjects passed quality control (QC) for ventricle segmentations and six subjects 
were excluded during QC of cortical GM surfaces. 

ADNI is a multi-site, longitudinal study of patients with Alzheimer’s disease (AD), 
individuals with mild cognitive impairment (MCI) and healthy elderly controls (HC). 
Standardized protocols maximize consistency across sites.  

2.2 Scan Acquisition and Processing 

For VV segmentation, we analyzed baseline, 1-year (N=677), and 2-year (N=536) 
follow-up brain MRI scans (1.5-Tesla, T1-weighted 3D MP-RAGE, TR/TE = 
2400/1000 ms, flip angle = 8˚, slice thickness = 1.2 mm, final voxel resolution = 
0.9375 x 0.9375 x 1.2 mm3). Raw MRI scans were pre-processed to reduce signal 
inhomogeneity and were linearly registered to a template (using 9 parameters). 

For cortical GM segmentation, we analyzed 677 baseline brain MRI scans (1.5-
Tesla, T1-weighted 3D MP-RAGE, TR/TE = 2400/1000 ms, flip angle = 8˚, slice 
thickness = 1.2 mm, 24-cm field of view, a 192×192×166 acquisition matrix, final 
voxel resolution = 1.25×1.25×1.2 mm3, later reconstructed to 1 mm isotropic voxels). 
To simplify the presentation, we did not perform cortical segmentation at later time 
points, as the baseline differences tend to reflect the overall level of atrophy, and to 
some extent they also reflect the rate of atrophy. 

Bias field correction (N3) was applied as part of the standard ADNI dataset pre-
processing before scans were downloaded. We used a registration with 9 parameters 
as it corrects for scanner voxel size variation and arguably outperforms 6 parameter 
registration in multi-site studies such as ADNI [13], [14]. Independent alignment 
procedures were used for the ventricles and for the cortex, as described below 
(Sections 2.3 and 2.4), using methods optimized for each structure. 

2.3 Ventricular Segmentation  

Ventricular segmentation was performed using a validated method [15]. Ventricular 
surfaces were extracted using an inverse-consistent fluid registration with a mutual 
information fidelity term to align a set of hand-labeled ventricular templates to each 
scan. The template surfaces were registered as a group following a medial-spherical 
registration method [15]. To improve upon the standard multi-atlas segmentation, 
which generally involves a direct, or a weighted average of the warped binary masks, 
we selected an individual template that best fits the new boundary at each boundary 
point. A naïve formulation of this synthesis can be written as below: 

 ܵሺ݌ሻ ൌ  ∑ ܹ௜ሺ݌ሻ ௜ܶሺ݌ሻ௜ ,   ܹ௜ሺ݌ሻ ൌ ൜1  ݂݅ ݏሺܫ, ሿ݌௜ሻሾܫ ൐ ,ܫ൫ݏ  ݆׊ ሿ݌௝൯ሾܫ ്  (1)        .݁ݏ݅ݓݎ݄݁ݐ݋                                           0݅

 
Here, ܫ, ܵ are the new image and boundary surface, ሼܫ௜, ௜ܶሽ௜  are template surfaces and 
images warped to the new image, and ݏሺܫ,  ሿ is some local normalized similarity݌௜ሻሾܫ
measure at point ݌. Normalized mutual information around a neighborhood of each 
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point was used as similarity. This approach allows for more flexible segmentation, in 
particular for outlier cases. Even a weighted average, with a single weight applied to 
each individual template, often distorts geometric aspects of the boundary that are 
captured in only a few templates, perhaps only in one. However, to enforce 
smoothness of the resulting surface, care must be taken around the boundaries of the 
surface masks ܹ௜ . An effective approach is to smooth the masks with a spherical heat 
kernel, so that our final weights are ఙܹ௜ሺݍሻ ൌ ׬ ,݌ఙሺܭ ॺమ݌ሻ݀݌ሻܹ௜ሺݍ .  

2.4 Cortical Segmentation 

Cortical reconstruction and volumetric segmentation were performed with the 
FreeSurfer (v5.0.0) image analysis suite, which is freely available online 
(http://surfer.nmr.mgh.harvard.edu/). Details of these procedures have been described 
previously [6]. Briefly, the processing includes removal of non-brain tissue, intensity 
normalization, tessellation of the cortical gray/white matter boundary, automated 
topology correction and surface deformation along intensity gradients to optimally 
define cortical surface borders, registration to a spherical atlas using individual 
cortical folding patterns to align cortical anatomy across individuals, and creation of 
3D maps of GM (as measured with thickness, volume, and surface area) at each 
cortical surface point. After processing, images are in an isotropic space of 256 voxels 
along each axis (x, y, and z) with a final voxel size of 1 mm3. 

2.5 Statistical Analysis: Mapping Ventricular Change onto the Cortical 
Surface  

Statistical tests were conducted at each point on the cortical surface separately for 1-
year and 2-year change in VV after applying cortical smoothing (kernel radius=25 mm, 
full width at half maximum). We tested a series of general linear models (GLM) of 
change in VV on cortical GM thickness after: (1) controlling for effects of sex, age, and 
diagnosis (AD, MCI, or healthy elderly controls) in all individuals (1-year change: 
N=677; 2-year change: N=536), (2) controlling for sex and age in AD, MCI and control 
groups, separately (1-year: AD N=142, MCI N=335, Control N=200; 2-year: AD 
N=109, MCI N=251, Control N=176), and (3) controlling for sex and age in matched 
groups of N=100 AD, MCI and controls. Analyses were run separately for associations 
within each hemisphere (i.e., for change in left VV with left cortical GM thickness and 
for change in right VV with right cortical GM thickness). To control the rate of  
false positives, we enforced a standard false discovery rate (FDR) correction for 
multiple statistical comparisons across voxels in the entire left and right brain surfaces, 
using the conventionally accepted false positive rate of 5% (q=0.05) [16] . 

2.6 Post Hoc Statistical Analysis: Linear Relationships between Regional 
Cortical Thickness and Ventricular Change   

We identified clusters that passed FDR in the 3D cortical surface maps for the 
matched groups of N=100 AD, MCI, and controls for the GLM of 2-year change in 
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VV on cortical GM thickness after controlling for sex and age. Within each 
statistically significant cluster on the cortical surface, we calculated mean cortical GM 
thickness for each subject. We then plotted each subject’s mean cortical GM thickness 
and raw 2-year change in VV for each group (AD, MCI, and controls for N=100), to 
understand the characteristics (i.e., magnitude and shape) of the significant 
associations we found in our surface GLM between the two measures. 

3 Results 

In the full sample, we found that (Figure 1) 1-year (N=677) and 2-year (N=536) 
changes in VV were significantly associated with baseline cortical GM thickness in 
temporal, inferior and anterior frontal, inferior parietal, and some occipital regions, 
after controlling for age, sex, and diagnosis.  The significant regions were somewhat 
more expansive, in the same areas, for the 2-year change compared to the 1-year 
change in VV. If ventricular change is linear, these two maps should be the same, but 
the 2-year map may show more extensive or stronger associations because the 2-year 
measures have greater SNR. All results presented pass a hemispheric FDR correction 
at q=0.05. 

 

Fig. 1. Hemispheric 3D maps show significant negative associations in the entire sample 
between 1-year (N=677) and 2-year (N=536) change in VV and baseline cortical GM thickness 
in all individuals, after controlling for age, sex, and diagnosis (AD, MCI, or healthy elderly) (1-
year change, left: -log10(p-values)=1.53-3.76, right: -log10(p-values)=1.70-3.96; 2-year change, 
left: -log10(p-values)=1.51-3.77, right: -log10(p-values)=1.55-3.80, corrected). Results are 
corrected for multiple comparisons by thresholding at a q=0.05 false discovery rate (FDR) 
threshold across the entire brain surface. Blue represents areas where p-values passed the 
corrected significance threshold for a negative relationship between progressive ventricular 
enlargement and baseline cortical thickness values (greater VV enlargement associated with 
lower cortical GM thickness at baseline).  

Looking separately at diagnosis (Figure 2), 1-year and 2-year changes in VV were 
most strongly associated with baseline cortical GM thickness in MCI, with maps 
similar to those for the full cohort. In MCI, left inferior and anterior frontal, temporal, 
inferior parietal, and inferior occipital regions were significantly negatively  
associated with 1-year change in VV (left: -log10(p-values)=1.58-3.84, right:  
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Fig. 2. Hemispheric 3D maps of significant negative associations between 1-year and 2-year 
change in VV and baseline cortical gray matter thickness in AD (1-year: N=142; 2-year N: 109), 
MCI (1-year: N=335; 2-year N: 251), and healthy elderly individuals (1-year: N=200; 2-year N: 
176), after controlling for age and sex (AD: 1-year change, left: -log10(p-values)=2.39-4.64,  
right: -log10(p-values)=3.04-5.03, 2-year change, left: -log10(p-values)=2.95-5.20, right: -log10(p-
values)=3.64-5.90; MCI: 1-year change, left: -log10(p-values)=1.58-3.84, right: -log10(p-
values)=3.28-5.54, 2-year change, left: -log10(p-values)=1.55-3.81, right: -log10(p-values)= 
1.55-3.80; Controls: 1-year change, left: -log10(p-values)=1.98-4.24, right: -log10(p-values)=2.36-
4.62, 2-year change, left: -log10(p-values)=3.42-5.68, right: -log10(p-values)=3.32-5.58, corrected). 
Results were corrected for multiple comparisons by thresholding at a q=0.05 false discovery rate 
(FDR) threshold across the entire brain surface. Blue represents areas where p-values passed the 
corrected significance threshold for a negative relationship between ventricular enlargement and 
cortical thickness values (greater VV enlargement associated with lower cortical GM thickness at 
baseline). 
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-log10(p-values)=3.28-5.54, corrected). Somewhat larger regions, bilaterally, were 
significantly negatively associated with 2-year change in ventricular volume in MCI 
(left: -log10(p-values)=1.55-3.81, right-log10(p-values)=1.55-3.80, corrected). In AD, 
significant negative associations were found in the bilateral superior frontal, left 
middle frontal, and left anterior and posterior cingulate cortex for 1-year change in 
VV (left: -log10(p-values)=2.39-4.64, right: -log10(p-values)=3.04-5.30, corrected).  
Significant negative associations for 2-year change in VV were found in left anterior 
and posterior cingulate cortex and small clusters in the left superior and middle frontal 
cortex for AD (left: -log10(p-values)=2.95-5.20, right: -log10(p-values)=3.64-5.90, 
corrected). In elderly controls, right superior frontal GM thickness at baseline was 
significantly negatively associated with 2-year change in VV (right: -log10(p-
values)=3.32-5.582, corrected); no significant associations were detected for 1-year 
change, perhaps because SNR for tracking change is poorer when the interval is 
shorter, especially in this group which is expected to have slower rates of VV 
expansion.  

In MCI, longitudinal changes in VV are associated with cortical GM thickness in a 
well-known pattern of areas vulnerable to AD pathology [17], [18], such as 
progressive accumulation of beta-amyloid that precedes cognitive decline and tau that 
parallels cognitive decline, as measured by F18-FDDNP PET brain scans (Figure 3). 
Primary sensorimotor areas that are spared in AD, which are also difficult to segment 
due to very thin GM and overabundance of myelin creating poor tissue contrast in 
MRI, were not significant in our maps. 

 

 

Fig. 3. Canonical progression of AD pathology (adapted from [17], [18]) as has been mapped 
previously in non-overlapping elderly samples. These patterns agree well with those seen in our 
cortical mapping of changes in VV, with significant associations in areas known to be 
susceptible to AD pathology and no detected relationship in areas that do not have a significant 
disease burden (primary sensorimotor cortex). 
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To examine if insufficient power contributed to differences in results for groups 
with smaller sample size, we re-analyzed subsets of N=100 matched by age and sex in 
the AD, MCI, and control groups at 1-year and 2-years. In the equally-sized subsets, 
1-year change in VV was negatively associated with right superior frontal cortex 
thickness in AD (left: not significant, right: -log10(p-values)=3.66-5.92). No other 
significant results were found for 1-year change in VV for MCI or elderly controls 
with N=100. Two-year change in VV (Figure 4, top panel) was negatively associated 
with GM thickness in left posterior and rostral anterior cingulate, lateral orbitofrontal, 
and rostral middle frontal cortex in AD (left: -log10(p-values)=2.15-4.41, right: not 
significant) and left pars orbitalis, fusiform, the isthmus and posterior cingulate, and 
superior frontal cortex in MCI (left: -log10(p-values)=2.15-4.41, right: not significant). 
In elderly controls, 1-year change in VV was negatively associated with GM 
thickness in the right insula, superior frontal, precuneus, supramarginal, transverse 
temporal, inferior parietal, and isthmus of the cingulate cortex (left: not significant, 
right: -log10(p-values)=2.28-4.54). 

After limiting the sample size of all groups to N=100 (the approximate size of the 
smallest group), the extent of significant regions appears roughly similar across 
groups, supporting the interpretation that the more prominent effects seen in the full-
sized MCI sample (twice as large as the other groups) may be attributed to increased 
power rather than specific to this diagnostic category.  

To better understand the characteristics of the relationship we found between VV 
and GM thickness in the surface GLMs (Figure 4, top panel), we plotted raw 2-year 
change in VV against mean GM thickness at baseline (averaged across all surface 
points within distinct statistically significant regions from the surface GLMs) in each 
subject from the N=100 subsets for AD, MCI, and CON (Figure 4, bottom panel).  
As expected, all plots show negative relationships (greater VV expansion over time is 
associated with thinner baseline GM). Plots for AD (top row of plots) and MCI 
(second and third rows of plots) show greater variance and higher rates of expansion 
in 2-year VV compared to healthy elderly controls (bottom two rows of plots) for all 
statistical regions of interest. The plots also show that elderly controls have higher 
baseline GM thickness in several regions compared to AD and MCI groups. Steeper 
slopes for the healthy elderly control group may be explained by greater variance in 
baseline GM thickness compared to AD and MCI groups. 
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Fig. 4. Top Panel: Hemispheric 3D maps of significant negative associations between  2-year 
change in VV and cortical GM thickness in matched N=100 sub-samples for AD, MCI, and 
healthy elderly individuals, after controlling for age and sex (AD: 2-year change, left: -log10(p-
values)=2.58-4.84, right: not significant; MCI: 2-year change, left: -log10(p-values)=2.15-4.41, 
right: not significant; Controls: 2-year change, left: not significant, right: -log10(p-values)=2.28-
4.54, corrected). Results are corrected for multiple comparisons by thresholding at a q=0.05 
false discovery rate (FDR) threshold across the entire brain surface. Blue represents areas 
where p-values passed the corrected significance threshold for a negative relationship between 
ventricular enlargement and cortical thickness values (greater VV enlargement associated with 
lower cortical GM thickness at baseline). 

Bottom Panel: Plots of 2-year VV change against mean baseline GM thickness (x-axis: raw 
2-year VV change in mm3, y-axis: mean baseline GM thickness for statistically significant 
regions in mm). Each data point represents one subject within the matched N=100 subsets for 
AD, MCI, and healthy elderly control groups (AD: first row, MCI: second and third rows, 
Controls: last two rows). Each plot represents a distinct and continuous cortical region that 
passed correction with FDR in the surface GLM maps shown in the top panel of this figure. 
Within each statistically significant cortical region, GM thickness was averaged across all 
significant surface vertices. Letters correspond to labels on the cortical surface maps in the top 
panel and are ordered first by group (AD: A-D; MCI: E-J, controls: K-R) and then by cortical 
region (from highest to lowest corrected p-value, all passed FDR in GLMs). 

 

AD 

MCI 

Controls 
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4 Discussion 

Our results complement the current literature on change in ventricular enlargement as 
a robust clinical biomarker of disease progression in the early stages of AD. We also 
make a novel contribution to the field, which has largely ignored cross-structural 
correlations with VV, by showing how changes in VV relate to cortical GM thickness 
in normal aging and in varying stages of Alzheimer’s dementia. These results allow 
us to make stronger inferences about functionally important areas of the cortex, based 
on ventricular segmentations.  

The cortical regions significantly associated with dynamic changes in VV are 
among those that are regarded as most susceptible to AD-related pathologies in 
multiple domains, including accumulation of amyloid plaques and tau neurofibrillary 
tangles, metabolic disruption, functional and connectivity alterations, and structural 
GM loss. The lateralization of our findings (left in AD and MCI, right in controls) 
may not hold up in larger samples with higher statistical power. In equally-sized 
samples the extent of significant associations was similar across groups. 

Ventricular measures on MRI are among the most reliable and robust, but have 
been previously limited as it has been hard to make inferences about specific 
alterations in cortical structure and their clinical or functional consequences. Cortical 
regions can be difficult to segment in elderly brains, so relating cortical changes to a 
highly reliable measure such as VV has great clinical advantages. Combining 
information from cortical architecture and ventricular enlargement may allow us to 
better understand factors affecting normal aging and different stages of 
neurodegeneration in disease. Future work will also apply the reverse approach, to 
map summary measures from the cortex (average and change in GM thickness in 
regions of interest) onto 3D ventricular shapes, to see which ventricular changes are 
most strongly associated with longitudinal changes in cortical thickness. 
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Abstract. Brain image registration aims at reducing anatomical vari-
ability across subjects to create a common space for group analysis.
Multi-modal approaches intend to minimize cortex shape variations along
with internal structures, such as fiber bundles. A difficulty is that it re-
quires a prior identification of these structures, which remains a chal-
lenging task in the absence of a complete reference atlas. We propose an
extension of the log-Geometric Demons for jointly registering images and
fiber bundles without the need of point or fiber correspondences. By rep-
resenting fiber bundles as Weighted Measures we can register subjects
with different numbers of fiber bundles. The efficacy of our algorithm
is demonstrated by registering simultaneously T1 images and between
37 and 88 fiber bundles depending on each of the ten subject used. We
compare results with a multi-modal T1 + Fractional Anisotropy (FA) and
a tensor-based registration algorithms and obtain superior performance
with our approach.

Keywords: Registration, neural fibers, diffeomorphism, Demons Algo-
rithm, multi-modal registration, image, geometry, log-domain.

1 Introduction

In medical image analysis, non-linear image registration intends to reduce
anatomical variability across subjects in order to ease subsequent subjects or
population comparisons. Over the last decades the availability of different image
modalities has increased, bringing hope for more accurate registration proce-
dures. T1 weighted image (T1 image in the sequel) registration is mainly driven
by the contrast of the the grey matter and ventricles. In these images, the white
matter appears uniform, giving no relevant information about its internal struc-
tures, which are composed of neural fibers connecting cortical areas. However
Diffusion Tensor Imaging (DTI) can be used to reveal the microscopic structure
of the white matter. Aligning white matter structures can help to increase the
sensitivity of fMRI activation detection as shown in [1], and in [4] a group analysis
on DWI was performed for early detection of schizophrenia. Tensor-based regis-
tration has recently been proposed to improve white matter alignment [14,13].
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Nevertheless, mis-registration may persist in regions where the tensor field ap-
pears uniform [5].

Multi-modal registration combines information from different image modali-
ties to provide more anatomical details. For instance, the registration algorithm
in [3] uses T1 images and FA from DTI to better align grey and white matter.
Geometric registration specifically targets the alignment of Structures of Interest
(SOIs), such as in [12] for cortical surfaces, or [5] for fiber bundles. While those
clearly improve SOI registration, they may not be suitable for aligning other
structures than those used specifically during registration.

Hybrid techniques propose to jointly consider SOIs and images during reg-
istration. For instance, in [2,7] the mathematical framework of Measures and
Currents respectively, were used to simultaneously register images and geomet-
ric descriptors such as sulcal lines or surfaces, while [9] proposed a Markovian
solution to the same problem.

In the log-Geometric Demons with Currents (CGD) [8] an hybrid multi-modal
registration of iconic and geometric descriptors has been proposed that uses Cur-
rents to model fibers but relies on a one-to-one fiber bundles correspondences
across subjects. Correspondences across subjects are hard or even impossible
to obtain. Individual fiber bundles show important differences in compactness,
length and density. These characteristics might depend on the subject, tractog-
raphy parameters and on the quality of the images. Furthermore, in some cases
bundles may be cut, fused or absent in some subjects.

We propose to represent our geometric descriptors of fiber bundles as Weighted
Measures to relax the hypothesis of explicit fiber correspondences across sub-
jects. We define a flexible framework in which subjects can have different number
of bundles, and no assumption is made about the bundle size.

The rest of the paper is organized as follows. First, we propose a mathemat-
ically sound extension of the log-Geometric Demons, the Weighted Measures
Geometric Demons (WMGD), that relies on the log-domain daemons frame-
work for computation purposes and handles geometric constraints as Weighted
Measures. Then, we evaluate the WMGD T 1 + bundles constraints registration
on a dataset of 10 subjects and compare them with a tensor-based [13], and
ANTS [3] a T1 + FA multi-modal registration. We also study the sensitivity of
the results with respect to the various parameters.

2 Weighted Measures Geometric Demons (WMGD)

WMGD is a multi-modal algorithm that jointly registers image and geomet-
ric descriptors. We shortly describe in Section 2.1 the T1 diffeomorphic demons
registration, for then explain in Section 2.2 the extension to the geometric reg-
istration and the modeling of our constraints as Weighted Measures.

2.1 Image Registration: The Diffeomorphic Demons

The goal of image registration is to find the displacement field s that aligns as
accurately as possible the corresponding structures from a moving image M , to
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the structures in the fixed image F . Ideally the displacement field s minimizes a
distance between the fixed and the moving image, while holding some properties
such as being diffeomorphic.

In the Demons framework[10] a correspondence field c was introduced to make
the minimization of the functional energy tractable: E(c, s) = 1

σ2
i
Sim(F,M ◦c)+

1
σ2
x
dist(s, c)2 + 1

σ2
T
Reg(s), where Sim is a similarity measure between images de-

fined by the sum of square differences (SSD) and Reg(s) a regularization term
chosen to be the harmonic energy ‖∇s‖2. The amount of regularization is con-
trolled with σT while σi accounts for the image noise.

The term dist(s, c)2 imposes the displacement field s to be close to the cor-
respondence field c. And σx weights the spatial uncertainty on the deformation.
The energy minimization is performed by alternating minimization w.r.t. c and
s. In [11], small deformations are parametrized by a dense displacement field u:
c ← s◦exp(u), exp() being the exponential map in the Lie group sense, which en-
sures that the result is diffeomorphic. In the log-domain demons s is encoded with
the exponential map as s = exp(v) and the inverse of s can be easily computed
as s−1 = exp(−v); then dist(s, c) = ‖log(s−1 ◦ c)‖ and Reg(s) = ‖∇log(s)‖2
where log = exp−1.

2.2 T1+ Geometric Registration

We build on the extension of the Demons framework proposed in [8], that in-
cludes geometric descriptors into the variational formulation. The definition of
c carries information coming from both image and geometry. Let GF be the
fixed geometric descriptors and GM the moving one, we aim at minimizing the
following energy:

E(c, s) =
1

σ2
i

[
SimI(F,M ◦ c) + SimG(c � GF ,GM )

]
+

1

σ2
x

dist(s, c)2 +
1

σT
Reg(s), (1)

where SimI is the image similarity criterion, SimG the geometric similarity crite-
rion, and c �GF denotes the action of c on the geometry. Then c is parametrized
by an update field of image and geometry which is described at the end of this
section. Note that s goes from F to M , thus the inverse of s gives the geometric
deformation.

2.3 Fiber Bundles Representation

In the Currents GD fiber bundles were represented in the space of currents as
it provides a pose and shape-sensitive measure, independent of the number of
fibers per bundle. The main issue with this metric is the need for corresponding
bundles, hence requiring prior identification. Currents could in theory be used to
represent a set of geometric objects without explicit correspondences, but they
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require an orientation to be chosen for each fiber: given a curve L and a sequence
of points L = x1, ..., xn a current is defined as

∑
i τiδci , where ci =

xi+xi+1

2 , τi =
xi − xi+1, in other words, a set of positions and tangent vectors. A current can
thus be seen as a sum of oriented segments. Therefore it is important to find
a consistent orientation, otherwise the same fiber with the opposite orientation
cannot be registered properly. It is extremely hard to find a consistent orientation
on a large number of one-dimensional objects in 3D without a prior segmentation
and labeling in each subject. As subject variability is high and –in the absence
of complete fiber atlas– correspondence mistakes can lead to poor solutions, we
propose to relax this hypothesis and represent the geometry using Weighted
Measures.

2.4 Compression of the Tractography Output

Depending on the resolution of the diffusion images the number of fibers can
go from few thousands to few millions, generally leading to high computational
cost. For this reason we want to reduce the fibers to a set of few representatives,
and give these representatives a weight corresponding to the number of fibers
that they represent. For registration purposes we need bundles to be highly
homogeneous so that each representative summarizes the bundle accurately. To
obtain low variance bundles we require many of them (typically 500) among
which the small ones are considered as outliers and discarded.

For registration we take the largest (i.e. more than 50 fibers) and the longest
ones (i.e. more than 50mm) as we believe they can better lead the alignment of
the white matter. Ideally this yields to 50-100 fiber bundles. Large bundles have
higher probability of being well defined, hence detected across subjects. Short
fibers, specifically U-shape fibers are accumulated around the cortex and it is
hard to distinguish one from the others because of their resemblance on position
and shape. In consequence, they can easily mislead the registration close to the
cortical foldings.

2.5 Weighted Measures

Having a set of bundles from the fixed fibers CF (and moving CM ), we define
the set of points in GF as xi,j , i ∈ [1..|CF |], j ∈ [1..|CF

i |], where xi,j the j-
th point of the representative from the i-th bundle in CF . We can associate
with this sequence a specific measure as a sum of weighted Dirac Measures:

μF
G =

∑|CF |
i=1

∑|CF
i |

j=1 wi,jδxi where wi,j =
|CF

i |
∑|CF |

i=0 |CF
i |
, which weights measures

according to the number of fibers that the bundle of CF
i represents. From now

on, to simplify notations, we refer to points from the geometry in GF as xi and
to points from GM as yi, and we assume that wx

i (resp. wy
i ) is the weight of the

xi (resp. yi) given by the corresponding bundle size. We define the geometry

in the fixed subject as GF =
∑N

i=0 w
x
i δxi and for the moving subject as GM =∑M

j=0 w
y
j δyj .
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Let GF = (x1, ..., xN ) and GM = (y1, ..., yM ) be the fixed and a moving geo-
metric descriptor and N,M being the number of objects. Let Kβ be a Gaussian
kernel of size β. Then the scalar product between two sums of Weighed Measures
can be expressed conveniently with a pre-defined kernel Kβ:

〈GF ,GM 〉β = 〈
N∑
i=1

wx
i δxi ,

M∑
j=1

wy
j δyj 〉β =

N∑
i=1

M∑
j=1

Kβ(xi, yj)w
x
i .w

y
j (2)

Then the distance between Weighted Measures is defined as follows:

d2β(GF ,GM ) = ||GF ||2 + ||GM ||2 − 2〈GF ,GM 〉β (3)

The distance captures misalignment and shape dissimilarities at the resolution
β. Distances much larger than β do not influence the metric, while smaller ones
are considered as noise and thanks to the smoothing effect of the kernel they are
not taken into account.

Given the current deformation s, we define the action of the correspondence
field c on G as: c � G = {s ◦ exp(uG)(xi)}i∈[1,N ] ≈ s(xi) + uG(s(xi))}i∈[1,N ].

Since we deal with a discrete set of points, we choose to parametrize the
dense update field uG by a finite set of vectors uG,i using radial basis function

extrapolation: uG(x) =
∑N

i=1 h(‖x − xi‖)λi, where h(x) = e
− x2

γ2 , λi are the
interpolation coefficients and γ > 0 is the interpolation scale. λi are calculated
such that uG(xi) = uG,i∀i. Let us define the matrix A such that [A]i,j = h(‖xi−
xj‖) ([A]i,j denotes the (i, j) entry of A), Λ = [λ1, ..., λN ] the vector of λs, H(x)
the vector such that [H(x)]i = h(‖x − xi‖) and U = [uG,1, ..., uG,N ]. We can
write: uG(x) = H(x)A−1U . Minimizing ∇EG(s, uG) = 0 w.r.t. uG via gradient
descent yields to the following update field equation:

uG,i = −ε[− 2

β2

N∑
l=0

wx
l w

x
i Kβ(s(xi), s(xl))(s(xi)− s(xl))

+
2

β2

M∑
j=0

wx
i w

y
jKβ(s(xi), yj)(s(xi)− yj)], (4)

where ε ∈ [0, 1], and γ ∈ [1, 4]mm.
Finally, a new update field is defined by the additive combination of the image

update field uI described in [11], and the geometric update field uG in eq. (4):
u = uI+uG. The algorithm follows as in [11] where a regularization is applied and
the transformation s is updated. In [8] non-intersecting domains where assumed
between the image and the geometry of the fibers. However, this contradicts the
minimization procedure, thus we do not use such a splitting here.

3 Joint T1 MRI and Brain Bundle Registration

In this section we describe the experiments of the extended joint T1 MRI and
brain fibers bundles registration. We first analyse the behaviour of the method
itself, and we later compare it against other methods.
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3.1 Data Description

We used ten healthy volunteers from the Imagen database scanned with a 3T
Siemens Tim Trio scanner. Acquisitions were MPRAGE for T1 weighted ( 240×
256 × 160, 1.09375 × 1.09375 × 1.1mm3) and DW-MRI (128 × 128 × 60, 2.4 ×
2.4× 2.4mm3) with TR = 15000 ms, TE = 104 ms, flip angle = 90o, 36 gradient
directions, and b-value = 1300s/mm2.

For each subject we obtained the linear transformation from the non-weighted
image B = 0 to T1 to align bundles with T1 images. Eddy currents correction
were applied to DTI data, and skull and neck were removed from T1 images
using the FSL software.

We used MedInria for fiber tractography, and splines to extrapolate for uni-
formly distributed points. Fibers shorter than 50mm were discarded in order to
discard U-shape fibers. Within U-shape brain fibers variability is high and mis-
match across subjects can be easily introduced during registration. We rather
trust the image for those regions around the cortex.

As discussed in section 2.4 we are not interested in using the whole fiber track-
tography output, but rather the bundles representatives. We use QuickBundles
algorithm [6] to obtain a clustering of the fibers, and used the representatives
given by the algorithm for registration. The threshold value for the bundles
spread width was set to 10mm, which gives a trade-off between low cluster vari-
ability and number of fibers per cluster. This yielded an average of 600 bundles
per subject (range: [323, 927]), where a bundle contains at least one fiber. Select-
ing bundles with more than 50 fibers leads to an average of 63 bundles (range:
[37, 88]). In the sequel we refer to this subset as the Training Set, and bundles
with less than 50 fibers as the Test Set.

Before registering with WMGD we apply a T1 affine transformation using the
MedInria software to take subjects to the target space, and apply the inverse to
the fibers.

After running WMGD we obtained a deformation field that we applied to the
moving T1 and the inverse of the deformation to the fibers.

The rest of this section explains the experiments performed. To assess the
sensitivity to parameters we arbitrary choose a subject as target to register the
rest of the dataset. Then, for performance comparison with other algorithms, we
register the subjects to one another, and average the pairwise distances.

3.2 Weighted Measures Kernel Size

To analyze the impact the β parameter we register the whole dataset to an
arbitrary subject chosen as target by using the Training Set of bundles. Typically
large kernels would be able to capture large misalignment and handle details as
noise.

We run Weighted Measures Geometric Demons with the following parameters
fixed ε = 0.3, γ = 3mm,σT = 2, σi = 1, σx = 1 with a 3-steps multi-scale
approach with 15, 10 and 5 iterations at each scale (from small to large).

We vary β from 0 to 30mm and show results in Figure 1 for fibers (a) and
for image (b). However, we believe that decreasing β through iterations might
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avoid local minima for fiber registration and improve the accuracy of image
registration. We decrease it 0.5% at each iteration and results are shown in
Figure 1 for fibers (c) and for image (d).

3.3 Regularization

To analyze the smoothness of the deformation field, we run experiments with
values of σT varying from 0 to 3.0 and analyze the impact over the results.
Analogous to Section 3.2 we register the dataset to an arbitrary subject chosen
as target, and we use the Training Set of fibers for registration. We use the same
parameter setting with β = 20mm. In Figure 2 results are shown for fibers (a),
image (b) and the regularization term (c).

3.4 Performance Comparison

We conducted a cross-validation experiment by performing registration on the
Training Set, and validating results over the Test Set (bundles left out for con-
taining less than 50 fibers). To validate the robustness of the results we register
subjects dataset to one another and plot the average pairwise distance.

We run Weighted Measures Geometric Demons with the following parameters
ε = 0.3, γ = 3mm,β = 10mm,σT = 2, σi = 1, σx = 1. β was decreased by 0.5%
at each iteration of the algorithm. Symmetric Tensor Demons (STD) was run
with its defaults parameters. For ANTS we used recommended parameters from
documentation except for the weight of T1 and FA where different combinations
were tested. We finally show results with both equal to 1, which we found to be
a fair trade-off. Each algorithm was tested on the 3-steps multi-scale approach
with 15, 10 and 5 iterations at each scale (from small to large).

We recall that for WMGD we first apply a T1 affine transformation using the
MedInria software to take subjects to the target space, and apply the inverse to
the fibers. After running WMGD we obtained a deformation field that we applied
to the moving T1 and the inverse of the deformation to the fibers. We compare our
results to those of ANTS, a multi-modal image registration combining T1 image
and FA, and Symmetric Tensor Demons, a tensor-based registration algorithm.
Before running ANTS, corresponding FA and T1 were aligned using a linear
transformation. The resulting affine transformation and deformation field were
applied to the moving T1 image, and their inverse to the fibers. For tensor-based
registration, tensor images were taken to the target T1 space using an affine
transformation for the moving subjects, but preserving original resolution. The
resulting deformation field was up-sampled to the T1 resolution for application
to the image and then inverted for application to the geometry.

4 Results and Discussion

4.1 Weighted Measure: β Value

As expected, Figure 1 shows that higher β values give better scores for fiber
registration, while loosing accuracy on the image registration. Each curve in
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(a) (b)

(c) (d)

Fig. 1. Registration of the dataset to an arbitrary subject chosen as target. Each
curve encodes one subject registration to the target. β varies in the x-axis. Figures (a)
and (b) show the metric for fiber and image respectively at each β value fixed through
iterations. Figures (c) and (d) show respectively the metric for fibers and image at each
initial value of β, and with a 0.5% decrease at each iteration. Curves were normalized
by their maximal value.

Figure 1 has been normalized by its maximum value in order to analyze the
impact of the parameter in each subject. However minimum values across figures
are not comparable as they depend on the maximum value achieved. When
defining a fixed β though the iteration we quickly lose accuracy for the image
registration. When decreasing iteratively β, we can see that with an initial values
between 10 and 15, we improve fiber alignment while still holding the image one.

4.2 Regularization

In Figure 2 we see that as we increase the regularization, the image accuracy
decreases. However, low regularization will result in sharp deformations, which
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(a) (b) (c)

Fig. 2. Registration of the dataset to an arbitrary chosen as target with varying σT .
Each curve encodes one subject registration to the target. Weighted Measures metric is
shown in (a) for increasing σT , Sum of Squared Diff. of the image in (b) and in (c) we
show the harmonic energy results. Curves were scaled using min-max normalization.

are often undesirable for the purposes of registration. As for the fiber accuracy
we find the impact is low, nevertheless, a fair compromise with the harmonic
energy can be found for σT between 1.5 and 2. The difference of regularization
impact over the image and the fibers are related to the resolution differences.

4.3 Performance Comparison

The aim of WMGD is to align T1 images and neural fibers simultaneously by
only using a set of bundles that represent well the white matter structure. We
compare our results to a tensor-based registration (Symmetric Tensor Demons)
and a multi-modal registration of T1 + FA (ANTS).

Average results for registering the individual datasets to each other are shown
in Fig. 3 for training set (a), test set (b) and image (c). The WMGD method
outperforms the others on the bundles used in the registration as shown in (a),
which is expected, given that the minimized energy considered those specific
bundles. For a fair comparison we tested our metric on the remaining bundles;
the corresponding results are shown in (b). For the left aside bundles, results
are similar but generally improved by our method. These results suggest that a
sparse bundle selection according to their importance can be sufficient and that
there is no need to require datasets to have the same number of bundles. Last,
in (c) we compare the methods with respect to image registration accuracy. It
is important to mention that diffusion images had a lower resolution than the
T1 images, giving advantage to ANTS and our algorithm in accuracy. WMGD
yields better performance than ANTS, proving that improvements on bundles
registration was not obtained at the expense of image accuracy.

In Fig. 4 we can see the result of registering the dataset to an arbitrary chosen
as target. In (d) we see the fibers even before applying an affine registration, and
in (g) we can see some improvements with respect to (e) and (f) regarding the
borders of the image, and a better alignment of the corpus callosum.
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(a) (b) (c)

Fig. 3. Registration of the dataset to each subject. STD, ANTS, and WMGD show
the average accuracy of the registration to each subject for the corresponding method.
Original corresponds to the original distances between the dataset and the chosen
target subject. Values were scaled using min-max normalization.

(d) Original (e) STD (f) ANTS (g) WMGD

Fig. 4. Overlapping of fiber bundle representatives from all subjects registered to an
arbitrary one chosen as target. Colors encode the different subjects. Behind we see the
3D T1 image of the target subject.

We time all algorithms with an Intel Xeon 8proc. 2.53GHz, 11.8Gb and ob-
tained: STD=5.11min, Ants=29.43min, WMGD=44.0min.

5 Conclusion

We presented a novel approach of hybrid multi-modal registration based on T1

images and representative fiber bundles. Our algorithm does not require to have
the same number of fiber bundles per subject, neither does it require them to
be oriented, which makes it usable in much more general and realistic situations
than previous approaches.
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We have compared our algorithm to other well-known available registration
algorithms with different modalities (T1 +FA and Tensors) to show the benefits
of using geometric descriptors. We obtain very good results for training fiber
bundles, and improvements on test fibers and image alignment can be seen.

We also show that using fiber bundles instead of tensor information or FA
adds relevant features, which amounts to include some priors: Tractography
algorithms have to deal with uncertain regions on DTI images and use prior
knowledge to overcome this difficulties. We strongly believe that this informa-
tion should not be discarded. Also, keeping only long fibers introduces prior
knowledge into the registration process.

Future extensions of the present work could include a joint labeling/
registration framework. One can expect that including fiber classification across
the iterations of the registration will improve accuracy and also give relevant
information for posterior analyses of groups of subjects.

In addition, the high performance of the algorithm makes it worthwhile for
validating results on diseases where the white matter is degenerated.

Since neural fibers contains information about connected regions, we also con-
jecture that this methodology will increase sensitivity in fMRI activation detec-
tion experiments.
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Abstract. Accurate identification of ischemic lesions and brain atrophy
is critical in the management of stroke patients and may serve as an
important biomarker in studying post-stroke depression. In this paper
we present an automated method to identify chronic ischemic infarcts
in gray matter and gray/white matter partial volume areas that may be
used to measure the amount of tissue loss due to atrophy in the area.
The measure of tissue loss may then be used as a potential biomarker
in analyzing the relation between stroke and post-stroke depression. The
automated segmentation method relies on Markov random field (MRF)
and random forest based classifications. The MRF classification identifies
the possible lesion areas from the fluid attenuated inversion recovery
(FLAIR) magnetic resonance (MR) images. Thereafter, the multimodal
(T1-, T2-weighted, FLAIR, and apparent diffusion coefficient (ADC))
MR images of the possible lesion areas are fed into the classification
forests along with other context-aware features and probability maps of
the gray and white matter regions. The results of classification from the
MRF and the classification forests are finally combined using connected
component analysis to identify the final lesion area. The accuracy of the
method in identifying infarcted regions from multimodal MR images has
been validated on 17 patient datasets with a mean accuracy of 99%,
a mean positive predictive value (PPV) of 75% and a mean negative
predictive value (NPV) of 99% and a volume correlation of r = 0.98.

Keywords: Ischemic lesion segmentation, classification forest, MRF,
MRI.

1 Introduction

The magnetic resonance imaging (MRI) parameters within an ischemic lesion are
time dependent and are heterogeneous; i.e., they vary between acute (less than
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7 days) and chronic (3 months) stages. Therefore, it is unlikely that a single MR
parameter can characterize the complexity of the cerebral tissue [1]. In clinical
practice, diffusion-, T1-, T2-weighted (DWI, T1W, T2W) and fluid attenuated
inversion recovery (FLAIR) images are acquired during the progression of stroke.
Chronic ischemic lesions appear as hyperintense regions in FLAIR with hetero-
geneities around the lesions. In comparison, in T1W images the ischemic lesion
intensities are hypointense compared to the normal tissue areas.

The fate of some cells in the ischemic area is normally death at the chronic
stage while others are salvageable early. The dead cells are usually removed in
the process of phagocytosis by the macrophages [2]. These areas are in turn
filled with the cerebrospinal fluid (CSF). Figure 1(a) shows a stroke lesion at the
chronic stage where parts within the stroke are filled with CSF and hence are hy-
pointense compared to the remaining lesion. Therefore, the CSF areas around the
ischemic lesions are usually enlarged compared to the normal part of the cortex.
Measuring the CSF volume difference between the ipsilesional volume-of-interest
(VOI) around the ischemic area and the contralesional VOI would provide an
estimate of the tissue lost due to stroke. The measure of tissue loss associated
with the index stroke, as well evidence of atrophy in putative depression regions
may be used as a useful biomarker in the study of post-stroke depression [3]. In
most cases, ischemic strokes appear in partial volume areas between the gray
matter (GM) and the white matter (WM). Therefore, the macrophagic action
and hence, filling of CSF is mostly observed in these areas. Although, CSF filling
can also occur for pure WM strokes, in this paper we have limited our automatic
detection method to the GM areas and considered the WM strokes only if they
are connected to the GM strokes. This is beacuse detection of pure WM strokes
in FLAIR images becomes extremely difficult in the presence of WM diseases
or hyperintensities around the peri-ventricular regions [4], especially when WM
strokes have an increased tendency to fuse with the periventricular region WM
hyperintensities. Therefore, DWI images of the acute/sub-acute stages are nec-
essary to isolate the stroke area from other areas of WM hyperintensities. Figure
1(b) shows a stroke region and other similar hyperintensities on a FLAIR image.
In the available literature, ischemic lesion detection at the acute and sub-acute
stages is predominant, rather than detection at the chronic stage. Dastidar et
al. [5] proposed a semi-automatic method for segmenting ischemic lesions at the
sub-acute stage from T1W and T2W MRI. The method involved amplitude seg-
mentation of intensity histograms followed by region growing and decision trees
[6], but required extensive manual intervention at each step to refine the seg-
mentation. High correlation was reported between the extracted lesion volumes
using this method and that by an expert. Jacobs et al. [7] applied the ISODATA
(Iterative Self-organizing Data) algorithm [8] on integrated images comprising of
T1W, T2W and DWI MR images to segment ischemic lesions at 3 time-points.
The lesion volume extracted by the automated method showed high correlation
with either the T2W or DWI volume across different time-points. Kabir et al. [9]
suggested an automatic segmentation method based on MRF from multimodal
MRI images comprising of DWI, T2W and FLAIR. The primary objective of the
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(a) (b)

Fig. 1. Intensity heterogeneities in stroke lesions at the chronic stage and white mat-
ter hyperintensities in FLAIR. (a) Heterogenous intensities inside chronic stage stroke
lesion due to CSF filling. The light red mask denotes the entire stroke area as marked
by an expert, (b) anomalous FLAIR hyperintensities. The circular region in the image
depicts a stroke region while the square area contains other white matter hyperinten-
sities.

method was to categorize the stroke sub-types at the acute, sub-acute and later
stages by registering with the blood supply territories atlas, therefore no quan-
titative results were presented related to the accuracy of the stroke detection.
Mean-shift procedure on edge-confidence maps was proposed by Hevia-Montiel
et al. [10] with subsequent region adjacency analysis and pruning to segment
acute ischemic lesions from DWI images. The method showed a high average
volume correlation with a high variance when compared to the manually seg-
mented lesion volumes. Shen et al. [11] used extended fuzzy C-means to include
the prior GM, WM, and CSF probability maps in the objective function. Finally
Bray Curtis distance [12] between the fuzzy membership and prior probability of
each voxel was used to isolate lesions from normal voxels. Qualitative results on
T1W images showed good agreement of the method with an expert observation.

The methods in the literature show good accuracy in terms of volume cor-
relation and visual agreement, although some methods required manual inter-
vention and some required threshold values to be set at some stages. Most of
the available methods deal with DWI images of the acute stage showing hyper-
intense stroke regions and can be easily targeted to isolate the ischemic stroke
from other brain diseases. It appears that the methods in the literature also do
not deal with the challenges of ischemic stroke segmentation in the presence of
WM hyperintensities in FLAIR. We have designed our automated segmentation
method, motivated by some of the works in literature and Zikic et al. [13] to: a)
identify the location of the lesion with high confidence (without DWI and avoid-
ing knownWM hyperintensities); b) extract the extent of the ischemic lesion and
c) find out possible focal atrophies other than known WM hyperintensities that
may have significant impact on post-stroke impairment and recovery. These are
achieved by: 1) a two-stage MRF classification of the probable lesion areas; 2)
using random forests on the intensities of the probable lesion areas; and finally
3) applying an ad-hoc rule to refine the results iterating between random forests
and MRF classifications using connected component analysis. To the best of our
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knowledge this is the first attempt to apply random forests for stroke lesion seg-
mentation. The paper is organized as follows: Section 2 provides the detail of
the multimodal patient data and the preprocessing steps, Section 3 provides the
description of the MRF classification using Iterated Conditional Modes (ICM),
the random forests method with the feature-space and the ad-hoc rule for re-
finement of the segmentation in its respective subsections, and finally Section 4
and 5 deal with the results, discussions and conclusions.

2 Data and Preprocessing

A total of 20 patient datasets of size 181 × 217 × 181 voxels are used in our
experiments. All patients have stroke lesions and T1W, T2W, FLAIR and ADC
(apparent diffusion coefficient) maps of the chronic stage are available. The
T1W images are acquired with TE=2.55ms, TR=1900ms, flip angle=9◦, voxel
spacing=(1× 1× 1)mm; the T2/FLAIR volumes are acquired with TE=388ms,
TR=6000ms, T1=2100ms, flip angle=120◦ with isotropic 1mm voxels. The ADC
maps are generated from the diffusion weighted images with B=1000 in 25 direc-
tions with isotropic voxel spacing of 2.5mm. The voxels sizes for all the modalities
are converted to 1mm isotropic voxels for our experiment. All patient data are
rigidly registered to the (Montreal Neurological Institute) MNI atlas. Bias cor-
rection for the patient MRIs is done using the method of Van Leemput et al. [14]
that also provides the segmented masks of GM, WM and CSF. Skull stripping is
done by applying the GM, WM, CSF segmented masks to remove the remaining
part of the brain. The probabilistic GM and WM estimates for each patient are
obtained by non-rigidly aligning [15] the GM/WM masks of other patients to
the target patient and then averaging the aligned masks. This method ensures
that the effect of atrophies that are likely to be present in the individual patient
tissue masks is minimized.

3 The Proposed Method

This section explains the different steps involved in our method. Figure 2 shows
the schematic diagram of our method. The MRF classification from the FLAIR
image provides the possible lesion areas. The multimodal MRI images of these
areas are then used as inputs to the random forests training and classification,
and finally connected component analysis with ad-hoc rules are applied on the
random-forests and MRF classifications to refine the segmentation results. The
rationale behind using a part of the brain i.e. possible lesion areas as input to
the random forest as opposed to the sub-sampled entire brain is to reduce the
overhead of computational complexity and to avoid missing smaller lesions in
the random forests training phase. Sections 3.1 and 3.2 provide terse theoretical
backgrounds of MRF and random forests and how each classification method is
applied in our experiment. Finally, Section 3.3 describes the connected compo-
nent analysis rules used to refine the segmentation results.
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Fig. 2. A schematic diagram of the proposed method for ischemic stroke lesion seg-
mentation

3.1 Markov Random Field (MRF) Segmentation

Given F = {fs}s∈S a set of image data where fs denotes the gray value at pixel s.
A segmentation problem is to find the labeling ω̂ which maximizes P (ω|F). Bayes

theorem suggests that P (ω|F) = P (F|ω)P (ω)
P (F) . Actually P (F) does not depend

on the labeling ω and we have the assumption from conditional probability that
P (F|ω) =

∏
s∈S P (fs|ωs). The MRF on each of the pixel s is defined by the

clique potentials and by a neighborhood-system G. Let C denote a clique of G,
and C the set of all cliques. The restriction of the label ω to the site of a given
clique C is denoted by ωC . The clique potentials EC(ωC) for every C in C and
every ω ∈ Ω, where Ω is the set of all possible discrete labellings. Following
the definition of MRF and the Bayes theorem, the global labeling which we are
trying to find is given by:

ω̂ = max
ω∈Ω

∏
s∈S

P (fs|ωs)
∏
C∈C

exp(−EC(ωC)). (1)

The energies of cliques of order 2 and more reflect the probabilistic modelings
of labels taking the neighborhood-system into account, i.e. the pixels would
be labeled considering the neighborhood labels. Let us assume that P (fs|ωs)
is Gaussian, the discrete class λ is represented by its mean value μλ and its
deviation σλ. We get:

ω̂ = min
ω∈Ω

(∑
s∈S

(
log(

√
2πσωs) +

(fs − μωs)
2

2σ2
ωs

)
+

∑
C∈C

EC(ωC)

)
(2)

Using the above equation, the local energy of any labeling ω at site s would be:

εs(ω) = log(
√

2πσωs) +
(fs − μωs)

2

2σ2
ωs

+
∑
Cs∈C

ECs(ωCs). (3)

The estimation of ω̂ is done through the energy minimization using the ICM
algorithm [16]. The key to the ICM method is that the probability of the label
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at pixel s given the observed image and the current estimates ωC of all the labels
in the neighborhood G of pixel S. Therefore, the ICM method requires an initial
estimate of the labels. This initial estimate is obtained from a simple Bayesian
classification of the Gaussian likelihood estimates of the classes based only on
the image intensities and uniform probability priors.

The first stage of the MRF classification on the FLAIR MRI considers 5 tissue
classes as the background, WM, GM, CSF and a possible lesion class. The seg-
mentation of the lesion class at this stage does not only contain the lesion area
but also hyperintense GM areas. To increase the separability of the hyperintense
lesion areas from the hyperintense GM areas we further apply a MRF classifi-
cation on the FLAIR intensities of the lesion class labels from the first stage.
This second stage of classification attempts to separate the possible lesion class
into 8 classes to maximize the separation between the Gaussian density func-
tions. As mentioned in the introduction, ischemic stroke lesions have intensities
dropping around the edges, therefore a merging of the labeled components from
the 3 classes with highest mean values ensures that a maximum of the lesion
area is included in the segmentation. Nevertheless, hyperintensities in the peri-
ventricular regions, basal ganglia and the hippocampal regions similar to the
stroke areas, still incorporate errors in the MRF segmentation process. There-
fore, the intensities of the merged possible lesion class are further passed into
classification forests described in the following section.

3.2 Random Forests (RF) Classification

In this method, standard classification forests based on spatially non-local fea-
tures combined with probabilistic tissue estimates of GM (PGM ) andWM(PWM )
are used. The MRI input channels used in the classification are FLAIR, T1W,
T2W and ADC maps. Additionally, the labeled probable tissue class (Lles) is
also used as a channel input. Therefore an input channel comprises of Cj =
(IFLAIR, IT1, IT2, IADC , PGM , PWM , Lles).

In our method we use 3 spatial and context-aware features [13] along with the
voxel position and its respective intensity set. Let us consider x ∈ X is a spatial
point, to be assigned a class (lesion/background) and Ij is an input channel.
Ns

j (x) denotes a 3D neighborhood with edge lengths s = (sx, sy, sz), υ ∈ R3 is
an offset vector. The contextual features are as follows: 1) Ij1(x) − Ij2(x + υ),
where Ij1 = Ij2 is allowed; 2) difference of cuboid means, i.e. μ(Ns1

j1 (x)) −
μ(Ns2

j2 (x + υ)), where j1 �= j2; and 3) this feature assumes that lesions usu-
ally appear as partial volumes of GM and WM areas and CSF borders the
other side of the lesion, therefore the difference of intensity along a 3D line as
maxλ(Ij(x+ λυ))−minλ(Ij(x+ λυ)) with λ ∈ [0, 1].

In classification forests training, each tree t in the forest receives the full train-
ing set V , along with the label at the root node and selects a test along randomly
chosen dimensions of the feature space to split V into two subsets in order to
maximize the information gain. The left and the right child nodes receive their
respective subsets Vi and the process is repeated at each child node to grow the
next level of the tree. Each node in a decision tree also contains a class predictor
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pit(c|x), which is the probability corresponding to the fraction of points with class
c in Vi. Growth is terminated when either information gain is minimum or the
tree has grown to maximum depth. At testing, a point to be classified is pushed
through each tree t by applying the learned split functions. When reaching a
leaf node l, posterior probabilities plt(c|x)) are gathered in order to compute the
final posterior probability of the voxel defined by p(c|x) = 1

n

∑n
t=1 p

l
t(c|x). The

actual class estimate is chosen as the most probable class by argmaxc p(c|x).

3.3 Ad-hoc Connected Component Analysis

In this step, we firstly remove the periventricular areas and the WM areas from
the MRF classification results by applying a non-rigidly registered [15] mask
of the automated anatomical labeling (AAL) atlas [17] that models the GM.
This means that the lesion areas falling under the zero labels (WM) and the
labels 71/72 (periventricular regions) of the registered atlas are ignored. Since
the lesion areas are much smaller compared to the whole brain, the input to the
RF are probable lesion areas from the MRF classification to avoid unbalanced
data. Nonetheless, the probable lesion areas are much larger than the actual le-
sion area. Therefore, RF provides sparse classification of the true positive areas
while managing to eliminate the false positives in most of the cases. Therefore,
we applied a pruning step to remove more than 10 connected voxels (analyzing
8-connectivity) and then a morphological closing operator with a circular mask
of radius 3. Isolated lesion components from RF may be parts of the same lesion
which may be verified from the MRF classification. The components of the RF
classification that have more than ε percent overlap with the corresponding com-
ponents in MRF are retained and the others are removed as outliers. In the final
output, the component from MRF classification is replaced for these lesions. It
may be the case, when the resulting component is less than ε percent of the
volume of the corresponding RF component, then the larger component from
the RF is replaced in the final output. This step further ensures that the WM
lesion areas that are connected with the GM areas are also included in the final
lesion volume and only the pure WM strokes are eliminated. In summary, the
iterative approach ensures that maximum lesion areas either from the MRF or
RF are included. Finally, a morphological closing operation of radius 2 ensures
that some of the hypointense regions embedded inside the hyperintense regions
are mostly included in the lesion volume.

4 Evaluation and Discussions

A total of 20 patient datasets are used in the training and validation procedure.
Three patients have pure WM strokes; although we have included these data in
the MRF and RF classification stages, they are automatically removed in the
connected component analysis step when the WM areas and periventricular areas
are removed from the MRF classification using the AAL atlas. Therefore, the
final lesion results are evaluated only on 17 patients. The RF training/testing
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Table 1. Quantitative results for ischemic lesion detection using MRF and RF. DSC
(Dice similarity coefficient) is in fraction, PPV (positive predictive value), NPV (neg-
ative predictive value) and ACC (accuracy) are in %. μ is the average and σ is the
standard deviation.

Patient# DSC PPV NPV ACC

1 0.71 87.46 99.92 99.90

2 0.75 97.78 99.90 99.89

3 0.55 51.32 99.98 99.96

4 0.33 31.23 99.99 99.97

5 0.81 94.35 99.86 99.84

6 0.44 73.37 99.98 99.98

7 0.73 88.40 99.89 99.87

8 0.44 40.66 99.99 99.97

9 0.65 79.38 99.83 99.77

10 0.78 88.38 100.00 100.00

11 0.34 35.15 99.99 99.98

12 0.46 93.76 99.97 99.97

13 0.73 94.14 99.76 99.74

14 0.36 53.90 99.93 99.91

15 0.58 81.77 99.96 99.96

16 0.62 85.97 99.98 99.98

17 0.70 95.57 99.88 99.87

μ 0.59 74.86 99.93 99.92

σ 0.16 22.95 0.07 0.08

are carried out with 100 full-grown trees in a leave-one-patient-out manner.
The offset vector υ in Section 3.2 is empirically chosen as 8mm and the 3D
neighborhood is restricted to 3 × 3 × 3 voxels. The value of ε for the connected
component analysis of Section 3.3 is empirically learned from the datasets as
20. An expert neurologist segmented the ischemic lesions on the FLAIR images.
Table 1 shows the quantitative results in terms of Dice similarity coefficient
(DSC)= 2× TP/(FP + 2× TP + FN), i.e. the fraction of overlap between the
manual segmentation and the automated segmentation method showing a mean
of 0.59± 0.16; positive predictive value or the precision rate (PPV)=TP/(TP +
FP ) denotes the proportion of true positives i.e. a high PPV would indicate
that a patient identified with a lesion does actually have the lesion. Negative
predictive value (NPV)=TN/(TN + FN) denotes the proportion of negative
results in the test, i.e. a high NPV indicates that the method rarely misses the
lesion; while accuracy (ACC)=(TP + TN)/(TP + TN + FP + FN) measures
the degree of closeness to the actual measurements. Here TP =‘true positives’,
TN =‘true negatives’, FP =‘false positives’ and FN =‘false negatives’. The
volume correlation between the manually segmented volume and that by the
automated method is r = 0.98. The DSC values show a maximum high value
of 0.81 and a low value of 0.33. This variation is due to several reasons, for
e.g., the expert neurologist marked the lesions which were deemed to be stroke,
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

Fig. 3. Classification results from MRF, RF and connected component analysis. (a) to
(f) are the results corresponding to patient 1 and (g) to (l) are the results correspond-
ing to patient 2. (a) & (g) are the FLAIR images that show hyperintensities for stroke
lesions and (b) & (h) are the T1W images showing hypointense regions of stroke. The
manual segmentations by the expert radiologist are shown in (c) & (i); segmentations
from MRF (merged 3-classes) are shown in (d) & (j); segmentations from RF classifi-
cations are shown in (e) & (k) and the final lesions after ad-hoc connected component
analysis are shown in (f) & (l) for patients 1 and 2 respectively.

but the patients might actually contain other hyperintense areas other than
WM diseases which are extracted by our algorithm and may eventually cause
atrophies that are important for the study of post-stroke recovery and depression.
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Fig. 4. Qualitative results of ischemic lesion segmentation. Rows correspond to patients
5, 9 and 14. The 1st column shows the overlap image and the 2nd, 3rd and 4th represent
the corresponding FLAIR, T1W and T2W images. ‘Red’ denotes TP, ‘yellow’ denotes
FN and ‘green’ denotes FP.

The morphological operation helps to fill-up the CSF areas within the stroke in
most cases, while if the areas are too large then the uniform morphological
operator mask radius used is not good enough to approximate the entire stroke
area. Therefore, our algorithm provides an underestimation of the stroke area
and hence poor overlap measures for those patients. The post-processing of the
lesion areas with connected-component analysis and morphological processing
is data dependant and therefore in future we would like to train our model of
classification forest with more patient datasets and would be able to remove the
ad-hoc step. Nevertheless, at this stage with a limited number of datasets, the
ad-hoc step is required to obtain clinically meaningful results.

Figure 3 shows the classification results for patients 1 and 2 at each stage of
the proposed method. Figures 3(d) shows the result after 3-classes with highest
means are merged from the 8-class MRF classification, while 3(e) shows the
results from the classification forest. It is observed that a significant part of the
lesion is missing from the RF classification while in the final output (Figure
3(f)), the connected component analysis manages to extract a larger part of the
lesion that is similar to the manual segmentation as in Figure 3(c). In the case of
patient 2, Figure 3(j) shows a missing part of the lesion from MRF classification
(being hypointense in FLAIR), while Figure 3(k) shows the complete lesion after
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RF classification followed by morphological closing operation, therefore the final
output in Figure 3(l) from connected component analysis shows a lesion area
conforming to the manual segmentation of Figure 3(i).

Figure 4 shows the qualitative results of patients 5, 9 and 14 which show
very high, medium and low overlap areas with the manual segmentation. The
TP areas are shown in red, the FN areas are shown in yellow and the FP areas
are shown in green. Observing Figure 4 it is evident that the results of our
method show high overlap for patient 5 (row 1). The last row in the figure
shows false positive areas in green which are hyperintense in FLAIR and T2W
MRI and hypointense in T1W MRI. This suggests that our method is capable of
extracting ischemic stroke lesions and some added lesions which might have been
caused by some other disease but may have significant structural and functional
impact on the patient brain. Therefore identifying such lesions is also important
for the post-stroke depression study.

All our implementations are done in C++ and ITK platform on a 6-core CPU
of 3.2GHz with 23.5GB of memory. The MRF classification requires 6min−7min
on an average for each patient, the RF training requires an average of 2 hours
to train in leave-one-patient-out manner, while each testing requires 5min. The
connected component analysis also takes 10s−15s on average.

5 Conclusions

The method described in this paper deals with a two-stage classification based
on MRF and classification forests to identify chronic ischemic stroke lesions in
the human brain. The first stage results from the MRF are used as inputs to the
classification forests as well as help reduce misclassified and missing lesion areas
obtained from the classification forests. The method shows good accuracy in
identifying the lesion areas which is useful for the post-stroke depression study.
Since, our method is also capable of identifying most of the hyperintense areas
on FLAIR images, we would like to use the DWI images of the acute/sub-acute
stages to discriminate between strokes (both GM and WM lesions) and other
WM hyperintensities which would provide additional biomarkers consistent with
the hypotheses in the post-stroke depression study [3]. We would like to validate
our method with more stroke patients in future and would probably not require
the ad-hoc connected component analysis step if the RF is trained with more
patients which would increase the generalization power of classification forests.
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Registration of Brain CT Images

to an MRI Template for the Purpose
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Abstract. Lesion-symptom mapping is a valuable tool for exploring
the relation between brain structure and function. In order to perform
lesion-symptom mapping, lesion delineations made on different brain CT
images need to be transformed to a standardized coordinate system. The
preferred choice for this is the MNI152 template image that is based on
T1-weighted MR images. This requires a multi-modal registration proce-
dure to transform lesion delineations for each CT image to the MNI152
template image. A two-step registration procedure was implemented, us-
ing lesion-masking and contrast stretching to correctly align the soft
tissue of the CT image to the MNI152 template image. The results were
used to transform the lesion delineations to the template. The quality
of the registration was assessed by an expert human observer. Of the
86 CT images, the registration was highly successful in 71 cases (83%).
Slight manual adjustments of the lesion delineations in the standard co-
ordinate system were required to make unsuccessful cases suitable for a
lesion-symptom mapping study.

1 Introduction

Acute ischemic stroke frequently causes cognitive deficits. [1] Besides the vol-
ume of lesions, the exact location of lesions is an important factor in explain-
ing the variance in post-stroke cognitive performance. [1] The study of these
patients with acquired brain damage is a valuable tool for exploring the rela-
tionship between brain structure and function. Lesion-symptom mapping studies
have provided valuable insights in neuroanatomical correlates of various cogni-
tive functions. [2]

Traditional approaches to lesion-symptom mapping include comparing the
performance of groups of patients with and without lesions at one or more pre-
defined locations. [2, 3] Recently, more sophisticated methods have emerged,
such as voxel-based lesion-symptom mapping (VLSM). [3, 4] A major advantage
of VLSM over traditional approaches is that it allows for assumption-free calcu-
lation of associations between brain injury and behavioral performance at each
individual location (i.e. voxel) in the image.

A prerequisite for performing voxel-wise analyses is that the lesions have to
be segmented and registered to a standard space. Segmentation of the lesions is
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done by delineating the location of lesions manually or (semi-)automatically on
structural imaging (usually CT or MRI T1- or T2-weighted sequences), resulting
in a lesion mask for each subject. Next, all lesion masks are transformed into
a standardized coordinate system. Each voxel in this standardized coordinate
system contains information regarding the presence or absence of a lesion at
that specific location for each subject. Finally, a VLSM approach is used to
investigate the relation between the occurrence of a lesion at a specific location
and cognitive performance.

The MNI152 standard-space MRI T1-weighted average structural template
image (shortened as: MNI152 template) is often used as the standardized co-
ordinate system that all lesion masks are transformed to. [5, 6] This MNI152
template is derived from 152 individual images, as described by Fonov et al. For
this template, a number of anatomical atlases are available, making it a popular
choice when performing lesion-symptom mapping. [7]

Ischemic brain lesions are often imaged using CT—because of higher avail-
ability and shorter acquisition time—whereas the MNI152 template is based on
MR images. This complicates the registration procedure. A common solution
is to acquire a T1-weighted MR image of each subject and perform a two-step
registration. Hereby the CT image is registered to the T1-weighted image and
the T1-weighted image to the MNI152 template. Both transformations are com-
bined to transform the CT image directly to the standard coordinate space. If
T1-weighted images are not available, which is the case by imaging of acute
ischemic lesions, the CT image has to be registered to the MNI152 template di-
rectly. This is more complicated, because the registration procedure has to deal
with both the difference in modality and shape of the head.

In literature, some methods are described to perform this inter-subject reg-
istration between CT and MR (template) images. [8, 9] The general consensus
is that a deformable registration optimizing a mutual information metric is re-
quired. However, details of the practical implementation of this approach are not
always described. Especially for the purpose of lesion-symptom mapping studies,
where the presence of brain lesions and the low soft tissue contrast in the CT
images complicates the registration. A recent publication by Gao et al. describes
a procedure for registering brain CT images to an MRI template, by including
the mid-sagittal plane to constrain the deformable registration. [10] However,
the presence of brain lesions is not reported and the results were only evaluated
for the total brain volume, disregarding the difficulties of registering the soft
tissue within the brain.

The goal of the present study is to develop a method to transform lesion masks
to a standardized space for the purpose of lesion-symptom mapping, by regis-
tration of CT images directly to the MNI152 template. The proposed method
consists of two steps: an affine registration to globally align the CT image with
the MNI152 template and a deformable registration to locally match the tem-
plate. The resulting transform is applied to the delineated lesions and the quality
of the transformed lesion masks is assessed.
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2 Methods and Materials

2.1 Participants and CT

From a prospectively collected database of patients who were admitted between
November 2005 and December 2012 with ischemic stroke to the University Med-
ical Center Utrecht, we included 86 patients. Patients fulfilled the following in-
clusion criteria: (1) first-ever ischemic stroke; (2) an infarction on follow-up CT;
(3) no infarcts from earlier date. Because the data were gathered in order to
study the relation between lesion location and cognitive performance, patients
with known pre-existent impaired cognition were also excluded.

All CT scans were performed in the setting of standard clinical care and were
acquired using a Philips Mx8000 16, Brilliance 64, or Brilliance iCT 256 CT
scanner.

Lesion locations were manually delineated on the CT images by an experi-
enced observer, with an in-house developed tool based on MeVisLab (MeVis
Medical Solutions AG, Bremen, Germany [11]).

2.2 Affine Registration

All registrations, both affine and deformable, were performed with the elastix
toolbox. [12] The used MNI152 template has a voxel size of 1.0 mm3. To globally
align the CT image with the MNI152 template, an affine registration considering
only the bone was performed.

The bone was extracted from the CT images: intensity values below 500 HU
were set to zero, intensity values equal to or above 500 HU were untouched. The
MNI152 template was modified to extract the bone. First, the template image
intensities were inverted to produce high intensity values at the location of the
bone. Next, the image was thresholded to extract the bone and a mask was
applied to suppress the background. An example is shown in Figure 1. Note that
the ventricles are visible in the bone-extracted MNI152 template image, because
of their low intensities. This does not influence the registration, since there are
no intensities to match in the bone-extracted CT image.

An affine registration was used to transform the bone-extracted CT image
to the bone-extracted MNI152 template, following the recommended settings of
elastix: a multi-resolution approach with four resolutions, the Advanced Mat-
tes Mutual Information metric, and the Adaptive Stochastic Gradient Descent
optimizer. [13–15]

2.3 Deformable Registration

Following the affine registration to align the bone-extracted CT and MNI152
images, a deformable registration was used to align the soft tissue of the brain
with the template. A B-spline with its control points placed in a regular 3D
grid, spaced 10 mm apart, was used to deform the CT image. [16, 17] The
Advanced Mattes Mutual Information metric was optimized with a standard
gradient descent optimizer. [18] The previously computed affine transform and
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(a) (b) (c)

(d) (e) (f)

Fig. 1. Left: (a) the MNI152 template image and (d) the bone-extracted image. Middle:
(b) an example CT image and (e) the bone-extracted image. The image in (e) was
transformed to (d) with an affine registration. Right: transformed CT image after
registration.

the B-spline transform were composed together, to avoid repeated interpolations.
A lesion-masking approach was used to prevent a bias in the transformation
caused by the presence of the lesion, by ignoring the manually delineated lesion
area in the computation of the metric. [19]

However, the lack of sufficient contrast in soft tissue of the brain on CT
images makes it challenging to directly transform such images to the MNI152
template. The features that need to be aligned with the MNI152 template—
the gray matter, white matter, and cerebrospinal fluid—all have intensity values
between 0 HU and 50 HU. The used Advanced Mattes Mutual Information metric
computes a joint histogram of the intensity values of the CT image and MNI152
template. The number of bins of this joint histogram is set to 32 bins (elastix
default value). This results in a bin size of approximately 90 HU, rendering it
impossible to make a meaningful deformation of the CT image: the little contrast
that was present in the soft tissue vanished into a single bin. This is illustrated
in the top row of Figure 2. The effect of this can be seen in Figure 3(c), where
the soft tissue after deformable registration is identical to the soft tissue after
affine registration in Figure 3(b).

To overcome this, contrast stretching by means of histogram equalization and
the removal of (outlier) intensities below the 5th and above the 95th percentile was
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(a) (b)

(c) (d)

Fig. 2. Top row: original CT image with its histogram of intensities. The peak around
25 HU represents the soft tissue; the dotted vertical lines are the histogram bins used
by the metric. Bottom row: contrast enhanced CT image with its histogram. The soft
tissue now has intensity values between 2000 and 2500, which are spread over more
bins in the histogram. The number of histogram bins has been increased as well (dotted
lines).

applied. Furthermore, the number of bins of the joint histogram was increased to
64 bins. By doing this, the intensities of the gray matter, white matter, and cere-
brospinal fluid were distributed over approximately 15 bins in the joint histogram,
as can be seen in Figure 2. This enabled the registration procedure to compute a
meaningful deformation of the CT image to the MNI152 template, as can be seen
in Figure 3.

2.4 Experiments

The described procedure was used to transform the CT images and the lesion
delineations of the 86 participants to the MNI152 template. Since the proposed
method was developed for the purpose of lesion-symptom mapping, a correct
positioning of the lesions was the main goal. An experienced human observer
visually assessed the quality of the transformation of the lesion delineations and
determined if the quality was sufficient for VLSM.
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(a) (b)

(c) (d)

Fig. 3. The effect of contrast stretching on the deformable registration. Note that
for viewing purposes only, the contrast settings have been altered to highlight the soft
tissue and a reference grid is included. (a) The MNI152 template. (b) The CT image af-
ter affine registration. (c) The CT image after deformable registration without contrast
stretching. (d) The CT image after deformable registration with contrast stretching.

3 Results

Of the 86 CT images, the registration was successful in 71 cases (83%). Some
example results are shown in Figure 4.

In eight of the unsuccessful cases there was a misalignment of the tentorium
cerebelli (separates cerebellum from cerebral hemispheres). An example is shown
in the top row of Figure 5. In six unsuccessful cases there was a misalignment of
the ventricles, caused by either edema with midline shift (four cases, example in
bottom row of Figure 5) or atrophy with enlargement of the ventricular system
(two cases). In one unsuccessful case there was no evident cause. All misalign-
ments were resolved by slight manual adjustments of the lesion delineations in
the standard space, as can be seen in Figures 5(c) and (f).
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(a) (b) (c)

(d) (e) (f)

Fig. 4. Top row: original CT images with the lesion delineation overlaid in red. Note
that the viewing settings have been altered to highlight the soft tissue. Bottom row:
lesion delineations transformed to the MNI152 template image.

4 Discussion

The proposed registration procedure to transform lesion delineations from CT
images to the MNI152 template image proved to be highly successful. In 83%
of the cases, the lesion delineations were correctly transformed and suitable for
usage in a lesion-symptom mapping study. Slight manual adjustments of the
transformed lesion delineations were needed in the remaining cases.

Performing an initial affine registration with bone-extracted images was re-
quired in order to correctly align the CT image with the MNI152 template.
Otherwise, there is a risk that the optimization procedure will converge into a
local optimum when only using a deformable registration. The bone of the CT
image might then be aligned with the gray matter on the MNI152 template, as
there are strong edges at those locations. The presence of the ventricles in the
bone-extracted MNI152 template (see Figure 1(d)) did not influence the affine
registration, since there are no corresponding intensities at that location in the
bone-extracted CT image.

The deformable registration used a contrast stretched CT image to per-
form the registration with the MNI152 template. By applying a simple contrast
stretching, the CT image intensities were spread over multiple bins in the joint
histogram of the used metric. This allowed the registration procedure to correctly
align the gray matter, white matter, and cerebrospinal fluid.
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(a) (b) (c)

(d) (e) (f)

Fig. 5. Top row: (a) original CT with lesion delineation in red, (b) transformed lesion
delineation on MNI152 template image is incorrect around the tentorium cerebelli,
(c) manually adjusted lesion delineation. Bottom row: (d) original CT with lesion
delineation in red, (e) transformed lesion delineation on MNI152 template image is
incorrect because of edema with midline shift, (f) manually adjusted lesion delineation.

Unfortunately, this issue is not addressed by the publication of Gao et al. [10]
In this publication, Dice’s coefficient and the Hausdorff distance are reported in
the results, but only for the total brain volume. The accuracy of the alignment
of structures within the brain tissue (for example cortical gray matter, white
matter, basal ganglia, and thalamus) are not evaluated. When performing lesion-
symptom mapping, accurate alignment of these structures is essential.

The final goal of the proposed registration procedure was to transform lesion
delineations, in order to perform VLSM. Therefore, the quality of the resulting
transformations was assessed by an experienced observer with this goal in mind.
Lesion delineations on the original CT images were visually compared to the
transformed lesion delineations on the MNI152 template image. In the case that
slight manual adjustments were needed to correct misalignments, the registration
was deemed unsuccessful. However, as can be seen in Figure 5, large portions of
the lesion delineations were correctly transformed in all the unsuccessful cases.
In eight unsuccessful cases there was a misalignment of the tentorium cerebelli,
a structure that is hardly visible on the CT images and therefore difficult to
transform correctly. However, lesions generally do not cross the tentorium cere-
belli. Manual adjustments in the standard coordinate space are thus easily made
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by erasing the inaccurate parts. In the unsuccessful cases caused by edema with
midline shift, one of the lateral ventricles is suppressed by the lesion. Because of
the lesion masking approach and the absence of a lateral ventricle, the deforma-
tion field is interpolated at these areas, since there are no features to compute
the metric. This results in an enlarged lesion in the standard coordinate space,
which is easily corrected by erasing the parts that overlap the lateral ventri-
cles. Inclusion of the mid-sagittal plane, as proposed by Gao et al., is unlikely
to solve this problem, because computation of the mid-sagittal plane is inaccu-
rate in the case of midline shift. The inclusion of a (curved) mid-sagittal surface
[20] constraint might prevent the lesion from being transformed into the wrong
hemisphere, but the absence of a lateral ventricle is the largest problem in these
cases.

5 Conclusion

In this work, we proposed a procedure for the registration of CT images to
the MNI152 template image for the purpose of lesion-symptom mapping. Lesion
delineations on the CT images were successfully transformed to the MNI152 tem-
plate image. Slight manual adjustments of the transformed lesion delineations
were needed in a limited number of cases.
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Abstract. We present a method for studying brain connectivity by sim-
ulating a dynamical evolution of the nodes of the network. The nodes
are treated as particles, and evolved under a simulated force analogous
to gravitational acceleration in the well-known N -body problem. The
particle nodes correspond to regions of the cortex. The locations of par-
ticles are defined as the centers of the respective regions on the cortex
and their masses are proportional to each region’s volume. The force
of attraction is modeled on the gravitational force, and explicitly made
proportional to the elements of a connectivity matrix derived from diffu-
sion imaging data. We present experimental results of the simulation on
a population of 110 subjects from the Alzheimer’s Disease Neuroimag-
ing Initiative (ADNI), consisting of healthy elderly controls, early mild
cognitively impaired (eMCI), late MCI (LMCI), and Alzheimer’s disease
(AD) patients. Results show significant differences in the dynamic prop-
erties of connectivity networks in healthy controls, compared to eMCI as
well as AD patients.

Keywords: gravity, n-body simulation, diffusion, connectivity, MRI.

1 Introduction

Modeling human brain connectivity is essential for understanding the higher level
network organization of the brain [1]. Because the underlying neuronal intercon-
nections cannot be directly observed, constructing the brain connectivity map
is an inference problem. Further, there are different approaches for constructing
brain networks based upon the imaging modality and the type of connectivity.
For example, the neuronal fiber tracts manifest in structural anatomical con-
nectivity [2] that is observed using diffusion-weighted imaging. Sporns et al.
[1] referred to the comprehensive map of these connections as the connectome.
However, to understand the functional organization of the brain, we can model
the correlations of task activations [3] and the BOLD response from functional
magnetic resonance image (fMRI). A different approach by He and Evans et al.
[4] observes statistical inter-dependencies of pertinent signals in the brain. This
approach is general and can also be applied to cortical thickness measures from
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the brain. These types of networks also known as inference networks are useful
in highlighting the compensatory processes that modulate structural measures
(morphology, volume, thickness) in the brain.

At an abstract level, brain connectivity is often characterized using a connec-
tivity matrix [5]. This connectivity matrix is an adjacency matrix that quantifies
and organizes information on the connectivity between different regions of the
brain. In white matter connectivity, tractography methods can assist in comput-
ing either the number or the density of extracted fibers that intersect any pair
of brain regions, and provide a measure of their anatomical connectivity. The
matrix of these connectivity values can also be understood as a network, which
can be described using a variety of graph measures. By statistically analyzing
connectivity measures from multiple subjects - of different ages or with differ-
ent clinical diagnoses - it is possible to discover factors that affect the brain’s
connectivity network with aging and disease, and even how it is affected by our
genes. Despite this, the final network representation is a topological structure,
and usually does not include information on the location or size of the regions
being analyzed. The size of the regions may even be regressed out using normal-
ization to study connection density, and the relative locations of the regions are
usually ignored if only the network topology is examined.

Most methods study brain connectivity as a static problem and use several
sophisticated models for estimating the underlying structure. We take a differ-
ent approach here and aim to model the nodal interconnectivity as a dynamical
problem. This approach adapts a well known physics-based problem, the N -body
simulation for dynamic modeling of particles under physical forces, imposing a
dynamic structure on the nodes of the brain network. This conveniently allows
one to model the nature of the interconnections by using forces proportional to
the edge strengths. Traditionally, N -body simulations are used to understand
dynamic systems of particles/objects under the influence of gravity. These simu-
lations have been used by astrophysicists to understand the nonlinear formation
of galaxies and related structures.

In our work, we design an N -body simulation that embodies the connectivity
information of the brain to create a dynamic system of particles representing
regions in the brain that interact depending on their volume and connectivity
with other regions. The use of a gravitational force was motivated by the fact
that, often, subnetworks with local connectivity integrate information first, and
their hubs then communicate this information to other more distant centers
of communication. This transfer strongly resembles the way in which N -body
systems have submodules that interact and coalesce locally before interacting
with other parts of the system. As such, the dynamics of the system incorporates
constraints on information flow that depend on the physical proximity of the
regions as well as the strength of their interaction.

Our goal is to create new measures of brain connectivity that may be useful for
distinguishing disease. Our solution is a dynamic system of the locations,
volumes, and fiber connectivity of a cortical segmentation, and contrasts the tradi-
tional fiber connectivity matrix with only pairwise connectivity information. An-
other source for our motivation is evidence of hierarchical brain organization [6].
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To this end, we encoded brain measures into a gravitational N -body simulation.
We used the simulation as a dynamical clustering algorithm able to produce 3D
configurations of cortical segments based on connectivity rather than true physi-
cal location. We exploited similarities between information flow in brain networks
and hierarchical structures formed by gravitationally interacting systems.

We present a detailed description of our connectivity based N -body sim-
ulation, outline a method for incorporating empirical connectivity data into
the simulation, and describe time-dependent statistics. Additionally, we present
methods for using the simulation statistics to discriminate between Alzheimer’s
disease and healthy control subjects in a large elderly cohort. Overall, we aim
to define and simulate new models of network interaction, and observe if their
properties can reveal biological differences between diagnostic groups.

2 Methods

Before designing the simulation, we assume that each subject has precomputed
connectivity information that includes a parcellation of the cortex (and some-
times subcortical regions) into a set of regions with an accompanying N × N
matrix characterizing their connectivity. Additionally, we also expect to know
the location, size, and relationship of each region to every other region. There
are several well-known approaches for partitioning the brain into a set of nodes,
and for the purpose of representing the initial connectivity, our method allows
any such connectivity matrix to be incorporated into our analysis.

In the following simulation design the various terms and forces are designed to
restrict particle movement and bring them to a steady state reasonably quickly.
We designed the particles so that their initial locations are the centroids of
cortical regions and their masses are the corresponding volumes, but those initial
locations are not enforced in the simulation and are quickly washed away in the
early timesteps.

2.1 Gravitational N -Body Simulation

We now describe how we adapt the gravitational N -body simulation problem
to brain networks. Each connectivity node corresponding to one of N regions
in the cortex, is treated as a particle whose mass is proportional to the region’s
volume. The equations of motions for each particle i, in the traditional N -body
problem are

r̈i = −G

N∑
j=1;j �=i

mj(ri − rj)

|ri − rj |3 . (1)

where r̈i, mi, and ri are the acceleration, mass, and position of particle i, with
G as a gravitational constant; in astrophysics, this is simply a fixed universal
constant. To allow for stronger interactions between some pairs of network nodes
(particles), we set the gravitational term to be the value of the connectivity
matrix indexed by i and j and modified the expression so that G is replaced by
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Gij , which is the connectivity value for regions i and j. Intuitively, this induces
a force on each particle that depends on its connectivity strength with each of
the others.

In addition to the gravitational force, we include an additional attraction term,
a repulsion force, and a damping force. We also include an additional attraction
term to deal with “evaporation”, when particles acquire too much energy and
become unbound. This prevents drifting of the centroid of the N -body system.
We choose the attraction term to increase as the particle separation becomes
greater, as

−Gijmj r̂ij
(|rij |/R)b

r20
, (2)

where r̂ij is the unit direction of the vector from i to j and |rij | is its norm. R is
the overall size of the space and (in our neuroimaging application) is set to the
largest dimension of the T1-weighted brain image and r0 = RN−1/3 is the inter-
particle spacing. If volume of the image space is R3, the per-particle volume is
R3/N , making ((R3)/N)(1/3) = RN (−1/3) the initial interparticle distance. The
repulsion force keeps the particles from getting too close together and prevents
Equation 1 from blowing up and decreasing the timestep of the numerical solver.
It is also critical for bonding of the particles in an equilibrium state. Formally,
the force is

Gijmjr̂ij
d2a−2

|rij |2a , (3)

where d = r0/10 and a = 3. Parameter d specifies the typical distance be-
tween particles in the equilibrium state. We chose d = r0/10 to give particles
sufficient initial energy to allow randomization prior to the equilibrium state’s
development; however, this choice is somewhat arbitrary so long as d << r0.
The damping force moves the system into equilibrium over time and is

−vi

td
, (4)

where td = 10 and controls the strength of the damping and time till equilibrium.
The virial theorem [7] of gravitational dynamics is

2〈T 〉+ 〈V 〉 = 0, (5)

where T is the kinetic energy of the system and V is the potential energy. It
ensures that the system reaches equilibrium over time. Given this we set the
typical collision time to be t0 = 1 so that r0/v0 = 1 and scaled the gravity,
masses, and velocity accordingly.

When combined, our modified gravity force, the attraction term, repulsion
force, and damping force, specify the equations of motion for a particle as

r̈i =

N∑
j=1;j �=i

Gij r̂ijmj

( −1

|ri − rj |2 +
d2a−2

|ri − rj |2a − (|ri − rj |/R)b

r20

)
− vi

td
, (6)
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Fig. 1. We show a summary of states in our dynamical simulation of connectivity in
the brain for a single subject. Each particle represents a region of the cortex and our
initial conditions place a particle at the centroid of the corresponding region and assign
it a mass proportional to the volume of the region. At time zero (T=0.0), we show the
initial positions of all the particles coloring those in the right hemisphere green and
those in the left hemisphere orange. The particles interact with each other depending
on Gij , which is proportional to their connectivity value and at T=6.4 and T=15.4 we
can see two distinct clusters of particles in their respective hemispheres. At T=39.9
the kinetic energy of the system reduces as the system begins to reach equilibrium
shown at T=105. We presented the cortical segmentation as a reminder of the initial
configuration of the particles, but those locations are not enforced in the simulation
and are quickly washed away in the early timesteps.

where the parameters could still be adjusted if we wanted to change how the
simulation evolves. This set of equations are solved through numerical integration
using the explicit Runge-Kutta (4,5) formula [8] with adaptive time steps. The
simulation proceeds with the particles in each hemisphere forming clusters and
ends by reaching an equilibrium configuration of the particles.

2.2 Simulation Features

We computed an N -body connectivity matrix derived from the equilibrium state.
Each connectivity value represents the Euclidean distance between two particles
in the final configuration with a comparison to the standard fiber connectivity
matrix shown in Figure 2.
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Fig. 2. We show the standard fiber connectivity matrix and our N -body connectivity
matrix. The standard fiber connectivity matrix is an adjacency matrix where each
element represents the connectivity strength between two region that is quantified by
the number of fibers intersecting both regions. Our N -body connectivity matrix can
be thought of as a nonlinear transformation of the original fiber connectivity matrix
by incorporating the size and locations of the cortical regions into a dynamic system
of particles.

The connectivity features we used from our method are the network measures
derived from the N -body connectivity matrix, the time for the system to first
reach equilibrium, the average speed for the centroid of the particles in addition
to each particle, the total displacement of the centroid and the individual par-
ticles, and the change of distance from the initial and equilibrium states of the
centroid and individual particles.

We tested the features from the simulation using two-sample t -tests to under-
stand their ability to discriminate disease states in our data.

3 Experimental Results

We used a collection of 110 subjects scanned as part of the ADNI-2 [9], an exten-
sion of the ADNI project where diffusion imaging was added to the standard MRI
protocol. The dataset was composed of 28 cognitively normal elderly controls (C),
56 early- and 11 late-stage MCI subjects (eMCI, LMCI), and 15 with Alzheimer’s
disease (AD). These subjects were scanned with a 3-Tesla GE Medical Systems
scanner, which acquired both T1-weighted 3D anatomical spoiled gradient echo
(SPGR) sequences (256× 256 matrix; voxel size = 1.2× 1.0× 1.0 mm3; TI=400
ms; TR = 6.98 ms; TE = 2.85 ms; flip angle = 11◦), and diffusion weighted images
(DWI; 256× 256 matrix; voxel size: 2.7× 2.7× 2.7 mm3; scan time = 9 min). The
DWIs consisted of 41 diffusion images with b = 1000 s/mm2 and 5 T2-weighted
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b0 images. To process the T1-weighted images, we automatically removed extra-
cerebral tissues from the images, corrected for intensity inhomogeneities using the
MNI N3 tool [10], and aligned to the Colin27 template [11] with FSL FLIRT [12].
We segmented the resulting images into 34 cortical regions (in each hemisphere)
using FreeSurfer [13]. These labels were then dilated with an isotropic box kernel
of 5 × 5 × 5 voxels to ensure they overlapped the white matter for connectivity
analysis. These images were corrected for headmotion and eddy current distortion
in each subject by aligning the DWI images to the average b0 image with FSL’s
eddy correct tool. We skull-stripped the brain using FSL and EPI-corrected with
an elastic mutual information registration algorithm that aligned the DWI images
to the T1-weighted scans.We generated close to 5,000 tractography fibers for each
subject using a probabilistic tractography algorithm [14] and used them to com-
pute a corresponding connectivity matrix where the connectivity value was the
number of fibers that intersected a pair of regions from our dilated cortical labels.

We ran the N -body simulation for 200 timesteps (T=0-200), which provided
enough time for the system to reach equilibrium, usually after 100 timesteps. In
Figure 1, we step through a simulation for one subject from our experimental
dataset, and visually describe the positions of the particles and their relationship
to the cortical regions of our connectivity analysis. Additionally, we compared
this N -body connectivity matrix to the fiber connectivity matrix that we used
to define Gij by computing ten different network measures [15]. These measures
included mean eccentricity (ECC), global efficiency (GE), mean local efficiency
(LE), mean degree (MD), transitivity, small world (SW), path length (PL), den-
sity, modularity, and the mean connectivity matrix (CM) value. We normalized
the fiber connectivity matrix by the total number of fibers computed. We tested
the features we computed during the simulation in two-sample t -tests compar-
ing disease states in controls vs. AD, controls vs. LMCI, controls vs. e-MCI,
and e-MCI vs. LMCI. We found the total displacement of the centroid over the
simulation to be significant in discriminating controls vs. AD with a p-value of
.012. We found the total displacement for one of the particles in the simula-
tion was also significantly different comparing controls vs. AD with a p-value of

Table 1. We show the p-values from two-sample t-tests comparing features derived
from the standard connectivity matrix versus our N -body connectivity matrix across
a set of disease states that include 20 normal elderly controls, 56 early mild cognitively
impaired (e-MCI) patients, 11 late MCI (LMCI) patients, and 15 Alzheimer’s disease
patients. We list the features with the lowest p-values. The features in the table are
mean eccentricity (ECC), global efficiency (GE), mean connectivity matrix (CM) value,
mean local efficiency (LE), and mean degree.

Fiber Connectivity N -Body Connectivity

Test Measure p-value Measure p-value

Control vs. AD Mean ECC 8.73× 10−4 Mean Degree 1.29× 10−6

Control vs. eMCI GE 3.10× 10−2 Mean Degree 8.40× 10−14

Control vs. late-MCI Mean CM 1.44× 10−2 Mean Degree 1.55× 10−5

eMCI vs. late-MCI Mean LE 1.69× 10−1 Mean CM 1.34× 10−4
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3.54 × 10−4 which passes the multiple comparison correction threshold at .05.
In addition, one of the mean particles speeds was significant in the controls vs.
AD comparison with a p-value of 1.43× 10−5.

4 Discussion

We presented a novel approach that simulates the inter-nodal interactions using
a N -body problem. Diffusion imaging has been used before to study degenerative
brain diseases, and group differences have consistently been reported for diffu-
sion indices such as mean diffusivity and fractional anisotropy, as well as more
complex network measures of anatomical connectivity. As the AD progresses,
some axonal fibers are lost, and prior work has mapped the effects of this loss
on brain networks, using concepts such as the k -core (a network thresholded
by nodal degree) and the rich club (a property whereby the highest degree net-
work nodes are more mutually interconnected than would be expected based on
their degree). As connectivity breakdown is typical of AD and other degener-
ative disorders [16], new connectivity models and metrics are of interest. The
N -body matrices are effective in detecting AD effects as they combine informa-
tion on connectivity and volumetric atrophy, as the gravitational force depends
on the size of the regions. Information transfer in the brain is impaired by each
of these factors, so their use as model properties is likely to lead to metrics that
differentiate AD.

A popular model of brain development was advanced by Van Essen [17] who
argued that the fissures in the cortex may be formed, in part, due to the physical
force of tension along long axonal fibers during embryonic development. In our
formulation, the dynamics do not attempt to encode actual forces but instead
resemble the flow of information to local hubs and then on to other parts of the
network. Currently, the N -body problem for brain allows a free-form movement
of the particles or nodes of the connectivity matrix. An interesting idea would be
to constrain their displacements so that the particles are only restricted to within
the brain. In the future, we plan to investigate the particle3-mesh method [18]
that will allow us to incorporate morphological constraints along with network
topology to simulate the dynamical underpinnings of human brain connectivity.
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Abstract. Cortical multiple sclerosis (MS) lesions are very hard to de-
tect on magnetic resonance images, even though histopathology studies
reveal that their extent can be important. Certain pulse sequences are
known to help detect the lesions, but this detection is still very incom-
plete. To aid detection, we propose to use a cortical surface-based analysis
of multi-contrast MR data in MS and healthy control subjects. We show
that magnetization transfer ratio and T1-weighted scans both show dif-
ferences at the group level between relapsing-remitting MS patients and
healthy controls. This suggests that this approach would be useful to
help detect cortical pathology in MS.

Keywords: Laminar profile, cortex, multiple sclerosis, intensity stan-
dardization.

1 Introduction

Multiple sclerosis (MS) is a demyelinating disease of the central nervous system.
Focal areas of demyelination in the white matter (”lesions”) are readily apparent
on conventional magnetic resonance (MR) images as hyperintense spots on T2w
scans and on Gadolinium-enhanced T1w scans (in their active phase), and oc-
casionally as hypointense spots on T1w scans (generally in their chronic phase).
Subtle changes in normal-appearing white matter can also be detected by more
sophisticated MR methods such as magnetization transfer ratio (MTR) [1].

MS pathology in cortical grey matter is much harder to image. Post-mortem
histopathology studies have revealed that cortical involvement is present in a
large fraction of patients [2] and increases as the disease progresses [3], yet cor-
tical lesions are rarely visible on conventional MR [4,5]. The thinness of the
cortex, the presence of partial voluming effects in the voxels adjacent to cere-
brospinal fluid (CSF), the low myelin content of the grey matter and absent or
low inflammation could all contribute to this effect [5]. Subpial lesions, which
extend from the meninges into the cortex, are the most prevalent but also the
hardest to see, while juxtacortical lesions, which are mixed with white matter,
are the most visible [6,7]. The other types of cortical lesions (intracortical and
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whole-width) represent only 15 and 8 percent of lesions respectively [6]. While
difficult to detect, cortical pathology has been linked to cognitive impairment
[8], and it is therefore crucial to be able to measure its extent in vivo.

Particular MR sequences, including DIR, FLAIR, and high-field MP-RAGE,
have been shown to facilitate detection of cortical lesions. However, comparisons
with post-mortem scans show that a considerable proportion of lesions are missed
by each sequence [5,9,10]. Other methods more adapted to visualizing myelin
content in the brain, like myelin water fraction [11] and magnetization transfer
ratio [12,13], have been applied to the cortex with some success.

In this paper, we test the hypothesis that cortical surface analysis of MR data
can enhance detection of cortical anomalies in multiple sclerosis by comparing
multi-contrast data in MS subjects and normal controls. Specifically, our method
models the normal distributions of MR intensity features in healthy controls and
uses this as a benchmark to compare MR intensity feature values in MS subjects.

2 Methods

2.1 Subjects

The data used in this paper were taken from the first time point of a longitudinal
study of patients with MS conducted at the Montreal Neurological Institute and
Hospital (MNI/MNH). Patients were recruited from the MS clinic at the MNH.
Recruitment criteria included some degree of cognitive disability as indicated by
a score of ≥ 1 on the cerebral functional system sub scale of Kurtzke’s expanded
disability status scale (EDSS) [14]. Patients about to start disease-modifying
treatment were excluded from the study. Healthy volunteers matched for age
and education level (but not gender) were recruited to serve as a healthy control
group. The data used for this paper consisted of MR scans of 20 MS subjects (17
relapsing-remitting [RR], 1 primary progressive [PP] and 2 secondary progressive
[SP]) and 13 healthy control (HC) subjects.

2.2 Data Acquisition

All MR data was acquired on a 3T Siemens TIM Trio scanner at the MNI. For
each subject, structural T1-weighted FLASH and dual TSE T2w/PDw scans
were performed (see Table 1). MTR was acquired from a PDw MT-OFF/MT-
ON image pair (Siemens MT pulse: 1200Hz off-resonance, 9.984 ms duration,
100 Hz bandwidth, 500◦ effective pulse angle). MTR values were abnormally
low in two HC subjects (≈ 20% lower than in other HC subjects): data from
these subjects was ignored for our analysis.

2.3 Preprocessing and Lesion in-Painting

In order to compare T1w, T2w and PDw intensities in different scans, it was
important to normalize the intensities so they would be in an equivalent range.
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Table 1. MR acquisition parameters

Sequence T1w FLASH PDw/T2w MT-ON/OFF

Sequence 3D FLASH dual TSE 3D FLASH
Orientation axial axial axial
TR (ms) 20 2100 33
TE (ms) 5 16/80 3.81

Excitation angle 27 12 10
Slice thickness (mm) 1 3 1

In-plane resolution (mm) 1 x 1 1 x 1 1 x 1

Note thatMTR does not need to be normalized as it is already a semi-quantitative
measure. Most intensity standardization techniques in the literature (e.g. Nyul
et al. [15]) rely on some form of histogram matching that makes the implicit as-
sumption that the underlying composition of tissues in all subjects/brains is the
same (so that white matter in all brains should have the same intensity and an
equivalent volume, for example). Because in MS the pathology is known to affect
properties of the brain tissue even in areas where there are no lesions (so-called
normal appearing white/grey matter), such an assumption cannot be made and
thesemethods are inadequate for our purposes.We therefore used non-brain tissue
(defined as all tissue visible on the MR scan with the exception of the brain; that
is, muscle, bone, fat, skin) to perform intensity scaling, based on the assumption
that MS should not significantly affect the composition of these tissues. This stan-
dardization was performed after non-uniformity correction using N3 [16]. T1w in-
tensities were linearly rescaled so that the 0.5th percentile and 99.5th percentile of
the non-brain tissue intensities were re-mapped to 1 and to 1000 respectively on an
arbitrary standard scale. Because both T2w and PDw non-brain tissue intensity
histogram had a distinct peak at low intensities, we used this feature for intensity
standardization between scans. The intensities were linearly rescaled on both the
T2w and PDw scans so that the non-brain low-intensity peak was re-mapped to
500 while the 99.5th non-brain intensity percentile was mapped to 1000.

Because MS lesions in the white matter are often hypointense on T1w im-
ages, voxels in white matter lesions adjacent to grey matter structures may be
mistaken for grey matter voxels by classification algorithms, which can seriously
decrease the quality of a subsequent cortical extraction. To reduce occurrences
of this problem, the intensity of voxels in white matter lesions were artificially
corrected to match more closely that of the surrounding normal white matter
voxels. Lesions masks were defined automatically on the T2w image, and then
manually corrected. The T2w lesion masks were resampled to the T1w image
space after linear registration of the T1w and T2w images, and the masks were
dilated once. An implementation of the in-painting method developed by Cri-
minisi et al. [17] was used to in-paint the areas defined by the lesion mask on
the T1w volume; this method has the advantage of retaining borders quite well,
which is important to maintain the boundary between white and grey matter
intact as much as possible.
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2.4 Cortical Extraction

Pre-processed T1-weighted images were used for cortical extraction. In pre-
processing, the images were corrected for non-uniformity using N3 [16], denoised
using a non-local means method [18] and lesion in-painted. The FreeSurfer cor-
tical extraction pipeline [19] was run on all subjects. Manual corrections were
made at intermediate steps of the cortical extraction as needed (e.g. adjusting the
threshold of the initial brain segmentation or manually editing erroneous brain
masks). The cortical extraction failed in three subjects (2 RRMS, 1 PPMS):
these data were not included in further analysis.

After cortical extraction, each cortical surface was registered to a common
template (fsaverage) based on surface curvature pattern as part of the FreeSurfer
pipeline [20]. In order to have the same number of vertices in all subjects, we per-
formed an extra registration step in which each point on the spherical template
surface was associated with its closest point on the spherical registered subject
surface. In this way we obtained for each subject the correspondence between
vertices on the native surfaces and on the template surface. This correspondence
was used later in our analysis.

2.5 Cortical Post-Processing

Cortical profiles were created by extending a straight line from each outer sur-
face vertex to the corresponding inner vertex surface (where correspondence was
intrinsically known from the FreeSurfer cortical extraction process). Twenty-one
equally spaced points were created along each profile, with point coordinates
interpolated from the coordinates of the outer and inner surface vertices. This
number was chosen arbitrarily to allow flexibility in the definitions of features,
as it allows us to separate the cortical thickness into a two, four, five or ten sec-
tions. The cortical thickness at each point was defined as the real-space distance
between these vertices.

2.6 Features

Nine features were defined at each vertex of the cortical surfaces. These included
cortical thickness and two features per contrast (MTR, T1w, T2w, PDw). A
value of each contrast was estimated at all profile points (21 per vertex) by
linear interpolation on the raw MTR data and after non-uniformity correction
and intensity standardization (but not lesion in-painting) for T1w, T2w and PDw
data. These values were smoothed along the cortical surface with a smoothing
kernel of size 5 (FWHM, in mesh units) using the SurfStatSmooth tool of the
SurfStat Toolbox [21] to reduce the noise. Blurring along the cortical surface
gives an important advantage over blurring in the 3D volumetric data, as it is
possible to blur across the grey matter, white matter and CSF voxels in the
latter while blurring is constrained to the cortical grey matter in the former.

The features were defined as the intensity at mid-cortical depth, and the ratio
between the intensity in the inner half and outer half of the cortical thickness
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Table 2. Feature definitions

Feature Definition

1 Cortical thickness (mm)
2 MTR at mid-cortical surface
3 ratio of inner to outer MTR
4 T1w intensity at mid-cortical surface
5 ratio of inner to outer T1w intensity
6 T2w intensity at mid-cortical surface
7 ratio of inner to outer T2w intensity
8 PDw intensity at mid-cortical surface
9 ratio of inner to outer PDw intensity

(see Table 2. These features were selected for their predicted sensitivity to sub-
pial, mixed grey-white matter, and whole-cortical width lesions.

2.7 Normal Model

Using the set of correspondence between each cortical surface and the template
surface (see Section 2.4), features from all subjects were mapped onto a common
template surface. The values were smoothed along the template surface using the
SurfStatSmooth tool with a kernel size of 8 (FWHM, in mesh units). For each
vertex, a model of normal feature value distribution was established by fitting
a Gaussian to the distribution of feature values in that vertex across all healthy
control subjects. While the distribution of these feature values is not perfectly
Gaussian, this representation was deemed adequate for this study. This yielded a
very compact description of the model, as it was completely defined by the values
of μ and σ at each vertex of the template surface facilitating comparison of the
MS patient data to the normal model. After mapping into the common surface
space as described above, the MS patient data can be compared in a vertex-to-
vertex fashion to obtain a local z-score. In addition, to verify the model, each
healthy control subject was compared to a model of normal feature distribution
based on all other healthy control subjects in a leave-one-out fashion.

2.8 Visualization on MR

The results of the surface-based analysis were finally mapped back to the original
MR volumes to allow visualization of the feature (or z-score) values simultane-
ously with the MR data. The feature values at each vertex of the surfaces were
propagated to all voxels that the profile crosses.

3 Results

The effects of lesion in-painting are shown in Figure 1. Most lesions are effectively
removed,with the exception of very large lesions that sometimes retain a core of low
intensity values, but this almost always occurs well away from the cortical surface.
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Intensity standardization made the intensities of T1w, PD2w and T2w images
much more similar (see Figures 2). The bounds used for re-scaling (percentile
values and peak locations) were not significantly different in the HC and MS
groups (see Table 3), suggesting that these are good reference intensities since
they appear to be independent of disease status.

Figure 3 shows cortical thickness in mm as a z-score for two subjects (one HC
and one RR). Figure 4 shows the averaged z-score of all the HC subjects, all the
RR subjects and all the SP subjects. Qualitatively, we find that on average,

– cortical thickness is lower in RR, and much lower in SP MS subjects;
– MTR at midsurface is lower in RR and SP MS subjects;
– the ratio of inner to outer cortical MTR is higher in RR and SP MS subjects;
– T1w intensity at midsurface is slightly lower in RR, and much lower in SP

MS subjects;
– the ratio of inner to outer cortical T1w intensity is higher in RR, and much

higher in SP MS subjects;
– T2w intensity at midsurface is lower in RR, and more extreme (high and

low) in SP MS subjects;
– the ratio of inner to outer cortical T2w intensity is higher in SP;
– PDw intensity at midsurface is lower in RR and much lower in SP MS

subjects.

(a) (b)

Fig. 1. Outer (red) and inner (yellow) cortical surfaces resulting from cortical extrac-
tion on original T1w image (a) and lesion-inpainted T1w image (b)

4 Discussion

Our results are in agreement with previously published reports of decreased
cortical thickness [22], decreased cortical MTR [12,23]; increased ratio of inner
to outer cortical MTR [24]; and decreased cortical T1w intensity [25].
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Table 3. Reference intensity values used for intensity standardization (mean ± stan-
dard deviation)

Contrast HC subjects MS subjects
low high low high

T1w 2.3 ± 0.6 380 ± 60 2.4 ± 0.6 390 ± 40
T2w 240 ± 30 1190 ± 80 240 ± 40 1230 ± 140
PDw 810 ± 130 1800 ± 200 810 ± 180 1870 ± 80

(a) (b)

(c) (d)

Fig. 2. Histograms of brain (excluding lesions) T1w intensity values for MS subjects
(red) and HC subjects (blue) before (a) and after (c) intensity standardization, and
corresponding cumulative histograms (b,d) for all MS (red) and all HC (blue) subjects

A recent post-mortem study by Tardif et al. [26] found increased T1 values in
subpial lesions compared to normal-appearing cortex, which is consistent with
our observation of higher T1w inner-to-outer intensity ratio in MS subjects.
Subpial lesions would cause a decrease in T1w intensity along the outer cortical
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(a) (b) (c)

(d) (e) (f)

Fig. 3. Example results displayed on inflated template surface (left hemisphere only).
Cortical thickness in one HC subject (a) and in one RR MS subject (b); model mean
cortical thickness (c ); z-score of cortical thickness in same HC subject (d) and RR MS
subject (e); overlay of cortical thickness on MR volume (T1w) in same HC subject (f).

surface (as T1 values are known to correlate with myelin content in the cortex
[27]).

We find that T2w intensity is lower in RR subjects, while in SP subjects, the
T2w intensity was higher in some regions but lower in other (this was a pattern
present in both subjects rather than an artefact of averaging) and the ratio
of inner to outer cortical T2w intensity was higher. According to Tardif et al.
[26], the T2 values of cortical lesions are higher than those of normal-appearing
cortex, which should result in higher T2w midcortical intensities. The higher
ratio of inner to outer cortical T2w intensities could result from T2 increases in
mixed grey-white lesions, or might be the result of partial volume effects with
CSF in the outer cortical layers. This hypothesis will be tested in future work
by evaluating the correlation between cortical thickness and T2w intensity.

Finally, we find that PDw intensity was reduced in MS subjects, in contrast
to white matter PDw intensity which is known to be higher in white matter
lesions. This could be due to a lack of edema/inflammation in the grey matter
combined with neuronal loss, though partial volume effects with CSF could also
be at play.

The model presented here is observer independent and therefore provides an
unbiased description of changes in the cortical grey matter, as opposed to lesion
counts, for example, which might vary across observers. This model also combines
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(a) (b) (c) (d)

Fig. 4. Group averages displayed on inflated template surface (left hemisphere only).
Model mean feature value (a), mean z-scores of 11 HC subjects (b), 16 RR subjects
(c), and 2 SP subjects (d).

information from multiple contrasts as well as cortical thickness, which should
make it more sensitive to cortical pathology than methods that rely on any
single measurement/contrast (e.g. cortical thickness, MTR, DIR). Moreover, by
considering local feature behaviour along the cortical surface, we eliminate some
of the anatomically dependent variation in MR contrast intensities and patterns,
though this introduces some dependence on the quality of the surface registration
to the template surface.
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This method is sensitive to failures of the cortical extraction, as failure to
include abnormal cortical tissue (for example, because in subpial lesions, the
decreased T1w intensity values at the outer edge of the cortex could shift the
detected pial surface inward) would skew our results. A failure of this kind would
be difficult to detect by visual inspection of the cortical surface on MRI images,
since subpial lesions can be thin and quite extensive and therefore the effect on
the cortical extraction would be subtle. Extending all cortical profiles outwards
towards the CSF would provide confidence that the entire cortex is included, and
could allow detection of subtle differences between low-T1w-intensity cortex and
CSF. Similarly, extending cortical profiles towards the white matter would help
insure that no mixed white-grey matter lesions are missed.

A specific and sensitive method of detection of cortical disease in vivo is es-
sential to study progression and pathology of cortical disease, and this paper
presents a novel method to detect cortical lesions and anomalies in multiple
sclerosis. We plan to extend this work (1) to consider individual subject classi-
fication based on cortical MR features; (2) to evaluate the relationship between
cortical features and manually labeled cortical lesions visible on DIR; and (3) to
look for correlations of these features with gender and with cognitive impairment.
Finally, a better validation will involve applying this technique to post-mortem
data for which some histopathology results are available.

Acknowledgments. The authors thank Damien Garcia for the inpainting im-
plementation and Mishkin Derakshan for his help with and insights into data
processing.
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Abstract. Increasing evidence suggests that inflammation is one pathophysio-
logical mechanism in Alzheimer’s disease (AD). Recent studies have identified 
an association between the poly (ADP-ribose) polymerase 1 (PARP1) gene and 
AD. This gene encodes a protein that is involved in many biological functions, 
including DNA repair and chromatin remodeling, and is a mediator of inflam-
mation. Therefore, we performed a targeted genetic association analysis to  
investigate the relationship between the PARP1 polymorphisms and brain mi-
croglial activity as indexed by [11C]PBR28 positron emission tomography 
(PET). Participants were 26 non-Hispanic Caucasians in the Indiana Memory 
and Aging Study (IMAS). PET data were intensity-normalized by injected 
dose/total body weight. Average [11C]PBR28 standardized uptake values 
(SUV) from 6 bilateral regions of interest (thalamus, frontal, parietal, temporal, 
and cingulate cortices, and whole brain gray matter) were used as endopheno-
types. Single nucleotide polymorphisms (SNPs) with 20% minor allele frequen-
cy that were within +/- 20 kb of the PARP1 gene were included in the analyses. 
Gene-level association analyses were performed using a dominant genetic mod-
el with translocator protein (18-kDa) (TSPO) genotype, age at PET scan, and 
gender as covariates. Analyses were performed with and without APOE ε4 sta-
tus as a covariate. Associations with [11C]PBR28 SUVs from thalamus and 
cingulate were significant at corrected p<0.014 and <0.065, respectively. Sub-
sequent multi-marker analysis with cingulate [11C]PBR28 SUV showed that 
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individuals with the “C” allele at rs6677172 and “A” allele at rs61835377 had 
higher [11C]PBR28 SUV than individuals without these alleles (corrected 
P<0.03), and individuals with the “G” allele at rs6677172 and “G” allele at 
rs61835377 displayed the opposite trend (corrected P<0.065). A previous study 
with the same cohort showed an inverse relationship between [11C]PBR28 
SUV and brain atrophy at a follow-up visit, suggesting possible protective ef-
fect of microglial activity against cortical atrophy. Interestingly, all 6 AD and 2 
of 3 LMCI participants in the current analysis had one or more copies of the 
“GG” allele combination, associated with lower cingulate [11C]PBR28 SUV, 
suggesting that this gene variant warrants further investigation. 

1 Introduction 

Alzheimer’s disease (AD) is the most common form of dementia and a progressive, 
degenerative disorder resulting in loss of memory at first, and eventually affecting all 
cognition and behavior. Increasing evidence suggests that failed or dysregulated im-
mune response is one candidate mechanism contributing to the pathogenesis of AD  
[1-4]. Recent large-scale genome-wide association studies (GWAS) have identified 
several candidate genetic variants in CLU, CR1, ABCA7, BIN1, PICALM, CD33, 
CD2AP, EPHA1 and MS4A6A/MS4A6E in addition to the most robust candidate  
gene, APOE [5-8]. Several of these genes are known to be involved in immune system 
functioning  [2, 3]. 

The poly (ADP-ribose) polymerase 1 (PARP1) gene plays roles in many biological 
functions including chromatin remodeling, DNA repair, telomere maintenance, and is 
known to be a mediator of inflammation via regulation of NF-kB and other transcrip-
tion factors [9]. Several studies have investigated the PARP1 gene in relation to AD 
[9-12], reporting risk and protective haplotypes [10], enhanced activity of PARP1 in 
AD brain [12], and association with rate of hippocampal atrophy [11]. 

The peripheral benzodiazepine receptor (PBR; official name – translocator protein 
(18kDa), TSPO) is expressed at low levels in relatively inactive microglia. Microglia play 
an early critical role in activation of the immune response in the central nervous system 
[13]. Because activated microglia apparently express higher levels of TSPO than inac-
tive microglia, PBR has been considered a useful marker to detect neuroinflammation. 
Positron emission tomography (PET) imaging with the radioligand [11C]N-acetyl-N-(2-
methoxybenzyl)-2-phenoxy-5-pyridinamine ([11C]PBR28) has shown high selectivity 
for the TSPO in vivo [14]. The goal of this study was to investigate the relationship 
between PARP1 gene variation and microglial activity indexed by [11C]PBR28 PET. 

2 Materials and Methods 

2.1 Participants 

In order to reduce the potential bias of population stratification, analyses were  
restricted to 26 non-Hispanic Caucasian participants from the Indiana Memory  
and Aging Study (IMAS) cohort. IMAS is an ongoing longitudinal study, including  
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euthymic older adults with subjective cognitive decline (SCD), defined by memory 
concerns (e.g., self-perceived decline) in the context of cognitive test performance 
that is within the normal range, patients with early and late amnestic mild cognitive 
impairment (EMCI and LMCI) or mild AD, and age-matched cognitively normal 
controls (NC) without significant cognitive complaints or concerns. Details regarding 
participant selection criteria and characterization have been described previously  
[15, 16]. This study was approved by the Indiana University School of Medicine Insti-
tutional Review Board and written informed consent was obtained from all partici-
pants. The 26 participants in the study included 7 NC, 6 CC, 4 EMCI, 3 LMCI, and 6 
AD. Table 1 shows the sample characteristics. APOE ε2/ε3/ε4 genotype, genome-
wide genotyping data, and [11C]PBR28 PET scans were available for all participants. 
It has been shown that the rs6971 variant in the TSPO gene affects in vivo binding 
affinity of the [11C]PBR28 ligand [17, 18]. Subjects with genotypes corresponding to 
mixed or high affinity sites at the TSPO were included in the study; one “non-binder” 
(low-affinity TSPO phenotype) was excluded. 

Table 1. Sample Characteristics 

 Characteristics All NC SCD EMCI LMCI AD 

Number of 
Samples 

26 7 6 4 3 6 

Age at PET 
scan (years; 
mean±SD) 

71.3±7.49 68.4±2.64 70.3±9.81 74.5±6.95 72.7±5.69 72.7±10.48 

Education 
(years; 

mean±SD) 
16.4±2.78 16.3±1.70 17.3±1.21 15.5±4.12 15.3±3.06 16.5±4.18 

Gender (M/F) 9/17 1/6 2/4 2/2 2/1 2/4 

APOE (ε4-/ε4+) 15/11 3/4 4/2 3/1 2/1 3/3 

TSPO genotype
(Mixed/High) 

 
9/17 2/5 1/5 3/1 2/1 1/5 

2.2 Data and Quality Control Procedure 

Genetic Data. Genotyping was performed on genomic DNA from blood using the 
Illumina HumanOmniExpress BeadChip (Illumina, Inc., San Diego, CA), which con-
tains over 700,000 SNP (single nucleotide polymorphism) markers, according to the 
manufacturer’s protocols (Infinium HD Assay; Super Protocol Guide; Rev. A, May 
2008). APOE ε2/ε3/ε4 genotyping was separately performed. All genotype data, in-
cluding two APOE SNPs (rs429358 and rs7412), underwent standard quality control 
(QC) assessment using PLINK v1.07 [19] as described previously [20]. SNPs were 
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imputed using the 1000 Genomes reference panel (http://www.1000genomes.org/) 
following the Enhancing Neuroimaging Genetics through Meta-Analysis 2 (ENIGMA 
2) imputation protocol (http://enigma.loni.ucla.edu/wp-content/uploads/2012/07/ 
ENIGMA2_1KGP_v3.pdf [27 July 2012]). Some imputed SNPs were removed based 
on the following criteria: r2 < 0.5 between imputed and the nearest genotyped SNPs. 
After all QC steps, 96 SNPs with 20% minor allele frequency that were within +/- 20 
kb of the PARP1 gene were included in the analyses. 

Imaging Data. Dynamic PET scans, acquired on a Siemens HR+, were initiated with 
injection of 512.33±75.83 MBq of [11C]PBR28. Data were acquired for 90 min (10x30s, 
9x60s, 2x180s, 8x300s, 3x600s).  PET data were processed as described previously 
[18]. In brief, PET data were motion-corrected and normalized to MNI space. Static 
images were created from data between 40-90 min, and were normalized by injected 
dose/total body weight to produce standardized uptake value (SUV) images. Regions of 
interest (ROIs) were generated from each subject’s anatomic MRI, which was concur-
rently acquired on a Siemens Tim Trio using an MPRAGE sequence and post processed 
using Freesurfer v4.0.1 (http://surfer.nmr.mgh.harvard.edu/). Average [11C]PBR28 SUV 
values were extracted from 6 bilateral ROIs (thalamus, frontal, parietal, temporal, and 
cingulate cortices, and whole brain gray matter including cingulate and sensory motor 
areas) and were used as endophenotypes. 

2.3 Statistical Analyses 

In order to investigate the overall influence of PARP1 variants on microglial activity (as 
indexed by average [11C]PBR28 SUV in 6 bilateral ROIs), a set-based analysis method 
in PLINK was adopted. In brief, this method evaluates the association of individual SNPs 
in a given set with a given phenotype and selects a set of independent (based on r2 thre-
shold) and significant (based on p threshold) SNPs to represent the overall effect of the set. 
Then, the significance of the overall set effect is assessed using permutation to correct for 
multiple SNPs within a set while taking into account the linkage disequilibrium (LD) 
structure among SNPs. In this study, the analysis was performed using the following set-
tings: (1) r2 threshold: 0.3, (2) p threshold: 0.05, (3) maximum number of independent and 
significant SNPs: 99999 in order to use all independent and significant SNPs, and (4) 
number of permutation: 50,000. Due to the limited number of samples, only a dominant 
genetic model was assessed. Age at PET scan, gender and TSPO genotype based on the 
rs6971 SNP were added to the model as covariates. Analysis was performed with and 
without APOE ε4 status as a covariate. 

When more than one independent and significant SNP were identified from signif-
icant associations, a subsequent multi-marker analysis was performed using a haplo-
type analysis method in PLINK with the same set of covariates in the model. The 
association p-value was corrected for multiple testing (the number of SNP combina-
tions) using 50,000 permutations. Although the PLINK set-based approach provides 
the significance of the PARP1 gene and the list of independent and significant SNPs 
in PARP1, it does not show the joint influence of multiple SNPs on average 
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[11C]PBR28 SUV values. This multi-marker method allowed us to further study the 
combinatorial effect of multiple SNPs on average [11C]PBR28 SUV values. 

3 Results 

PARP1 variation was associated with average [11C]PBR28 SUV from thalamus at 
p<0.014 after adjusting for APOE ε4 status. This association was driven by rs874583, 
located in the intergenic area downstream of the gene. Samples with one or more 
minor allele (“C”) of rs874583 showed higher SUV in thalamus (Fig.1). Another 
association with average [11C]PBR28 SUV in cingulate showed marginal significance 
at p<0.065 after APOE ε4 adjustment and was driven by two SNPs (rs6677172 and 
rs61835377). Both SNPs are intergenic and downstream of the gene. Minor alleles of 
these two SNPs (rs6677172: “G”, rs61835377: “A”) showed an inverse relationship 
with average [11C]PBR28 SUV in cingulate. 

  

Fig. 1. Average [11C]PBR28 SUV in thalamus in PARP1 variant, rs874583 (minor allele: C). 
SUV was adjusted for age at PET scan, gender, TSPO genotype, and APOE ε4 status. The 
horizontal bars represent the mean PBR SUV for each genotype group. 

Two SNPs (rs6677172 and rs61835377) were jointly associated with average 
[11C]PBR28 SUV in cingulate. Therefore, a subsequent multi-marker analysis was 
performed to investigate influence of the allele combination of the SNPs on the same 
phenotype. The analysis identified three different combinations of alleles 
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(“CA”,”CG”, and “GG”), of which two were significantly associated with average 
[11C]PBR28 SUV in cingulate at uncorrected p<0.05. One (“CA”) was significant 
after correction for multiple testing at corrected p<0.05. Table 2 summarizes the mul-
ti-marker analysis results. “CA” allele combination was positively correlated with the 
[11C]PBR28 SUV and “GG” allele combination was negatively correlated with the 
phenotype. Average [11C]PBR28 SUVs in cingulate are displayed in Fig.2 for samples 
with and without “CA” allele combination (Fig.2 (a)) and with and without “GG” 
allele combination (Fig.2 (b)). Interestingly, all 6 AD and 2 out of 3 LMCI partici-
pants in the current analysis had one or two copies of the “GG” allele combination, 
associated with lower average cingulate [11C]PBR28 SUV. 

Table 2. Multi-marker analysis results. Allele, F, BETA, P, and Corrected P represent allele 
combination, frequency of allele combination, regression coefficient, uncorrected p, and 
corrected p for the number of allele combination, respectively. 

PHENOTYPE Allele F BETA P Corrected P 

Average [11C]PBR28 SUV 
Cingulate 

CA 0.212 0.204 0.0105 0.02962 

GG 0.385 -0.164 0.0241 0.06426 

 

Fig. 2. Scatter plots of average [11C]PBR28 SUV in cingulate for (a) “CA” allele group and 
(b) “GG” allele group. Average PBR SUV was adjusted for age at PET scan, gender, TSPO 
genotype, and APOE ε4 status. The horizontal bars represent the mean PBR SUV for each 
allele group. 

4 Conclusions 

This preliminary study investigated the relationship between variation in PARP1 and 
microglial activity indexed by [11C]PBR28 PET and identified significant associations 
of the gene with average [11C]PBR28 SUVs in thalamus and cingulate. The subse-
quent multi-marker analysis also identified two allele combinations from the gene-
based analysis associated with average [11C]PBR28 SUV in cingulate. These identi-
fied associations suggested the role of PARP1 in immune activation. Microglia can 
perform different functions [1, 13] and the specific role of microglial activation in the  
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current sample of older adults at risk for AD is not known and may include both adap-
tive and adverse aspects. However, one interesting observation in the current study is 
that 8 out of 9 participants with AD or LMCI had one or two copies of the “GG” al-
lele combination, which was associated with lower average [11C]PBR28 SUV in cin-
gulate compared to non-“GG” carriers. A previous study with the same cohort showed 
an inverse relationship between [11C]PBR28 SUV and brain atrophy at a follow-up 
visit, suggesting a possible protective effect of microglial activity against cortical 
atrophy [21], which warrants further investigation. A major limitation of this prelimi-
nary study is the modest sample size which attenuates power, and the findings require 
replication in larger, independent samples as a future direction. The relationship be-
tween PARP1 and microglial activity also warrants experimental molecular valida-
tion. Despite the limited sample size, this preliminary study identified interesting 
significant in vivo associations in an important pathway related to AD pathobiology. 
This approach combining neuroimaging and genetics data appears promising and can 
be applied to many related fields of research. 
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Abstract. Alzheimer’s disease (AD) is the most common cause of dementia in 
older adults. By the time an individual has been diagnosed with AD, it may be 
too late for potential disease modifying therapy to strongly influence outcome. 
Therefore, it is critical to develop better diagnostic tools that can recognize AD 
at early symptomatic and especially pre-symptomatic stages. Mild cognitive 
impairment (MCI), introduced to describe a prodromal stage of AD, is presently 
classified into early and late stages (E-MCI, L-MCI) based on severity. Using a 
graph-based semi-supervised learning (SSL) method to integrate multimodal 
brain imaging data and select valid imaging-based predictors for optimizing 
prediction accuracy, we developed a model to differentiate E-MCI from healthy 
controls (HC) for early detection of AD. Multimodal brain imaging scans (MRI 
and PET) of 174 E-MCI and 98 HC participants from the Alzheimer’s Disease 
Neuroimaging Initiative (ADNI) cohort were used in this analysis. Mean  
targeted region-of-interest (ROI) values extracted from structural MRI (voxel-
based morphometry (VBM) and FreeSurfer V5) and PET (FDG and Florbeta-
pir) scans were used as features. Our results show that the graph-based SSL 
classifiers outperformed support vector machines for this task and the best per-
formance was obtained with 66.8% cross-validated AUC (area under the ROC 

                                                           
*  For the Alzheimer’s Disease Neuroimaging Initiative (ADNI). Data used in preparation of  

this article were obtained from the Alzheimer’s Disease Neuroimaging Initiative (ADNI)  
database (adni.loni.ucla.edu). As such, the investigators within the ADNI contributed to  
the design and implementation of ADNI and/or provided data but did not participate in  
analysis or writing of this report. A complete listing of ADNI investigators can be found at 
http://adni.loni.ucla.edu/wpcontent/uploads/how_to_apply/ADNI_
Acknowledgement_List.pdf 
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curve) when FDG and FreeSurfer datasets were integrated. Valid imaging-based 
phenotypes selected from our approach included ROI values extracted from 
temporal lobe, hippocampus, and amygdala. Employing a graph-based SSL ap-
proach with multimodal brain imaging data appears to have substantial potential 
for detecting E-MCI for early detection of prodromal AD warranting further  
investigation. 

Keywords: Mild Cognitive Impairment, Multimodal Brain Imaging Data, Data 
Integration, Graph-based Semi-Supervised Learning, Alzheimer’s Disease. 

1 Introduction 

Alzheimer’s disease (AD) is a progressive neurodegenerative disease in older adults 
and at this time, despite incidence rates doubling every 5 years after the age of 65, 
there is no effective disease modifying treatment for AD to date [1]. AD is predicted 
to affect 14 million Americans by the year 2050 (www.alz.org) and has become a 
national priority. The detection and diagnosis of AD at the earliest possible stage is of 
fundamental importance as early intervention could potentially delay progression to 
AD and achieve effective disease modification. One of main challenges is to identify 
and validate biomarkers of AD progression leading to an improved early diagnosis at 
early symptomatic and especially pre-symptomatic stages. To this end, the concept of 
mild cognitive impairment (MCI) was introduced [2]. MCI can be classified into early 
and late stages (E-MCI, L-MCI) based on severity. MCI is thought to be a precursor 
to the development of early AD, and subjects with late amnestic MCI have a highly 
elevated probability of developing AD with a conversion rate of approximately 15% 
per year [3, 4]. 

New approaches to the search for specific biomarkers to detect MCI/AD compared 
to healthy controls (HC) have been developed, with neuroimaging (MRI and PET) 
and cerebrospinal fluid (CSF) biochemical markers showing particular promise [5, 6]. 
However, in most studies, only patients with L-MCI and AD have been assessed [7]. 
In order to identify better diagnostic tools that can recognize AD at early symptomatic 
and especially pre-symptomatic stages, we developed a graph-based semi-supervised 
learning model to differentiate E-MCI from HC for early detection of AD using  
multimodal brain imaging scans (MRI and PET) of participants from the ongoing 
Alzheimer’s Disease Neuroimaging Initiative (ADNI). 

The semi-supervised learning (SSL) which recently emerged in the machine  
learning domain, employs a strategy halfway between supervised and unsupervised 
learning schemes to improve classification performance [8-11]. In particular, the 
graph-based SSL takes advantage of computational efficiency and representational 
ease for the biomedical data. Because of the graph structures, it is easy to integrate 
different types of data for better explaining clinical outcomes [12]. The learning time 
of graph-based SSL is nearly linear with the number of graph edges while the accura-
cy remains comparable to the kernel-based methods that suffer from the relative  
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disadvantage of a longer learning time [13, 14]. In addition, the interpretation of bio-
logical phenomena can be improved because of the graph structure [15-17], which 
naturally fits into the graph-based SSL. 

2 Materials and Methods 

2.1 Data 

Samples. The Alzheimer’s Disease Neuroimaging Initiative initial phase (ADNI-1) 
was launched in 2003 to test whether serial magnetic resonance imaging (MRI), posi-
tion emission tomography (PET), other biological markers, and clinical and neurop-
sychological assessment could be combined to measure the progression of MCI and 
early AD. This multi-site longitudinal study was intended to aid researchers and clini-
cians develop new treatments for MCI and early AD, monitor their effectiveness, and 
lessen the time and cost of clinical trials. The ADNI-1 has been extended to its subse-
quent phases (ADNI-GO and ADNI-2) for follow-up for existing participants and 
additional new enrollments. Inclusion and exclusion criteria, clinical and neuroimag-
ing protocols, and other information about ADNI have been published previously and 
can be found at www.adni-info.org [18-20]. Demographic information, raw scan data, 
APOE and GWAS genotypes, neuropsychological test scores, and diagnostic informa-
tion are available from the ADNI data repository (http://www.loni.ucla.edu/ADNI/). 
Individuals included in this study were 174 E-MCI (early MCI) and 98 HC (healthy 
older adults) participants in ADNI-GO or ADNI-2. 

Image Processing. All available baseline 3T structural brain MRI scans were down-
loaded from the ADNI database. As detailed in previous studies [18, 19], two widely 
employed automated MRI analysis techniques were independently used to process 
MRI scans: whole-brain voxel-based morphometry (VBM) implemented in the Statis-
tical Parametric Mapping 8 (SPM8) software to extract mean grey matter (GM) densi-
ty for target regions of interest (ROIs) and FreeSurfer version 5.1 to extract mean 
cortical thickness and volumetric measure for target ROIs. Pre-processed Florbetapir 
(also known as AV-45 and Amyloid) PET scans to assess brain amyloid β burden 
were downloaded from the ADNI database. For each scan, mean regional SUVR 
(standardized uptake value ratio) values were extracted for target ROIs using Mars-
BaR in SPM8, as detailed in previous study [7, 18]. FDG-PET was used to measure 
the brain’s rate of glucose metabolism with the tracer [18F] Fluorodeoxyglucose. 
FDG-PET ROI data was downloaded from the ADNI database. All MRI ROI values 
were adjusted for the baseline age, gender, education, and intracranial volume (ICV) 
using a regression model, prior to analyses. All the ROI values of Florbetapir and 
FDG PET were adjusted for the baseline age, gender, and education. 

2.2 Classification of Early Mild Cognitive Impairment (E-MCI) 

The semi-supervised learning uses both labeled and unlabeled data to improve on the 
performance of supervised learning. There are several types of SSL algorithms, and the 
graph-based SSL was used in our study. If two patients’ samples were more closely 
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related to others, the algorithm assumed that the diagnosis of E-MCI from those two 
patients is more likely to be similar. Thus, the classification of E-MCI can be enhanced 
by considering similarities between patient samples. A natural method of analyzing 
relationships between entities is a graph, where nodes represent participants and edges 
show their possible relations. Figure 1 represents an example graph, which was con-
ducted using the brain imaging data. An annotated participant is labeled either by ‘-1’ or 
‘1’, indicating the two possible clinical outcomes, either ‘healthy older adult’ or ‘E-
MCI’. In order to predict the label of the unannotated patient ‘?’, the edges connected 
from/to the patient play an important role in influencing propagation of the relation 
between the patient and its neighbors. This idea can be easily formulated using a  
graph-based semi-supervised learning [8]. Edges represent relations, more specifically 
similarities between participants that may be extracted from different brain imaging 
data. Different brain imaging data produce different graphs. Thus, the classification of 
E-MCI can be benefit by integrating diverse graphs from multimodal brain imaging 
data, i.e., incomplete information and noise. Technically, the data-setup of our experi-
ment for the binary classification can be rephrased as 1{ , }N

n n nx y =  where d
nx R∈ (d is 

the number of features and N is the number of participants) and { 1,1}ny ∈ − . 

 

Fig. 1. Graph representation of brain imaging data between participants. Nodes represent partici-
pants and edges depict relations between samples. An annotated sample is labeled either by −1 or 
+1. In this example, the negative labels indicate samples from ‘healthy older adults’. On the con-
trary, the positive labels indicate the samples from ‘E-MCI’. The diagnosis of the unannotated 
sample marked as ‘?’ is predicted by employing the graph-based semi-supervised learning. 

E-MCI: 1 E-MCI: 1

Normal: -1

Normal: -1

E-MCI: 1

?
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Graph-Based Semi-Supervised Learning. In the graph-based SSL [8], a participant 
xi (i = 1,…,n)  is represented as a node i in a graph, and the relationship between 
participants is represented by an edge. The edge strength from each node j to other 
node i is encoded in element wij of a n n×  symmetric weight matrix W. A Gaussian 
function of Euclidean distance between participants, with length scale hyperparameter 
σ, is used to specify connection strength: 

2

( ) ( )
exp if ~ ,

0 otherwise.

T
i j i j

ij

x x x x
i j

w σ
  − −

−   =   



                    (1) 

Nodes i and j are connected by an edge if i is in j’s k-nearest-neighborhood or vice 
versa. Thus, nearby participants in Euclidean spaces are assigned large edge weights. 
The labeled nodes have labels yl � {-1, 1}, while the unlabeled nodes have zeros yu = 
0. The graph-based SSL will output an n-dimensional real-valued vector f = [fl

Tfu
T]T = 

(f1,…,fl, fl+1,…,fn=l+u)
T, which can be thresholded to make label predictions on 

fl=f1,…,fn after learning. It is assumed that fi should be close to the given label yi in 
labeled nodes (loss condition), and overall, fi should not be too different from the fi of 
adjacent nodes (smoothness condition). One can obtain f by minimizing the following 
quadratic functional [8, 9, 11]: 

min( ) ( )T T

f
f y f y f Lfμ− − +                               (2) 

where y=(y1,…,yl, 0,…0)T, and the matrix L, called the graph Laplacian matrix [21], is 
defined as L = D – W where D = diag(di), di= ∑jwij. The parameter µ  trades off loss 
versus smoothness. The solution of this problem is obtained as 

            
1( )f I L yμ −= +                                  (3) 

where I is the identity matrix.  

2.3 Integration of Multi-modal Brain Imaging Dataset 

In order to combine the graphs from multimodal brain imaging data, four graphs can 
be integrated from finding optimum combination coefficients. Information from each 
graph is regarded as partially independent from and partly complementary to others. 
Reliability may be enhanced by integrating all available data sources using the graph-
based SSL, which has been applied to the extended problem of protein function pre-
diction [22] and clinical outcome prediction using multi-levels of genomic data [12]. 
Based on the method, the integration of multiple graphs is used to find an optimum 
value of the linear combination coefficient for the individual graphs (Fig. 2). This 
corresponds to finding the combination coefficients α for the individual Laplacians of 
the following mathematical formulation: 

1

1

min ( ) ,
K

T
k k k

k k

y I L y
α

α α μ−

=

+ ≤                          (4) 
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, where K is the number of graphs and Lk is the corresponding graph-Laplacian of 
graph Gk. Similar to the output prediction for single graphs, the solution is obtained 
by  

   

1

1

( ) .
K

k k
k

f I L yα −

=

= +                              (5)  

 

 

Fig. 2. Integration scheme of four different types of brain imaging data. Each brain imaging 
data can be converted into a graph, and then multiple graphs can be combined through finding 
the optimal value of the combination coefficient.  

3 Results 

3.1 Experiment Setting 

The receiver operating characteristic (ROC) curve plots sensitivity (true positive rate) 
as a function of 1-specificity (false positive rate) for a binary classifier system as its 
discrimination threshold is varied [23]. An ROC score of 0.5 corresponds to random 
prediction, and an ROC score of 1.0 implies that the model succeeded in putting all of 
the positive examples before all of the negatives. For each dataset, we calculated area 
under the curve (AUC) of ROC as a performance measure. In order to avoid the over-
fitting, five-fold cross-validation was conducted. Since some of the brain imaging 
dataset is high dimensional and noisy, and contains many redundant features, which 
may incur computational difficulty and low accuracy, a Student t-test based feature 
selection method was used [24]. Even though there are  many feature selection tech-
niques such as filter, wrapper, and embedded method [25], a simple univariate feature 
selection method was used in order to emphasize not the effect of feature selection but 
the effect of integration of multimodal brain imaging data. The values of SSL model 
parameters, k from Equation (1) and µ  from Equation (3), were determined by the 
results of search over k ∈ {3, 4, 5, 6, 7, 8, 9, 10, 20, 30} and μ  ∈ {0.001, 0.01, 
0.05, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0, 10, 100, 1000}. The optimized com-
bination of model parameters was selected when the greatest AUC was obtained. 
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3.2 Experiment Results 

With multimodal brain imaging data, we provide empirical comparison results about 
which type of brain imaging data is more informative to a given classification prob-
lem for diagnosis of E-MCI. Figure 3 shows the AUC performance on the classifica-
tion of E-MCI. The averages of five-fold AUCs from Florbetapir, FDG, FreeSurfer, 
and VBM are shown in the figure. Among four types of brain imaging dataset, the 
performance of FreeSurfer dataset showed the best single modality performance  
with 0.6576 AUC. In Figure 3, AUC increases in the order of the following dataset, 
FreeSurfer > VBM > FDG > Florbetapir.  

 

Fig. 3. Performance comparison among four types of brain imaging dataset. The y axis 
represents the average AUC and the x axis shows the date type. 

3.3 Integration Effects 

Since different brain imaging data contain partly independent and partly complemen-
tary information content, we integrated across multi-modal brain image datasets for 
better prediction of E-MCI. We found that multivariate integration across different 
brain imaging modalities increased the prediction performance for patients with E-
MCI. Figure 4 shows the results of the integration with all combination of different 
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types of brain imaging dataset. The model combining Florbetapir and VBM (0.6322 
AUC) outperformed the model with VBM only (0.609 AUC). In addition, the integra-
tion with FDG and FreeSurfer showed the best performance among all combination of 
four different types of brain imaging dataset with 0.6681 AUC. However, the  
integration with all four types of brain image data included did not show the best  
performance. 
 

 

Fig. 4. Integration of multimodal brain imaging data. The y axis represents the average AUC 
and the x axis shows the combination of brain imaging datasets.  

3.4 Comparison with SVM 

The performance from graph-based SSL classifiers was compared with Support Vec-
tor Machine (SVM) performance. SVM involves finding an optimal decision boun-
dary, i.e., maximizing the margin by finding the largest achievable distance among 
the separating hyperplane and the data points on either side. If the data points are 
separated by a non-linear hyperplane because of some intrinsic property of the prob-
lem, it is more appropriate to map the input feature space to a high-dimensional fea-
ture space where the data points are separated by a linear hyperplane. This mapping 
process is conducted by kernel functions. Among kernel functions, the Radial Basis 
Function (RBF) kernel was used with a wide range of sigma, from 10-6 to 1, in order 
to select the best model. In order to fairly compare the performance, we used the same 
set of features, which was used in the graph-based SSL. The models from the graph-
based SSL outperformed the models from SVM except for Florbetapir data (Table 1). 
The Wilcoxon signed-rank test was used to assess the significance level of difference 
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in performance between the results of the graph-based SSL and SVM [26]. The model 
with FreeSurfer dataset from the graph-based SSL showed significantly better than 
the one from SVM. 

Table 1. Comparison between the graph-based SSL and SVM. P-values were calculated using 
a Wilcoxon signed-rank test between performance (AUC) of the graph-based SSL and SVM. 

Data type Graph-based SSL SVM P-value 
Florbetapir 0.5789 ( ± 0.0732) 0.5825 ( ± 0.0372) 1.0000 
FDG 0.5873 ( ± 0.0587) 0.5664 ( ± 0.0643) 0.8413 
FreeSurfer 0.6576 ( ± 0.0905) 0.5163 ( ± 0.0552) 0.0159 
VBM 0.609  ( ± 0.1059) 0.5709 ( ± 0.0916) 0.5476 

4 Discussions and Conclusions 

Using automatic whole-brain ROI analysis techniques and a graph-based semi-
supervised learning (SSL) method, we developed a classification model to differentiate 
E-MCI from HC for early detection of AD. In this study, we used MRI (FreeSurfer and 
VBM) and PET (Florbetapir and FDG) scans from 174 E-MCI and 98 HC in the ADNI 
cohort. The graph-based SSL technique was used to integrate multimodal brain imaging 
data and select imaging-based phenotypes for optimizing E-MCI prediction accuracy. 
The data integration framework for multimodal brain imaging data has scalability to 
easily extend to additional types of brain imaging data. In addition, it preserves type-
specific properties from the brain imaging data since the matrices from different types of 
brain imaging data were not simply merged but combined after conversion into a graph 
for the integration (Fig. 2). 

Our results showed that 1) the graph-based SSL classifiers outperformed support 
vector machines (SVM) for this task; 2), we obtained the best results when using ROI 
values extracted by FreeSurfer from structural MRI scans; (3) the overall best perfor-
mance was obtained with 66.8% cross-validated AUC when FDG PET and FreeSurfer 
data were combined; (4) the integration with all four types of brain image data in-
cluded did not show the best performance; and (5) selected imaging-based phenotypes 
included ROI values extracted from temporal lobe, hippocampus, and amygdala. It 
has been showed that regional brain atrophy occurs initially and most severely in the 
entorhinal cortex and hippocampus before spreading throughout the neocortex [27]. 
These findings suggest that the predictive model may be combined with various data 
sources from different types of brain imaging data. Integration of independent or 
complementary information content may improve the chances of successful early 
diagnosis of AD. The graph-based SSL approach with multimodal brain imaging data 
has substantial potential for enhanced early detection of AD. 
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Abstract. Functional brain networks produce connected low frequency patterns 
of activity when the brain is at rest which can be analyzed with resting state 
functional MRI (rs-fMRI) by fitting general linear models for signals acquired 
at a pre-defined seed region and other regions of interest (ROIs). However, typ-
ical rs-fMRI analysis tends to ignore spatial correlations in rs-fMRI data, hence 
biases the standard errors of estimated parameters and leads to incorrect  
inference. Spatio-temporal or spatio-spectral models can incorporate the spatial 
correlations in fMRI data. To date, these models have not targeted rs-fMRI 
connectivity analysis. Herein, we expand a spatio-spectral model from fMRI 
analysis based on several ROIs to whole brain rs-fMRI connectivity analysis. 
Our model captures distance-dependent local correlation (within an ROI), dis-
tance-independent global correlation (between ROIs), and temporal correlations 
for whole brain rs-fMRI connectivity analysis with or without confounders. Si-
mulated and empirical experiments demonstrate that this spatio-spectral model 
yields valid inference for whole brain rs-fMRI connectivity analysis. 

Keywords: fMRI connectivity analysis, seed analysis, spatial correlations, 
spectral analysis. 

1 Introduction 

Neuroscience and patient care have been transformed by quantitative inference of 
spatial-temporal brain correlations in normal and patient populations with millimeter 
resolution and second precision using functional MRI (fMRI) [1]. Classical statistical 
approaches allow mapping of brain regions associated with planning/execution, re-
sponse, and default mode behaviors through task, event, and resting state paradigms, 
respectively [2]. When the brain is at rest (i.e., not task driven), functional networks 
produce correlated low frequency patterns of activity that can be observed with rest-
ing state fMRI (rs-fMRI). These correlations define one measure of functional con-
nectivity which may be estimated by regression of activity in a region of interest 
(ROI) against that of the remainder of the brain [3].  

Absolute voxel-wise MRI intensities (arbitrary values) are rarely used in isolation 
for inference – rather, the temporal and spatial patterns/correlations of changes over 
time are of primary interest. Statistical analyses enable inference of the probability 
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that observed signals are not observed by chance (i.e., that there exist significant as-
sociations between the observed signals and model of brain activity). The techniques 
in wide-spread use (e.g., Gaussian noise models, auto-regressive temporal correlation) 
ignore spatial correlations in estimating model parameters [4]. Ignoring intrinsic spa-
tial correlation will distort the variance of estimated parameters, leading to Type I 
errors in the presence of positive spatial correlation or Type II errors in the presence 
of negative spatial correlation [5]. Traditionally, pre-processing and post-processing 
steps in the statistical parametric mapping pipeline partially account for the spatial 
correlations. For example, data are spatially smoothed with a Gaussian kernel before 
estimation [6] and the correlation is taken account in the inference procedures through 
random field theory [7].  

Recently, Kang et al. [8] proposed a spatio-spectral mixed-effects model to over-
come the main barrier of incorporating spatial correlations in fMRI data analysis. This 
model consists of fixed and random effects that capture within-ROI and between-ROI 
correlations. The authors demonstrated capturing the spatial and temporal correlation 
through simulation and empirical experiments, but the framework was limited to con-
sideration of up to five ROIs.  

Herein, we proposed a new functional connectivity analysis method incorporating 
the voxel-wise general linear model and ROI connectivity results (Fig. 1). By alleviat-
ing a key estimation limitation, we can expand the Kang et al spatio-spectral mixed-
effects model for an arbitrary number of ROIs to a generalized model for the whole 
brain rs-fMRI connectivity analysis. Briefly, (1) the whole brain is shattered into 
small ROIs, (2) estimation is performed on each voxel accounting for within-ROI and 
between-ROI correlations, and (3) statistical significance is inferred on the ROI level. 
We evaluate our model through simulation and empirical experiments on the whole 
gray matter.  

 

Fig. 1. The spatial and temporal model. Our goal is to discover the connectivity between a seed 
region and every other region in the brain. Spatial correlations model within-ROI correlations and 
inter-ROI correlations – these are not typically addressed in rs-fMRI. Temporal correlations are 
voxel-wise correlations across time – these are typically addressed in rs-fMRI analysis. 
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2 Theory 

2.1 Model 

We consider the following general spatio-temporal mixed-effects model for rs-fMRI:  

ሻݐ௖௩ሺݕ ൌ ௖௩଴ߚ ൅ ሺߚ௖௦ ൅ ܾ௖௩ሻ࢞௦௘௘ௗሺݐሻ ൅ ෍ ௖௩௣ߚ ሺ࢚ሻ௉࢖࢞
௣ୀଵ ൅ ݀௖ሺݐሻ ൅ ߳௖௩ሺݐሻ, (1)

where ݕ௖௩ሺݐሻ is the rs-fMRI intensity at voxel ݒ in ROI ܿ at time ࢖࢞ ,ݐ can be any 
confounders, e.g., motion parameters, t = 1, ..., T, c = 1, ..., C, and v = 1, ..., ௖ܸ in ROI c. 
Additionally, ࢞௦௘௘ௗ is the mean time course within the seed region, ߚ௖௩଴  is the constant 
value at voxel ݒ in ROI ܿ across time, ߚ௖௦ is the connectivity between the seed ROI and 
ROI c, ߚ௖௩௣  ሺ݌ ൌ 1, … , ܲሻ is the coefficient associated with the p-th confounder at voxel 
v in ROI c, ܾ௖௩ is a zero-mean voxel-specific random deviation of the seed connectivity 
within an ROI c and this random deviation is assumed to be independent across ROIs, ݀௖ሺݐሻ is a zero-mean ROI-specific random effect which models the remaining connec-
tivity of all other ROIs after regression of the seed ROI connectivity, and ߳௖௩ሺݐሻ is noise 
that takes into account intra-voxel temporal correlation. 

Under the assumption of the stationary error series ሼ߳௖௩ሺݐሻሽ , the spectrum, ana-
logous to temporal covariance matrix in the time domain, is a diagonal matrix in the 
Fourier domain. Therefore, we transform the model in the time domain to the fre-
quency domain. Let the Fourier coefficients of the series ሼݔ௦௘௘ௗሺݐሻሽ,൛ݔ௣ሺݐሻൟ, ሼ݀௖ሺݐሻሽ, 
and ሼ߳௖௩ሺݐሻሽ  be ݔ௦௘௘ௗሺ߱ሻ, ,௣ሺ߱ሻݔ ݀௖ሺ߱ሻ and ߳௖௩ሺ߱ሻ, ሺ߱ ൌ ߱ଵ, ߱ଶ, … , ்߱ሻ, respec-
tively. Then, using matrix notation in the frequency domain,  ࢟ሺ࣓ሻ ൌ ܺሺ߱ሻሺࢼ ൅ ሻ࢈ ൅ ሺ࣓ሻࢊܭ ൅ ࣕሺ࣓ሻ, (2)

where ࢟ሺ࣓ሻ ൌ ,ଵଵሺ߱ሻݕൣ … , ,ଵ௏భሺ߱ሻݕ ,ଶଵሺ߱ሻݕ … , ஼௏಴ሺ߱ሻ൧்ݕ
 is a ௧ܸ௢௧ ൈ 1  response 

vector at a frequency ߱ , ( ௧ܸ௢௧ ൌ ∑ ௖ܸ஼௖ୀଵ , ௖ܸ  is the number of voxels in ROI c), ܺሺ߱ሻ ൌ ሾॴ௏೟೚೟ ٔ ,௦௘௘ௗሺ߱ሻݔ ॴ௏೟೚೟ ٔ ,଴ሺ߱ሻݔ ॴ௏೟೚೟ ٔ ,ଵሺ߱ሻݔ … , ॴ௏೟೚೟ ٔ ௉ሺ߱ሻሿݔ , ॴ௡ 
denotes an ݊ ൈ ݊  identity matrix, ࢼ ൌ ሾ࢙ࢼ, ,૙ࢼ ,૚ࢼ … , ሿ்ࡼࢼ  is a ௧ܸ௢௧ሺܲ ൅ 2ሻ ൈ 1 
vector, ࢙ࢼ ൌ ሾߚଵ௦, … , ,ଵ௦ߚ ,ଶ௦ߚ … , ,ଶ௦ߚ … , ࢖ࢼ ,஼௦ሿ்ߚ ൌ ଵଵ௣ߚൣ , ଵଶ௣ߚ , … , ଵ௏భ௣ߚ , ଶଵ௣ߚ , … , ଶ௏మ௣ߚ , … , ஼௏೎௣ߚ ൧்

 for ݌ א ሼ0,1, … , ܲሽ ࢈ , ൌൣܾଵଵ, ܾଵଶ, … , ܾଵ௏భ, ܾଶଵ, … , ܾ஼௏಴, 0, … , … , … ,0൧்
 is a ௧ܸ௢௧ሺܲ ൅ 2ሻ ൈ 1  vector,  ࢈௖כ ൌൣܾ௖ଵ, ܾ௖ଶ, … , ܾ௖௏೎൧்~ܰሺ0, Σ௕௖ሻ ሺ߱ሻࢊ , ൌ ሾ݀ଵሺ߱ሻ, … , ݀஼ሺ߱ሻሿ் , ௝݀ሺ߱ሻ ൌ ௝݀ோሺ߱ሻ ൅݅ ௝݀ூሺ߱ሻ. Note that Nሺߤ, ߬ሻ denotes a Gaussian distribution with mean ߤ and variance ߬, and ࢐ࢊሺ߱ሻ~ܰ ቀ0, Σௗ௝ ሺ߱ሻቁ , ݆ א ሼܴ,  ሺ࣓ሻ are independent where Rࡵࢊ ሺ࣓ሻ andࡾࢊ ,ሽܫ

and I denote the real and imaginary part of a complex number, respectively. ܭ ൌܭଵ ⊕ ଶܭ ⊕ … ⊕ ௝ܭ ஼, where ⊕ denotes direct sum andܭ ൌ ሾ1, … ,1ሿ் is a vector of 
length ௝ܸ  whose elements are all one, j = 1,…,C. ࣕሺ࣓ሻ ൌ ൣ߳ଵଵሺ߱ሻ, … , ߳ଵ௏భሺ߱ሻ, ߳ଶଵሺ߱ሻ, … , ߳஼௏಴ሺ߱ሻ൧   and ࣕሺ࣓ሻ ൌ ሺ࣓ሻࡾࣕ ൅   .ሺ࣓ሻࡵࣕ݅
N.b. ሾࣕࡾሺ߱ሻ, ܰ~ሺ߱ሻሿ்ࡵࣕ ቀ0, ଵଶ ݂ሺ߱ሻॴଶ௏೟೚೟ቁ, where ݂ሺ߱ሻ is the spectrum at frequency ߱. 



 Whole Brain Functional Connectivity 173 

 

2.2 Estimation 

We define ࢜ࢉࢽ ൌ ሾߛ௖௩௦ , ௖௩଴ߚ , ௖௩ଵߚ , … , ௖௩௉ߚ ሿ், ௖௩௦ߛ ൌ ௖௦ߚ ൅ ܾ௖௩௦ . The ordinary least square 
(OLS) estimator of ࢽ is 

ෝࢽ ൌ ൥෍ ்ܺሺ߱௞ሻܺሺ߱௞ሻ்
௞ୀଵ ൩ିଵ ൥෍ ்ܺሺ߱௞ሻ࢟ሺ࣓࢑ሻ்

௞ୀଵ ൩ . (3)

Now we need to estimate ࢙ࢼ  and ࢈ . To simplify, rewrite כ࢙ࢼ ൌ ሾߚଵ௦, ,ଶ௦ߚ … , ,஼௦ሿ்ߚ כ࢈ ൌ ൣܾଵଵ, ܾଵଶ, … , ܾଵ௏భ, ܾଶଵ, … , ܾ஼௏಴൧்
, Σ௕ ൌ Σ௕ଵ ⊕ Σ௕ଶ ⊕… ⊕ Σ௕஼ , and ࢽෝ௦ ൌ כ࢙ࢼܭ ൅  .כ࢈

To estimate ࢼ, we do not need to estimate the exact value of ࢈ but the cova-
riance. The covariance of ࢈ can be estimated using spatial variogram [9]. If we use 
empirical variogram estimation, the estimation of Σ௕  will only depend on the va-
riance of ࢽෝ௦ across voxels within each ROI, which can be noisy. We model the spa-
tial dependence using an exponential variogram and estimate the parameters using 
restricted maximum likelihood [10]. ࢼ෡ ௦כ ൌ ቂ்ܭΣ௕෢ିଵܭቃିଵ ሾ்ܭΣ௕෢ିଵࢽ෢࢙ሿ. (4)

 
Estimation of ۱ܞܗ൫ࢊሺ࣓ሻ൯ ࢌ ࢊ࢔ࢇሺ࣓ሻ 
Define ݖ௖௩ሺ߱ሻ ൌ ௖௩ሺ߱ሻݕ െ ܺሺ߱ሻݖ  .࢜ࢉࢽ௖௩ሺ߱ሻ can be expressed as ݀௖ሺ߱ሻ ൅ ߳௖௩ሺ߱ሻ. Var෢ ൫݀௖ሺ߱ሻ൯ ൌ Var෢ ቀݖ௖ଵሺ߱ሻ, ڮ , ௖௏೎ሺ߱ሻቁݖ , (5)

where given locally stationary spatial process within an ROI, we compute the va-
riance of ࢠ௖ሺ߱ሻ at each frequency, which guarantees that the estimated variance is 
always greater than or equals to zero. 
When ܿ ് ܿԢ,  Cov෢ ൫݀௖ሺ߱ሻ, ݀௖ᇱሺ߱ሻ൯ ൌ Cov෢ ሺݕത௖ሺܰሺ߱ሻሻ,  ത௖ᇱሺܰሺ߱ሻሻሻ, (6)ݕ

where ݕത௖ሺ·ሻ denotes the average of ݕ across all the voxels in ROI c and ܰሺ߱ሻ de-
notes the frequencies around a frequency ߱. The size of neighbors of a frequency ߱, 
i.e., ܰሺ߱ሻ, can be arbitrarily chosen between 1 and ܶ 2⁄  and we choose ܶ 8⁄ . 
The resulting covariance matrix of ܌ሺωሻ is guaranteed to be semi-positive definite. 
The spectrum for the real part or imaginary part is 

መ݂௝ሺ߱ሻ ൌ ሾ1/ ௧ܸ௢௧ሿ ෍ ෍൛Var෢ ൫ݖ௖௩ሺ߱ሻ൯ െ ොௗ೎ଶߪ ൟ,௏೎
௩ୀଵ

஼
௖ୀଵ  (7)

where መ݂௝ሺ߱ሻ ൌ ଵଶ ݂ሺ߱ሻ, ݆ א ሼܴ,  ሽ, using either the real parts or the imaginary partsܫ

of ݖ௖௩ሺ߱ሻ and Var෢ ൫݀௖ሺ߱ሻ൯ ؠ ොௗ೎ଶߪ , respectively. Then, a more robust estimator of the 

spectrum will be መ݂ሺ߱ሻ ൌ ሾ1 2⁄ ሿ ቀ መ݂ோሺ߱ሻ ൅ መ݂ூሺ߱ሻቁ. 
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Estimation of ۱ܞܗ൫ࢼ෡൯ 

One of the limitations of the spatio-spectral mixed-effects model in [8] is the procedure 
for estimating Cov൫ࢼ෡൯ scales quadratically with the number of ROIs. Since we are inter-
ested in the coefficients for the seed time course כ࢙ࢼ, we can simplify the covariance 
equations to perform the analysis on the whole brain. From OLS estimation, Covሺࢽෝሻ is: Covሺࢽෝሻൌ ൥෍ ்ܺሺ߱௞ሻܺሺ߱௞ሻ்

௞ୀଵ ൩ିଵ ൥෍ ்ܺሺ߱௞ሻCov൫࢟ሺ߱௞ሻ൯ܺሺ߱௞ሻ்
௞ୀଵ ൩ ൥෍ ்ܺሺ߱௞ሻܺሺ߱௞ሻ்

௞ୀଵ ൩ିଵ . (8) 

The Covሺࢽෝሻ  can be arranged so that each regressor is separated: Covሺࢽෝሻ ൌ൤ Covሺࢽෝ௦ሻ Covሺࢽෝ௦, ,ෝ௦ࢽෝ଴~௉ሻCovሺࢽ ෝ଴~௉ሻࢽ Covሺࢽෝ଴~௉ሻ ൨ , from which we can write the covariance of the 

estimated seed coefficients as Cov൫ࢼ෡࢙כ൯ ൌ ቂ்ܭΣ௕෢ିଵܭቃିଵ ܭෝ௦ሻΣ௕෢ିଵࢽΣ௕෢ିଵCovሺ்ܭ ቂ்ܭΣ௕෢ିଵܭቃିଵ . (9) 

Let’s define terms to further simplify (9) to achieve computational efficiency: 
(1.) ࢞ሺ࣓ሻ ൌ ሾݔ௦௘௘ௗሺ߱ሻ, ,଴ሺ߱ሻݔ ,ଵሺ߱ሻݔ … ,  ,௉ሺ߱ሻሿݔ
כܺ (.2) ൌ ሾ࢞ሺ߱ଵሻ ࢞ሺ߱ଶሻ ڮ ࢞ሺ்߱ሻሿ், 

(3.) ൫ܺכ்ܺכ൯ିଵ ቀ∑ ቀݔ௦௘௘ௗሺ߱ሻଶ൫࢞ሺ߱௞ሻ்࢞ሺ߱௞ሻ൯ቁ௞்ୀଵ ቁ ൫ܺכ்ܺכ൯ିଵ ؠ     ,ܣ

(4.) ቀ൫ܺכ்ܺכ൯ିଵ࢞ሺ߱௞ሻ்࢞ሺ߱௞ሻ൫ܺכ்ܺכ൯ିଵቁ ؠ  ,ሺ߱௞ሻܪ

(5.) ൫ܺכ்ܺכ൯ିଵ ∑ ൫݂ሺ߱௞ሻ࢞ሺ߱௞ሻ்࢞ሺ߱௞ሻ൯௞்ୀଵ ൫ܺכ்ܺכ൯ିଵ ؠ ܳ, 
ܣ (.6) ൌ ൛ܽ௜,௝ൟ, ሺ߱௞ሻܪ ൌ ൛݄ሺ߱௞ሻ௜,௝ൟ, ܳ ൌ ൛ݍ௜,௝ൟ.  

  
Define an operator sum(M) that adds up all the elements in a matrix M. Then after 
simplification and using the notations (1.) – (6.) above, we arrive at 

Cov൫ࢼ෡࢙כ൯ ൌ ܽଵଵ ൦݉ݑݏ ቀΣ௕ଵ෢ ିଵቁ 0 00 ڰ 00 0 ݉ݑݏ ቀΣ௕஼෢ ିଵቁ൪ିଵ ൅ ෍ ቀ݄ሺ߱௞ሻଵଵΣௗ෢ሺ߱௞ሻቁ்
௞ୀଵ

൅ ොଵଵݍ ൦݉ݑݏ ቀΣ௕ଵ෢ ିଶቁ 0 00 ڰ 00 0 ݉ݑݏ ቀΣ௕஼෢ ିଶቁ൪ . (10) 

2.3 Inference 

The t-test can be performed based on the estimated coefficient parameters and the 
covariance. Since we considered both the multi-scale spatial correlations, i.e., dis-
tance-independent between-ROI and distance-dependent within-ROI correlations, and 
the temporal correlations, the standard errors of parameter estimates are less likely 
biased. Since there are more than one ROI, it is necessary to do correction for mul-
tiple comparisons. Two widely used multiple correction methods are random field 
theory (RFT) and false discovery rate (FDR). RFT requires spatial smoothing of the 
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data and is not appropriate here because we do not employ spatial smoothing but do 
model the underlying spatial dependence. Therefore, we employed the FDR method 
for the inference on the whole brain ROIs. 

3 Methods  

3.1 Simulation 

We simulated rs-fMRI images from Gray Matter (GM) labels with one seed ROI and 95 
other ROIs. The mean connectivity coefficient for each ROI was randomly chosen from {-
0.8, 0, 0.8} and no confounder was included. The connectivity coefficient for each voxel 
was simulated as the mean coefficient plus a zero-mean voxel-specific random effect with 
standard deviation 0.1. The number of voxels and the coordinates varied from ROI to ROI 
but the within-ROI Euclidian distance-dependent correlation structures were the same (i.e., 
the variogram function was the same). The between-ROI covariance was defined by a 
positive definite matrix in which the mean correlation was 0.2859, and minimum and 
maximum were -0.3652 and 0.8821, respectively. The temporal correlation was modeled 
by an autoregressive model (AR(1)) with the model coefficient of 0.3. The temporal signal 
to noise ratio (SNR) was simulated from 10 to 100 with the step size 10. The temporal 
SNR was defined as the ratio between mean intensity of the images to the standard devia-
tion of the noise across time.  It is noteworthy that the SNR mentioned in this paper is the 
temporal SNR that is typically high in rs-fMRI experiments. For each SNR level, 100 
Monte Carlo simulations were performed. We calculated the false positive rate (FPR) and 
false negative rate (FNR) while controlling FDR at 0.05. The accuracies of estimated ROI 
connectivity coefficient ࢼ෢࢙, within-ROI covariance Σ௕෢, and between-ROI correlations are 
evaluated with root mean squared error (RMSE). See Fig. 2.  

 

Fig. 2. Simulation setting and results. The left part displays the setting of the simulation expe-
riment. The red region is selected as the seed region, and our interest is the connectivity be-
tween the seed region and every other 95 regions. The within-ROI correlation is plotted as a 
function of Euclidean distance, the between-ROI correlation is a 95 by 95 matrix, and the tem-
poral error follows an AR(1) model with the model coefficient of 0.3. The RMSE of ࢼ෢࢙, Σ௕෢ 
and Σௗ෢, the FP and FN with FDR correction are plotted in the right part as a function of SNR. 
The RMSE plots of Σ௕෢  and Σௗ෢  are enlarged for SNR from 50 to 100. 
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The RMSE of ࢼ෢࢙  decreases exponentially as the SNR increases. The FPR of 
connectivity coefficients is under control for all SNR settings at FDR = 0.05. 
However, the FNR is 1 when SNR is very low (SNR = 10), then it decreases 
exponentially toward lower level as SNR increases. The RMSEs of Σ௕෢ and Σௗ෢  de-
crease exponentially as SNR increases.  

The widely accepted seed-based method in which the time series in each ROI are 
averaged across voxels and functional connectivity is defined as correlation between a 
seed time series and the average time series in an ROI, was also applied to the simu-
lated data at SNR = 80. Because of high SNR, the conventional method results in 
FNR = 0 as our method does. However, in terms of FPR, the spatio-spectral random 
effects model outperforms the conventional approach, i.e., FPR of 0.0327 from the 
conventional approach and 0.0287 from our method. This 12 percent gain in FPR 
confirms that ignoring the underlying positive correlation in an ROI tends to inflate 
false positive findings.  

To further improve estimation accuracy, we considered incorporating a connectivi-
ty prior for the ROIs. In the above simulations the between-ROI correlations Σௗ 
could be decomposed in three components as shown in Fig. 3. We used these three 
components (but not their magnitudes) as a basis for Σௗ෢ in the estimation for 100 
Monte Carlo simulations when SNR is 80 and compared the results with the previous 
results. In Fig. 3, the box plots labeled as ‘no components’ are our previous results 
and the box plots labeled as ‘components’ using the prior information to estimate the 
between ROI-correlations. As expected, the estimation of Σௗ෢ becomes more accurate 
while the estimation of ࢼ෢࢙ and Σ௕෢ stay the same. Employing the component priors 
reduces FPR but increases FNR compared to ‘no component’. However, the gain and 
loss in terms of FPR and FNR seem to be negligible. This simulation results 
demonstrate that utilizing additional information enhances estimation accuracy in 
terms of RMSE, given that the prior information of between-ROI functional 
connectivity is accessible and reliable.  

3.2 Empirical Data Analysis 

To illustrate that our spatio-spectral model can be used in empirical studies, we 
applied the model on a public 3T dataset with 25 healthy subjects. The rs-fMRI im-
ages acquired at 3T were downloaded from http://www.nitrc.org/projects/nyu_trt/ 
(197 volumes, FOV = 192 mm, flip θ = 90°, TR/TE = 2000/25 ms, 3x3x3 mm, 
64x64x39  voxels) [11]. Prior to analysis, all images were corrected for slice timing 
artifacts and motion artifacts using SPM8 (University College London, UK). All time 
courses were low pass filtered at 0.1 Hz using a Chebychev Type II filter, spatially 
normalized to Talairach space, and linearly detrended, and de-meaned. The corres-
ponding high resolution T1-weighted anatomical images (FOV = 256mm, flip θ = 8°, 
TR/TE = 2500/4.3 ms, TI = 900 ms, 176 slices) were used to acquire label images 
following the method described in [12,13]. The right hippocampus was selected as the 
seed region for each subject. The six estimated motion parameters were used as con-
founders. The mean estimated seed connectivity coefficient ࢼ෢࢙  and the mean be-
tween-ROI correlations Σௗ෢ across 25 subjects are shown in Fig. 4. Although neither  
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Fig. 3. Estimation with component priors. The first line shows the predefined between-ROI 
correlations can be decomposed by three components. The second line displays the results 
comparing the previous estimation without priors and the estimation with priors. 

our multi-scale spatio-spectral random effects model nor the conventional approach 
(not presented here) can claim statistically significant functional connection to the 
seed region at FDR = 0.05, we demonstrate the capacity for performing the whole-
brain analysis while properly considering both spatial and temporal correlations in rs-
fMRI data. 

4 Discussion 

The proposed ROI-level analysis enables inference of brain activity associations tak-
ing into account voxel- and ROI-level dependence structure in rs-fMRI data, while 
typical ROI analyses narrow the problem to focus on the average time series, which 
ignores within- and between-ROI correlations. ROI analyses are easier to interpret 
since the significant regions can be mapped to and explained by the known neuroa-
natomy but averaging the voxel intensities reduces some voxel-wise specificity and 
results in incorrect inference. The proposed multi-scale spatio-spectral random effects 
model overlaps voxel-based and ROI-based analyses so that inference is tested on the 
ROI-level while the voxel-wise effects are incorporated through the random effects.  

 

Fig. 4. Empirical Results. The red region is the seed region. The left brain shows the mean 
connectivity coefficient across 25 subjects. The right brain shows the mean between ROI corre-
lations across 25 subjects. 
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The proposed spatio-spectral model is a sophisticated linear regression model that 
accounts for both spatial and temporal correlations. Spatial correlations are considered 
as the distance-dependent correlation structure of voxel-specific random effects with-
in an ROI and distance-independent between-ROI correlations, i.e., multi-scale spatial 
correlations. The primary theoretical contributions of this work are that (1) the cova-
riance of the estimated regression coefficients can be simplified to enable whole-brain 
analysis, (2) estimation of the temporal covariance can be simplified in the frequency 
domain, and (3) structural information on Σௗ  can be used to improve estimation. 
Together, these contributions enable efficient and practical whole-brain spatio-
spectral inference, which outperforms the widely accepted seed-based ROI analysis 
with averaged time series across voxels. Although the proposed framework is based 
on different theoretical underpinnings, the random effects general linear models of 
scientific interest may be used interchangeably with traditional massively univariate 
statistical parametric mapping (SPM).  

Our model to incorporate component prior information regarding between-ROI 
functional dependence deserves further research in order to utilize structural informa-
tion in multi-modal MRI, e.g., Diffusion Tensor Images and rs-fMRI. However, it 
requires caveat to use this component-based approach because non-reliable or incor-
rect prior information can severely distort the results, even though this can be consi-
dered as one of a few non-Bayesian approaches to directly combine functional and 
structural connectivity information. 
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Abstract. Recent neuroscience research suggested that cognitive processes can 
be viewed as functional information flows on a complex neural network. 
However, computational modeling of cognitive processes based on fMRI data 
has been rarely explored so far due to two key challenges. First, there has been 
a lack of universal and individualized brain reference system, on which 
computational modeling of cognitive processes can be performed, integrated, 
and compared. Second, there has been a lack of ground-truth of cognitive 
processes. This paper presents a novel framework for computational modeling 
of working memory processes via a multi-stage consistent functional response 
detection. We deal with the above two challenges by using a publicly released 
large-scale cortical landmark system as a universal and individualized brain 
reference system and as a statistical data integration platform. Specifically, in 
the first-stage analysis, for each corresponding landmark we measure the 
consistency of its fMRI BOLD signals from a group of subjects, and the 
landmarks with high group-wise consistency are found to be highly task-related. 
In the second stage, the consistency of dynamic functional connection (DFC) 
time series of each landmark pair from the same group of subjects are 
measured, and those connections with high consistent patterns are declared as 
the active interactions during the cognitive task. Here, the group-wise consistent 
responses inferred from statistical pooling of data from multiple subjects via the 
universal brain reference system are considered as the benchmark to evaluate 
the multi-stage framework. Experimental results on working memory task fMRI 
data revealed that our methods can detect meaningful cognitive processes.   

Keywords: cognitive processes, task fMRI, functional response detection. 

1 Introduction 

Recent neuroscience research has suggested that cognitive processes can be 
considered as functional information flows on complex neural networks [1-3]. A 
critical characteristic of cognitive processes is that they are dynamic and hierarchical 
[7]. With modern advancements of fMRI techniques, researchers are now able to map 
brain regions involved in the brain’s cognitive processes such as working memory 
with decent spatial and temporal resolutions [4, 5]. However, computational modeling 
of cognitive processes based on fMRI data has been rarely explored in the literature 
so far due to at least two key challenges. First, there has been a critical lack of 
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universal and individualized brain reference system on which computational modeling 
of cognitive processes can be performed, integrated, pooled and compared across 
individuals. The Brodmann brain map and associated atlases have been used for over 
100 years in neuroscience, however, the brain regions in Brodmann map at the gyral 
or sulcal scale are relatively coarse to map and represent fMRI BOLD signals. 
Second, there is no ground-truth for both cognitive processes and fMRI data. 
Actually, it has been a longstanding challenge to evaluate results in fMRI-based 
mapping of brain function and computational modeling of cognitive processes.  

In this paper, we present a novel framework for computational modeling of cognitive 
processes (using working memory as a test-bed) via multi-stage consistent functional 
response detection. Specifically, we deal with the abovementioned two challenges by 
using a publicly released large-scale cortical landmark system [6] with 358 common and 
individualized cortical landmarks, named DICCCOL (Dense Individualized and Common 
Connectivity-based Cortical Landmarks), as a universal and individualized brain reference 
system. Experimental results have shown that this DICCCOL brain reference system 
offers much finer granularity, much better functional homogeneity, and intrinsically-
established correspondences across individuals and populations, in comparison with the 
Brodmann map and atlases [6]. Therefore, the DICCCOL system not only can be used for 
the computational modeling of dynamic and hierarchical cognitive processes, but also can 
be used as a statistical data integration platform. As a result, the group-wise consistent 
functional responses inferred from statistical pooling of data from multiple subjects can be 
considered as the benchmark to evaluate the multi-stage framework. Given the lack of 
ground-truth of cognitive processes, group-wise consistency and reproducibility across 
individuals are probably the desired choice at the current stage.   

Specifically, in the first-stage modeling, for each corresponding DICCCOL 
landmark from a group of subjects, we measure the consistency of its fMRI BOLD 
signals, and the landmarks with high group-wise consistency are determined as highly 
task-related ones. These landmarks are thus considered as the first-stage information 
processing centers. In the second-stage modeling, the consistency of dynamic 
functional connectivity (DFC) time series of each landmark pair from the same group 
of subjects are quantitatively measured, and those connections with highly consistent 
patterns are regarded as the active functional interactions during the cognitive task. 
The proposed multi-stage consistent response detection framework has been applied 
on a working memory task-based fMRI dataset [8] to computationally model the 
dynamic and hierarchical working memory process, and experimental results revealed 
that our methods can detect meaningful cognitive processes. 

2 Materials and Methods 

2.1 Overview 

The computational framework of our multi-stage fMRI data analysis and modeling 
based on large-scale cortical landmarks are summarized in Fig.1. First, the 
structurally and functionally corresponding 358 DICCCOL landmarks are localized 
and optimized via the methods in [6] for each subject in a group based on DTI data. 
The DTI images are co-registered with the working memory task-based fMRI data [8] 
for each subject in order to extract fMRI signals for the cortical landmarks [6]. 
Second, we calculate the dynamic functional connections (DFC) between each pair of 
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2.5 Multi-stage Consistent Functional Response Detection 

To measure a set of time series signals’ consistency, e.g., a group of fMRI BOLD 
signals for the same cortical landmark in 19 subjects’ brains, we calculated the 
Cronbach’s α [11] of them. Specifically, for a set of signals X，which consists of K 
signals, ௜ܵ represents each signal column with n time points in Eq.(2).  ܺ ൌ ሾ ଵܵ, ܵଶ, … … ܵ௄ሿ , ௜ܵ ൌ ሾݏ௜ଵ, ,௜ଶݏ … …  ௜௡ሿ் (2)ݏ

The Cronbach’s α is calculated as below, where ߪௌ೔ଶ  is the variance of each signal, 
and ߪ௑ଶ is the variance of the signal set of X in Eq.(3). ߙ ൌ ܭܭ െ 1 ቆ1 െ ∑ ௑ଶߪௌ೔ଶ௄௜ୀଵߪ ቇ  (3) 

In the following paragraphs, the Cronbach’s α will be calculated as a measurement of 
the consistency of fMRI signals for each corresponding landmark, and it is also used 
as the measurement of the consistency of DFCs for each landmark-pair. 

Specifically, in the first-stage, we extracted 358 cortical landmarks’ fMRI signals 
for each subject in a group of n subjects. As each landmark possesses structural and 
functional correspondence across different subjects, for n fMRI signals of the same 
cortical landmark, we calculated their Cronbach’s α to measure their consistency 
across subjects. With an experimentally determined threshold, we selected those 
landmarks with high fMRI signal consistency, and compared the averaged multi-
subjects’ signals of each selected landmark with the external stimuli curve. From this 
stage of analysis, we can determine the first-stage information processing centers. 

In the second stage, we calculated the DFC time series with the sliding window length 
of 15 TRs (which is shorter than the length of any block type) via the methods in Section 
2.4 for each landmark pair, in order to obtain their dynamic functional interaction patterns. 
Since the correspondences of cortical landmarks also apply to their corresponding 
connections, the group-wise consistent functional response analysis to corresponding 
connections is meaningful. Then for each landmark-pair connection i-j, we calculated the 
Cronbach’s α of DFC time series from a group of n subjects to measure the functional 
interaction consistency. All of the connections are arranged into a 358×358 matrix. After 
we calculated the Cronbach’s α for each connection, we obtained a matrix of α. Similarly, 
with an experimentally determined threshold, we selected the highly consistent dynamic 
interaction patterns between landmarks, and further compared them with the external 
stimulus curve. Strikingly, we found that these connections are either linked with the first-
stage consistent information processing centers, or the ones starting from the first-stage 
information centers to other landmarks, which were thus determined as the second-stage 
consistent information processing centers.  

3 Experimental Results 

3.1 First-Stage Consistent Information Processing Centers 

As described in Section 2.5, we calculated the Cronbach’s α of fMRI signals for each 
corresponding landmark, and plotted them in Fig.3(a). Then, we used an empirical 
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4 Conclusion 

We presented a novel multi-stage consistent functional response detection framework to 
computationally model the dynamic and hierarchical cognitive processes. We used the 
publicly available DICCCOL brain localization and reference system to characterize the 
dynamic information flows on brain networks and determine the consistent functional 
responses. The working memory task-based fMRI data was used as an example, and 
experimental results demonstrated meaningful information flows during working 
memory task. In particular, qualitative and quantitative comparisons with traditional 
voxel-based activation detection via GLM demonstrated the superiority of computational 
modeling of dynamic and hierarchical cognitive processes, which is the major novelty 
and contribution of this work.    
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Abstract. Large multisite efforts (e.g., the ENIGMA Consortium), have shown 
that neuroimaging traits including tract integrity (from DTI fractional 
anisotropy, FA) and subcortical volumes (from T1-weighted scans) are highly 
heritable and promising phenotypes for discovering genetic variants associated 
with brain structure. However, genetic correlations (rg) among measures from 
these different modalities for mapping the human genome to the brain remain 
unknown. Discovering these correlations can help map genetic and 
neuroanatomical pathways implicated in development and inherited risk for 
disease. We use structural equation models and a twin design to find rg between 
pairs of phenotypes extracted from DTI and MRI scans. When controlling for 
intracranial volume, the caudate as well as related measures from the limbic 
system - hippocampal volume - showed high rg with the cingulum FA. Using an 
unrelated sample and a Seemingly Unrelated Regression model for bivariate 
analysis of this connection, we show that a multivariate GWAS approach may 
be more promising for genetic discovery than a univariate approach applied to 
each trait separately.  

Keywords: Neuroimaging genetics, brain connectivity, bivariate analysis, 
GWAS, genetic correlation. 
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1 Introduction 

In many case-control genome-wide association studies (GWAS) of neurological 
diseases and disorders, such as Alzheimer’s disease and schizophrenia, single genetic 
variations in the genome have been found to associate with the presence of the 
disease. While extremely popular, genetic association studies do not reveal what 
causes the disease or the neurological systems affected by the risk genes. On the other 
hand, if quantitative traits derived from brain imaging measures are used as a target 
for such genetic studies (e.g., GWAS), specific genetic loci can be mapped to specific 
features of the brain that may modulate disease risk.  

Even so, single-nucleotide variations generally have small effects on any 
phenotype – carriers of different genetic variants may differ in the mean value of a 
brain measure by as little as 1-2%, or even less.  Because of this, large populations are 
needed for genome-wide association analyses – making it very difficult to collect 
enough data at a single site to detect the effects on the brain of single-letter changes in 
the genome. Efforts to boost power in imaging genetics studies are therefore highly 
beneficial. Consortia that bring together information from multiple sites, such as the 
ENIGMA (Enhancing Neuro Imaging Genetics through Meta Analysis) Project 
(http://enigma.loni.ucla.edu/), draw on information from tens of thousands of subjects 
[1] to boost the power to discover genetic influences on brain structure. These 
consortia require that the phenotype of interest be easily measurable, stable, robust to 
imaging acquisition parameters, and heritable across multiple cohorts. These studies 
often focus on bilaterally averaged measures of regional brain volumes with high 
signal-to-noise ratios, limiting the scope of possible phenotypes to those obtainable 
rapidly and routinely in many image analysis labs [2]. Despite these constraints on the 
kinds of brain measures that can be assessed in vast samples, several phenotypes from 
T1-weighted structural scans, and fractional anisotropy maps from diffusion tensor 
imaging scans, have been found to be feasible targets for large-scale genetic analysis. 
Large scale GWAS analyses have been applied to individual measures from brain 
MRI and DTI, analyzed one at a time, such as average bilateral subcortical volumes, 
and averaged bilateral mean FA values in tract-based regions of interest (ROIs).  

Genetic epidemiological studies show that bivariate rather than univariate methods 
can improve power to identify and localize chromosomal regions associated with 
genetically correlated traits (in the case of linkage analysis, for example) [3]. 
Intuitively, if the same genetic variants influence two or more different imaging 
measures – even measures from different imaging modalities – it should be possible 
to measure the overlap and use it to boost the power to find which specific genetic 
variants are associated with each measure. This “genetic correlation” principle has 
been used recently to boost power in a variety of genetic analyses. It is especially 
valuable in imaging genetics because of the extreme difficulty of amassing samples 
large enough to pick up the effects of single genetic variants on the brain.  

Even within an imaging modality such as DTI, Chiang et al. [4] recently used cross-
twin cross-trait analysis to find sets of voxels in the brain that had common genetic 
influences. By clustering these voxels according to their genetic correlation, it was 
possible to screen the genome for variants that affected different regions of the image, 
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yielding higher power than simply considering each voxel on its own. The use of genetic 
correlation to discover coherent patterns of genetic influence in an image can also be 
extended to pick up common genetic influences on data from different imaging 
modalities. Recently, classical methods from quantitative genetics have been used to 
reveal bivariate genetic correlations among brain measures from T1-weighted MRI and 
DTI [5] - the two modalities used in this paper. The prior study by Kochunov et al., 
proved successful in using a large pedigree sample to find genetic correlations between 
brain measures from two imaging modalities, and localizing loci on the genome that had 
suggestive associations to phenotypes from both modalities, including average global FA 
and cortical thickness. Additionally, these prior works used genetic correlations to boost 
power to find specific genetic variants of interest. We set out to expand this type of 
analysis to multiple regions and phenotypes extractable in large cohorts and consortia 
such as ENIGMA. The overarching goal of our work is to discover genetic variants that 
affect brain measures that can be extracted efficiently from large neuroimaging databases 
worldwide. One tactic to do so, as shown in this paper, is to probe multiple imaging 
modalities for common genetic influences, and use these patterns as a coherent target to 
hunt for influential genes.   

The Seemingly Unrelated Regression (SUR; [6]) bivariate model has proven to be 
a successful model to evaluate simultaneous GWASs of correlated traits. Unlike other 
multivariate methods, the SUR model is a system of linear equations that enables an 
unrestricted bivariate association test of genetic effects on each trait.  In addition, the 
SUR model provides a great deal of flexibility as it includes a set of simultaneous 
regression equations that can have different sets of dependent variables and 
predictors. SUR can be thought of as a generalization of multiple regression, in which 
several multiple regression equations are all satisfied at once. The idea behind SUR is 
to fit a number of regression equations at once – not necessarily with the same 
outcome measure – and use the information on the covariance in the errors from each 
equation to update the others. Here we aimed to study genes affecting brain measures 
computed from T1-weighted MRI and DTI scans. It is logical that the size and white 
matter integrity of different parts of the brain might share some degree of genetic 
correlation, and we set out to find these patterns. We studied a cohort of healthy 
young twins to determine the genetic correlations between the different MRI and DTI 
measures. We then followed through with a bivariate SUR genome-wide association 
analysis of some of the most correlated regions in an unrelated elderly cohort (ADNI) 
with various degrees of cognitive impairment, including the FA of the cingulum and 
the volume of the caudate and the hippocampus.  

2 Methods 

2.1 Image Acquisition and Subject Information   

We analyzed MRI and DTI data from two separate cohorts of human subjects: QTIM 
and ADNI; the details of these cohorts and the methods used to scan them are 
summarized below. QTIM, a large dataset of twins imaged with both MRI and high  
 



192 N. Jahanshad et al. 

angular resolution diffusion imaging, was used to assess the genetic correlations 
between phenotypes from the different modalities using a bivariate twin modeling 
design. ADNI, a publicly available dataset that includes subject genotypes, 
neuroimaging scans (MRI, DTI, rsfMRI, etc.), and a whole host of biological and 
clinical assessments, was used for the genome-wide association study. 
 
QTIM (Queensland Twin IMaging study) -- Whole-brain 3D anatomical MRI and 
HARDI scans were acquired from over 600 healthy genotyped twins and siblings 
(age: 23.1±2.0) with a high magnetic field (4T) Bruker Medspec MRI scanner. T1-
weighted images were acquired with an inversion recovery rapid gradient echo 
sequence. Acquisition parameters were: TI/TR/TE=700/1500/3.35 ms; flip angle=8 
degrees; slice thickness = 0.9mm, with a 256x256 acquisition matrix. Diffusion-
weighted images (DWI) were acquired using single-shot echo planar imaging with a 
twice-refocused spin echo sequence to reduce eddy-current induced distortions. 
Imaging parameters were: 23 cm FOV, TR/TE 6090/91.7 ms, with a 128x128 
acquisition matrix. Each 3D volume consisted of 55 2-mm thick axial slices with no 
gap and 1.79x1.79 mm2 in-plane resolution. 105 images were acquired per subject: 11 
with no diffusion sensitization (i.e., b0 images) and 94 DWI (b=1159 s/mm2) with 
gradient directions evenly distributed on the hemisphere. Scan time was 14.2 minutes. 
In total, images from 224 of the entire group of right-handed young adults (mean age: 
23.4 years, s.d. 2.0) were analyzed in this study, including 51 pairs of monozygotic 
twins and 56 pairs of dizygotic twins. Remaining subjects included non-twin siblings, 
singletons, and those subjects whose image processing and volume extraction did not 
pass rigorous quality control. This set of data comprised the Queensland Twin 
Imaging dataset, QTIM.  
 
ADNI -- The Alzheimer’s Disease Neuroimaging Initiative (ADNI), is a multisite 
longitudinal study comprised of clinical, genetic and neuroimaging data of AD, MCI 
and normal elderly patients with varying degrees of cognitive impairment. ADNI 
recently launched a second phase (ADNI-2) of longitudinal data collection to include 
diffusion-weighted scans, among other newly added imaging modalities, with the goal 
of studying microstructural integrity and anatomical connectivity (among other 
measures) in elderly individuals. Whole-brain MRI scans were collected using 3-
Tesla GE Medical Systems scanners, at 14 sites across North America.  T1-weighted 
SPGR (spoiled gradient echo) anatomical scans were collected in addition to DWIs.  
For each diffusion MRI scan, there were 41 DWIs (b=1000 s/mm2) and 5 T2-
weighted images acquired with no diffusion gradient (b0 images).  This protocol was 
selected to optimize the signal-to-noise ratio given a fixed scan time [7]. At the time 
of writing (June 2013), approximately 200 subjects have been scanned with DTI. Of 
those scanned so far with DTI, 65 of them possessed sufficient genetic data and 
imaging data, including data from both DTI and MRI scans. A blood draw for 
genomic DNA extraction of each subject was obtained at the screening or baseline  
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visit and was genotyped using the Illumina HumanOmniExpress BeadChip (Illumina, 
Inc, San Diego, CA, USA) for each subject (620,901 SNPs).  Any SNP with a minor 
allele frequency less than 0.1 was excluded from the study. Table 1 shows a summary 
of relevant demographic information for this study. 

Table 1. The highest degree of genetic correlation was shared between the FA of the cingulum 
and the volume of the caudate nucleus of the brain. Additionally the cingulum mean FA was 
also the tract measure most highly genetically correlated with the volume of the hippocampus, 
both of which make up the circuitry of the limbic system – a key target of pathology in the 
development of Alzheimer’s disease. Average volume, FA, and standard deviation of structures 
are shown. 

 Caudate Volume 
Mean (SD) 

Hippocampal Volume
Mean (SD) 

Cingulum FA 
Mean (SD) 

Age (yrs) 
Mean (SD) 

ICV 

Total  
n = 65 

3288.5 mm3 
(481.8) 

3367.9 mm3 
(497.7) 

0.362  
(0.04) 

74.42  
(7.4) 

0.765 
(0.09) 

Males  
n = 36 

3455.5 mm3 
(500.6) 

3460.8 mm3 
(550.2) 

0.370  
(0.04) 

73.57  
(7.1) 

0.817 
(0.06) 

Females   
n = 29 

3081.1 mm3 
(369.9) 

3252.5 mm3 
(403.8) 

0.351 
(0.03) 

75.48  
(7.8) 

0.701 
(0.06) 

2.2 DTI and MRI Processing and Phenotype Extraction  

Non-brain regions were automatically removed from each T1-weighted MRI scan, 
and from a T2-weighted image from the DWI set using the FSL tool “BET” 
(http://fsl.fmrib.ox.ac.uk/fsl/). A trained neuroanatomical expert manually edited the 
T1-weighted scans to further refine the brain extraction. All T1-weighted images were 
linearly aligned using FSL (with 9 DOF) to a common space with 1mm isotropic 
voxels and a 220×220×220 voxel matrix. DWI data were corrected for eddy current 
distortions using the FSL tools (http://fsl.fmrib.ox.ac.uk/fsl/).  For each subject, the 
images with no diffusion sensitization were averaged, and elastically registered to the 
T1 scan to compensate for susceptibility artifacts.  

For both datasets, single tensor-based FA maps were computed from the DW 
images and registered to the ENIGMA-DTI mean template [2, 8] as outlined at 
http://enigma.loni.ucla.edu/ongoing/dti-working-group/. Skeletonized maps were 
created using tract-based spatial statistics (TBSS [9]) and regions along the skeleton 
were parcellated according to the Johns Hopkins University DTI Atlas [10]. The FA 
of partial tracts and bilateral regions were averaged. The regions analyzed (ROIs) 
included the full skeleton, GCC – the genu of the corpus callosum, BCC – the body of 
the corpus callosum, SCC – the splenium of the corpus callosum, FX – the fornix, 
CGC – the bilateral cingulate, CR – corona radiata, EC – bilateral external capsule, 
IFO – bilateral inferior fronto-occipital fasciculus, PTR – posterior thalamic radiation, 
SFO – bilateral superior fronto-occipital fasciculus, SLF – bilateral superior 
longitudinal fasciculus, SS – bilateral sagittal stratum, and CST – the bilateral 
corticospinal tract.  
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Subcortical regions were segmented using FSL’s FIRST according to protocols 
found at http://enigma.loni.ucla.edu/protocols/imaging-protocols/ [11]. These regions 
included average bilateral volumes for the amygdala, nucleus accumbens, 
hippocampus, caudate, thalamus, pallidum, and putamen.  

2.3 Calculating the Genetic Correlation 

Using the QTIM sample, we used a “cross-twin cross-trait” analysis to detect common 
genetic or environmental factors influencing all pairs of subcortical structure volumes and 
the mean FA for all regions of interest examined. Covariance matrices for these 
phenotypes were computed for the monozygotic twins (MZ) who share all the same 
genes, and the dizygotic twins (DZ) who share on average half of their genetic 
polymorphisms.  These covariance matrices were then entered into a multivariate 
structural equation model (SEM) using OpenMx [12] (http://openmx.psyc.virginia.edu) 
to fit the relative contributions of additive genetic (A), shared environmental (C), and 
unshared or unique environmental and error (E) components to the population variances 
and covariances of the observed variables.  

If the correlation between the volume in one twin and the FA in the other twin is 
greater in MZ pairs (sharing 100% of their genome) than in DZ pairs (sharing 
approximately 50% of their genome), then, in the classical twin design, we assume 
that the greater correlation may be attributable to common genetic factors that 
influence the two traits. Using a multivariate SEM, we can compute the additive 
genetic and shared environmental influences on the correlations between the two 
phenotypes, denoted as rA and rC, respectively. Significant associations were 
determined if removal of the additive genetic correlation component of the model (rA 
in the path diagram seen in Figure 1) resulted in a significantly poorer fit to the data. 
Using this model, we were able to narrow down regions where a strong bivariate 
genetic association was detectable. This would imply that both the FA and the 
volumes of the respective brain regions are influenced by a common subset of 
additive genetic factors, or that these two imaging traits exhibit “pleiotropy”. 
Pleiotropic effects of genes in this case would imply that a trait in twin #1 of a pair is 
able to predict the other trait in the twin #2 of the pair, and that the predictions tend to 
be better in identical than fraternal twins; if common genes are responsible for driving 
some of the correlation, the cross-twin prediction would be more accurate in the case 
of MZ twins than DZ twins as they share more of their genome. With a large enough 
sample size, recent methods show that it may be possible to estimate the shared 
genetic correlation of different traits using the full genome even in unrelated 
individuals [13].  

2.4 Seemingly Unrelated Regression Model for GWAS 

A standard univariate genome-wide association test uses the general linear regression 
model to test the additive effect of all genotyped variants on the phenotype of interest.  
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endophenotypic traits of Alzheimer’s Disease [14] and bone marrow density [15] as 
well as identifying connectivity failures related to cognitive decline in Alzheimer’s 
Disease [16].  The SUR model is a system of linear regression models for a number of 
traits, n (in our case we have two, y1 and y2). It assumes that the residual error terms 
(ε) are identically and independently distributed for each individual (1, …, N) within 
traits.  The idea behind the model is to fit a number of regression equations at once – 
not necessarily with the same outcome measure, and use the information on the 
covariance in the errors from each equation to update the other. These linear 
regression models are “related” by their correlated residual error terms.  In addition, 
the SUR model provides flexibility by allowing a different set of explanatory 
variables (Xi) to predict different traits, with the idea that some variables may be 
associated with only one trait.  The SUR model can be written as: 
 

  (Equation 1) 
 
SUR allows us to fit a number of regression equations at once, using the solution of a 
set of simultaneous equations to improve the accuracy of all the fitted models.  For 
the purposes of this study, we used a bivariate SUR model of correlated brain 
measures to help boost the power to detect those genetic associations often too 
difficult to discover due to their small effect sizes. The two traits examined are a 
given subcortical volume (e.g., the volume of the hippocampus, averaged across the 
left and right hemispheres) and an average tract FA (e.g., the mean FA of the 
cingulum).  Specifically for the purposes of this study, we examined two bivariate 
models: (1) the average volume of the hippocampus and the average tract FA and (2) 
the average volume of the caudate and the average FA tract.  In our regression models 
that are assumed to hold simultaneously, the regional brain volumes are predicted by 
sex, age and intracranial volume and FA is predicted by sex and age, where 
coefficients for all variables remained unrestricted.  Additionally (not shown in the 
equation) we control for the first four components derived from the multi- 
dimensional scaling (MDS) plots to control for differences in population structure, an 
important factor in genetic association studies. This correction makes sure that 
differences in ethnicity among participants do not lead to spurious genetic 
associations with brain measures of interest that would not hold up within any one 
ethnic group.  
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(Equation 2) 

 
SUR regressions were carried out using the ‘systemfit’ package in R (version 2.15.1).  
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3 Results 

The cross-twin cross-trait model was fitted between all pairs of bilateral volume 
measures and FA measures. When controlling for the intracranial volume, this model 
revealed a high genetic correlation between the average caudate volume and the mean 
FA in the bilateral cingulum (Figure 2). This relationship is of interest, as it is not 
obvious a priori that measures from DTI will correlate with morphometry on standard 
anatomical MRI, and it is even less obvious that the correlations will be due to 
common variants in the genome. The presence of genetic correlations across imaging 
modalities shows that both of these situations are indeed true of our datasets.  

Additionally, the FA of the cingulum is the connection most genetically correlated 
with the hippocampus - a region previously used as the phenotype of interest to 
discover novel genetic associations in the largest meta-analytical brain imaging 
studies to date (N>20,000 subjects) [1, 17]. Although the genetic correlation is much 
lower, it is still significant.  

 

Fig. 2. Left: phenotypic correlations between different brain measures, and Right: genetic 
correlations between bilateral subcortical structure volumes (from anatomical MRI) and mean 
tract FAs (from DTI scans of the same subjects) while controlling for the intracranial volume, 
where red colors indicate high genetic correlation and blue indicates low detectable 
correlations. Note that the phenotypic correlation is the standard correlation between any of the 
two brain measures, here taking into account the non-independence of siblings by using a 
random-effects model. The genetic correlation will be zero if the correlation is zero, or if it is 
non-zero but there are no genetic variants with detectable effects on both measures. 

A univariate GWAS was performed for each of the caudate and the hippocampal 
volumes. We controlled for age, sex, intracranial volume, and the first four 
components of the multidimensional scaling (MDS) plots. All SNPs that showed a 
suggestive association (p<10-4) were carried forward into an SUR model. This 
included 39 SNPs for the caudate and 30 SNPs for hippocampal volume. The 
bivariate SUR model involved the volume of interest and also the FA of the cingulum, 
which was the DTI measure found to have the highest genetic correlation with both 
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volumes. In Figure 3, results from both univariate and bivariate analyses are plotted 
relative to the (uniform) p-values that would be expected under the null hypothesis. In 
general, while it appears the bivariate assessment does not improve association p-
values for the most associated variants, there is a general trend for improving the 
power for association overall. 

 

Fig. 3. All genetic variants that showed a suggestive statistical association (p < 10-4) with (a) 
caudate nucleus volume, or (b) hippocampal volume, when controlling for age, sex, intracranial 
volume and the first four MDS components, were carried forward into an SUR model using the 
effect of the variant on the genetically correlated cingulum FA measure as a second predictive 
equation, controlling for age, sex, and the first four MDS components. Results from both 
univariate and bivariate analyses are plotted relative to the (uniform) p-values that would be 
expected under the null hypothesis. In general, while it appears the bivariate assessment does 
not improve association p-values for the most associated variants, there may be a general trend 
for improving the power for association overall. This is just a proof of concept study, and 
expansion of the methods to a larger cohort may corroborate the theoretical advantage of 
bivariate correlation methods in boosting the power of GWAS.  

4 Discussion 

Here we developed a new method to find genetic factors that affect two different 
brain imaging modalities, after showing that measures from each are genetically 
correlated. This leads to the remarkable conclusion that common variants in the 
human genome are partly responsible for driving the correlation between measures in 
two very different imaging modalities. To show this correlation, we first determined 
the genetic correlation between various neuroimaging measures obtained from DTI 
and MRI, using a structural equation model and a twin design. Next, we show that 
these genetically correlated measures can be used in a bivariate genome-wide 
association test. This may, at least in principle, provide boosted power in identifying 
additional genetic loci involved in determining and influencing brain structure.  

Using genetic correlations to cluster imaging phenotypes has previously been 
helpful in discovering brain regions influenced by the same underlying genetic  
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variants. One study clustered regions of the cortex with common underlying genetic 
determination [18,19]. It is logical that after clustering, this new regions of interest 
can be useful for boosting the power of univariate genome-wide association studies to 
discover genetic variants that may modulate brain structure using measures obtained 
from a single modality including DTI [4] or details of subcortical structures 
segmented from standard MRI [20]. Here, the joint use of the DTI and MRI measures 
offers additional advantages, as they are already measures known to be reliable and 
heritable [2, 21]. They are also the target biomarkers and phenotypes of several 
multisite projects and consortia, particularly of the ENIGMA group [22]. In such 
consortia, meta-analysis of genetic effects can discover and validate the effect of 
specific genetic variants on specific brain structures. These discovered variants may 
hold the key to identifying new genetic markers that put the brain at risk for 
developmental and degenerative disorders, while also allowing us to identify the 
neuroanatomical and molecular pathways involved.  

A bivariate analysis such as the one proposed here – if conducted on a multi-site, 
meta-analytic scale – could boost power to discover genetic associations, and could 
help to identify molecular pathways in which these genes exert their effects. The same 
approach of clustering genetically correlated features in images could allow us to map 
the trajectory of effects on connected brain regions or even hubs and subnetworks in 
brain connectivity maps. Our SUR model even allows us to use different predictive 
covariates for different phenotypes of interest (i.e., using ICV as a covariate for 
volume measures, but not for FA measures from DTI scans). 

ADNI, in particular, focuses on discovering genetic markers associated with brain 
degeneration in Alzheimer’s disease. As such, the genetic correlations between 
measures from the cingulum in the limbic system and the hippocampus is of interest.  
The cingulum is the main white matter pathway connecting limbic structures (i.e., 
hippocampus, amygdala) with the cingulate cortex and the striatum. Our test set was 
comprised of only 65 unrelated subjects, so power is obviously extremely limited. 
While no genome-wide significant results are expected, our methods could be used to 
pick up trends for better identifying loci of interest. As the ADNI-2 DTI database 
grows, a future analysis involving more subjects is feasible.  

A related idea to that in this paper is the use of very large sets of phenotypes to fit 
models, without requiring any of the subjects to have all the measures collected. 
Using imaging data from multiple sources, [23] were able to classify ADNI subjects 
into diagnostic groups, even when very large amounts of data are missing. The use of 
sparse regression models that allow “block-wise” missing data is a considerable 
advantage in epidemiology, as there are many cohorts with “deep phenotyping” – 
many measures assessed – without being able to rely on having all measures in all 
subjects. When the available sample sizes become truly vast (such as the 10,000+ 
subjects analyzed in the ENIGMA efforts [22,24-26]), it should be possible to fit 
bivariate correlation matrices between all pairs of points in a pair of imaging 
modalities, followed by clustering of the resulting genetic correlation matrix. Such an 
approach has already been found to boost power for GWAS studies within a modality 
[17], but the current paper suggests that it is possible to draw upon a very large body  
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of multi-modal biomarker data and apply genetic screening to pick out coherent 
inherited patterns that run through all imaging modalities. Among all the ways to 
boost power in imaging genetics, it seems that the joint and simultaneous use of many 
modalities of data may help pick up genetic signals. In this way, imaging genetics 
offers some advantages over clinical genetic association studies, as the target signal is 
a vast and high-dimensional signal with latent structure. The better we exploit the 
underlying statistical coherence in the target signals, the more rapidly and efficiently 
we will detect the genetic variants that influence them.  
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Abstract. Alzheimer’s disease (AD) is characterized by gradual neu-
rodegeneration and loss of brain function, especially for memory dur-
ing early stages. Regression analysis has been widely applied to AD re-
search to relate clinical and biomarker data such as predicting cognitive
outcomes from MRI measures. In particular, sparse models have been
proposed to identify the optimal imaging markers with high prediction
power. However, the complex relationship among imaging markers are
often overlooked or simplified in the existing methods. To address this
issue, we present a new sparse learning method by introducing a novel
network term to more flexibly model the relationship among imaging
markers. The proposed algorithm is applied to the ADNI study for pre-
dicting cognitive outcomes using MRI scans. The effectiveness of our
method is demonstrated by its improved prediction performance over
several state-of-the-art competing methods and accurate identification
of cognition-relevant imaging markers that are biologically meaningful.

1 Introduction

Characterized by gradual loss of brain function, especially the memory and cog-
nitive capabilities, Alzheimer’s disease (AD) is a neurodegenerative disorder that
has attracted tremendous research attention due to its significant public health
impact and unknown disease mechanisms. Neuroimaging data, which character-
ize brain structure and function and its longitudinal changes, have been studied
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as potential biomarkers for early detection of AD. Regression models have been
studied to relate imaging markers to AD phenotypes such as cognitive outcomes.

Early applications focused on traditional regression models such as stepwise
regression [6], which predicted cognitive outcomes one at a time. To address
the relationships among multiple outcomes, multi-task learning strategies were
recently proposed for achieving improved prediction performance. For example,
�2,1-norm [8, 11] was employed to extract features that have impact on all or
most clinical scores; and a sparse Bayesian method [7] was proposed to explicitly
estimate the covariance structure among multiple outcome measures.

Despite of the above achievements, few regressionmodels take into account the
covariance structure among predictors. Since brain structures tend to work to-
gether to achieve a certain function, brain imaging measures are often correlated
with each other. A recent study proposed a prior knowledge guided regression
model, using the group information to enforce the intra-group similarity [10].
However, the relationships among brain structures are much more complicated
than a simple partitioning of all the structures into non-overlapping groups. To
overcome this limitation, we present a new sparse learning method by introduc-
ing a novel network term to more flexibly model the relationship among brain
imaging measures. This new model not only preserves the strength of �2,1-norm
to enforce similarity across multiple scores from a cognitive test, but also takes
into account the complex network relationship among imaging predictors. We
empirically demonstrate its effectiveness by applying it to the ADNI data.

2 Network-Guided Sparse Regression

Throughout this section, we write matrices as boldface uppercase letters and
vectors as boldface lowercase letters. Given a matrix M = (mij), its i-th row
and j-th column are denoted as mi and mj respectively. The Frobenius norm
and �2,1-norm (also called as �1,2-norm) of a matrix are defined as ||M||F =√∑

i ||mi||22 and ||M||2,1 =
∑

i

√∑
j m

2
ij =

∑
i ||mi||2, respectively.

We focus on multi-task learning paradigm, where imaging measures are used
to predict one or more cognitive outcomes. Let {x1, · · · ,xn} ⊆ �d be imaging
measures and {y1, · · · ,yn} ⊆ �c cognitive outcomes, where n is the number
of samples, d is the number of predictors (feature dimensionality) and c is the
number of response variables (tasks). LetX = [x1, . . . ,xn] and Y = [y1, . . . ,yn].

Motivated by using the �1 norm (Lasso, [5]) to impose sparsity on relevant
features, the �2,1 norm [3] was first proposed to taking into account the relation-
ship among responses while still preserving the sparsity advantage of Lasso. The
object function is:

min
W

||WTX−Y||2F + γ||W||2,1 . (1)

This approach couples multiple tasks together, with �2 norm within tasks and
�1 norm within features. While the �2 norm enforces the selection of similar fea-
tures across tasks, the �1 norm helps achieve the final sparsity. It has been widely
applied to capture biomarkers having affects across most or all responses. Yet in
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Fig. 1. (a) Illustration of the proposed NG-L21 model: This model enforces 
2,1-norm
regularization (||W||2,1) to jointly select prominent predictors for all response vari-
ables, and introduces a new regularization term (||αW||2F ) to flexibly model the rela-
tionship among predictors based on prior knowledge. (b) Correlation network among 99
FreeSurfer measures in an example cross-validation trial: Two measures are connected
if their Pearson correlation coefficient, calculated from the training data, is ≥ 0.5.

this model the rows of W are equally treated, which implies that the underlying
structures among predictors are ignored. To address this issue, Group-Sparse
Multi-task Regression and Feature Selection (G-SMuRFS) method [9] was pro-
posed to exploit the interrelated structures within and between the predictor
and response variables. It assumes 1) possible partition exists among predictors,
and 2) predictors within one partition should have similar weights.

However, in practice the relationship among predictors may not be as simple
as a straightforward partition. For example, imaging markers can be grouped
by different brain circuitries, which may overlap with each other. In addition,
instead of partitioning predictors into groups, the relationship among predictors
can be represented more generally by a network (e.g., Figure 1(a)). To model
these more complicated but more flexible structures among predictors, we pro-
pose a new Network-Guided �2,1 Sparse Learning (NG-L21) model as follows.

The key idea here is to introduce a new regularization term (||αW||2F ) to the
�2,1 model (Eq (1)) and formulate the objective function as:

min
W

||WTX−Y||2F + γ1||αW||2F + γ2||W||2,1 , (2)

where α is a sparse matrix in which each row indicates a neighborhood relation-
ship within a network of connected predictors.

Fig. 1(a) shows a schematic example of α as well as the entire NG-L21 model.
A network is given as prior knowledge, where nodes are predictors. In this study,
the network is constructed as follows: An edge (i, j) is inserted to the network if
and only if r(i, j) exceeds a given threshold (e.g., 0.5 used in our experiments),
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where r(i, j) is the Pearson correlation coefficient between predictors i and j
calculated based on the training data. Fig. 1(b) shows an example correlation
network. Based on the network, we can define the knowledge matrix α as follows:
for each edge i, j in the network, we create a row in α with i-th entry as −1,
j-th entry as 1 and all the other entries as zeros. The intuition is that the
weight difference between two correlated predictors should be minimized, which
is reflected by the new regularization term of ||αW||2F . We call this model NG-
L21. Instead of using −1 and 1 in α, we can fill in the actual −r(i, j) and r(i, j)
values for each edge (i, j). Thus, the more correlated a feature pair is, the more
constraint the pair is imposed by. We call this weighted model NG-L21w .

Eq. (2) can be solved by taking the derivative w.r.t W and setting it to 0:

XXTW −XYT + γ1D1W + γ2D2W = 0, (3)

where D1 = αTα, a matrix in which each row integrates all the neighboring
relationships. For i-th row, it is the sum of all the rows in α whose i-th element
is not zero. D2 is a diagonal matrix with the i-th diagonal element as 1

2‖wi‖2
.

Thus, we have

W = (XXT + γ1D1 + γ2D2)
−1XYT , (4)

where W can be efficiently obtained by solving the linear equation (XXT +
γ1D1 + γ2D2)W = XYT . Following [9], an efficient iterative algorithm based
on Eq. (4) can be easily developed as follows.

Input: X, Y
Initialize W1 ∈ R

d×c, t = 1 ;
while not converge do

1. Calculate the diagonal matrices D
(t)
2 , where the i-th diagonal

element of D
(t)
2 is 1

2‖wi
t‖2

;

2. W(t+1) = (XXT + γ1D1 + γ2D
(t)
2 )−1XYT ;

3. t = t+ 1 ;

end

Output: W(t) ∈ Rd×c.

Next, we prove that the above algorithm converges to the global optimum.
According to Step 2 in the algorithm, we have

Wt+1= min
W

Tr(XTW− Y )T (XTW − Y )+ γ1Tr(W
TD1W )+ γ2Tr(W

TD2(t)W )

Tr(XTWt+1 − Y )T (XTWt+1 − Y ) + γ1Tr(αWt+1)
TαWt+1 + γ2

d∑
i=1

∥∥wi
t+1

∥∥
2

≤ Tr(XTW (t) − Y )T (XTW (t) − Y ) + γ1Tr(αWt)
TαWt + γ2

d∑
i=1

∥∥wi
t

∥∥
2
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Finally we have:

∥∥XTWt+1 − Y
∥∥2
F
+ γ1 ‖αWt+1‖2F + γ2 ‖Wt+1‖2,1

≤ ∥∥XTWt − Y )
∥∥2
F
+ γ1 ‖αWt‖2F + γ2 ‖Wt‖2,1

The last but one step holds, because [8] for any vector w and w0, we have

‖w‖2 − ‖w‖22
2‖w0‖2

≤ ‖w0‖2 − ‖w0‖2
2

2‖w0‖2
. Thus, the algorithm decreases the objective

value in each iteration. Since the problem is convex, satisfying the Eq. (2) in-
dicates that W is the global optimum solution. Therefore, this algorithm will
converge to the global optimum of the problem.

3 Experimental Results

3.1 Data and Experimental Setting

The magnetic resonance imaging (MRI) and cognitive data were downloaded
from the Alzheimer’s Disease Neuroimaging Initiative (ADNI) database. One
goal of ADNI has been to test whether serial MRI, positron emission tomography
(PET), other biological markers, and clinical and neuropsychological assessment
can be combined to measure the progression of mild cognitive impairment (MCI)
and early AD. For up-to-date information, see www.adni-info.org.

This study included 179 AD and 205 healthy control (HC) participants
(Table 1). For each baseline MRI scan, FreeSurfer V4 was employed for brain
segmentation and cortical parcellation, and extracted 73 thickness measures and
26 volume measures. These 99 imaging measures were used to predict three sets
of cognitive scores [1] separately: Mini-Mental State Exam (MMSE), Rey Audi-
tory Verbal Learning Test (RAVLT, including 5 scores shown in Table 2 as joint
response variables), and Wechsler Memory Scale III logical memory (LogMem).
Using the regression weights derived from the HC participants, all the imaging
measures were pre-adjusted for the baseline age, gender, education, handedness,
and intracranial volume, and all the cognitive measures were pre-adjusted for
the baseline age, gender, education and handedness.

Regression was performed separately on each cognitive task (MMSE, RAVLT,
or LogMem) using the MRI measures as predictors, where the proposed NG-L21
and NG-L21w methods and three competing regression methods (Linear, Ridge
and L21) were evaluated. Pearson correlation coefficients r between the actual

Table 1. Participant characteristics

Category HC AD

Number 205 179
Gender(M/F) 112/93 98/81
Handness(R/L) 191/14 167/12
Age(mean±std) 76.07±4.98 75.58±7.51
Education 16.17±2.74 14.85±2.10

Table 2. RAVLT scores

Score ID Description

TOTAL Total score of the first 5 learning trials
TOT6 Trial 6 total number of words recalled
TOTB List B total number of words recalled
T30 30 minute delay number of words recalled
RECOG 30 minute delay recognition score
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Table 3. Mean prediction performance over five cross-validation trials is reported for
each experiment, where the performance is measured by correlation coefficients between
the actual and predicted cognitive scores in each trial. The p values, calculated from
the paired sample t test between two sets of cross-validation correlation coefficients,
are shown for comparing two proposed methods with L21.

TOTAL T30 RECOG TOT6 TOTB MMSE LogMem

C
o
rr
el
a
ti
o
n

C
o
effi

ci
en

ts

NG-L21w 0.6511 0.5926 0.5636 0.6137 0.4630 0.7574 0.7076
NG-L21 0.6505 0.5925 0.5634 0.6130 0.4606 0.7575 0.7068
L21 0.6306 0.5792 0.5469 0.5967 0.4441 0.7488 0.6977
Ridge 0.6215 0.5415 0.5368 0.5814 0.4406 0.7478 0.6870
Linear 0.5396 0.4299 0.4533 0.4741 0.3525 0.6708 0.6071

p values
L21 vs NG-L21w 0.0029 0.0488 0.0476 0.0105 0.0021 0.0104 0.0119
L21 vs NG-L21 0.0037 0.0469 0.0577 0.0129 0.0024 0.0088 0.0098

and predicted cognitive scores were computed to measure the prediction perfor-
mance. Five-fold cross validation was employed to obtain an unbiased estimate of
regression performance. Paired t-test was applied to the cross-validation results
to evaluate whether performance significantly differ between two methods.

3.2 Network Construction

Each MRI measure was treated as a network node, and the connectivity net-
work among 99 MRI measures was constructed based on their pairwise Pear-
son correlation coefficients. Rather than including all pairwise links, threshold
0.5 was applied to connect only highly correlated nodes. For nodes that were
not very correlated, constraints should not be imposed to make their regression
weights similar to each other. A network was created using only the training
data. Thus, our 5 cross-validation trials yielded 5 networks that were almost
identical. One example was shown in Fig. 1(b), where totally 85 structures out
of 99 had qualified links with correlation coefficient higher than 0.5. To incorpo-
rate this connectivity information into the proposed models, we examined the
weighted network in NG-L21w and non-weighted one in NG-L21. While in the
weighted network each link between structures was assigned the value of their
correlation coefficient, non-weighted network treated all the links equally.

3.3 Prediction Performance and Biomarker Identification

Shown in Table. 3 is the performance comparison among all five methods. NG-
L21 and NG-L21w both demonstrated an improved performance over the other
three methods, while L21 performed the best among the three competing meth-
ods. The difference between NG-L21 and NG-L21w was minor, and the weighted
method only led to slight improvements than non-weighted one for TOTAL,
TOT6 and LogMem. This could be partially due to the small range of the edge
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Fig. 2. Heat maps of regression weights for predicting MMSE scores using MRI mea-
sures. Five-fold cross-validation regression weights are plotted for NG-L21, L21, Ridge
and Linear regression models respectively. Each panel corresponds to the measures from
the left (L) or right (R) hemisphere. The measures shown in the first seven column
(highlighted in blue) are unilateral, and the remaining ones are bilateral.

weights (0.5-1.0). To further make sure the improvements of the proposed meth-
ods were not by chance, we calculated p-values from the paired sample t test
between two sets of cross-validation correlation coefficients from two different
methods. According to the last two rows in Table 3, both NG-L21 and NG-L21w
outperformed L21 significantly for predicting all the tested cognitive outcomes.

Finally, we examined the biomarkers identified by different methods. Shown
in Fig. 2 was an example comparison of resulting regression coefficients among
four methods (NG-L21w was extremely similar to NG-L21 and thus not shown),
where 99 MRI measures were used to predict MMSE score. Each methods oc-
cupied two panels, representing the left and right hemispheres respectively. Ap-
parently NG-L21 and L21 both showed sparse patterns while Linear and Ridge
methods yielded non-sparse patterns that were hard to interpret. In addition,
NG-L21 tended to select slightly more features than L21 as correlated measures
were forced to be selected together in NG-L21, which yielded not only more sta-
ble patterns across cross-validation trials but also more biologically meaningful
and more interpretable results. The MRI markers identified by NG-L21 yielded
promising patterns that matched prior knowledge on neuroimaging and cogni-
tion. MMSE measured overall cognitive impairment; and thus its result (Fig. 2)
included important AD-relevant imaging markers such as hippocampus, amyg-
dala, inferior lateral ventricle, entorhinal cortex, and middle temporal gyri. Both
LogMem and RAVLT were memory tests; and thus their results (Fig. 2) included
regions relevant to memory, such as hippocampus, amygdala, entorhinal cortex,
middle temporal gyri and parahippocampal gyri.
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Fig. 3. NG-L21 weight maps on brain for (a) RAVLT-TOTAL and (b) LogMem scores

4 Conclusions

We presented a new network-guided sparse learning model NG-L21 and demon-
strated its effectiveness by applying it to the ADNI data for predicting cogni-
tive outcomes from MRI scans. While spatial correlation had been considered
in several voxel-based feature selection and learning models [2, 4], the existing
studies on predicting cognitive outcomes from ROI-based MRI measures often
ignored [7, 8] or simplified [10] the relationships among these ROI predictors.
The proposed NG-L21 model aimed to bridge this gap and introduced a novel
network term to flexibly model the relationship among imaging markers. An ef-
ficient algorithm was developed to implement this model and was shown to be
able to achieve global optimum. Its application to the ADNI data exhibited the
following strengths of the NG-L21 model: (1) It could flexibly take into account
the complex relationship among imaging markers in a network format rather
than a simple grouping scheme used in [10]. (2) As a multi-task sparse learn-
ing framework, it could identify a compact set of imaging markers related to
multiple cognitive outcomes. (3) By considering the correlation among predic-
tors, it yielded not only improved prediction performance but also more stable
cross-validation feature selection patterns. Different from traditional Lasso and
L21 methods that tended to select only one relevant feature from a group of
highly correlated ones, the NG-L21 model could jointly identify these correlated
features, making the results more stable and easier to interpret.
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Abstract. Understanding the link between brain function and struc-
ture is of paramount importance in neuroimaging and psychology. In
practice, inaccuracies in recovering brain networks may confound neuro-
physiological factors and reduce the sensitivity in detecting statistically
robust links. Hence, reproducibility and inter-subject variability of trac-
tography approaches is currently under extensive investigation. However,
a reproducible network is not necessarily more accurate. Here, we build
a statistical framework to compare the performance of local and global
tractograpy in predicting functional brain networks. We use a model se-
lection framework based on sparse canonical correlation analysis and an
appropriate metric to evaluate the similarity between the predicted and
the observed functional networks. We demonstrate compelling evidence
that global tractography outperforms local tractography in a cohort of
healthy adults.

Keywords: structural connectivity, global tractography, prediction.

1 Introduction

Investigating the relationship between functional and structural brain connec-
tivity is vital in understanding and interpreting neurophysiological findings. It
is well established that during rest the brain shows spontaneous activity that is
highly correlated between multiple brain regions. This activity can be captured
with resting-state functional magnetic resonance imaging (rs-fMRI) and it results
in reproducible functional networks across subjects. On the other hand, diffu-
sion weighted images (DWI) measure the anisotropic diffusion of water molecules
in the brain and carry valuable information regarding interregional brain con-
nections. However, reconstructing the neuronal pathways relies on tractography
algorithms that generate networks with poor reproducibility across subjects and
studies. Although compelling evidence has emerged that there are strong struc-
tural connections between regions that are functionally linked [1], it is challenging
to quantify the influence of fiber reconstruction errors.

L. Shen et al. (Eds.): MBIA 2013, LNCS 8159, pp. 211–221, 2013.
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Tractography algorithms are tested for their reproducibility within and across
subjects. However, reproducibility does not necessarily correlate with accuracy.
For example, deterministic tractrography algorithms provide reproducible re-
sults but they are inaccurate when fibers cross and diverge. Phantom evaluation
is a principled way of examining the performance of tractography algorithms
[2]. Phantoms are made based on simplified assumptions that aim to test the
performance of tractography under certain scenarios. Nevertheless, the increased
fiber complexity of real tissues cannot be captured with the fiber cup phantom,
which is an over-simplified scenario of a few crossing fibers.

In this work, we aim to compare the performance of two well known tractog-
raphy algorithms [3, 4], which are categorised as local and global, respectively.
Tractography techniques are categorised as global or local according to whether
they account for information along the whole tract or not, respectively. The
main advantages of local tracking are the low time complexity and that each
tract is independent of the others. However, a major drawback that limits their
robustness is that errors in propagating can accumulate along the local steps [3].
This can significantly affect the results and also contributes to distance-related
biases. On the other hand, global tracking represents a new approach for identi-
fying brain networks, which involves the simultaneous reconstruction of all the
neuronal fibers by finding a solution that best fits the measured diffusion data.
This approach has a better ability to resolve ambiguous fiber orientations, since
it considers information along the whole neuronal pathway.

A phantom evaluation demonstrated that global tracking is superior to local
tractography approaches [4, 5]. However, further experiments based on trac-
ing results in macaques and a cohort of healthy subjects showed only a small
improvement in the results [5]. Here, we suggest a systematic way to examine
how different tractography approaches affect the observed relationship between
structure and function. To our knowledge, this is the first systematic approach to
examine whether a predictive framework based on resting-state fMRI is sensitive
to differences in tractography.

To this end, we have developed a predictive framework based on sparse canoni-
cal correlation analysis (SCCA) [6]. SCCA is a special case of sparse reduced rank
regression [7]. Firstly, we characterise functional connectivity as the inverse co-
variance matrix based on a shrinkage approach that guarantees well-defined, sym-
metric positive definite (SPD) matrices [8]. Subsequently, we introduce a model
selection framework based on cross-validation to quantify the out-of-sample error
related to each tractography approach.Finally, the distance between the predicted
functional networks and the ’ground truth’ rs-fMRI brain networks is estimated
based on an intrinsic metric suitable to quantify differences in covariance matri-
ces, independently of their parameterisation, ie. covariance versus the inverse of
covariance [9–11].

This work builds upon previous inference approaches to investigate influences
between structural connections and functional links [11, 12]. Deligianni et al.
presented a framework based on principal component analysis (PCA) and canon-
ical correlation analysis (CCA). Whereas this approach achieves dimensionality
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reduction, SCCA is based on a lasso penalty that aims to select the most rele-
vant connections resulting in simultaneous dimensionality reduction and model
selection. Model selection based on an l1 penalty is also presented in [11]. How-
ever, [11] relies on structural networks to regularise the estimation of functional
connectivity based on the assumption that a functional connection between two
regions only exists when there is a direct structural connection. An advantage
of our approach is that it combines a multivariate technique, CCA, with model
selection. Therefore, the predicted functional connectivity is well conditioned
and it does not necessarily requires further regularisation to be constrained into
symmetric positive definite space of matrices.

We apply the proposed approach in a cohort of healthy subjects with multiple
structural and functional scans. We demonstrate that a prediction framework
based on resting-state fMRI data can capture systematic differences between
global and local tractogaphy. We present detailed quantitative results suggesting
that global connectivity outperforms local connectivity in predicting functional
networks from structural brain networks. Our results suggest that a prediction
framework based on functional data could potentially be applied to compare
the performance of tractography algorithms in in-vivo human imaging data and
highlight specific connections that influence prediction.

2 Methods

2.1 Brain Network Construction

Defining Regions of Interest (ROIs). To define corresponding nodes in both
functional and structural networks we used atlas-based regions of interest (ROIs)
derived from Freesurfer cortical parcellation of the T1-weighted images [13].
BOLD fluctuations are profound in gray matter (GM), whereas tractography is
more reliable in delineating white matter (WM) fibers. Hence, we focus on brain
networks defined by cortical GM ROIs that are connected via WM fibers. We
propagate the anatomical labels from T1 space to native space for both fMRI
and DWI using non-rigid registration [14].

Preprocessing. The first five volumes of rs-fMRI data are removed to avoid T1
effects and preprocessing of the functional data involves motion correction, low
pass filtering and spatial smoothing with FSL [15]. To construct corresponding
functional networks the fMRI signal is averaged across voxels within each GM
ROI. The signal in WM and cerebrospinal fluid (CSF) is also averaged and along
with the six motion parameters provided from FSL is linearly regressed out.

We used TractoR for preprocessing of the diffusion weighted images (DWI)
[16]. This involves converting DICOM files into a 4D NIfTI, identifying the
volume with no diffusion weighting to use as an anatomical reference, creating
a mask to identify voxels which are within the brain and correcting the data set
for eddy current induced distortions. The last two stages are performed using
FSL. Furthermore, the gradient vectors are corrected retrospectively to account
for the eddy current correction.
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Functional Brain Networks. Assuming that the brain activity patterns are
described by a Gaussian multidimensional stationary process, the covariance ma-
trix characterizes fully the statistical dependencies among the underlying signals
[17]. Hence, we use the inverse covariance, normalised to unit diagonal to charac-
terise functional connectivity. The inverse covariance is directly related to partial
correlation, which provides a measure of connectivity strength between two re-
gions once the influence of the others has been regressed out. This is particularly
suited to relate functional connectivity with structural brain connectivity, since
the latter describes direct pathways between cortical regions. To produce a well-
conditioned, symmetric positive definite, (Sym+

p ), sample covariance matrix we
use the shrinkage estimator [8]:

Σ̂λ = λT̂ + (1− λ)Σ̂ (1)

where the sample covariance matrix Σ̂λ is estimated as a convex linear com-
bination of the unrestricted sample covariance matrix Σ̂ and the estimator T̂,
which is the identity matrix I. In this case, the optimal regularization parameter
λ ∈ [0, 1] is determined analytically based on the Ledoit-Wolf theorem [18]. This
approach provides a systematic way to regularise the sample covariance matrix
and it has been shown to greatly enhance inference of gene association networks
[19], where the number of variables n is much greater than the number of obser-
vations p. Therefore, it is suited to examine brain networks where the number
of connections grow quadratically with the number of ROIs.

Structural Brain Networks. Two sets of structural networks are derived
based on local and global tractography, respectively. The local tractography is
implemented in TractoR based on the classic ball and stick model [3].

Global tractography is used to produce a second set of brain networks from the
same DWI. Global tractography approaches try to reconstruct neuronal fibers
simultaneously by finding line configurations that describe best the measured
data. This makes them robust to noise, crossing fibers and imaging artefacts.
However, their practical application was hindered by the computational com-
plexity and time requirements. Reisert et al. proposed a time efficient approach
that minimises a sum of two energies with respect to the fiber model, M , and
the observed data, D. These energies control for the length of fibers (internal en-
ergy, Eint) and the difference between the model and the observed data (external
energy, Eext), respectively [4].

E(M) = Eint(M) + Eext(M,D) (2)

The model consists of small line segments. Each segment is described as a spatial
location and orientation. From the arrangement of all segments a predicted MR-
signal is computed based on the ball and stick model. The internal energy is
based on attraction forces between connected segments that encourages them
to stay together and have similar orientation. The external energy is the square
difference between the actual signal and the predicted signal after the local
mean is subtracted from both model and measured data. The optimisation is
done based on the Metropolis-Hasting sampler.
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To produce the corresponding structural connectivity matrices we consider
only fibers that connect cortical regions via white matter and disregard the rest.
We estimate the ’strength’ of connection between two cortical regions as the
number of fibers that connect the regions divided by the average number of
white matter voxels that surround them.

2.2 A Predictive Framework Based on Sparse Canonical Correlation

Sparse Canonical Correlation. Canonical correlation analysis (CCA) is gen-
erally applied when one set of predictor variables X is to be related to another
set of predicted variables Y and observations are available for both groups. Note
that CCA is designed to deal with situations where the underlying variables are
not statistically independent and, hence, they are inherently inter-correlated.
The ultimate goal of CCA is to find two basis vectors (canonical vectors) u,
v, one for each variable, so that the projections of X, Y onto these vectors,
respectively are maximally linearly correlated.

In CCA all variables from both sets are included in the fitted canonical vectors.
However, for the purpose of studying brain connectivity, we are interested in
sparse sets of associated variables, that would allow interpretable links between
function and structure to emerge. Hence, we adapt sparse canonical correlation
analysis (SCCA) to optimise the CCA criterion, subject to certain constrains
[6]:

maximiseu,vu
TXTYv

subject to :‖u‖2 ≤ 1, ‖v‖2 ≤ 1, ‖u‖1 ≤ c1, ‖v‖1 ≤ c2
(3)

‖u‖1 ≤ c1 and ‖v‖1 ≤ c2 represent the L1 (or lasso) penalty and they result
in sparse canonical vectors u, v when the penalties c1 and c2, respectively, are
chosen appropriately. Note that with u fixed, the criterion in eq. 3 is convex in
v , and with v fixed, it is convex in u . Therefore, the objective function of this
biconvex criterion increases in each step of an iterative algorithm [6]:

u ← argmaxuu
TXTYv subject to : ‖u‖2 ≤ 1, ‖u‖1 ≤ c1

v ← argmaxvu
TXTYv subject to : ‖v‖2 ≤ 1, ‖v‖1 ≤ c1

(4)

A Metric to Compare Covariance Matrices. Correlation and covariance
matrices lie on the space of symmetric definite positive matrices F = Sym+

p . The
standard Euclidean distance on matrices, the Frobenius norm, does not account
for the geometry of this space. Thus, this norm is ill-suited to quantify prediction
errors. However, Sym+

p can be parameterized as a Riemannian manifold using
an intrinsic metric [9]:

dAI(P,G)2 = tr
(
logG− 1

2PG− 1
2

)2
(5)

This metric has beed used successfully to build statistical frameworks of precision
matrices Sym+

p [11]. dAI is a distance metric, invariant to affine transformations
and inversion, appropriate to quantify the distance between covariance matrices
from biological data successfully [10].
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Fig. 1. This plot shows how global tractography compares with local tractography
for each subject and structural scan. a) Demonstrates that the distance dAI between
the predicted and the observed functional connectivity is lower for global tractography
than for local tractography. b) Shows the dAI metric for each difference in performance
between global tractography and local tractography, per subject and structural scan,
according to equation 7.

Model Selection. To evaluate the performance of local and global tractogra-
phy, we use model selection, which is based on cross-validation. For each subject
s = 1, . . . , S, the SCCA model is trained based on the remaining S− 1 datasets.
The number of components is estimated as the min of the ranks of the predic-
tor and predicted variables in CCA. The penalty values c1, c2 are optimised in
each cross-validation loop using an approach, which permutes the rows of both
the predictor and predicted variables of the SCCA [6]. Subsequently, we use the
left-out structural connectivity matrix A to predict the functional connectivity
F̂:

F̂ = (uA)−1Dv−1 (6)

D is a diagonal matrix of the canonical correlation scores. Finally, the difference
between the predicted, F̂, and ’ground truth’ functional connectivity matrix F
is estimated as: dAI(F̂,F).

3 Results

Imaging data was acquired from 13 healthy adults using a Siemens Avanto 1.5 T
clinical scanner using a self-shielded gradient set with maximum gradient am-
plitude of 40 mT m−1 and standard 12 channel head coil. Echo-planar DWI
were acquired along 60 non-collinear gradient directions at b=1000 s mm−2,
with three b=0 images for normalization. A voxel matrix of 96×96 was used
and 45 contiguous axial slices acquired, each 2.5mm thick, with a 240 mm FOV,



Evaluating Tractography in Predicting Function from Structure 217

(a) Local Tractography (b) Global Tractography

(c) Local Tractography (d) Global Tractography

Fig. 2. The top row shows the z-scores along all structural scans for (a) local and (b)
global tractography. The bottom row depicts the bootstrap results from (a) local and
(b) global tractography.

voxel size of 2.5×2.5×2.5 mm and TR/TE=7300/81 ms. T2*-weighted gradient-
echo EPI sequence of 125 volumes was also acquired with TR/TE=3320/50 ms,
36 slices with thickness 3.0 mm, voxel size 3.0×3.0×3.0 mm, flip angle 90o ,
FOV 192×192×108 mm, voxel matrix 64×64×36. High resolution T1-weighted
whole-brain structural images were also obtained in all subjects.

Each of the 13 subjects’ acquisition includes three structural scans that re-
sults in three structural connectivity matrices per subject and two rs-fMRI scans,
which produce two functional connectivity matrices. These results in six com-
binations of structural-functional data per subject: (Si : Fj). From each leave-
one-out cross-validation, we use data only from 12 subjects (a total of 72 samples



218 F. Deligianni, C.A. Clark, and J.D. Clayden

(a) Global: 0.85 (b) Global: 0.9 (c) Global: 0.95

(d) Local: 0.85 (e) Local: 0.9 (f) Local: 0.95

Fig. 3. Binary matrices derived by thresholding the bootstrap results shown in figure
2c-2d. The top and bottom rows show the structural connections that they are selected
in more than 85%, 90% and 95% bootstrap iterations with structural networks derived
based on global and local tractography, respectively.

across all connections) and we test the prediction performance of each structural
scan of the left-out subject (F̂{Si}) according to equation 5.

Figure 1 shows how global tractography compares with local tractography
for each subject and structural scan. Figure 1a demonstrates that the distance
dAI between the predicted and the observed functional connectivity is lower for
global tractography than for local tractography. dAI is a distance metric, with
smaller values representing better performance. The inter-subject variability is a
magnitude of order higher than the difference between the two algorithms. The
prediction performance varies considerably across functional scans.

We also plot the difference in dAI between global and local tractography per
scan, figure 1b:

dAI(F̂{Si
G}, Fj)− dAI(F̂{Si

L}, Fj) (7)

Si
G and Si

L corresponds to the structural brain networks derived from global
and local tractography, respectively, for the same structural scan Si. Note that
in equation 7 the effect of variability across functional scans is cancelled.
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(a) Global: 0.85 (b) Global: 0.9 (c) Global: 0.95

(d) Global: 0.85 (e) Global: 0.9 (f) Global: 0.95

(g) Local: 0.85 (h) Local: 0.9 (i) Local: 0.95

(j) Local: 0.85 (k) Local: 0.9 (l) Local: 0.95

Frontal Temporal Occipital Parietal Limbic Insula

Fig. 4. Thresholded matrices in figure 3 are mapped in brain space. Brain regions are
represented with spheres and their radius reflect the relative size of the region.
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To further investigate which structural connections are more consistently se-
lected in each tractography method, we use bootstrap and examine the recovered
u vector. We resample with replacement all the available datasets and run SCCA
1000 times. The probability of a connection is estimated as the number of times
the connection is selected divided by the number of bootstrap repetitions. Fig-
ure 2 summarises the results. The top row of the figure 2a-2b, demonstrates the
z-scores across the original structural connectivity matrices for local and global
tractography, respectively. Global tractography results in structural networks
with stronger inter-hemispheric connections. The second row, figure 2c-2d shows
the results of the bootstrap. Results indicate that global tractograpy leads to
a higher number of connections more consistently selected across the bootstrap
iterations. This is apparent when we threshold the bootstrapped connectivity
matrices in figure 3.

Figure 3 shows the binary matrices derived by thresholding the bootstrap
results shown in figure 2c-2d. These matrices are also mapped in brain space in
figure 4. Brain regions are represented with spheres. Their centres are the center
of masses of each underlying region and their radius reflect the relative size of
each region. The color coding corresponds to different brain lobes: Temporal
lobe (dark magenta), frontal lobe (yellow green), parietal lobe (golden road),
occipital lobe (dark salmon), insula (cadet blue) and limbic (medium purple).

4 Conclusions

To fully understand how the brain works as a network, the physical connections
through the white matter, that mediate information exchange must be accurately
characterised. Global tracking may be more stable than local tractography in the
presence of noise and imaging artifacts in the data. However, due to the lack of
ground truth in-vivo tracing data direct evaluation is difficult. Here, we present a
robust model selection framework to compare local and global tractography ap-
proaches in predicting functional brain networks from structural brain networks
and show compelling results that global tractography outperforms local trac-
tography. Structural connectivity only restrains functional connectivity, which
is influenced from several other physiological factors. In fact, functional con-
nectivity varies considerably across scans and it does not represent an absolute
’ground truth’ for tractography. Nevertheless, we demonstrate evidence that the
relationship between structure and function can capture systematic differences
in tractography. Future work should aim to compare several tractography al-
gorithms and investigate which brain connections play an important role in the
prediction performance. This work is of paramount importance in understanding
links between function and structure.
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Abstract. The position of cortical areas in the brain is related to
cortical folding patterns; however, intersubject variability remains, par-
ticularly for higher cortical areas. Current cortical surface registration
techniques align cortical folding patterns using sulcal landmarks or cor-
tical curvature, for instance. The alignment of cortical areas by these
techniques is thus inherently limited by the sole use of geometric simi-
larity metrics. Magnetic resonance imaging T1 maps show intra-cortical
contrast that reflects myelin content, and thus can be used, in addition
to cortical geometry, to improve the alignment of cortical areas. In this
article, we present a new symmetric diffeomorphic multi-modal surface-
based registration technique that works in the level-set framework. We
demonstrate that the alignment of cortical areas is improved by using T1
maps. Finally, we present a unique group-average ultra-high resolution
T1 map at multiple cortical depths, highlighting the registration accu-
racy achieved. The method can easily be extended to include other MR
contrasts, such as functional data and anatomical connectivity, as well
as other neuroimaging modalities.

Keywords: neuroimaging analysis, multi-modal, multi-contrast, surface
registration, cortical areas, cortical folding, cortical curvature, cortical
morphometry, myelin, quantitative T1, brain mapping, group analysis.

1 Introduction

In magnetic resonance imaging (MRI) studies of the cerebral cortex, surface-
based registration, based on aligning the geometry of 2D manifolds, is often
preferred over volume-based registration to align cortical areas between subjects
or with an atlas. Cortical areas that are close in volume space may be very
distant from each other along the cortical surface. The pioneering work of Brod-
mann [1] and recent neuroimaging studies [2, 3] have analyzed the relationship
between cortical folding patterns and the functional/architectonic boundaries of
cortical areas, which is particularly strong for primary cortical areas. Surface-
based registration driven by cortical folding patterns has been shown to improve
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the statistical power and spatial specificity of group functional MRI analysis [4].
Current surface-based registration techniques use a variety of similarity met-
rics to describe cortical geometry: manually or automatically defined landmarks
such as sulcal curves [5,6], automatic shape features such as curvature and sulcal
depth [7–10], or a combination of both [11]. Pantazis et al. present a comparison
of different methods [12]. Unfortunately, the relationship between cortical folding
patterns and architectonic areal boundaries is complex and variable, particularly
in higher cortical areas and regions of high inter-subject folding variability. Thus
the alignment of cortical areas is inherently limited by the sole use of geometric
similarity metrics.

Recent studies have shown intra-cortical contrast in group average T1 maps
[13, 14], T2* maps [15] and T1-weighted/T2-weighted images [16]. Primary ar-
eas as well as extrastriate visual areas, which are more densely myelinated, are
clearly discernible in these images mapped onto the inflated cortical surface.
More discrete contrast is also visible in other regions, including the frontal lobe.
We propose to use T1 maps, a quantitative index of myelin density [13], to im-
prove the surface-based alignment of cortical areas. High-resolution T1 maps
show exquisite intra-cortical contrast that varies as a function of cortical depth.

We present a novel automated surface-based registration technique for ac-
curate surface registration, with key improvements over current methods. Our
method provides a direct symmetric diffeomorphic transformation between the
original surfaces. Similarly to Tosun et al. [8], we developped a multi-scale ap-
proach that is applied to partially inflated surfaces. Our multi-modal technique
applies SyN [17], one of the leading non-linear volume-based registration algo-
rithms [18], to surface information represented in volume space. We include two
geometrical contrasts, the level-set representation of the cortical surface and cor-
tical curvature, and intra-cortical T1 contrast. The method can be extended to
include other MR contrasts and neuroimaging modalities instead of or in addi-
tion to T1, such as functional data.

Our surface-based registration technique can be applied to standard clinical
data sets (typically 1mm isotropic T1-weighted images) using the geometrical
contrasts only, similarly to currently available methods. We chose to include
ultra-high resolution T1 maps of five subjects to demonstrate the full potential
of our technique. We evaluate the addition of T1 contrast to surface-based regis-
tration by comparison to our purely geometric implementation. Finally, we show
the resulting group-average high-resolution T1 map at different cortical depths.

2 Methods

2.1 Data Acquisition and Pre-processing

Five subjects were scanned on a 7 Tesla (T) MR scanner with a 24-channel
receive-only head coil. T1 maps were acquired using the MP2RAGE sequence
(TI1/TI2 = 900/2750ms, TR = 5 s, TE = 2.45ms, α1/α2 = 5◦/3◦, bandwidth
= 250Hz/px, echo spacing = 6.8ms, partial Fourier = 6/8) [19]. A whole brain
scan was performed at 0.7mm isotropic resolution with a GRAPPA acceleration
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factor of 2 (11 minutes), followed by a 0.5mm isotropic scan (28 minutes) of
each hemisphere for a total scan time of 67 minutes. In the inferior temporal
lobes, the image quality was impaired due to insufficient radiofrequency transmit
field provided by the coil. We do not discuss the results in this area. The B1
transmission field homogeneity could be improved by using dielectric pads in
future studies [20]. A major concern at high resolutions and long scan times
is subject motion. We selected subjects with previous scanning experience and
detected no gross motion artifacts, such as ringing or blurring, in the images.
An example of a 0.5mm3 T1 map is shown in Fig. 1.

Fig. 1. Axial view of a co-registered and fused T1 map at 0.4mm isotropic resolution
displaying intra-cortical contrast, including layer structure such as the Stria of Gennari
(red arrow)

The three T1 maps were co-registered into MNI space at 0.4mm isotropic to
minimize blurring caused by resampling, and the 0.5mm images were fused to
generate a whole brain T1 map. The resulting T1 maps were segmented [21] and
the cortical surfaces of the left hemispheres reconstructed [22]. Realistic corti-
cal layers (20 in number) were defined using a novel volume-preserving layering
model [23], which follows the cortical laminae in areas of curvature. Cortical
profiles were reconstructed perpendicularly to these layers. The level-set corre-
sponding to the middle of the cortex (layer 10) was used for registration. The
T1 times corresponding to the central 10 layers of the cortical profiles were aver-
aged for registration. We excluded the first and last pairs of layers to minimize
partial volume effects with white matter and cerebral spinal fluid, and divided
the remaining 16 layers into 4 groups: Layer 1 (outer - near pial surface), Layer
2 (outer middle), Layer 3 (inner middle), and Layer 4 (deep - near white matter
surface). Once the 0.4 mm isotropic T1 maps were sampled at the appropri-
ate cortical depths, the images were downsampled to an isotropic resolution of
0.8 mm for the registration process. This will only affect the resolution in the
tangential plane of the cortical surface.
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2.2 Surface Registration

The surface registration algorithm we present here applies SyN, a symmetric
image normalization algorithm that maximizes the cross-correlation within the
space of diffeomorphic maps [17], to level-set representations of cortical surfaces
and cortical features mapped onto these surfaces, curvature and T1.

We used a multi-scale approach by partially inflating the level-set surface ϕ
using Eq. 1, where G is a Gaussian kernel and κ is the surface curvature. Eq. 1 is
applied iteratively until the desired level of inflation is reached. The four scales
used in our experiments are illustrated in Fig. 2. The SyN algorithm was applied
at each scale using a specific set of coarse, medium and fine iterations.

∂ϕ

∂t
= [(ϕ−G ∗ ϕ0)− κ] · |Δϕ| (1)

Fig. 2. The four cortical inflation scales at which the SyN algorithm is applied, from
left to right, to gradually refine the mapping between two surfaces

The width of the level-set narrow band at each scale was equal to the max-
imum distance d between the source and target level-sets. The level-set ϕ was
modulated using the sigmoid function in Eq. 2, where the slope is steepest at the
intersection with the surface.

ϕ̃ =
1

1 + e4ϕ/d
(2)

In addition to this contrast, which is radial to the cortical surface, we used
curvature and T1 as tangential image contrasts. The curvature was calculated
at each inflation scale as the product of the shape index and the curvedness [24].
The T1 times were smoothed tangential to the cortical surface using a Gaussian
kernel of 3 mm FWHM for the purpose of registration only. The resulting T1
times were mapped to each scale during the inflation process by coordinate
tracking [25]. For both tangential contrasts, curvature and T1, the values were
dilated radially from the surface to the full width of the narrow band. The
tangential contrasts were linearly rescaled to the range [-0.5, 0.5]. An example
of the three contrasts is shown in Fig. 3.

The radial and tangential contrasts had an equal weighting of one. We per-
formed three surface registration experiments with different tangential contrast
combinations: 1) curvature only, 2) half curvature half T1, and 3) T1 only. The
three contrasts were used to measure convergence. The cortical surface of a single
subject was chosen as the target. After registration, the unmodulated level-sets,
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Fig. 3. Sagittal view of the three image contrasts used to align the partially inflated
cortical surfaces: the level-set that varies radially to the surface, the curvature and T1
that vary tangentially to the surface

curvature maps and unsmoothed T1 maps at the final inflation scale were trans-
formed using the direct mapping and averaged across the five subjects.

3 Results

The group-average T1 maps, corresponding to the mean of the middle 10 layers of
the cortex, shown in Fig. 4. Primary areas, which are more densely myelinated,
exhibit a shorter T1. The results from the three experiments using different
contrast combinations are very similar. This observation agrees with previous
reports that cortical areas are correlated with cortical folding. However, there
are some small, yet important, differences between the averaged T1 maps which
are highlighted in Fig. 4. For instance, in the average registered by T1 alone,
the boundaries of the primary motor (M1) and somatosensory (S1) cortices are
sharpest, mainly in the direction parallel to the central sulcus. We can also see a
clearer cluster of decreased T1 times on the lateral occipital cortex correspond-
ing to the motion-sensitive visual area V5/MT+. The frontal cortex contains
more structure in the average T1 maps by using T1, including two clusters of
decreased T1 in the inferior frontal gyrus corresponding to Broca’s area (Brod-
mann areas 44 and 45, related to speech and language). The cingulate cortex,
a very fine structure that is more difficult to register using smoothed data or
inflated surfaces, is also better aligned using T1 contrast.

The level-set standard deviation shown in the first row of Fig. 5 represents
the standard deviation of the remaining distance between the registered sur-
faces. These values are very low for all three experiments, and lowest for exper-
iment 2 that combines all three contrasts for registration. This may be because
the level-set has the strongest relative weighting of the three contrasts in exper-
iment 2. There is an area of high standard deviation in the temporal lobe and
near V5/MT+ where there is known to be intersubject variability in cortical
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Fig. 4. Group-average of the aligned 0.8mm isotropic unsmoothed T1 maps for the
three tangential contrast combinations used for registration: 1) curvature, 2) curvature
and T1, 3) T1. Regions of interest (ROIs) are outlined on the surfaces on the left, and
zoomed-in on the right. ROIs are centred around (in vertical order): M1 and S1, MT+,
Broca’s area, cingulate sulcus.

folding patterns. There is also a higher standard deviation in the frontal lobe
near higher cognitive areas that have a weaker relationship with cortical folding.
It may therefore be more difficult to optimize both T1 and level-set alignment
in these areas.

The curvature standard deviation in the second row of Fig. 5 is lowest for
experiment 1, as expected. The penalty of using only T1 contrast in experiment 3
is very small. This may be because the level-sets themselves include information
about the geometry of the cortex. There is a small increase in standard deviation
at the sulcal fundi, where the curvature gradients are strongest, and a decrease
at the gyral crowns. The increase in standard deviation in experiments 2 and 3
is indicative that the relationship between cortical areas and cortical folding is
variable, as highlighted in previous studies [2].

The curvature standard deviation only highlights alignment errors perpendic-
ular to the cortical folds. In contrast, the T1 standard deviation is a representa-
tion of the error in alignment of cortical areas, based on tissue microstructure,
in all directions within the cortical surface. The T1-driven surface-based regis-
tration results from experiment 3 are characterized by a reduction in intersubject
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Fig. 5. Group-standard deviations of the aligned 0.8mm isotropic image contrasts
(rows: level-set, curvature, T1) for the three registration experiments (columns): 1)
curvature, 2) curvature and T1, 3) T1. All experiments include the level-set contrast.

variability in T1 times, as shown in Fig. 5, even near the boundaries of primary
areas. There is a strong decrease in T1 standard deviation in proximity to the
cingulate cortex, at the eccentricity boundary of the primary visual cortex (V1)
and in the frontal lobe. There is a cluster of high T1 variability on the lateral
occipital and inferior parietal cortex for all three experiments, although it is
most widespread for curvature-based and most focused for T1-based registration.
The curvature-based registration is penalized by high intersubject variability in
cortical folding patterns in this area, whereas the T1-based registration benefits
from the T1 contrast arising from the highly myelinated extrastriate visual areas.

In Fig. 6, the T1 times from T1-based registration are shown for four different
cortical depths, defined in Section 2.1. The T1 contrast varies significantly with
cortical depth. The most striking examples are the greater contrast between M1
and S1 in Layer 3 in comparison to Layer 1, and the contrast between V5/MT+
and neighbouring cortex for deeper Layers 3 and 4 in comparison to superficial
Layers 1 and 2. Brodmann areas 44 and 45 in the frontal lobe also show a distinct
laminar structure, with highest contrast in Layer 2. Although these observations
of the group-averagedT1 laminar structure of cortical areas are preliminary, they
are in agreement with myeloarchitectonic descriptions of the cortex and indicate
that careful alignment of T1 along the cortical surface can outline many cortical
boundaries based on MR imaging of tissue microstructure.
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Fig. 6. Group-average of the aligned 0.4mm isotropic unsmoothed T1 maps for the
four cortical layers defined in Section 2.1. T1 generally becomes longer towards the
pial surface, thus the T1 scales are different for each layer to highlight the inter-layer
differences in T1 contrast.

4 Conclusion

We developed a novel surface-based registration technique that provides highly
accurate symmetric diffeomorphic mappings between the original surfaces. The
multi-scale approach based on partial levelset inflation improves the registra-
tion of the cortex over the SyN algorithm applied directly. This approach avoids
reparametrization to a sphere and minimizes distortions. We work with the natu-
ral shape of the anatomy, making it a more general framework that is not limited
to cortical surfaces.The low standard deviation of the level-sets across subjects
clearly shows the high precision that was achieved. Errors in the target cortical
surface could mislead the registration process, therefore future group registra-
tion experiments could alternatively be performed as an evolving group average
template. Additional inflation scales can be included until complete registration
or the original level-sets is achieved at the cost of processing time. This may be
more suitable for morphometry as opposed to functional studies.
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We demonstrated that the inclusion of T1 maps improves the alignment of
cortical areas without deteriorating the geometric alignment (or at minor costs
in geometric alignment). The alignment is improved for primary cortical areas,
which are known to have a close relationship to cortical folding patterns, mainly
in the direction parallel to the cortical folds. There are also improvements in
the alignment of cortical areas that are more variable with respect to cortical
folding patterns, and in the alignment of fine cortical structures. The alignment
of cortical areas which exhibit strong T1 contrast may also improve the alignment
of neighbouring areas with weaker differences in T1, assuming that the topology
of cortical areas is consistent across subjects.

The exceptional image quality of the ultra-high resolution T1 maps allowed us
to show unprecedented structural detail at the group level, including differences
in T1 times between cortical layers. This represents a big step for in vivo brain
mapping based on microstructure, a new and exciting direction of research [26].
High-resolution and quantitative data sets are becoming more widely available
with developments in image acquisition at 3 T and higher field strengths [14,27],
and bring new challenges and opportunities to image processing.

Our novel surface-based registration technique can be applied to a very wide
range of datasets, both in terms of image resolution and contrasts. Our tech-
nique can be applied to standard datasets, typically 1mm3 T1-weighted images,
as other cortical surface alignment tools. In addition, surfaces created using
other software packages, such as FreeSurfer, can be imported into our framework
for registration. The 0.4mm3 images were downsampled to 0.8mm3 to reduce
computation time. However, the algorithm has also been tested on the original
0.4mm3 data as well as images at 1mm3 resolution. The multi-modal approach
can be extended to include other modalities, in addition to or instead of T1, that
feature intra-cortical contrast of interest for brain parcellation. Future work will
include the use of other MR contrasts that reflect cortical microstructure (eg.
T2* and quantitative susceptibility mapping), as well as multi-layer contrast in
high-resolution images. Another interesting application would be the inclusion
of functional and anatomical connectivity data.
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Abstract. Cortical thickness estimation in magnetic resonance imag-
ing (MRI) is an important technique for research on brain development
and neurodegenerative diseases. This paper presents a heat kernel based
cortical thickness estimation algorithm, which is driven by the graph
spectrum and the heat kernel theory, to capture the grey matter ge-
ometry information in the in vivo brain MR images. First, we use the
harmonic energy function to establish the tetrahedral mesh matching
with the MR images and generate the Laplace-Beltrami operator matrix
which includes the inherent geometric characteristics of the tetrahedral
mesh. Second, the isothermal surfaces are computed by the finite element
method with the volumetric Laplace-Beltrami operator and the direction
of the steamline is obtained by tracing the maximum heat transfer prob-
ability based on the heat kernel diffusion. Thereby we can calculate the
cerebral cortex thickness information between the point on the outer sur-
face and the corresponding point on the inner surface. The method relies
on intrinsic brain geometry structure and the computation is robust and
accurate. To validate our algorithm, we apply it to study the thickness
differences associated with Alzheimer’s disease (AD) and mild cognitive
impairment (MCI) on the Alzheimer’s Disease Neuroimaging Initiative
(ADNI) dataset. Our preliminary experimental results in 151 subjects
(51 AD, 45 MCI, 55 controls) show that the new algorithm successfully
detects statistically significant difference among patients of AD, MCI and
healthy control subjects. The results also indicate that the new method
may have better performance than the Freesurfer software.

Keywords: Cortical thickness, Heat Kernel, Tetrahedral Mesh, Stream-
line, False Discovery Rate.

1 Introduction

Alzheimer’s disease (AD) is a common central nervous system degenerative dis-
ease. Its symptoms on clinical anatomy are the partly atrophy in the cerebral
cortex of the patients. If we can accurately estimate the cortical thickness and
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identify out reliable different regions between patient and control groups, it may
help the early detection of the disease, evaluate disease burden, progression and
response to interventions. However, despite evidence that medial temporal atro-
phy is associated with AD progression, the MRI imaging measurement of medial
temporal atrophy is still not sufficiently accurate on its own to serve as an ab-
solute diagnostic criterion for the clinical diagnosis of AD at the mild cognitive
impairment (MCI) stage.

According to the geometric properties of the measurement tools, the thickness
estimation methods can be broadly divided into two categories: based on either
surface or voxel characteristics (as reviewed in [1]). The measurement methods
based on the surface features are aimed to establish triangular mesh models in
accordance with the topological properties of the inner and outer surface, and
then use the deformable evolution model to couple the two opposing surfaces.
The thickness is defined as the value of the level set propagation distance be-
tween the two surfaces. This measurement accuracy can reach the sub-pixel level
but requires constantly correcting the weights of various evolutionary parameters
to ensure the mesh regularity. Sometimes the model can not work in the high
folding regions such as the sulci. Various approaches were proposed to address
this problem and increase the thickness estimation accuracy in the high curva-
ture areas. For example, Mak-Fan et al. modeled the sulci regional by adding
the cortex thickness constraints [2]. Fischl and Dale proposed to model the mid-
dle part of the sulci by imposing the self-intersection constraints [3]. Although
better measurement results are achieved, the computation cost is high [4]. The
voxel-based method is the measurement on a three-dimension cubic voxel grid.
There is no correction of the mesh topology regularity, so the calculation is sim-
ple [5,6]. However, due to the restrictions of the grid resolution, the measurement
accuracy is low and sensitive to noise [7]. The voxel-based measurement acquires
the cortex thickness information by solving partial differential equations in the
potential field, for example, Jones et al. [8] first used the Laplace equation to
characterize the layered structure of the volume between the inner and outer
surfaces and obtained the stream line. This method is known as the Lagrangian
method. Hyde et al. [9] proposed the Euler method by solving the one-order
linear partial differential equations for thickness calculation which can improve
the computation efficiency. The main disadvantage of the voxel-based estima-
tion method is the computational inaccuracy on the discrete grid. The limited
grid resolution affects the accuracy of the thickness measurement. Some prior
work, e.g.[10], used the boundary topology to initialize a sub-voxel resolution
surface and correct the direction of the stream line. This method can increase
the measurement accuracy.

From the above discussion, in order to improve the computational efficiency
and the degree of automation, one may expect the choice of voxel-based measure-
ment algorithm is more feasible. However, we should overcome the defect of the
limited grid resolution which can not precisely characterize the curved cortical
surfaces from MR images. The 3D model we need should achieve a good fitting
for the cerebral cortex morphology and facilitate an effective computation on
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the sub-voxel resolution. The preferred model to satisfy the above requirements
is a tetrahedral mesh [11], as a cubic voxel can be divided into n tetrahedra
according to the resolution requirement.

It is also worth noticing that the tetrahedral mesh quality will affect the
accuracy of solving the partial differential equations. For example, too small
dihedral angles will lead to stiffness matrix ill-posed problem in the finite ele-
ment method and too large dihedral angles will lead to the interpolation and
discretization errors. The common tetrahedra generation method is to revise the
tetrahedra through the iterative processing. One class of methods are to divide
the voxels of the MRI to tetrahedra according to the generation quality [12].
But it usually results in the loss of the original image information because of the
lack of the boundary restriction conditions. Another class of methods intends to
comply with the precise topology structure of the original image by adaptively
adjusting the size of the tetrahedra [13], which constantly use the external force
to pull the tetrahedral vertices to the boundary of the MRI. However, it neglects
the quality of each tetrahedron.

There are two main contributions in our paper. First, this paper intends to
generate the high-quality tetrahedral mesh suitable for the areas of the cor-
tex with rich details on the basis of the results of the previous studies. And the
tetrahedral mesh can be facilitated to analyze the potential field, which has been
elaborated in many literatures, e.g. [14]. Compared with prior work [8], our PDE
solving computation can achieve sub-voxel accuracy. Second, we propose a heat
kernel based method to accurately estimate the streamline with the intrinsic and
global cortical geometry information. In a prior work [8], the computations of the
streamline by solving the partial differential equations are rooted in computa-
tional geometry to determine the streamline directions. It neglects the inherent
geometric characteristics between the points in the mesh. Geometrically speak-
ing, heat kernel determines the intrinsic Riemannian metric [15] and it can be
reliably computed through the Laplace-Beltrami matrix. Recently, the surface
based heat kernel methods were widely used in image shape analysis [16], classi-
fication [17], and registration [18]. However, 3D heat kernel methods are still rare
in medical image analysis field. Here we propose a novel 3D heat kernel method
and apply it to refine streamline computation and improve the accuracy of the
cortical thickness estimation. Besides the computational efficacy and efficiency,
our method also takes numerous other advantages of the spectral analysis such
as the measurement invariance of inelastic deformation and the robustness of
the topological noise.

2 Tetrahedral Mesh Generation Algorithm

The pipeline of our tetrahedral mesh generation algorithm for the MR images is
shown in Fig. 1. First we fill the MRI space with the cubic background voxels
and the space attribute of each vertex is determined by the point-to-boundary
distance function φ(x) . φ(x) is calculated using the fast marching method based
on the vertex connection relationship. The sign of the φ(x) indicates the region
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Fig. 1. Tetrahedral mesh generation work flow

(a) cubic side length as 0.23mm (b) cubic side length as 0.04mm

Fig. 2. Generated tetrahedral meshes with different cubic side lengths

where the vertex is located, and mark the square surface as the boundary where
the φ(x) of vertices is equal to zero. Here we can adaptively adjust the filled cubic
lengths by calculating the vertex coordinates(x or y) difference of the adjacent
boundary surface with the same z coordinate.

The results of different cubic length are shown in Fig. 2. We adaptively adjust
the cubic side lengths to fill the MRI according to the vertices fluctuation of the
cubes. On the other hand, the degree of the approximation and smoothness of
the mesh can be adaptively adjusted. Secondly, the cubic voxel containing the
boundary surface and the internal voxel are split into the tetrahedra according
to the pyramid and the body-centered lattice forms. The details of the splitting
algorithm are shown in Fig. 3. Here, the left voxel contains the boundary surface
(ABCD), O and O′ are the central points of the left and right cubic voxels, the
tetrahedra (ABDO and BDCO) are the split results by the pyramid form. And
the right voxel is the internal one, the tetrahedra (OO’EF and OO’GH) are the
split results by the body-centered lattice form. So the cubic voxels are composed
of excellent quality tetrahedra, which have dihedral angles as 60◦ and 90◦ .

On this basis, the tetrahedra near the boundary are to be cut by the iso-
surface (φ(x) = 0) based on the vertex space attribute and linear proportional
function. Finishing the cutting, we should consider the reconstruction of the new
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Fig. 3. Two kinds of forms for splitting the cubic voxels into tetrahedra

tetrahedra under the condition of the original tetrahedral collapse. In addition,
if we find the cutting point of the edge is close to the holding internal vertex,
the implementation of adsorption operation is required, i.e. the internal vertex
will be pulled onto the isosurface. After the above operations, the original back-
ground grid is organized into the tetrahedral mesh which substantially fits the
cerebral cortex geometry structure.

The obtained tetrahedral mesh needs to be corrected to improve the quality
and the smoothness owing to the cutting and organization operations.We achieve
it with the regularization algorithm for the boundary smoothness and tetrahedral
quality improvement based on the harmonic function minimization [19]. The
initial tetrahedra conforming state is given by X , while the deformed state is
denoted by x , and the displacement vector field v is given by v = x−X . Then
the regularized tetrahedral mesh is obtained by finding a v that minimizes an
energy G(v) . G(v) is composed of three additive terms, an elastic term E(v), a
smoothness term S(v) and a fidelity term B(v) . The details of this algorithm
can be referred to [19].

3 Thickness Measurement Algorithm Based on the Heat
Kernel Diffusion

3.1 Heat Kernel

Let f be a real-valued function, with f ∈ C2, defined on a tetrahedral mesh K.
We use the volumetric Laplace-Beltrami operator proposed in a prior work [20].
We define the piecewise Laplace-Beltrami operator as the linear operator ΔK :
CPL → CPL on the space of piecewise linear function f , on K, which is defined
as

ΔK(f) = Σ{u,v}∈Kk(u, v)(f(u)− f(v)) (1)
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Fig. 4. The heat transition paths and the values of the from the specific point on the
outer isothermal surface (0.95◦) to the different points on the inner isothermal surface
(0.90◦)

where k(u, v) = 1
12Σ

n
i=1li cot(θi), θi is the associated dihedral angle and li is

the length of an edge to which edge {u, v} is against in a tetrahedron model.
Compared with other rasterization-based Laplace-Beltrami operator computa-
tion methods, because of the multi-resolution nature of the tetrahedral mesh,
our method may capture and quantify local volumetric geometric structure more
accurately.

The heat kernel diffusion on differentiable manifold with Riemannian metric
is governed by the heat equation:

ΔKf(x, t) =
∂f(x, t)

∂t
(2)

where f(x, t) is the heat distribution of the volume at the given time t. We know
that the heat diffusion process can be represented by its time dependent and its
spatially dependent parts.

f(x, t) = F (x)T (t) (3)

When Eq. 3 is substituted to Eq. 2, we can get the Helmholtz equation to
describe the heat vibration modes in the spatial domain.

ΔF (x) = −λF (x) (4)

Eq. 4 can be treated as the Laplacian eigenvalue problem with infinite number of
eigenvalue λi and eigenfunction Fi pairs. The solution of equation above can be
interpreted to the superposition of the harmonic functions in the given spatial
position and time. Given an initial heat distribution F : K → R, let Ht(F )
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(a) (b)

Fig. 5. The thickness measurement result from Fig. 4. (a) shows that the half outer
surface which is far from the inner hole and (b) shows the half outer surface which is
close to the inner hole. The colormap information represents the size of the thickness.

denote the heat distribution at time t, and limt→0 Ht(F ) = F . Ht is called the
heat operator. Both ΔK and Ht share the same eigenfunctions, and if λi is an
eigenvalue of ΔK , then e−λit is an eigenvalue of Ht corresponding to the same
eigenfunction.

For any compact Riemannian manifold, there exists a function kt(x, y) : R
+×

M ×M → R, satisfy the formula

HtF (x) =

∫
K

kt(x, y)F (y)dy (5)

where dy is the volume form at y ∈ K. The minimum function kt(x, y) that
satisfies Eq. 5 is called the heat kernel, and can be considered as the amount
of heat that is transferred from x to y in time t given a unit heat source at x.
According to the theory of the spectral analysis, the heat kernel has the following
eigen-decomposition heat diffusion distance:

kt(x, y) = Σ∞
i=0e

−λitφi(x)φi(y) (6)

where λi and φi are ith the eigenvalue and eigenfunction of the Laplace-Beltrami
operator, respectively. So we can see that the heat kernel can be completely rep-
resented by the eigenvalues and eigenfunctions of the Laplace-Beltrami operator.
At the same time, the heat kernel kt(x, y) can be interpreted as the transition
probability of the Brownian motion on the manifold and has significant applica-
tions in computer vision and machine learning fields. The kt(x, y) of the specific
point x on an isothermal surfacem to the different point y on the next isothermal
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surface m′ at the same time interval can represent the different heat transition
probability. The connection direction of the x and y according to the maximum
transition probability is the direction of the temperature gradient. And then y
as a starting point, we will continue to search the next point y′ in the next
isothermal surface n whose kt(x, y) is the maximum among the all kt(y,R) .
So a streamline of the cortex will be obtained by finding out the maximum
heat transition probability between the isothermal surfaces in the order from
the specific point on the highest isothermal surface.

3.2 Heat Transition Path

In this paper, we use the Laplace equation in the cortex region to obtain the
temperature distribution by the finite element method. The kt(x, y) of the spe-
cific point x on an isothermal surface m to the different point y on the next
isothermal surface m′ at the same time interval is computed. In the following,
we make a simulation experiment to measure the thickness. A hollow shell is gen-
erated by our tetrahedron mesh generation algorithm. The outer surface center
is located in (−0, 0, 0) and the inner surface center is (−0.5, 0, 0), the outer sur-
face and the hole surface are the irregular spherical surfaces. First we set the
temperature value of the outer surface as 1◦ and inner surface as 0◦. Through
the finite element method, the temperature distribution and the isothermal sur-
face in the mesh can be acquired. Fig. 4(a) shows that the coordinates of x are
(−3.9669, 0.49833, 0.12544) on the outer isothermal surface m whose tempera-
ture is 0.95◦, and the inner isothermal surface m′ is the surface of temperature of
0.90◦. The part of heat transition paths from x to the isothermal surface m′ are
represented by the blue lines. Where the red line represents the path from x to
y whose coordinates are (−1.9645, 0.26586, 1.0978) and the maximum kt(x, y) is
13.081 as the time interval is 0.02. And the important point is that the red line is
perpendicular to the two isothermal surfaces approximately. In order to clearly
show the heat transition paths, the interval distance between the two isothermal
surfaces is enlarged to display. Fig. 4 (b) shows the values of the kt(x, y) on the
inner isothermal surface from x to the different y. As shown in Fig. 4 (a) and
(b), we can see that the values of kt(x,R) increase as the colors go from blue to
yellow and to red. This means the geometry and topology relationships from x
to the different points on the next isothermal surface. With this simple example,
we visualize the fact that eigenvalues and eigenfunctions of the Laplace-Beltrami
Operator can represent the intrinsic volume geometry characteristics.

Some thickness measurement results from Fig. 4 are shown in Fig. 5. Here the
step size is chosen as 0.2 which means that the isothermal interval is 0.2◦. We
add the length of all the segment lines between the isothermal surfaces which
represent the maximum heat transition and obtain the thicknesses of the vertices
on the outer surface. Fig. 5 (a) shows that the half outer surface which is far
from the hole and (b) shows the half outer surface which is close to the hole.
The colormap information represents the size of the thickness.
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4 Statistical Maps and Multiple Comparison

The experiments in this workwere performed onT1 image data (AD=51,MCI=45,
control=55) from the Alzheimer’s Disease Neuroimaging Initiative (ADNI) [21].
As a proof-of-principle work, our analysis was focused on the medial temporal lobe
of the left brain hemisphere. The grey matter segmentation, surface reconstruc-
tion, surface correspondence, region of interest (ROI) extraction on white matter
and pial surfaces were computed by Freesurfer software [22].

With the segmented brain images, the acquired data was interpolated to form
cubic voxels with an edge length of 0.2mm. The minimum dihedral angle of the
generated tetrahedron mesh is 12 degree and maximum dihedral angle is 130
degree. The maximum edge ratio is set as 5.0. Then the thickness measurement
based on heat kernel is applied on the extracted ROI. We applied the Student’s
t test on sets of thickness values measured on corresponding surface points to
study the statistical group difference. Given each matching surface point, we
measure the difference between the mean thickness of three different groups
(AD vs. control, MCI vs. control and AD vs. MCI) by

t =
Ū − V̄√

2
nSUV

(7)

where Ū and V̄ are the thickness means of the two groups and SUV is the grand
standard deviation. The denominator of t is the standard error of the difference
between two means. For multiple comparison, we ran a permutation test with
15, 000 random assignments of subjects to groups to estimate the statistical sig-
nificance of the thickness with group differences. The covariate was permuted
15, 000 times. The probability was later color coded on each surface template
point as the statistical p-map of group difference. Fig. 6 shows the p-maps of
group difference detected between AD and control, AD and MCI, control and
MCI groups, respectively, and the significant level at each surface template point
as 0.05. Fig. 6 (a), (c) and (e) are the statistical p-map results with Heat Dif-
fusion; (b), (d) and (f) are those with Freesurfer. All group difference p-maps
were corrected for multiple comparisons using the widely-used false discovery
rate method (FDR) [23]. The FDR method decides whether a threshold can be
assigned to the statistical map that keeps the expected false discovery rate below
5% (i.e., no more than 5% of the voxels are false positive findings). In Fig. 6, the
non-blue color areas denote the statistically significant difference areas between
two groups. Fig. 7 (a)-(c) are the cumulative distribution function (CDF) plots
showing the uncorrected p-values (as in a conventional FDR analysis). The x
value at which the CDF plot intersects the y = 20x line represents the FDR-
corrected p-value or q-value. It is the highest statistical threshold that can be
applied to the data, for which at most 5% false positives are expected in the
map. In general, a larger q-value indicates a more significant difference in the
sense that there is a broader range of statistic threshold that can be used to
limit the rate of false positives to at most 5% [24]. The use of the y = 20x line is
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(a) (b)

(c) (d)

(e) (f)

Fig. 6. Statistical p-map results of Heat Diffusion and Freesurfer show group differences
among three different groups, (a), (c), (e) are the results of our method, (b), (d), (f)
are results of Freesurfer software on group difference between AD and control, control
and MCI, AD and MCI, respectively
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Fig. 7. The cumulative distributions of p-values comparison for difference detected
between three groups (AD, MCI, CTL). In the CDF, the q-values are the intersection
point of the curve and the y = 20x line. In a total of 3 comparisons, the heat diffusion
method achieved the highest q-values.

Table 1. The FDR corrected p-value (q-value) comparison

Heat kernel diffusion Freesurfer

AD-CTL 0.0492 0.0459

AD-MCI 0.0347 0.0201

CTL-MCI 0.0425 0.0348

related to the fact that significance is declared when the volume of suprathreshold
statistics is more than 20 times that expected under the null hypothesis.

With the proposed univariate statistics, we studied differences between three
diagnostic groups: AD, MCI and controls. As expected, we found relatively
strong thickness differences between AD and control groups (q-value: 0.0492 with
heat diffusion method and 0.0459 with Freesurfer software) and strong thickness
differences between MCI and control groups (q-value: 0.0425 with heat diffu-
sion method and 0.0348 with Freesurfer software), the details are in Fig. 6 and
Fig. 7. We compared the statistical power (determined by FDR corrected overall
significant values) with the two thickness methods, our method demonstrated
the strongest or comparable statistical power for the three group comparisons
(detailed in Table 1). Although more validation is certainly necessary, the cur-
rent results suggest that the heat diffusion measure may offer greater statistical
power than the Freesurfer software.

5 Conclusion

In this paper, we present a heat kernel based thickness estimation algorithm
which can improve the computational efficiency and accuracy for in vivo MR
image cortical thickness estimation. Through establishing the tetrahedral mesh
matching with the MRI by the harmonic energy function, we can reduce the
limited grid resolution effects. At the same time, we introduce the heat kernel to
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the streamline analysis to determine the heat transfer gradient direction. With
the proposed univariate statistics, we studied differences between three diagnos-
tic groups: AD, MCI and controls. We compare our method with the Freesurfer
software, the results show that the heat diffusion method achieved greater sta-
tistical power than the Freesurfer software in a total of three comparisons. In the
future, we plan to depict the geometrical characteristics of the local and global
cortical regions by using the heat kernel diffusion and apply them in our ongoing
preclinical AD research.
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A Family of Fast Spherical Registration Algorithms  
for Cortical Shapes  

Boris A. Gutman, Sarah K. Madsen, Arthur W. Toga, and Paul M. Thompson 

Imaging Genetics Center, Laboratory of Neuro Imaging, University of California, Los Angeles 

Abstract. We introduce a family of fast spherical registration algorithms: a 
spherical fluid model and several modifications of the spherical demons algo-
rithm introduced in [1]. Our algorithms are based on fast convolution of tangen-
tial spherical vector fields in the spectral domain. Using the vector harmonic  
representation of spherical fields, we derive a more principled approach for 
kernel smoothing via Mercer’s theorem and the diffusion equation. This is a 
non-trivial extension of scalar spherical convolution, as the vector harmonics do 
not generalize directly from scalar harmonics on the sphere, as in the Euclidean 
case. The fluid algorithm is optimized in the Eulerian frame, leading to a very 
efficient optimization. Several new adaptations of the demons algorithm are 
presented, including compositive and diffeomorphic demons, as well as fluid-
like and diffusion-like regularization. The resulting algorithms are all signifi-
cantly faster than [1], while also retaining greater flexibility. Our algorithms are 
validated and compared using cortical surface models. 

Keywords: Shape Registration, Spherical Mapping, Diffeomorphic Demons, 
Fluid Registration, Vector Spherical Harmonics. 

1 Introduction 

Non-rigid shape registration represents an important area of research in medical imaging, 
in particular for cortical shape analysis. The highly variable, convoluted geometry of the 
cortical boundary together with an abundance of MR data present a significant challenge 
for fully automating reliable correspondence searches. Current methods for parametric 
shape registration range from conformal maps and intrinsic embeddings via the Laplace-
Beltrami (LB) operator [2-4] to the more direct adaptations of image registration algo-
rithms in the Euclidian domain. The latter approach is appealing, as non-linear medical 
image registration has by now become a mature field with several well-validated me-
thods. For example, an approach taken by [5] maps subcortical shapes directly to the 2D 
plane, and performs the usual fluid registration of mean curvature and conformal factor 
features following [6] to achieve final correspondence. The method is fast and reliable, 
provided a consistent set of boundaries is introduced to enable the initial parameteriza-
tion. The boundary constraint requires a strong prior on the final correspondence search, 
before any registration can be attempted at all.  

This illustrates the significant advantage that using a parametric domain of the same  
topology as the shape – for example the 2-sphere – offers compared to the Euclidian  
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Fig. 1. Smooth spherical circle to C. No registration paper is complete without the “circle to 
C.” Here, we used diffeomorphic demons with fluid- and diffusion-like regularization. 

domain. In effect, using the spherical domain enables truly automated parametric registra-
tion of genus-zero shapes. As a result, several adaptations of Euclidian registration to the 
sphere have been proposed. Thompson et al. [7] proposed elastic matching based on sulcal 
landmarks, constraining the curve-induced flow by the Cauchy-Navier differential opera-
tor, and correcting explicitly for metric distortions. In [4, 8], the authors extend Miller’s 
LDDMM framework [9] to point and curve-set registration on the sphere. Closer to this 
work, in [10, 11] the authors propose landmark-free methods on the sphere, minimizing 
the sum of squared distances (SSD) between corresponding curvature maps and curvature-
derived feature functions. The optical flow algorithm is adapted to the sphere in [10], and 
solved using a narrow band approach, while in [11] a straight-forward optimization of 
coordinates is performed directly on the surface. In a more recent effort, Yeo extended the 
very efficient diffeomorphic demons algorithm [12, 13] to spherical images, and showed 
that registering curvature and thickness features of the cortex leads to robust shape regis-
tration [1]. The resulting algorithm can accurately register two cortical surfaces of high 
resolution (150K vertices) in under 5 minutes, while maintaining invertible warps. This is 
quite an impressive result, since FreeSurfer [11], perhaps the most popular tool for cortical 
surface alignment, takes on the order of 1 hour. 

Inspired by the recent work on spherical shape registration, we revisit the spherical 
registration problem from the perspective of adapting well-known Euclidean registration 
approaches. At the heart of many image registration algorithms, one finds a Gaussian 
convolution of either the displacement field itself, or the update step/instantaneous veloc-
ity of the field. On the other hand, it is often convenient to decompose the velocity or the 
displacement over an orthogonal basis, formed by the eigenfunctions of a suitable diffe-
rential operator. As the most basic example, Gaussian convolution can be performed 
quickly in the Fourier domain; this is often used to approximate the solution to the fluid 
equation [14]. A more precise solution is offered in [15], where the decomposition is in 
eigenfunctions of the fluid operator itself. The many variants of the demons algorithm 
likewise require a convolution of the field (“diffusion-like” demons) or the update step 
(“fluid-like” demons) with a smoothing kernel for regularization, which is typically done 
in the Fourier domain [13]. However, the adaptation of this idea to the sphere is not trivi-
al, since the well-known scalar spherical harmonics cannot be applied directly to canoni-
cal coordinates of tangential vector fields. To mitigate this problem, Yeo et al. [1] use a 
straightforward recursive smoothing scheme. This limits the possible kernel range, as the  
execution time depends directly on the size of the kernel. In this work, we derive a 
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smoothing technique for tangential vector fields based on vector spherical harmonics 
(VSH). Vector spherical harmonics form a suitable basis in which to perform the re-
quired convolution, as they are eigenfields of the Casimir operator restricted to the 
sphere. This allows for a natural extension of Mercer’s theorem to spherical vector fields 
for the purpose of fast spherical field regularization. Such an approach has all the usual 
benefits of performing convolution in the spectral domain.  

We implement a fast VSH transform, and apply our smoothing in several natural 
adaptations of the demons algorithm and the spherical fluid algorithm. We compare 
the performance of the proposed algorithms based on 100 white matter (WM) surfac-
es, using both synthetic warps and true cross-subject registration. We conclude that 
the combined fluid- and diffusion-like diffeomorphic demons offer the best accuracy, 
followed closely by the fluid algorithm. Both of these approaches significantly out-
perform compositive demons, as well as diffeomorphic demons with only fluid-like or 
diffusion-like regularization, such as implemented in [1]. 

The remainder of the paper is organized as follows. The first section describes fast 
heat kernel smoothing for spherical fields. The second and third sections outline the 
demons and fluid adaptations to the sphere based on the proposed vector smoothing. 
The fourth section describes some implementation details. The fifth section compares 
the results across our methods, and the sixth concludes the paper. 

2 Heat Kernel for Spherical Vector Fields 

In direct analogue to Fourier series on Թ୬, and scalar spherical harmonics – the eigen-
functions of the Laplacian and the scalar LB operator on ॺଶ, VSH can be derived 
from the Casimir operator, or the Laplacian operator on spherical tangential fields. 
The curvature of the sphere implies a non-trivial parallel transport, which complicates 
the vector Laplacian form and distinguishes it from the scalar case. In canonical coor-
dinates, the vector Laplacian of  ܞ ൌ vఏࢋఏ ൅ vఝࢋఝ is written as ∆ܞ ൌ  ቈെ ቆ ߲ଶ߲ߠଶ ൅ cot ߠ ߠ߲߲ ൅ 1sinଶ ߠ ߲ଶ߲߮ଶ െ 1sinଶ ቇߠ ఏݒ ൅ 2 cot sinߠ ߠ ఝ߲߮ݒ߲ ቉  ఏࢋ

൅   ቈെ ቆ ߲ଶ߲ߠଶ ൅ cot ߠ ߠ߲߲ ൅ 1sinଶ ߠ ߲ଶ߲߮ଶ െ 1sinଶ ቇߠ ఝݒ െ 2 cot sinߠ ߠ ఏ߲߮ݒ߲ ቉ ఝ. (1)ࢋ

Vector spherical harmonics satisfy ∆࢓࢒ۯ ൌ ݈ሺ݈ ൅ 1ሻ࢓࢒ۯ, and can be defined as the 
gradient of the scalar harmonics ௟ܻ௠, and its orthogonal complement (see, e.g. [16]).  ۰௟௠ ൌ  ଵඥ௟ሺ௟ାଵሻ ቂడ௒೗೘డఏ ఏࢋ ൅ ଵୱ୧୬ ఏ డ௒೗೘డఝ ఏቃ,                       (2) ۱௟௠ࢋ ൌ െࢋ௥ ൈ ۰௟௠. 

This leads to harmonic decomposition of a spherical vector field into 

ܞ ൌ ෍ ሾ۰௟௠݂஻ሺ݈, ݉ሻ ൅   ۱௟௠݂஼ሺ݈, ݉ሻሿ, ݂஺ሺ݈, ݉ሻ ൌ ,ܞۃ ۄ࢓࢒ۯ ௅మሺTॺమሻ       ஶ
௟ୀଵ|௠|ஸ௟

  (3)
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Taking advantage of the eigenfields, we can extend Mercer’s Theorem [17] to spheri-
cal fields, and define the heat kernel as ࡷఙሺ݌, ሻݍ ൌ ∑ ݁ି௟ሺ௟ାଵሻఙ ∑ ۰௟௠ሺ݌ሻ ٔ ۰௟௠ሺݍሻ ൅௟௠ୀି௟ஶ௟ୀଵ ۱௟௠ሺ݌ሻ ٔ ۱௟௠ሺݍሻ,    (4) 

where ٔ is the tensor product. The kernel in (5) represents Green’s function of the 

vector isotropic diffusion equation 
డܞడ௧ ൌ െ∆ܞ, ߪ ൌ ݐ2√ . Applying the kernel to a 

field leads to an expression which is similar to the scalar harmonics case [18]: 

۹ఙ כ ሻ݌ሺܞ    ൌ           ෍ ݁ି௟ሺ௟ାଵሻఙ ቈ۰௟௠ሺ݌ሻ න ۰௟௠ሺݍሻܞሺݍሻ݀ߤሺݍሻॺమ
ஶ

௟ୀଵ|௠|ஸ௟൅         ۱௟௠ሺ݌ሻ න ۱௟௠ሺݍሻܞሺݍሻ݀ߤሺݍሻॺమ ൨.                 (5)

It is easy to see that all that is required for an efficient heat kernel smoothing of a 
spherical field is a forward harmonic transform followed by an ܱሺ݊ሻ operation and 
an inverse transform.  

3 Spherical Demons 

The general idea behind a demons approach [12] is a two-step optimization, in which 
the first step represents a search for the update direction of the current warp, and the 
second – the regularization of the new warp resulting from this update. Thus, for 
fields ࢛, ,ࢍ :ࡳ Թ௡ ՜ Թ௡, we have the following optimization problems.  ࢛ ൌ arg min࢛ ቀԡܵ െ ܶ כ ሼࢍ כ ࢛ሽԡଶଶ ൅ ଵఙ distሺࢍ, ሼࢍ כ ࢛ሽሻቁ, (6)

where ࢛ is a “hidden” transformation, and the regularization ࡳ ൌ arg minࡳ ቀ ଵఙࡳ ܴሺࡳሻ ൅ ଵఙ distሺࡳ, ሼࢍ כ ࢛ሽሻቁ,               (7) 

with the update ࢍ௧ାଵ ൌ ௧ࡳ . Here ܵ, ܶ  are fixed and moving images with ܶ :ࢍכ Թ௡ ՜ Թ defined using the Lagrangian frame by {ܶ כ ݔሽሾࢍ ൅ ሻሿݔሺࢍ ൌ ܶሾݔሿ. The 
optimized field ࢍ is the warp bringing the two images into correspondence. The re-
gularization term ܴሺࡳሻ is generally taken as a norm of a differential operator, so that 
the minimization can be achieved with a convolution. A well-known example,  
minimizing the harmonic energy in Թ୬ is equivalent to a Gaussian smoothing of the 
displacement field ࡳ. Likewise, the second term in the first equation (6) can be inter-
preted as a penalty on the harmonic energy of ࢛, as well as its norm, and can be 
smoothed with a Gaussian kernel. Smoothing the displacement field is often termed 
“diffusion-like regularization” , and  smoothing the update, “fluid-like regulariza-
tion” [13]. The unique advantage of the demons family of algorithms is precisely  
the separation of the two optimization problems: each cost can be optimized very  
 



250 B.A. Gutman et al. 

efficiently with either a linear approximation or a fast convolution. Lastly, a more 
recent modification of the demons framework [13] introduced the idea of maintaining 
diffeomorphic warps by passing each update step ࢛  through the exponential ࢛ ՜  ሺ࢛ሻ, thus ensuring invertibiliy. Since diffeomorphisms form a Lie group݌ݔ݁
under composition, this approach guarantees a smooth invertible final warp ࢍ.  
   Adapting the demons approach to spherical images ܵ, ܶ: ॺଶ ՜ Թ , we optimize 
over ࢛, ,ࢍ :ࡳ ॺଶ ՜ ௫ܶॺଶ,  and following the convention in [1], define  ܶ כ ࢍ  by 
{ܶ כ ,ݔሺ݌ሽሾࢍ ሽሻሿݔሼࢍ ൌ ܶሾݔሿ, where  

,ݔሺ݌  ሽሻݔሼࢍ ൌ ඥ1ݔ  െ ԡࢍሼݔሽԡଶ ൅  ሽ.  (8)ݔሼࢍ

Although such a parameterization of the warp contains a nonlinearity, as the geodesic  
length of the displacement is the arcsine of ԡࢍሼݔሽԡ, it leads to significantly simpler 
computations than an arc length parameterization. Indeed, given ݌ሺݔ,  ሽሻ, it is easyݔሼࢍ
to compute ࢍሼݔሽ by ࢍሼݔሽ ൌ െ࣡ଶሺݔሻ݌ሺݔ, ࣡ ሽሻ, whereݔሼࢍ  is the cross-product ma-
trix, as suggested in [1]. In solving the first optimization problem (6), we deviate from 
[1], who optimize the problem directly in the original image space, and follow [13] 
more closely: we reformulate the problem as  ࢛ ൌ arg min࢛ ൬ԡܵ െ ሾܶ כ ሿࢍ כ ࢛ԡଶଶ ൅ ߪ1 ԡ࢛ԡଶ൰ .  (9)

This leads to a straightforward linear problem, following the linearization of ԡܵ െ ܶ ሽࢍሼכ כ ሼ࢛ሽԡଶଶ, which can be solved separately for every point on ॺଶ. ࢛ሼ݌ሽ ൌ ܵሼ݌ሽ െ ሾܶ כ ሿࢍ כ ࢛ሼ݌ሽฮ׏ሬሬԦሾܶ כ ሽฮଶ݌ሿሼࢍ ൅ ሽ݌ଶሼߪ1 ሬሬԦሾܶ׏ כ  ሽ,                              ሺ10ሻ݌ሿሼࢍ

where ߪଶሼ݌ሽ is a normalization term controlling for image noise. Note that we have 

omitted the matrix 
డ௣ሺ௫,࢛ሻడ࢛ , because at ࢛ ൌ ૙ it is simply the identity.  

The second optimization step consists entirely in applying a smoothing kernel to the 
composition ࢚ࢍ כ ࢛࢚ା૚. In this sense, the energetic norm used in ܴሺࡳሻ is in practice 
defined by the kernel of choice, rather than the other way around [4]. However, as 
mentioned earlier, convolving tangential vector fields on the sphere does not general-
ize directly from scalar convolution as in Թ௡ due to the non-trivial parallel transport 
operator ࢀሺ݌, ሻ: ௣ܶॺଶݍ ՜ ௤ܶॺଶ. A straightforward solution is to recursively approx-
imate the kernel by repeated application of ࢀሺ݌,  ሻ over some neighborhood for eachݍ
vertex on a mesh. In this case, the effective size of the kernel depends directly on the 
number of smoothing iterations performed. This is an approach taken in [1], and al-
lows one to create custom kernels depending on the weighting function. Thus, equa-
tion (7) is approximately solved by  

ሻ݌෩ሺࡳ  ൌ ∑ ,݌ሺߣ ,݌ሺࢀሻݍ ሻݍ ሺ௣ሻࣨא௤כ ሼࢍ כ ࢛ሽሺݍሻ,                                  (11) 

where ࣨሺ݌ሻ is the 1-ring of the vertex ݌, and ߣሺ݌,  is normalized to add up to [ߪ]ሻݍ
1 over the 1-ring, and monotonically increasing with ߪ. While this appears to work 
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well in practice, the approach can only be applied to kernels of a limited size. We 
replace this with vector heat kernel smoothing via the VSH, which eliminates the 
limitation on the kernel size and speeds up the process considerably. Further, the 
energy minimized can actually be defined in closed form, and computed essentially 
for free as part of the VSH transform. One additional advantage of having a low-cost 
smoothing technique for spherical fields is that it enables us to naturally extend the 
fluid-like regularization of Euclidean demons to the sphere. This modification turns 
out crucial for improving cortical correspondence accuracy, as we will see shortly. 
We thus have our final demons algorithm family:  

Algorithm 1 (VSH-based spherical demons) 
Given images ܵ, ܶ: ॺଶ ՜ Թ, max step ܴ௠௔௫, tolerance 
 Initialize ࢛, :૙ࢍ ॺଶ ՜ ௫ܶॺଶ to be uniformly 0. 
 While(t < max_iterations AND  

ԡௌି்כሼ࢚ࢍష૚ሽԡమమିԡௌି்כሼ࢚ࢍሽԡమమԡௌି்כሼࢍ૙ሽԡమమ  > tol.)

  
1. Compute update ࢛ using (10) 
2. Find ߪଶ, so that ܴ௠௔௫ ൑ ԡ࢛ሺ݌ሻԡ ݌׊ א  ॺଶ [13] 

  3. For fluid-like registration,࢛ ՜  ۹஢ f୪୳୧ୢ כ ࢛ using (5) 
  4. For diffeomorphic registration,࢛ ՜   ሺ࢛ሻ [1]݌ݔ݁
  5. Compute ࢚ࢍା૚ሼݔሽ ൌ െ࣡ଶሺݔሻ݌ሺݔ, ሽݔሼ࢚ࢍ כ ࢛ሻ  
  6. For diffusion-like regularization, ࢚ࢍା૚ ՜  ۹஢ ୢ୧୤୤ כ  ା૚࢚ࢍ
 End While 
Return ࢍ 
4 Spherical Fluid Registration 

The fluid registration paradigm, first introduced in [6], differs markedly from the 
demons family in that the fidelity term ԡܵ െ ܶ כ  ԡଶଶ is only represented as definingࢍ
the body force ࡲሺࢍሻ of the simplified Navier-Stokes equation  ߤ∆࢛ ൅ ሺߣ ൅ ሬሬԦ׏ሬሬԦ൫׏ሻߤ · ࢛൯ ൌ  െࡲሺࢍሻ ࡲሾݔ, ,ݔሺࢍ ሻሿݐ ൌ ሺܵሾݔሿ െ ܶሾ ݌ሺݔ, െࢍሼݔ, ,ݔሺ݌ ሬሬԦܶሾ׏ሽሻሿሻݐ െࢍሼݔ,  ሽሻሿ.                     (12)ݐ

The equations model the behavior of a viscous fluid, driven by the instantaneous 
forces resulting from image mismatch. Unlike demons, the fluid regularization has no 
memory of the previous step. Instead, the instantaneous velocity is explicitly inte-
grated over time, allowing for very large deformations. The power and popularity of 
the fluid framework are largely due to this flexibility.  

Optimization is performed in the Eulerian reference frame. In this frame, the veloc-
ity ࢛ሺݔ, ,ݔሺࢍ The field .ݐ and time ݔ ሻ describes the motion of the particle at positionݐ -ሻ implies that from time 0, this particle underwent a transformation parameteݐ
rized by ࢀሺݔ, ଴ሻݔ כ ,ݔሺࢍ ሻݐ , using our convention (8). It is easy to see that ଴ݔ  ൌ݌ሺݔ, െࢍሼݔ,  .ሽሻݐ

The algorithm’s only memory of previous iterations is expressed in the material de-
rivative, which accounts for the field Jacobian ࢍܦ to update the displacement.  
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ݐࢍ߲߲ ൌ ሾ݀ܫ െ .ሿ࢛ࢍܦ  (13)

To update the field in the spherical domain, one must also account for the non-
linearity in the displacement parameterization. Since the particle to reside at ݔ after 

applying ࢍߜ ൌ ݐߜ డࢍడ௧  is to be found at ݎሾ݌  ,െࢀሺݔ, ሻݎ כ  ,in the original image [ࢍߜ

where for clarity we mean ݎ ൌ ,ݔሺ݌ െࢍሼݔ, ,ݔሺࢍ  ሽሻ, we must update the field byݐ ݐ ൅ ሻݐߜ ൌ  ࣡ଶሺݔሻ݌ሾݎ,െࢀሺݔ, ሻݎ כ  (14)                .[ࢍߜ

Because the field is updated at fixed coordinate points on the sphere, the matrices ࣡ሺݔሻ can be pre-computed offline just as in the demons algorithm. 
The most computationally intensive aspect of the fluid registration approach is 

solving for the velocity ࢛, given the body force. In the original formulation [6], the 
successive over-relaxation (SOR) approach was used, which, while accurate, proved 
prohibitively computationally expensive. A significant improvement on speed was 
achieved in [15], where the authors derived and applied eigenfunctions of the operator 
(12). However, the most common simplification of this problem in Թ௡ is to apply a 
Gaussian filter to the field, which can be shown [14, 19] to approximate (12). Follow-
ing similar arguments, we propose an analogue of fluid approximation on the sphere, 
using VSH-based vector heat kernel smoothing.  

Algorithm 2 (spherical fluid registration) 
Given images ܵ, ܶ: ॺଶ ՜ Թ, max step ܴ௠௔௫, tolerance 
Initialize ࢛, :ࢍ ॺଶ ՜ ௫ܶॺଶ to be uniformly 0. n = 0. 
 While(n < max_iterations AND  ԡௌሾ௫ሿି்ሾ ௣ሺ௫,ିࢍሼ௫,௧ሽሻሿԡమమିԡௌሾ௫ሿି்ሾ ௣ሺ௫,ିࢍሼ௫,௧ାఋ௧ሽሻሿԡమమԡௌሾ௫ሿି்ሾ ௣ሺ௫,૙ሻሿԡమమ  > tolerance) 

  1. Compute body force ࡲ using (12) 
  2. Set  ࢛ ՜  െ۹஢ כ  ࡲ
  3. Compute 

డࢍడ௧ using (13), set ݐߜ ൌ  ܴ௠௔௫/max ሺቛడࢍడ௧ ቛሻ 
  4. Compute ࢍሺݔ, ݐ ൅  ሻ using (14), set n = n + 1ݐߜ
 End While 
Return ࢍ 
5 Implementation Issues 

5.1 VSH Computation 

We apply the exact quadrature method for spherical harmonics sampled at regular canoni-
cal coordinates [16]. We vectorize the SpharmonicKit  implementation [20] following 
[16], except normalizing vector and scalar harmonics ԡ ۰௟௠ԡ, ԡ ۱௟௠ԡ, ԡ Y௟௠ԡ ൌ 1 .  
This results in slightly different weights for computing the vector coefficients from  
the scalar ones. Setting the auxiliary scalar coefficients as in [16], ݃ఏ,ఝሺ݈, ݉ሻ ൌ ۃ ଵୱ୧୬ ఏ vఏ,ఝ, Y௟௠ۄ ௅మሺॺమሻ, the vector coefficients can be obtained from  
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݂஻ሺ݈, ݉ሻ ൌ ∑ ଵܹሺ݈, ݉, ݊ሻ݃ఏሺ݈ ൅ ݊, ݉ሻଵ௡ୀିଵ  + ଶܹሺ݈, ݉ሻ݃ఝሺ݈, ݉ሻ          (15) 

     ݂஼ሺ݈, ݉ሻ ൌ ∑ െ ଵܹሺ݈, ݉, ݊ሻ݃ఝሺ݈ ൅ ݊, ݉ሻଵ௡ୀିଵ  + ଶܹሺ݈, ݉ሻ݃ఏሺ݈, ݉ሻ, 
                                         

with the weights ଵܹ, ଶܹ pre-computed offline for repeated use. An analogous ex-
pression can be obtained for computing the auxiliary vector coefficients back from the 
VSH coefficients. The resulting convolution algorithm requires only two forward and 
two inverse scalar spherical harmonic transforms, with an ܱሺ݊ሻ  operation. For a 
bandwidth of 256, which corresponds to a grid of 512x512 vertices, typical execution 
time for the full convolution is around a tenth of a second.  

The requirement that the fields be defined at regular spherical coordinates suggests 
performing the entire registration on the regular grid, only interpolating the final warp 
back to the original mesh coordinates. This proves faster and more stable than per-
forming forward and reverse sampling of a field at every iteration. Further, sampling 
on this regular grid is denser than the typical FreeSurfer resolution of 150K vertices. 

5.2 Demons Optimization 

Some notable differences exist between our implementation of spherical demons and 
[1]. We choose to interpolate the moving image at regular coordinates, computing the 
update step from the currently warped image. Thus, there is no need to interpolate the 
gradient or compute the field Jacobian. However, in our implementation we use only 
a first order estimate of the update, while Yeo et al. use the Gauss-Newton scheme. 
The latter relies on empirically estimating the Hessian. Thus, in [1] there is a heavier 
computational burden for each iteration, but fewer iterations are required. We note 
that a Gauss-Newton scheme could be applied directly to our framework as well. Also 
unlike [1], we follow [13] in setting the gradient term in (10) to be the symmetric 
gradient. This was found to improve convergence.  

An additional aspect of the diffeomorphic demons approach is the “scaling and 
squaring” procedure. We follow [1], but perform the procedure based on regular 
spherical grids. The advantage of this approach is that sampling from a regular grid 
onto an irregular one is an ܱሺ1ሻ operation per vertex, whereas sampling the other 
way generally grows with the number of triangles even for fast samplers. The re-
peated sampling during “scaling and squaring” means that using a warp defined on a 
regular grid leads to faster exponentiation. We note also that the “slow” kind of spher-
ical sampling (irregular to regular) must still be done at least once per iteration in the 
demons pipeline. For this, our in-house fast sampling algorithm performs roughly 2.5 
triangle intersection checks per vertex for the spherical grids we use, leading to com-
pute times less than 1 second. 

5.3 Fluid Optimization 

Our fluid registration is adapted to the sphere to be very close to [14], with the exception 
of the fidelity term (here, SSD). The other main difference lies in not using regridding 
during our optimization. In [6, 14], the authors restart the optimization process setting 
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ܶሾݔሿ ՜ ܶሾ ݌ሺݔ, െࢍሼݔ, ࢍ ,ሽሻሿݐ ൌ ૙, if the Jacobian determinant |ࢍܦ| falls below some 
threshold. This “regridding” step is used to alleviate problems caused by discretization, 
which can make the warp non-invertible. The final output warp ࢍ is then the composition 
of all the intermediate warps. Here, we chose not to do this for a more fair comparison to 
the demons algorithm, where regridding is not customary.  

A significant advantage of the fluid algorithm over the demons specifically on ॺଶ 
is that there is no need for “slow” sampling, as we only interpolate the original image ܶ. This is due to the choice of the Eulerian frame, and leads to significantly faster 
compute times per iteration.  

6 Experiments 

For our experiments, we used 100 left white matter surfaces extracted using FreeSur-
fer from the ADNI dataset. The initial spherical map was computed as in [21]. 
Throughout the experiments, we use only mean curvature as the feature function. We 
apply a 3-level multi-resolution scheme, smoothing the curvature maps [18] and regu-
larizing the registration more at the first level, and relaxing both at subsequent levels. 
A rotational pre-registration step was applied based on fast spherical cross-correlation 
of the smoothed curvature [22].  

Three sets of experiments were done on the cortical shapes: (1) Recovering a syn-
thetic warp, (2) Pairwise registration, and (3) All-to-one registration. In the first expe-
riment each subject’s spherical map underwent a unique synthetic spherical warp. To 
synthesize a relatively large warp smooth, we first randomly seeded a warp field by 
its VSH coefficients and computed a smoothed inverse. This was then composed with 
a spherical MRF that was passed through an exponential, as in [13]. The result was a 
diffeomorphic deformation that was both large and highly non-linear. Further, some 
noise was added to the original shapes. The SSD and Laplacian norm of the warps are 
plotted in Figure 2. Table 1 shows the relative error and normalized cross-correlation 
with the original warps for each method. 

In the second experiment, shapes were randomly paired and 50 registrations  
were performed for each pair. The SSD and Laplacian norm of the warp are plotted in 
Figure 3. For ease of reading, here we only compare the diffeomorphic variants of the 
demons algorithm and the fluid algorithm. 

In the third experiment, we mapped all subjects to a random target brain, using the 
combined diffeomorphic demons approach, and the fluid approach. We computed the 
resulting brain averages and compared the result to using only rotational registration. 
The resulting averages are shown in Figure 4. Step size, ߪ௙௟௨௜ௗ  and ߪௗ௜௙௙ were tuned 
experimentally to maximize agreement between recovered warp and synthetic warps. 
This was done separately for each method with one exception. For “fluid-like” de-
mons, parameters were set as in the fluid registration for fair comparison. In general 
we found that the diffeomorphic demons favors larger step size than fluid registration. 
For the combined demons algorithm, the optimal ߪ௙௟௨௜ௗ  and ߪௗ௜௙௙ were lower than 
the corresponding ߪ௙௟௨௜ௗ   and ߪௗ௜௙௙  in “fluid-like” and “diffusion-like” versions. 
Overall, we found that the fluid algorithm recovered synthetic warps most accurately. 
However, combined demons approach resulted in visually better results for pair-wise 
and all-to-one registration, as well as lower final SSD. 
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Fig. 2. Synthetic warp results. “Harmonic energy” is the vector Laplacian norm. 

All diffeomorphic approaches and the fluid approach resulted in invertible warps 
with no triangle flips. Execution time per iteration was roughly 0.5 seconds for the 
fluid approach and 1.5 seconds per iteration for diffeomorphic demons. Thus, regis-
tration can be achieved in as little as 10 seconds per resolution level, which is an order 
of magnitude improvement over [1].  

Table 1. Accuracy of synthetic warp recovery. Relative mean squared error and cross-
correlation, averaged over 100 trials, with standard deviation. DF1 and FL1 stand for diffusion- 
and fluid-like diffeomorphic methods. DF2 and FL2 are the compositive versions. 

 Combo DF1 FL1 DF2 FL2 Fluid ܧܵܯԡࢍ௧௥௨௘ԡ 0.192 
+/-0.11 

0.216 
+/-0.11 

0.181 
+/-0.086 

0.236 
+/-0.11 

0.181 
+/-0.086 

0.162 
+/-0.063 

CC 0.875 
+/-0.086 

0.833 
+/-0.099 

0.884 
+/-0.062 

0.807 
+/-0.11 

0.884 
+/-0.062 

0.890 
+/-0.046 

 

Fig. 3. Pair-wise warp results. “Harmonic energy” is the vector Laplacian norm.  
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Fig. 4. 100-Brain Averages. More detailed geometry suggests better overall registration. 

7 Conclusion  

We presented a family of fast spherical registration tools for registering cortical sur-
faces, adapting several well-known image registration algorithms to the sphere. The 
full gamut of the demons approaches as well as the large deformation fluid approach 
are generalized to the 2-sphere, the latter being the first such adaptation. Our methods 
are based on fast convolution of spherical vector fields in the spectral domain, leading 
to perhaps some of the most efficient landmark-free cortical surface registration algo-
rithms. The algorithms are validated on synthetic spherical warps, achieving an aver-
age normalized cross-correlation of nearly 0.9, where 1 would be a perfect recovery. 
Registration between pairs of real brains also shows promising results, leading to 
robust diffeomorphic registration in as little as 30 seconds.  

A comparison of our methods reveals that the combined diffeomorphic demons 
and the fluid registration outperform the others in terms of minimizing geometric and 
image mismatch. A limitation of the tools tested here is their reliance on auxiliary 
measures of shapes, such as mean curvature. We recognize that an explicit correction  
for geometric distortion may improve our results. In particular, the fluid algorithm is 
flexible enough to handle any geometry-driven mismatch function without any addi-
tional modification.  

A more complete version of this work will compare the implementation in [1] and 
[11] to our methods based on agreement with manually delineated cortical regions. A 
future direction of a more theoretical flavor would be to explore the relationship be-
tween the particular energetic norm used here – the vector Laplacian – and the har-
monic energy of the automorphism encoded in the vector field. Such an exploration 
would complete the adaptation of the tools used here from a theoretical perspective in 
much the same way we have adapted these tools computationally.  
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