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Foreword

Over the past two decades, the realm of ultrafast science has become vast and ex-
citing and has impacted many areas of chemistry, biology and physics, and other
fields such as materials science, electrical engineering, and optical communication.
The explosive growth in molecular science is principally for fundamental reasons.
In femtochemistry and femtobiology, chemical bonds form and break on the fem-
tosecond time scale, and on this scale of time we can freeze the transition states
at configurations never before seen. Even for nonreactive physical changes, one is
observing the most elementary of molecular processes. On a time scale shorter than
the vibrational and rotational periods, the ensemble behaves coherently as a single-
molecule trajectory.

But these developments would not have been possible without the advent of new
light sources and equally important the crystallization of some key underlying con-
cepts that were in the beginning shrouded in fog. First was the issue of the “un-
certainty principle”, which had to be decisively clarified. Second was the question
of whether one could sustain wave packet motion at the atomic scale of distance.
In other words, would the de Broglie wavelength of the atom become sufficiently
short to define classical motion—“classical atoms”—and without significant quan-
tum spreading? This too had to be clearly demonstrated and monitored in the course
of change, not only for elementary processes in molecular systems, but also during
complex biological transformations. And, finally, some questions about the unique-
ness and generality of the approach had to be addressed. For example, why not
deduce the information from high-resolution frequency-domain methods and then
Fourier transform to obtain the dynamics? It is surely now clear that transient species
cannot be isolated this way, and that there is no substitute for direct real-time obser-
vations that fully exploit the intrinsic coherence of atomic and molecular motions.

Theory has enjoyed a similar explosion in areas dealing with ab initio elec-
tronic structures, molecular dynamics, and nonlinear spectroscopies. There has been
progress in calculating potential energy surfaces of reactive systems, especially in
their ground state. On excited-state surfaces, it is now feasible to map out regions
of the surface where transition states and conical intersections are important for the
outcome of change. For dynamics, new methods have been devised for direct view-
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vi Foreword

ing of the motion by formulating the time-dependent picture, rather than solving the
time-independent Schrödinger equation and subsequently constructing a temporal
picture. Analytical theory has been advanced, using time-ordered density matrices,
to enable the design of multidimensional spectroscopy, the analogue of 2-D (and
higher) NMR spectroscopy. The coupling between theory and experiment is evident
in many of the papers in this special volume.

On the technical side, the development of direct microscopy imaging methods
for visualization of dynamics and the generation of attosecond pulses for mapping
electronic processes have resulted in new frontiers of research. And, the ability to
design shaped and sequenced pulses to control processes of interest is stimulating
numerous theoretical studies in the field. Ultrafast science is continuing in many
disciplines because of the fundamental nature of the time and length scales involved.
The science should be attractive to future generations of young scientists.

This volume “Ultrafast Phenomena in Molecular Sciences” edited by Rebeca
de Nalda and Luis Bañares is a welcome addition to the field, especially for its
emphasis on the “latest” in ultrafast molecuar science and the scope of applications
possible.

Ahmed ZewailPasadena, CA, USA



Preface

Undoubtedly the progress of Molecular Sciences has benefited from the strong inter-
action with ultrafast laser techniques and developments in the last decades. In many
instances, ultrafast lasers have been employed along with technological advances
as a tool to study molecular systems with the aim to understand their time evolu-
tion and, in general, to disentangle the time-resolved behavior of matter. The main
idea behind the scene is to reach the time scales where molecular processes occur
and to visualize their time evolution; that is, femtoseconds for nuclear motion and
attoseconds for electronic motion. Interesting new phenomena have emerged how-
ever when this strong interaction between ultrashort ultraintense light and molecules
has been provoked, and this has stimulated in turn new developments both experi-
mental and theoretical to try to understand the new phenomena. This loop between
applications and the appearance of new phenomena is behind the progress of the
field.

This volume of Springer Series in Chemical Physics is conceived to cover the
latest progress on the applications of Ultrafast Technology to Molecular Sciences,
from small molecules to proteomics and molecule-surface interactions, and from
conventional femtosecond laser pulses and pump-probe and charged particle detec-
tion techniques to attosecond pulses in the XUV. The attosecond and few-cycle fem-
tosecond applications are covered in the first Chapter written by Marc Vrakking and
co-workers (Chap. 1), where the measurement of molecular frame photoelectron an-
gular distributions of high kinetic energy photoelectrons for small molecules brings
the time evolution of molecular structures in the course of a photochemical event.
The theoretical aspects along these lines come from the Chapter written by Fer-
nando Martin and his co-workers (Chap. 2) focusing on a simple molecular system,
the hydrogen molecule, where state-of-the-art time-dependent theoretical methods
are able to provide a solid groundwork for describing and interpreting the underlying
molecular dynamics observed experimentally. Larger molecules under ultraintense
laser fields are presented in the Chapter written by Tomoya Okino and Kaoru Ya-
manouchi (Chap. 3), where coincident momentum charged-particle imaging mea-
surements shed light into intense field induced hydrogen atom migration in small
hydrocarbons. The combination between the femtosecond pump-probe technique
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and charged-particle (ion or photoelectron) imaging detection with resonant or non-
resonant fragment ionization is the subject covered by the following three Chapters,
written by Rebeca de Nalda and Luis Bañares and their co-workers (Chap. 4), Helen
Fielding and co-workers (Chap. 5) and Vasilios Stavros and co-workers (Chap. 6),
where key applications to the photodynamics of polyatomic molecular systems are
presented. Also theoretical support is crucial when studying such larger molecular
systems, but in such cases accurate quantum mechanical treatments are intractable.
In the Chapter written by Leticia González and Ignacio Solá and their co-workers
(Chap. 7) an approach based on semiclassical methods to study the photodynamics
of polyatomic molecular systems is presented. The extension to really large molecu-
lar systems is dealt with in the Chapter by Marcos Dantus and co-workers (Chap. 8),
which is centered on femtosecond laser induced dissociation for proteomic analysis.
Another aspect of photodynamics of excited states of biomolecules is the aim of the
Chapter written by Marcus Motzkus and co-workers (Chap. 9). In this case, multidi-
mensional time-resolved spectroscopy based on the non-linear broadband four-wave
mixing technique using sub-20 femtosecond pulses is applied to address coherence
and population dynamics in molecular excited states. Reaction dynamics in the gas-
solid interface is treated in the Chapter written by Mihai Vaida and Thorsten Bern-
hardt (Chap. 10). In particular, the Chapter focuses on the dynamics of chemical
reaction on metal oxide surfaces by using ultrashort laser pulses with a perspective
to applications to photocatalytic reactions at supported metal clusters and nanopar-
ticles. Finally, the Chapter written by Olivier Faucher and his co-workers (Chap. 11)
centers on the use of non-linear coherent interactions of molecules with ultrashort
laser pulses to deduce the properties of gas-phase molecules and to obtain informa-
tion on the environment of molecules.

We thank all the authors for their valuable efforts to provide both a meaningful
background and detailed descriptions of the research lines, and we hope that the
material covered in this book provides an updated and insightful window into the
broad range of areas where this field is evolving.

Rebeca de Nalda
Luis Bañares

Madrid, Spain
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Chapter 1
Molecular Movies from Molecular Frame
Photoelectron Angular Distribution (MF-PAD)
Measurements

Arnaud Rouzée, Ymkje Huismans, Freek Kelkensberg, Aneta Smolkowska,
Julia H. Jungmann, Arjan Gijsbertsen, Wing Kiu Siu, Georg Gademann,
Axel Hundertmark, Per Johnsson, and Marc J.J. Vrakking

Abstract We discuss recent and on-going experiments, where molecular frame
photoelectron angular distributions (MFPADs) of high kinetic energy photoelec-
trons are measured in order to determine the time evolution of molecular structures
in the course of a photochemical event. These experiments include, on the one hand,
measurements where single XUV/X-ray photons, obtained from a free electron laser
(FEL) or by means of high-harmonic generation (HHG), are used to eject a high en-
ergy photoelectron, and, on the other hand, measurements where a large number of
mid-infrared photons are absorbed in the course of strong-field ionization. In the
former case, first results indicate a manifestation of the both the electronic orbital
and the molecular structure in the angle-resolved photoelectron distributions, while
in the latter case novel holographic structures are measured that suggest that both the
molecular structure and ultrafast electronic rearrangement processes can be studied
with a time-resolution that reaches down into the attosecond and few-femtosecond
domain.

1.1 Introduction

Much of our knowledge about matter on the nano-scale is based on studies of the
interaction of matter with light. Consequently, the invention of lasers in the infrared,
visible and ultra-violet parts of the wavelength spectrum has greatly benefitted our
understanding of chemical and physical processes. Using lasers, very insightful ex-
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periments have become possible, which operate either in the frequency or in the
time domain. The latter type of experiment has been particularly informative. Us-
ing pump-probe approaches, where a first “pump” laser pulse triggers a structural
change in a molecule, and a second “probe” laser pulse interrogates the molecule af-
ter it has evolved for some time, detailed questions can be asked that are pertinent to
chemical reactivity. The importance of this new research field of “femtochemistry”
was recognized by the Nobel Prize in Chemistry that was awarded in 1999 to Prof.
Ahmed Zewail (Caltech) [1].

In femtochemistry experiments, information about an evolving molecular struc-
ture is typically inferred by measuring how the molecular absorption spectrum (or
a related quantity that can be measured, such as a photoelectron or Raman spec-
trum) changes as a function of pump-probe delay. If it is known how the molecular
absorption spectrum depends on the molecular structure, then measuring its time-
dependent changes in a pump-probe sequence can inform us about time-dependent
structural changes that occur in the molecule. It follows however, that femtochem-
istry experiments become very challenging when wavelength-dependent spectral
features are not very pronounced, or if the relation between the spectrum and the
structure is not known ahead of time. Correspondingly, the level of detail that can
be extracted from femtochemistry experiments is reduced when the complexity of
the molecule increases.

In the last few years a number of new ideas (summarized in Fig. 1.1) have been
put forward that aim to remove the above-mentioned limitations of present-day fem-
tochemistry experiments. The common denominator in all these ideas is that they
base themselves on diffraction rather than absorption, so that the requirements on
pre-existing knowledge of the electronic spectroscopy of the molecule under in-
vestigation are significantly relaxed. In a diffraction experiment structural informa-
tion is encoded in interference patterns that result from the way that an electron
or light wave scatters. In the case of light diffraction (see Fig. 1.1a), the required
wavelength to resolve interatomic distances is in the X-ray regime. Time-resolved
X-ray diffraction was first developed at X-ray synchrotrons, making use of the in-
trinsic X-ray pulse duration of about 100 ps at typical facilities [2], and was signif-
icantly improved by the implementation of slicing facilities where time resolution
into the femtosecond regime was accomplished, at the expense of a very significant
reduction in the available X-ray fluence [3]. Alternatively, laser-plasma based X-ray
sources have been developed that allow performing X-ray diffraction experiments
with a time resolution around 100 fs [4]. Finally, time-resolved X-ray diffraction is
one of the main driving forces behind the development of X-ray free electron lasers
(FELs) like the LCLS at Stanford (which became operational in the fall of 2009
[5]), the SACLA X-ray FEL in Japan and the future European X-ray Free Electron
Laser (XFEL) that is under construction in Hamburg. At LCLS, several remarkable
results illustrating the potential of coherent diffractive imaging using X-ray FELs
have already been achieved [6].

As an alternative to X-ray diffraction, the diffraction of fast electrons can be
used. In doing so, an important advantage is the fact that in order for electron
wavelengths to match interatomic distances significantly lower electron kinetic en-
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Fig. 1.1 Compilation of diffractive imaging methods. Methods A and B are based on focusing
XUV/X-ray photons from a free electron laser/synchrotron or laser plasma source (A) or an ultra-
short, laser-generated electron bunch (B) on a target, and subsequently recording the diffraction of
the XUV/X-ray photons and electrons, respectively. In recent years these methods have been suc-
cessfully implemented. XUV/X-ray diffraction imaging has—in particular—been implemented at
FLASH and LCLS, while time-resolved electron diffraction using a photo-cathode source has been
implemented in a number of femtosecond laser laboratories. In our research program we aim to
develop methodologies for structural determination that are based on measuring diffractive proper-
ties of electrons that are extracted from a molecule upon photon or electron impact. In the former
case (C1 and C2) ionization is performed using single-photon ionization with an XUV/X-ray laser
or multi-photon ionization with a mid-infrared laser. In the latter case (C3) an (e, 2e) or (e, 3e) pro-
cess is used, where a fast primary electron kicks out a second or even—third electron. An overview
of the photon-based experiments (C1 and C2) is presented in this review
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ergies are needed than the photon energy of the equivalent X-rays. The de Broglie
wavelength of an electron is λDeBroglie(a.u.) = π

√
2/Ekin(a.u.), where Ekin is the

electron kinetic energy. A de Broglie wavelength of ∼ 1 Angström (which, as a
laser wavelength would imply the use of 12.4 keV photons!), is already achieved
for electrons with a kinetic energy as low as ∼ 0.15 keV. It follows that it is sig-
nificantly easier to prepare the short pulse electrons that are needed for a time-
resolved electron diffraction experiment with atomic resolution, than it is to prepare
the short pulse X-rays that are needed for a time-resolved X-ray diffraction experi-
ment.

Short electron pulses with kinetic energies in the 0.1–1000 keV range can be
generated externally to a molecule on a photo-cathode that precedes a small ac-
celerator. Using such a technique impressive results have been achieved by Zewail
and co-workers [7–9] and by Miller and co-workers (see Fig. 1.1b) [10]. Applica-
tions have included studies of halo-ethane elimination reactions and ring opening of
cyclic hydrocarbons [7], phase transitions in cuprate semiconductors [9], the transi-
tion from a monoclinic to a final tetragonal phase in crystalline vanadium dioxide
[8], and laser-induced melting [10]. Already, these experiments can be performed
with a time resolution of approximately 100 femtoseconds. It remains to be seen if
pump-probe experiments with ca. 10 femtosecond time-resolution will become pos-
sible using this technique, although proposals to push the time resolution into the
attosecond domain have already been put forward [11].

In the last few years, our research team has started working on a number of
alternative methods that allow the generation of electrons with kinetic energies
in the 0.1–1 keV range, two of which will be detailed in this book chapter (see
Fig. 1.1c). First of all, in experiments performed at extreme ultra-violet (XUV)/X-
ray FELs like the FLASH free electron laser in Hamburg (the pre-cursor of the
European XFEL, which generates radiation down to 4 nm) and at LCLS, we have
explored the generation of fast electrons by XUV/X-ray photo-ionization as a means
to study time-resolved molecular dynamics. Like the time-resolved X-ray diffrac-
tion studies mentioned above, this work may be seen as a natural continuation
of earlier synchrotron-based experiments, where ideas to use XUV/X-ray radia-
tion for “illuminating a molecule from within” were developed about a decade
ago [12, 13]. A progress report on the extension of these ideas to the time do-
main will be presented below. Secondly, in experiments performed at the mid-
infrared free electron laser FELICE (Free Electron Laser for Intra-Cavity Exper-
iments) in the Netherlands, we have investigated strong-field ionization at wave-
lengths ranging between 4 and 40 µm. Under these conditions, considerable pon-
deromotive acceleration of the electrons that are freed in the ionization event sets
the stage for laser-driven re-collisions with the target from which the electrons
are ionized, allowing the experimental measurement of photoelectron holograms
that encode both molecular structure and dynamics [14]. These experiments are
discussed in the present chapter as well. We note that in future we are further-
more planning experiments where 0.1–1 keV electrons that can encode molecu-
lar structures will be ejected from (time-evolving) molecules by means of a col-
lision of the molecule with a 100 keV electron beam that is similar to the elec-
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tron beams that are used for the ultrafast electron diffraction experiments men-
tioned above [15]. The key difference here will be that the diffractive informa-
tion is to be encoded in the ejection of secondary or tertiary electrons from the
molecule, rather than onto the diffraction of the incident high-energy electron
beam.

The organization of the present chapter is as follows. In Sect. 1.2 we present
our efforts on using XUV/X-ray single-photon ionization as a means to generate
fast photoelectrons that encode a (time-evolving) molecular structure. We present
the status of our work at FLASH and LCLS, where we have performed alignment-
pump-probe experiments, where a first, alignment laser pulse dynamically aligns
the molecule under investigation, a pump laser pulse photo-excites the molecule
and the FEL pulse ionizes the molecule at a variable time delay, as well as recent
experiments where a high-harmonic generation (HHG) source was used to generate
a comb of XUV laser frequencies reaching up to 50 eV, and where photoioniza-
tion of a series of small molecules provided insight into the contribution of differ-
ent molecular orbitals and the onset of the emergence of structural information. In
Sect. 1.3 we present results from our experiments on (atomic) strong field ioniza-
tion at mid-infrared wavelengths ranging from 4 to 40 µm, where holographic in-
terferences in the measured photoelectron momentum distributions suggest a route
towards a novel technique for measuring (time-resolved) molecular, structural in-
formation.

1.2 Molecular Movies Using XUV/X-Ray Photoionization

In the last few years two novel XUV/X-ray short-pulse light sources have come to
the forefront that have significantly changed the opportunities that experimentalists
in atomic and molecular physics research can avail themselves of. On the one hand,
HHG has been developed into a technique that can be implemented in moderate-
scale laser laboratories on the basis of commercially available, mJoule-level, fem-
tosecond lasers [16–18]. When the pulses from these lasers are focused onto a dense,
gas phase, atomic or molecular target, XUV/X-ray light pulses are formed by means
of an interaction that is commonly described in terms of a three-step mechanism,
where the laser first ionizes the atom/molecule under consideration, then acceler-
ates the ionized electrons and finally drives the electron back towards the ion left
behind, where a recombination can occur that is accompanied by the emission of
XUV/X-ray light [19]. Since this process repeats for every half-cycle of the driv-
ing laser field, the output frequencies are restricted to odd harmonics of the driver
laser frequency, explaining the name of the technique. On the other hand, several
XUV/X-ray FEL user facilities have recently become available that provide fem-
tosecond XUV/X-ray pulses with pulse energies that are well beyond the reach of
present-day HHG schemes. The first examples of such facilities have been the Tesla
Test Facility (TTF) and FLASH in Hamburg [20]. More recently, the LCLS at Stan-
ford has come into operation as the world´s first hard X-ray FEL user facility [5].
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The interest in the use of these novel XUV/X-ray light sources in atomic and
molecular physics can be rationalized both in the time and frequency domain.
Viewed in the time domain, the inherently short optical periods of XUV/X-ray light
(τoptical = λ/c, where λ is the wavelength and c is the speed of light), allows the syn-
thesis of pulses with unprecedented pulse durations, accessing the sub-femtosecond
i.e. attosecond domain [17, 18, 21]. Such pulses are ideal for the investigation of
electron dynamics on its natural timescale. The generation of attosecond laser pulses
requires the availability of a process that generates light in the XUV/X-ray regime
over a large enough bandwidth (�E ≥ 5 eV) and with an appropriate phase relation-
ship between the different frequency components contained within the pulse. This
is precisely what the HHG process does, given the one-to-one relationship between
the ionization time within the optical cycle of the driving infrared laser, the kinetic
energy at the time of the electron-ion re-collision and the photon energy produced.
Under typical HHG conditions, XUV/X-ray bandwidths in excess of 20 eV are eas-
ily achieved, and the pulse duration is determined by the chirp that is generated in
the HHG process. The shortest pulses reported to date are about 80 attoseconds long
[22], and it is to be expected that the existence of even shorter pulses will soon be
demonstrated. So far, pulses obtained at XUV/X-ray FELs are still in the femtosec-
ond domain, but ideas exist that would allow to significantly shorten the pulses [23].
At LCLS, X-ray laser pulses with a pulse duration below 10 fs have already been
achieved [24].

Viewed in the frequency domain, the short wavelength and thus intrinsic high
photon energy of XUV/X-ray light sources creates the ability to produce high energy
photoelectrons. As we will discuss, this allows configuring molecular pump-probe
experiments where photoelectrons are produced with kinetic energies where the de
Broglie wavelength becomes comparable to or smaller than the internuclear dis-
tances in the molecule, so that the angular distribution of the ejected photoelectron
encodes information on the molecular structure. Mentioning the time domain, at-
tosecond science context is highly relevant here, since the intensive and widespread
efforts to develop and characterize attosecond light pulses have largely been respon-
sible for the emergence of the experimental protocols that need to be used when
MFPADs are to be measured using XUV/X-ray light generated by HHG. Motivated
by the requirements for attosecond science experiments, it has become possible to
develop interferometrically stable multi-color pump-probe setups, with appropriate
optics that can be used to image, focus, split and recombine the XUV/X-ray light
beam. An example of such a setup is shown in Fig. 1.2 and corresponds to the setup
that is in operation at the Max Born Institute (MBI) in Berlin.

If one wishes to time-resolve the evolution of internuclear distances in a molecule
(in other words, make a “molecular movie”) using photoelectrons that are ejected
from the molecule using XUV/X-ray light, then it is imperative that the photoelec-
tron angular distribution is observed in the molecular frame. One way to do this is
by making use of a so-called reaction microscope [25], where the 3D momentum
of ejected photoelectrons is measured in coincidence with the 3D momentum of
fragment ions that are formed, and where in the axial recoil approximation the lat-
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Fig. 1.2 The attosecond pump-probe setup at the Max-Born Institute (MBI). The output of a Ti:Sa
laser is split into two beams, that form the two arms of a Mach-Zehnder interferometer. In one arm
the laser is focused into a HHG gas cell. Following the HHG process and removal of the IR light
and the generated low-order harmonics by means of a filter, this arm is recombined with the other
arm in a recombination chamber. The co-linearly propagating XUV and IR beams are brought to
a common focus in the center of a velocity map imaging spectrometer (VMIS) by using a toroidal
mirror. Finally, an XUV spectrometer that follows the VMIS monitors the harmonic spectrum. In
the experiments presented in this chapter, the IR beam was used to dynamically align CO2, O2,
N2 and CO molecules. The XUV ionized the aligned molecules, and the VMIS was used to record
angle- and energy-resolved photoelectrons and fragment ions resulting from this ionization process

ter allow to determine the 3D orientation of the molecule at the time of ionization.
A disadvantage of the use of reaction microscopes is the fact that the coincidence
requirements imply that at most one electron-ion pair can be measured per laser
shot, meaning that at the typical kHz repetition rates of HHG driver lasers the total
amount of time needed to perform an experiment becomes prohibitive. Therefore, in
our research we have focused our attention on another approach, namely one where
a macroscopic molecular sample is dynamically aligned prior to the pump-probe
experiment by means of the interaction with a short alignment laser pulse. By dy-
namic alignment we understand the re-orientation of a molecule in the laboratory
frame that results from the torque that an intense laser field exerts on the molecule as
a result of the interaction of the laser-induced dipole with the laser field [26]. Two
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distinguishable variants exist, namely adiabatic alignment, where the molecule is
exposed to a laser pulse that is significantly longer than the rotational period of the
molecule [27], and impulsive alignment, where the molecule is exposed to a laser
pulse that is significantly shorter than the rotational period [28]. The advantage of
the latter method is that it leads to the formation of aligned molecular samples un-
der laser field-free conditions (i.e. after the alignment laser pulse is over), although
with a degree of alignment that is lower than in the adiabatic case. Hybrid schemes
combining adiabatic and impulsive alignment have also been proposed [29], and—
in combination with state-selection techniques—allow the preparation of molecular
samples with a very high-degree of alignment and orientation [30] that can be used
in experiments aimed at observing the emission of photoelectrons in the molecular
frame.

Recently the experimental setup shown in Fig. 1.2 has been used to perform such
an experiment [31]. A series of small molecules (CO2, N2, O2 and CO) were ex-
posed to the sequence of an IR laser pulse that dynamically aligned the molecules
and an XUV pulse generated by HHG that ionized the molecules at a variable time
delay. Photoelectrons and fragment ions resulting from the latter photoionization
process were recorded on a velocity map imaging detector, i.e. accelerated towards
a two-dimensional detector consisting of a set of micro-channel plates, a phosphor
screen and a CCD camera, thereby allowing the measurement of a 2D projection
of the 3D velocity distribution. The 3D velocity distribution was determined from
the 2D projection by means of an iterative Abel inversion routine [32]. An impor-
tant feature of the experiment was the fact that a very high count rate could be
achieved (up to ca. 106 counts/second), due to the use of a very efficient gas in-
jection system, which was integrated in the repeller electrode of the velocity map
imaging spectrometer [33]. This allowed achieving very high signal-to-noise ratios
in the data acquisition, which were crucial for observing the small differences in
the photoelectron angular distribution of aligned and non-aligned (or anti-aligned)
molecules.

Figure 1.3 provides an overview of the dynamic alignment that was achieved in
the experiment. The experimental angular distributions of high energy O+, resp. N+
fragments resulting from XUV-induced dissociative ionization and/or Coulomb ex-
plosion are plotted as a function of the time delay between the impulsive alignment
by the IR laser and the XUV ionization by the HHG laser. The angular distributions
are expressed by means of 〈cos2 θ2D〉, where θ2D is the angle between the measured
velocity of the fragment ion in the plane of the 2D detector and the common po-
larization axis of the XUV and IR beams. Perfect alignment of the molecular axes
corresponds to θ2D = 0, whereas θ2D = π/2 corresponds to molecules that are anti-
aligned, i.e. having their internuclear axis perpendicular to the polarization axis of
the alignment laser. θ2D is not to be confused with θ , the angle between the 3D frag-
ment ion velocity and the laser polarization axis. The degree of molecular alignment
is given by 〈cos2 θ〉.

As Fig. 1.3 shows, an IR-laser induced alignment occurs shortly after the exci-
tation by the IR laser pulse, and is then followed by a series of alignment revivals
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Fig. 1.3 (a)–(d) Experi-
mental (black dots) and
theoretical (red lines)
alignment of CO2, O2, CO
and N2, as a function of the
time delay between the IR
alignment laser and the XUV
ionization laser. The
numerical calculations are
based on the method
described in [65] and allow a
determination of the
rotational temperature of the
molecular sample and the
average intensity of the IR
beam in the XUV focus

that occur at regular time intervals determined by the rotational constants of the
molecules under investigation. The approximately 300 fs long IR laser pulse im-
parts a kick on a timescale that is short compared to the rotational period of the
molecule (i.e. τlaser � τrot). Consequently, a rotational wave packet is formed that
evolves under field-free conditions once the alignment laser field has ended and that
periodically re-aligns and anti-aligns due to the re-phasing of the rotational compo-
nents. The maximum degree of alignment in Fig. 1.3 corresponds to 〈cos2 θ〉 ≈ 0.5,
and is not very high. This is due to the finite rotational cooling experienced by
the gas leaving the capillary in the repeller electrode. Fitting of the experimen-
tal alignment distributions to theoretical results (red curves in Fig. 1.3) suggests
a rotational temperature ranging from 75 K for the case of CO2 to 37 K for the
case of N2. However, the achieved difference in the alignment and anti-alignment
is sufficient for obtaining high quality differential photoelectron distributions that
are acquired by taking the difference between a photoelectron measurement at a
delay where the molecules are maximally aligned, and one at a delay where the
molecules are maximally anti-aligned. The result of this procedure is shown for
CO2 in Fig. 1.4. Figure 1.4a first of all shows a 2D slice through the 3D XUV-only
photoelectron kinetic energy and angular distribution that is measured without the
IR-alignment laser. A large number of rings are observed due to the participation
of harmonics H11–H29 in the experiment, as well as the fact that at least 4 or-
bitals contribute to the ionization (the HOMO (X2Σg, IP = 13.8 eV), the HOMO-
1 (A2Πu, IP = 17.6 eV), the HOMO-2 (B2Σu, IP = 18.1 eV) and the HOMO-3
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Fig. 1.4 (a) XUV-only ionization of CO2, involving contributions from harmonics H11 to H29.
The bottom left panel shows a 2D slice through the 3D photoelectron momentum distribution ob-
tained after Abel inversion of the experimental data. The bottom right panel shows the integrated
photoelectron spectrum along (top) and perpendicular (bottom) to the laser polarization; (b) com-
parison between the experimental and theoretical differential angular and kinetic energy distribu-
tion that is obtained by taking the difference between the photoelectron momentum distributions
obtained for maximally aligned and maximally anti-aligned CO2 molecules; (c–f) calculated evo-
lution of the differential photoelectron angular distributions as a function of the photoelectron ki-
netic energy, for the four ionization channels observed in the experiment. (Light)blue color means
a negative value, implying that the efficiency for signal for aligned molecules is less than that for
anti-aligned molecules, whereas red/yellow color implies a positive value, implying that the signal
is increased when the molecule is aligned
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(C2Σg, IP = 19.4 eV)). When the ionization by the XUV laser pulse is preceded
by the IR alignment laser, appreciable changes occur in the measured photoelec-
tron momentum distributions. This is reflected in the experimental contour plot
(left side) shown in Fig. 1.4b, where the afore-mentioned differential photoelec-
tron kinetic energy and angular distribution is plotted as a function of the kinetic
energy and the angle of ejection of the photoelectron with respect to the laser po-
larization axis. The differential photoelectron kinetic energy and angular distribu-
tion shows all the rings that are visible in the 2D slice in Fig. 1.4a, and moreover
shows that the differences between the measurements for aligned and anti-aligned
molecules sensitively depend both on the orbital that is ionized and the electron ki-
netic energy. To begin with, the influence of the ionized orbital manifests itself in
the total photoelectron yield. The yield of electrons from the HOMO and HOMO-
1 orbitals is suppressed when the molecules are aligned compared to when the
molecules are anti-aligned, whereas the yield of photoelectrons corresponding to
the HOMO-3 increases when the molecules are aligned. Ionization of the HOMO-
2 favors aligned molecules at low photoelectron kinetic energies, but this behavior
reverses above a kinetic energy of 15 eV, when anti-aligned molecules ionize more
efficiently.

The dependence of the ionization on the alignment/anti-alignment of the molec-
ular sample informs about the perpendicular resp. parallel character of the ionizing
transition. When the photoionization occurs by means of a parallel transition the
ionization efficiency of molecules that are aligned parallel to the laser polarization
axis will be higher than that of molecules that are anti-aligned. In this case, the
symmetry of the final (molecular ion + electron) state will be Σu. Similarly, when
the photo-ionization occurs by means of a perpendicular transition, the ionization
efficiency of molecules that are aligned perpendicular to the laser polarization axis
will be higher than that of molecules that are aligned along the polarization axis
and the symmetry of the final (molecular ion + electron) state will be Πu. Based on
the experimental data the conclusion can be drawn that the HOMO and HOMO-1
of CO2 ionize by means of a perpendicular transition, and the HOMO-3 by means
of a parallel transition. The ionization of the HOMO-2 is predominantly parallel at
low energies (up to a photoelectron kinetic energy of 15 eV) and then changes to
predominantly perpendicular.

The experimental results can be well-reproduced by an electron-molecule quan-
tum scattering method that was previously also successfully applied to calculate
MFPADs recorded with synchrotron radiation [34, 35]. This method is based on the
multichannel Schwinger configuration interaction method (MCSCI), where the ini-
tial state and the final ionic states are represented as configuration interaction (CI)
wave functions. Calculated differential photoelectron kinetic energy and angular
distributions (making use of the alignment distributions provided by the experimen-
tal fits of the time-dependent molecular alignment, see Fig. 1.3) are shown in the
contour plot shown on the right side of Fig. 1.4b, as well as in Figs. 1.4c–f, where
the theoretical differential photoelectron kinetic energy and angular distributions are
plotted separately for the four most important orbitals that contribute to the ioniza-
tion signal. The overall agreement between the experimental and theoretical data is
very satisfactory.
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In the final (molecular ion + electron) state the symmetry of the wavefunction
is determined both by the electronic state of the ion and that of the continuum elec-
tron. The wave function of a photoelectron ejected by single photon ionization can
be expressed as a superposition of partial waves that are characterized by the an-
gular momentum l of the photoelectron and a symmetry index λ that describes the
projection of this angular momentum on the molecular axis; for λ = 0 the states are
designated as σ and for λ = 1 as π . In practice, the partial-wave expansion con-
verges at relatively small l (l < 4, or in usual notation s, p, d and f partial waves).
In addition, the dipolar u ←→ g selection rule restricts the electron in the contin-
uum to ungerade symmetry for the final ionic states X2Σg and C2Σg (which implies
that only odd angular momenta appear in the partial wave expansion of the outgoing
electron) and to gerade symmetry for the final ionic states A2Πu and B2Σu (which
means that only even angular momenta appear in the partial wave expansion of the
outgoing electron). One cannot extract the partial wave decomposition of the elec-
tronic wave packet from the experimental results due to the low degree of alignment.
The experimental result can only put constraints on the possible decomposition of
the electronic wavepacket into partial waves. For the ionization leading to the final
X2Σg ground ionic state for instance, where the wave packet is mainly composed
of l = 1,3 (p and f waves), the pronounced positive contribution along the laser po-
larization axis that is observed both theoretically and experimentally suggests that
the photoelectron partial wave decomposition contains a strong contribution from
the p-partial wave. The computational results support this notion, but also suggest
an important role for f-wave photo-emission.

One of the most significant results that follows from the experimental and the-
oretical contour plots shown in Fig. 1.4b–f is the fact that the differential photo-
electron angular distributions clearly depend on the kinetic energy of the outgoing
electron. This may be interpreted as a manifestation of the onset of structural in-
formation in the photoelectron angular distributions. Although the photoelectron
kinetic energies are still too low to observe readily interpretable diffraction patterns,
and although the differential photoelectron angular distributions are heavily affected
by the extensive angular averaging that occurs as a result of the rather modest degree
of alignment and anti-alignment in the experiment, this result provides the rational-
ization for attempts to extend these results to higher photon energies. Extending
the use of HHG sources, this may become possible in the near future by the use
of different generating gasses with a higher cut-off (He or Ne, rather than Ar) in
the HHG process [36], and/or by performing HHG with a longer wavelength driver
wavelength [37] or making use of a multi-color field [38].

Alternatively, higher photon energies may be accessed by performing the exper-
iment at one of the emerging XUV/X-ray FEL facilities, which moreover have the
advantage that they offer a peak brightness which exceeds that of HHG sources by
many orders of magnitude. FELs like FLASH and LCLS offer more than 1012 pho-
tons/pulse at photon energies ranging from ca. 0.04 to 10 keV. However, the advan-
tages of FELs over HHG come at the expense of a lack of coherence and the diffi-
culty to synchronize other laser sources to the FEL. The former is not a serious prob-
lem in molecular pump-probe experiments aiming at femtosecond time resolution,
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whereas the latter implies that in experiments requiring high time-resolution ad-
ditional measurements (e.g. electro-optical measurements [39] or cross-correlation
schemes based on transient X-ray induced reflectivity modification [40]) are needed
to measure the jitter between the FEL and a 2nd laser on a shot-by-shot basis. More-
over, the development of new protocols is required that allow to find the temporal
and spatial overlap of the FEL laser beam and the other laser beam(s) that are used
in the experiment. The availability of a velocity map imaging spectrometer provides
very useful opportunities for doing this, given that the detector can be used both in
a spatial and a velocity map imaging mode, while at the same time providing high
quality time-of-flight information [41].

The alignment-pump-probe approach with velocity map imaging detection of
high energy photoelectrons described above is in principle very suitable for appli-
cation at FELs. In contrast with the use of a reaction microscope, the velocity map
imaging technique allows the recording of rather large signals before space-charge
distortions of the measured angular and velocity distribution set in. For example,
when an FEL is focused to a spot diameter of about 100 µm and intersects the
molecular beam containing the target molecules over a length of about 1 mm, then
as many as 103 photoelectrons can be generated and measured per laser shot, be-
fore one exceeds the empirical threshold of ca. 108 photoelectrons/cm3 where space
charge effects start to cause serious problems.

Our first activity at the FLASH FEL was to introduce the use of velocity map
imaging (VMI) [42, 43]. As far as the use of XUV/X-ray photoionization for the
time-resolved observation of molecular dynamics is concerned, we have so far de-
veloped an alignment-pump-probe experiment where small molecules like Br2 are
dynamically aligned using the fundamental 800 nm wavelength of a Ti:Sa laser,
photo-dissociated using the 2nd harmonic of this laser [44] and then ionized by the
FEL. Figure 1.5(a)–(c) shows 2D momentum maps of Br2+ fragments in the pres-
ence of only the FEL (a), with both the 400 nm and the FEL beam present (b), and
when all three pulses are present (c) [45, 46]. In the presence of the FEL pulse,
the 2D velocity distribution is composed of concentric rings originating from dis-
sociative ionization and Coulomb explosion of the molecule. The prominent new
contribution observed in Fig. 1.5(b) results from the ionization by the FEL pulse
of fragments of the dissociation initiated by the 400 nm pulse. When adding the
800 nm pulse, the angular distribution peaks along the laser polarization axis (see
Fig. 1.5(c)), which indicates that the molecules are aligned prior to dissociation
and ionization. First attempts have been made to record photoelectron angular dis-
tributions under these conditions. Figure 1.5(d) shows a differential photoelectron
momentum map similar to the data shown in Fig. 1.4, where in the present case the
difference is shown between a photoelectron momentum map recorded before and
after dissociation by the 400 nm photo-excitation laser pulse. From the difference
image a clear signature of the result of the dissociation process can be identified
through the shift of the resulting photoelectron energies and changes in the angu-
lar distribution of photoelectrons from the 3d shell. Recording of photoelectron data
with the time resolution required for a complete investigation of the Br2 dissociation
dynamics has not been completed yet.
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Fig. 1.5 (a)–(c) Br2+ ions resulting from dissociative ionization of Br2 by 13 nm light from
FLASH. In (a), the FEL pulse alone is impinging on the molecules, resulting in fragmentation
through dissociative ionization (central ring) or Coulomb explosion (outer two rings). In (b), the
FEL pulse is preceded by a 400 nm pump pulse which induces dissociation of the neutral molecule,
resulting in a sharp central ring. In (c), an IR alignment pulse is sent in 1 ps before the other two
pulses, impulsively aligning the molecule and resulting in a momentum distribution that is peaked
along the laser polarization axis; (d) differential photoelectron momentum map, showing the dif-
ference between a photoelectron map for dissociated and non-dissociated Br2 molecules

1.3 Molecular Movies Using Strong Field Mid-Infrared
Ionization

In the experiments described in the previous section, high-energy electrons were
generated by high energy XUV/X-ray single photon ionization. However, this is not
the only way that electrons can acquire a high kinetic energy. Alternatively, elec-
trons can be accelerated to high kinetic energies using ponderomotive acceleration
in an intense laser field. In this case the energy acquired by the electron scales with
Ilaserλ

2
laser, where Ilaser is the intensity of the laser and λlaser is the laser wavelength.

It follows that ponderomotive acceleration is particularly relevant for lasers operat-
ing in the mid-infrared wavelength range.
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The use of mid-infrared strong-field ionization as a means of probing molecular
dynamics is a research field that is only now being first attempted in a number of lab-
oratories. However, there exists already a highly relevant body of work concerned
with how HHG, beyond its use as a source of coherent XUV light, can be used to
study atomic and molecular structure and time-resolved dynamics, by measuring
the harmonic emission as a function of molecular alignment. These experiments,
which have come to be known as “orbital tomography” or “harmonic imaging” ex-
periments, probe the molecular structure since they are sensitive to multi-particle
interference effects [47], and allow to re-construct the amplitude and phase of the
orbital from which the ionized electron was removed [48]. Of particular interest
have also been recent experimental and theoretical works showing that attosecond
time-scale electron dynamics in molecular ions can be probed [49], as well as ex-
periments where the breaking of a molecular bond was followed by monitoring the
harmonic emission from the dissociating molecule as a function of time [50].

In the harmonic imaging experiments, the available observables are typically the
amplitude and phase of a limited number (typ. 5–10) of harmonics. Alternatively,
outcomes of the electron-ion re-collision that do not involve photon emission, but
where the electron elastically or inelastically scatters off the ion, can be measured.
Measurements of 2D photoelectron momentum distributions in principle provide a
very rich observable, since every distinguishable final momentum of the electron
(pz, px ), where pz is the momentum along the polarization axis and px the momen-
tum orthogonal to it, may be viewed as an independent measurement. Scattering of
re-collision electrons from different constituent atoms within a molecule may lead
to diffraction patterns characterized by constructive and destructive interferences
that appear at specific final momenta [51, 52]. In addition, the interference between
scattered and non-scattered, laser-ionized electrons leads to holographic interfer-
ences that provide further opportunities for the retrieval of dynamical and structural
information.

The first experimental observation of the above-mentioned holographic interfer-
ence structures was recently made in an experiment where metastable Xe atoms
were ionized using 7 µm radiation from the FELICE FEL at Rijnhuizen in the
Netherlands (see Fig. 1.6) [14]. 2D photoelectron momentum maps were measured
with the help of a velocity map imaging spectrometer that was integrated into the
FEL cavity. Under the influence of the FEL the outermost electron is pulled out
of the atom along the polarization axis and starts an oscillatory motion in the laser
field. The outer turning point of this oscillatory motion can be viewed as an electron
source (at a distance of about 20 Angströms from the atom!) from which electron
waves are emitted that reach the detector either with or without interacting with the
ion from which they are produced. In the former case we are justified in thinking of
the electron wave as a signal wave that encodes information about the ion, while in
the latter case we are justified in thinking of the electron wave as a reference wave.
In this sense, the experiment records a hologram that can in principle be used to
retrieve information about the atomic or molecular target from which the electron
was extracted.
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Fig. 1.6 Cut through the 3D
photoelectron momentum
distribution recorded for the
ionization of metastable
Xenon atoms by 7 µm
FELICE radiation, showing
the appearance of side-lobes
that result from a holographic
interference between
electrons that scatter off the
Xe+ ion and electrons that do
not. In the image, the vertical
axis corresponds to the
polarization axis of the
FELICE free electron laser.
The peak intensity of the
FELICE laser was
7 × 1011 W/cm2. The image
shown here is the result of a
4-hour long measurement.
The dynamic range in the
image extends over 4 orders
of magnitude

The observation of photoelectron holograms in strong-field ionization at mid-
infrared wavelengths was quite unexpected, since prior to the experiment the con-
ventional wisdom in the strong-field laser community was that with substantial scal-
ing of the laser wavelength towards the mid-infrared the efficiency of the electron-
ion re-collision would dramatically diminish. This is the reason, for example, why
it is experimentally observed that the efficiency of HHG drops as function of driver
wavelength with approximately λ−(5–6). However, the recent results that we have ob-
tained at FELICE have shown that, as a result of Coulomb focussing of the electron
trajectories, substantial re-collision amplitudes remain observable for wavelengths
as long as 40 µm (!), where holograms such as the one shown in Fig. 1.6 could
readily be observed. It is noteworthy that the photoelectron holograms observed in
strong-field ionization are strongly related to interferograms that we have observed
about a decade ago in velocity map imaging experiments on threshold photoioniza-
tion of atoms in a weak DC electric field [53, 54]. In this case the interferences are
caused by the fact that in a DC electric field there exist an infinite number of classical
trajectories connecting the atom and a particular point on the detector, differing in
the number of returns of the electron to the ionic core prior to ionization. Similarly,
in the present strong-field holography case there are—in principle—an infinite num-
ber of trajectories that differ in the number of times that a laser-driven glancing re-
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collision takes place. Evidence for the occurrence of multiple/late re-collisions was
explicitly observed in [14]. The late re-collisions correspond to trajectories where
the electron, after being pulled out of the atom in a particular half-cycle, misses
the ion on the first, or even second re-collision opportunity, so that the scattering
event that leads to a substantial change in the electron momentum only occurs on
the second, or even third re-collision opportunity.

The hologram in Fig. 1.6 can on the one hand be viewed as a ‘static’ measurement
with the potential to determine a molecular structure. Since, however, this measure-
ment is completed within the pulse duration of the mid-infrared ionization laser, it
can be easily extended to the monitoring of time-dependent structural changes in
molecules, provided that the mid-infrared laser sources can be constructed with a
pulse duration that is commensurate with the time-dependent molecular structural
changes of interest. With the availability of 30–50 fs mid-infrared laser pulses these
two requirements can readily be reconciled. At the same time, a single hologram
such as shown in Fig. 1.6 already contains time-dependent information on ultrafast
electron dynamics, due to the way that the time of ionization and the time of the
re-collision with the ion directly determine the final momentum. This is very sim-
ilar to the operating principle of the attosecond streak camera, that is commonly
used in attosecond science to characterize attosecond laser pulses and to record
time-dependent events on the attosecond timescale [55, 56]. In this manner, the
holography experiment allows to obtain information on the ionization dynamics
and ultrafast ‘hole dynamics’ in the molecular ion left behind that is on the sub-
or few-femtosecond timescale.

In order to arrive at the interpretation of the side-lobes in Fig. 1.6 in terms of
a holographic interference between a signal and reference electron wave, a num-
ber of numerical methods were used. The side-lobes are reproduced when the
time-dependent Schrödinger equation (TDSE) is solved in the single active elec-
tron (SAE)-approximation [57], but this does not provide any physical insight yet.
A deeper understanding can be obtained when using methods that are based on the
strong-field approximation (SFA), which has already been invoked in the explana-
tion of many strong-field phenomena [58]. In the SFA, one assumes that prior to
ionization the laser field has a negligible interaction with the electron compared to
the interaction of the electron with the atomic or molecular ion core, and that after
ionization, which is assumed to occur by means of a tunneling process, the situation
is reversed, i.e. the motion of the electron is then entirely governed by the inter-
action of the electron with the laser field. These assumptions allow one to explain,
for example, the high-energy cut-off that is observed in HHG [19]. SFA in its sim-
plest form cannot explain the holographic interferences that are observed in Fig. 1.6,
since it does not include the Coulomb interaction of the electron with the ion from
which it as extracted and the changes in the electron momentum that are induced by
electron-ion recollisions that occur under the influence of the oscillatory laser field.
A suitable method to include the Coulomb interaction into SFA was introduced by
Bauer and Prophuzhenko [59, 60], making use of the fact that within an SFA frame-
work strong field ionization can be numerically evaluated using the application of
a saddle-point method [61], which regards ionization resulting in a given final mo-
mentum (pz,px ) as arising from a finite number of distinct ionization events, which
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Fig. 1.7 The role of re-collision in strong-field ionization: two trajectories that lead to the forma-
tion of electrons with a final momentum px = −0.01 a.u., pz = −0.46 a.u. in the ionization of
metastable Xe atoms by a 7 × 1011 W/cm2, 7 µm laser field. The red trajectory corresponds to
an electron that only weakly interacts with the ionic core, while the blue trajectory corresponds to
an electron that strongly interactions with ion and undergoes Coulomb focusing. As a result, the
radial velocity along the blue trajectory, which is initially in the upward direction, is converted
into a velocity in the downward direction, allowing this trajectory to interfere on the detector with
the red trajectory

are accompanied by distinct trajectories that take the electron from the atom or
molecule to the detector. When the Coulomb interaction is taken into account during
the evaluation of these trajectories, the Coulomb-Corrected SFA (CCSFA) method
results [59, 60], which correctly predicts the influence of the Coulomb interaction
on the final momentum that the electron acquires and on the phase evolution (in the
combined Coulomb and laser field) that the electron experiences on its way to the
detector. Hence both the influence of the Coulomb interaction and the possibility for
the occurrence of momentum-changing electron-ion re-collisions are automatically
included in this method, which therefore allows to correctly predict the location of
the holographic interferences. Inspection of the trajectories that are responsible for
the emergence of interference maxima and minima illustrates the holographic prin-
ciple (see Fig. 1.7) and clearly shows that the interference at a given final momentum
occurs as a result of the coexistence of non-scattering (i.e. reference) and strongly
re-scattering (i.e. signal) trajectories. In addition, the CCSFA method clearly allows
to recognize the vital role of the Coulomb interaction, since for the holographic in-
terference to occur it is necessary that the transverse momentum px is reversed when
the electron interacts with the ion in the course of the re-collision (see Fig. 1.7).

As an intermediate approach between the application of SFA, which is too sim-
plistic since it neglects re-scattering, and the CCSFA method, which relies on the
numerical integration of large numbers of electron trajectories, we have also applied
a generalized SFA method. This method does not include the Coulomb interaction,
but does include re-collisions of electrons that are driven away from and back to-
wards the ion with zero transverse momentum, and the scattering of these electrons
into a spherical wave upon returning to the ion core. The advantage of this method
is that it can be treated analytically, and allows to determine that the phase differ-
ence �φ between the scattered and non-scattered electron waves that causes the
holographic interference is dominated by a term, �φ ≈ − 1

2p2
x(tC − t ref

0 ) where,
tC is the moment of the electron-ion re-collision and t ref

0 corresponds to the time
that the reference wavepacket starts tunneling through the barrier. This expression
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Fig. 1.8 Dependence of the
holographic interference on
the peak intensity and
wavelength of the ionizing
laser pulse: (a) interference
fringes in the ionization of
metastable Xe atoms by a
7 µm laser field with an
intensity
I = 7.1 × 1011 W/cm2 (lila),
5.5 × 1011 W/cm2 (cyan),
4.5 × 1011 W/cm2 (red),
3.2 × 1011 W/cm2 (green)
and 1.9 × 1011 W/cm2 (blue);
the contourplot shows the
two-dimensional momentum
map calculated for
I = 7.1 × 1011 W/cm2;
(b) interference fringes in the
ionization of metastable Xe
atoms as a function of the
laser wavelength while
keeping the ponderomotive
energy constant. Curves are
shown for λ = 16 µm and
I = 3.4 × 1011 W/cm2 (blue),
for λ = 11 µm and
I = 4.4 × 1011 W/cm2

(green) and for λ = 8 µm and
I = 5.4 × 1011 W/cm2 (red).
In all cases the line-outs are
evaluated at pz = 0.5
pz,cut-off, where the latter
value corresponds to the
momentum along the
polarization axis at the 2Up

cut-off energy; the
momentum map shows the
result calculated for
λ = 16 µm

for �φ allows to predict the dependence of the holographic interference pattern on
the intensity and wavelength of the laser. The dependence on the intensity of the
mid-infrared laser is very modest. When the intensity changes, the values of tC and
t ref
0 that lead to the production of a photoelectron with final momentum (pz, px )

only change by very small amounts, suggesting that the interference pattern is very
robust with regards to changes in the peak laser intensity and explaining why the
holographic interference patterns easily survive the temporal and spatial averaging
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that, under experimental conditions, inevitably takes place in a laser focus. These
arguments are corroborated by the calculations shown in Fig. 1.8(a), which show
the result of generalized SFA calculations for the ionization of metastable Xe atoms
by a 7 µm laser with an peak intensity ranging from 1.9 × 1011–7 × 1011 W/cm2

[62]. For a constant value of pz, the interference pattern hardly changes as a func-
tion of the intensity. This is very different when the wavelength of the ionizing laser
is changed. To illustrate this, Fig. 1.8(b) shows a series of calculations where the
holographic interference is calculated as a function of the laser wavelength under
conditions where the ponderomotive energy (and thus the value of pz where the
high-energy cut-off is observed in the photoelectron spectrum) stays constant. Fig-
ure 1.8(b) clearly shows that with increasing laser wavelength the spacing of the
holographic interference fringes narrows, due to the fact that the difference between
tC and t ref

0 scales linearly with laser wavelength, leading to a doubling of the phase
difference between the reference and signal electron wave at a fixed position in the
momentum map [62].

1.4 Outlook

It is in the nature of scientific development that advances are often stimulated
by the emergence of novel technological capabilities. In this respect, the molec-
ular sciences are no exception. At present, the emergence of intense, short pulse
light sources outside the traditional near-infrared to near-UV wavelength range
promises the development of novel techniques that address time-dependent dy-
namics and that do not rely so much on molecular photo-absorption as on
diffraction of laser light or the photoelectrons that can be generated using these
sources.

On the one hand, at an increasing number of places around the world, XUV/X-
ray free electron laser sources are being constructed and coming available, that
deliver ultrashort XUV/X-ray laser pulses with unprecedented fluences and peak
intensities, that can be used to develop new ways to study time-resolved molec-
ular dynamics based on use of the diffractive properties of energetic photoelec-
trons that are ejected from time-evolving molecules upon photo-ionization. In the
last few years pump-probe protocols have been developed that allow to first dy-
namically align a molecule of interest, thereby fixing its orientational degrees of
freedom in the laboratory frame, before addressing the molecule with a pump
pulse that initiates the photo-dynamics of interest and the XUV/X-ray laser pulse
that ionizes the molecule and/or fragments resulting from the photo-excitation. In
combination with sophisticated 2D or even 3D energy—and angle-resolved pho-
toelectron and—ion detection strategies this promises to lead to the emergence
of a novel way of studying photo-chemical events that complements the present
absorption-based techniques. There are remaining problems that need to be solved,
such as the challenge of adequately synchronizing the FEL light with the output
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of the other laser sources that are needed in such an experiment, but rapid ad-
vances are being made, and with the more wide-spread use of seeded FEL oper-
ation we may expect that in a few years these experiments can be routinely per-
formed. At the same time, continued progress in the capabilities of HHG sources
suggests that certain classes of experiments can also be transported to smaller-scale
laser laboratories. Some examples of this have been given in the present chap-
ter.

On the other hand, continued progress in the generation of near- and mid-
infrared radiation promises the ability to develop novel spectroscopic techniques
that are based on the interaction of ponderomotively accelerated photoelectrons
with photo-excited and time-evolving molecules. In the present chapter, we have
presented one example of this emerging field and have described the presence of
holographic interferences in the strong field ionization of metastable Xe atoms us-
ing 7 µm laser radiation from a mid-infrared FEL. It is to be expected that the
exploration of molecular strong field ionization will soon be investigated in this
wavelength range, paving the way for novel spectroscopic techniques for monitor-
ing time-dependent molecular dynamics as well. In doing so, it is very likely that
the essence of the results that were obtained so far at an FEL can be transported
to smaller-scale laser laboratories. Already, with existing parametric generators and
amplifiers it is possible to generate sufficient amounts of radiation in the 3–4 µm
wavelength range that studies of strong-field ionization of time-evolving molecules
can be confidently attempted. Furthermore, currently on-going developments aimed
at the development of high repetition rate optical parametric chirped pulse am-
plification (OPCPA) laser systems in this wavelength range [63, 64] suggest that
the time is not far that sophisticated experimental strategies involving alignment,
photo-excitation and mid-infrared strong-field probing of the molecular dynam-
ics can be attempted at 0.1–1 MHz repetition rate, inviting the use of coincident
photoelectron-fragment ion detection strategies that allow to measure high quality
MFPADs.

The results presented in this chapter represent a starting point of a novel research
area that will require significant effort in the coming years, but then also promises to
lead to major novel insights into the way that molecular systems behave in response
to incident radiation fields.
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Chapter 2
XUV Lasers for Ultrafast Electronic Control
in H2

Alicia Palacios, Paula Rivière, Alberto González-Castrillo,
and Fernando Martín

Abstract Manipulation and control of molecular electron dynamics is currently in
the spotlight for numerous multidisciplinary applications in physics, chemistry and
biology. During the last decade, free electron lasers and sources based on high-order
harmonic generation have been successfully developed to enable the generation of
femtosecond and attosecond intense radiation pulses in the ultraviolet and soft X-ray
regions. These tools have lead to an outbreak of pump-probe experiments suited to
explore structural dynamics in atoms and molecules with spatial and temporal reso-
lutions on the atomic length and intrinsic electronic time scales, respectively. Such
experiments, using hydrogen molecules (H2, D2) as prototypical examples, have
been performed to study molecular dissociative single and multi-photon ionization,
photon-induced symmetry breaking in molecular dissociation, and time-resolved
imaging of coherent nuclear wave-packets. The counterpart state-of-the-art time-
dependent theoretical methods, able to provide a solid groundwork for describing
and interpreting the underlying ultrafast physical molecular dynamics in such ex-
periments, are still scarce. The difficulty is to achieve an accurate description ac-
counting for the full dimensionality of the problem. A proper treatment of nuclear
degrees of freedom is already indispensable to study multiphoton single ionization
of diatomic molecules. This is discussed in the present manuscript in different appli-
cations. We first examine the role of the coupled electronic and nuclear motions in
problems that probe coherent nuclear wave-packets using intense UV pulses and in
resonance-enhanced multiphoton single ionization (REMPI) processes, whose rates
are underestimated when using approaches within the fixed nuclei approximation.
Later, we show that for highly intense fields the presence of vibrational structure
leads to step-ladder Rabi oscillations that are probed in the REMPI probabilities.
Finally, we demonstrate the suitability of these time-dependent full-dimensional
treatments to provide time-resolved images of autoionization of H2, following the
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time evolution of both electron and proton distributions after the interaction with
ultrashort pulses.

2.1 Introduction

The success of the new generation of laser sources in providing intense femtosec-
ond (1 fs = 10−15 s) and attosecond (1 as = 10−18 s) pulses opens the door to
manipulation and control of molecular electron dynamics. The last two decades
have witnessed a qualitative step forward on laser assisted applications in physics,
chemistry and biology [1–3]. First pump-probe experiments using 10–100 fs laser
pulses were able to retrieve information with atomic time and space resolutions. The
development of femtochemistry research, awarded with the Nobel Prize in Chem-
istry in 1999 [4], led to images at the time scale of nuclear motion allowing us to
unravel the dynamics of chemical bond breaking and formation and intramolecular
processes [2]. The more recent breakthroughs in x-ray free electron laser (XFEL)
sources that combine high peak power with few-fs pulses made it possible to ex-
plore an even wider variety of ultrafast phenomena [5–8]. In line with those, high-
harmonic generation (HHG) techniques soon made the attosecond science sprout
[9–12], with the commitment to achieve actual snapshots of electron motion, with
laser pulse durations down to hundreds of as. Today’s ultrafast scientific community
is rapidly improving experimental techniques leading to an increasing number of
studies in attosecond electron dynamics in atomic and molecular targets. Extensive
literature of the state-of-the-art attosecond science are given in [13–16]. The excep-
tional potential of the current laser technology thus challenges theoretical methods
to provide a solid groundwork to understand and interpret the mechanisms that are
responsible for a wealth of laser-induced processes. Despite the equally impressive
developments in supercomputing capabilities, substantial efforts are still necessary
to achieve full dimensional accurate theoretical descriptions of these processes in
multielectron atoms and molecules. The need for deep insights on the fundamental
physics that governs ultrafast laser-matter interactions make the simplest molecules
(H2, D2) the ideal targets of study. The richness on the information that photo-
induced excitation and ionization of these prototypical molecules provide is incom-
parable, being the only systems where the coupled motion of nuclei and electrons
(including electron correlation effects) can be tackled from ab initio quantum treat-
ments. Detailed reviews on ultrafast dynamics in hydrogen molecules can be found
in [17–19].

The aim of this manuscript is to provide a survey on the latest experimental
and theoretical achievements on excitation and ionization of hydrogen molecules
by UV/XUV ultrashort laser pulses. We particularly focus on those processes that
can eventually lead to control of autoionization and multiphoton single-ionization
processes in molecules by acting at the few-fs and sub-fs time scales. We examine in
detail the mechanisms that are triggered at different frequencies by tuning the laser
parameters (pulse length, laser intensity, etc) and that indeed allow to manipulate the
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relative importance of different ionization channels. We also present theoretical pre-
dictions on phenomena induced by intense XUV fs laser pulses that are inexistent
in atoms.

This document is organized as follows. Section 2.2 briefly reviews the experi-
ments performed in the last few years on single and double ionization of hydrogen
molecules subject to different radiation sources. In Sect. 2.3, we report the most rel-
evant theoretical contributions aimed at exploring excitation and ionization of H2,
followed by a brief description of the time-dependent theoretical methods employed
for the calculations presented here. Sections 2.4 and 2.5 discuss in detail some of
these theoretical results in the framework of the current and future laser capabilities.
We conclude with a short discussion on the current limitations of these methods to
describe ultrafast molecular phenomena and on upcoming studies devoted to under-
stand fundamental concepts in small molecules.

2.2 Experimental Set-Ups

A complete understanding of molecular photoionization, even in the simplest sys-
tems, is not yet accomplished. Ionization and dissociation may take place simul-
taneously in time-scales of few femtoseconds (fs) and several competing channels
may be favored/suppressed by tuning the radiation parameters. Synchrotron radia-
tion sources have been used to explore photoionization of H2, with particular in-
terest in the region where doubly excited states (DES) are significantly populated
(60 > ω > 25 eV). Interference phenomena due to the coupled motion of electrons
and nuclei have been observed in single photoionization of H2. For instance, syn-
chrotron radiation experiments, with diverse light and detection arrangements, have
explored the anisotropies in the angular distributions of emitted electrons, which are
the consequence of autoionization from different DES [20–23]. Also, a noticeable
number of works have focused on photodissociation of DES into two neutral frag-
ments [24–31]. These last works measure the fluorescence from the decay of excited
H atoms, which enables to distinguish dissociation arising from vibrationally ex-
cited states of the ion H+

2 from that arising from DES that dissociate faster than they
ionize. Synchrotron radiation experiments have thus provided a significant amount
of structural information that allows one to disentangle the complexity of molecular
photoionization.

Nevertheless, emerging pulsed radiation sources are required for a time-resolved
imaging of the molecular dynamics that eventually may lead to manipulation and
control of these processes. High harmonic generation (HHG) techniques or free-
electron laser (FEL) and X-ray FEL sources are able to generate intense ultrashort
laser pulses in the UV and XUV regions. In the last few years, diverse pump-probe
experiments have provided images with unprecedented time and spatial resolution
on photo-induced atomic and molecular dynamics. In this context, pioneering ex-
periments using XUV pulses were performed in two-photon single ionization of
hydrogen molecules [32], where dissociative above threshold ionization (ATI) was
explored.
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Facilities as FLASH in Hamburg or LCLS in Stanford nowadays produce pulses
in the x-ray region with durations as short as a few fs [7]. With the advent of
detection techniques such as recoil-ion and electron momentum spectroscopy [5],
it is possible to detect in coincidence all charged fragments arising from atomic
and molecular fragmentation processes. Combinations of these experimental set-ups
have recently provided a time-resolved picture of the Coulomb break-up of D2 after
absorption of two XUV photons [33, 34]. On the other hand, HHG techniques have
demonstrated to be able to generate trains of attosecond (as) [10, 35] and isolated
as [12] XUV pulses. These pulses are ideal to trigger ionization processes in atoms
and molecules, whose field-free evolution can be subsequently tracked at the elec-
tronic time scale (hundreds of as). Experimental set-ups combining such sources
with IR fields have led to the first observations of time-resolved images of elec-
tron localization in single ionization of H2 and D2 [36–38]. Despite the relatively
large experimental efforts devoted to study molecular photoionization in hydrogen
molecules, further investigations should also shed light on a number of unexplored
processes, such as those involving the dynamics of highly correlated singly excited
states, or those involving DES that are not optically allowed in photoionization (i.e.,
that are not accessible by absorption of a single photon).

2.3 Theoretical Approach and Implementation

Solid ab-initio theoretical methods able to describe the interaction of pulsed radi-
ation with molecules are still under development. A full treatment that accurately
accounts for all degrees of freedom (electronic and nuclear motion, including elec-
tron correlation) remains a challenge, even for the simplest molecules. As a con-
sequence, apart from low dimensional models, most formalisms have been devoted
to H+

2 (see [18, 19] and references therein). Few groups have reported electronic
correlated calculations on diatomic homonuclear molecules, and most of them have
tackled the problem by using methods within the fixed nuclei approximation (FNA)
[39–42], or assuming that the electronic dipole transition moments are independent
of the internuclear distance [43, 44]. The first fully correlated calculations account-
ing for the complete dimensionality of electronic and vibrational motions as well
as for interferences between all open direct and resonant ionization channels in H2

and D2 photoionization were performed within a time-independent approach [45–
48]. Although restricted to single photoionization with monochromatic radiation,
the methodology provided, for the first time, an accurate description of molecu-
lar autoionization (lifetimes, dissociative and photoionization cross sections, etc).
Recently, this method has provided solid theoretical support to a large variety of
experiments performed with synchrotron radiation [21–23, 30]. Its Feshbach-like
treatment [49] allows for a proper description of the electronic continuum of the
molecule and constitutes the skeleton for latter theoretical developments in the time
domain. In particular, the representation of molecular stationary states presented
below in this section is based on this formalism.
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The advent of ultrashort laser technology, producing actual time-resolved pic-
tures of electron dynamics in small molecules [16, 18, 19, 50], posed the challenge
for homologous time-dependent theoretical approaches. Full dimensional methods
in the time domain have been recently developed, thus opening the way to explore
multiphoton single ionization processes on hydrogen molecules subject to ultra-
short pulses [51–54]. The essence of these methods is given in this section. Further
methodological and computational details can be found in [54].

Despite the demonstrated suitability of existing methods for a large number of
fundamental problems induced by diverse radiation sources in hydrogen molecules,
the study of double ionization by including the nuclear motion remains an unre-
solved matter. The main difficulties, which particularly make spectral methods ill-
suited, are the large size of the problem and the correct description of the full-body
Coulomb break-up. Within the FNA, several attempts to solve one-photon double
ionization of H2 have made use of close-coupling methods [55–58] or pure numeri-
cal representations of the wave packet [59–61]. In reference [62], the nuclear motion
was taken into account within the Born-Oppenheimer (BO) approximation. These
numerical approaches are promising and, although still restricted to the FNA or the
BO approximation, they have already provided first results on two-photon double
ionization of H2 [63–65], for which experiments were recently carried out [33, 34].
In spite of the good qualitative agreement shown with experimental data, the the-
oretical calculations reported in [33, 34] assumed the separability of each photon
absorption, thus preventing a quantitative comparison. Undoubtedly, further theoret-
ical and computational efforts are still required to describe molecular multiphoton
double ionization and the molecular motion associated with it.

In the following, we focus on molecular single ionization processes induced by
UV and XUV ultrashort pulses, which demand time-dependent, full dimensional
theoretical approaches. The theoretical methodology here described has been pre-
sented in detail in previous works. The fundaments to compute the molecular struc-
ture within the Feshbach theory can be found in [45, 66]. The latter developments of
this formalism within a time-dependent treatment are explained in [53, 54]. We next
summarize the key steps in the theoretical method and its current implementation.
Atomic units are used throughout unless otherwise indicated.

2.3.1 Time-Dependent Spectral Method

The time-dependent (non relativistic) Schrödinger equation (TDSE) for the hydro-
gen molecule is written as:

i
∂

∂t
Φ(r,R, t) = Ĥ (r,R, t)Φ(r,R, t), (2.1)

where r stands for the electronic coordinates (both r1 and r2) and R is the inter-
nuclear distance. The total Hamiltonian is separated in two terms, Ĥ (r,R, t) =
Ĥ0(r,R)+ V̂ (r, t), where Ĥ0 is the time-independent field-free Hamiltonian of H2,
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and V̂ (r, t) the interaction potential with the field. The laser-molecule interaction
is treated under the dipole approximation and the electromagnetic field is written
within the semiclassical approximation, which are valid for the wavelengths used in
the present work, in the UV and XUV regions.

In the dipole approximation, and in the velocity gauge, the laser-molecule inter-
action is written in terms of the momentum operator of the electron p̂ and the vector
potential Â(t). For a single pulse with a central photon energy ω and a total pulse
duration T , Â(t) can be expressed as:

Â(t) =
{

A0F(t) sin(ωt)ε̂ t ∈ [0, T ]
0 elsewhere,

(2.2)

where ε̂ is the polarization vector. We use a sine squared temporal envelope for the
finite pulse F(t) = sin2(πt/T ). The field-free Hamiltonian Ĥ0 is given by

Ĥ0(r,R) = T̂ (R) + Ĥel(r,R), (2.3)

where T̂ (R) = −∇̂2
R/2μ is the nuclear kinetic energy, μ the reduced mass of the nu-

clei, and Ĥel is the electronic Hamiltonian including the nucleus-nucleus repulsion
potential term. Mass polarization, relativistic corrections terms and non-adiabatic
couplings are neglected. The time-dependent wave function in Eq. (2.1) is expanded
in a basis of fully correlated vibronic states of the isolated molecule:

Φ(r,R, t) =
∑
n

∑∫
vn

Cnvn(t)Ψnvn(r,R)e−iWnvn t

+
∑
α

∑
�α

∫
dεα

∑∫
vα

C�α
αεαvα

(t)Ψ �α
αεαvα

(r,R)e−iWεαvα t

+
∑

r

∑∫
vr

Crvr (t)Ψrvr (r,R)e−iWrvr t (2.4)

where Ψnvn(r,R) corresponds to the n bound electronic state of H2 at its vn (bound
or dissociative) vibrational state, Ψrvr (r,R) is a resonant electronic state (at its vr

vibrational state) lying above the ionization threshold, and Ψ
�α
εαvα

(r,R) is an elec-
tronic continuum state of energy εα in the α ionization channel at its vα (bound or
dissociative) vibrational state for an angular momentum �α of the ejected electron.
The symbol

∑∫
indicates a summation over bound states plus an integral over the

dissociative ones, and Wx is the total energy of each vibronic state. These station-
ary states are evaluated within the Born-Oppenheimer approximation and, therefore,
they are written as products of an electronic and a vibrational wave function. Thus
we first compute the electronic states which parametrically depend on the internu-
clear distance. Then, from the resulting potential energy curves, we calculate the
vibrational structure associated to each electronic state.



2 XUV Lasers for Ultrafast Electronic Control in H2 31

The electronic structure is obtained within the Feshbach formalism [49]. The
bound electronic states are obtained by directly solving the eigenvalue problem,

Ĥel(r,R)φn(r,R) = En(R)φn(r,R), (2.5)

whereas the representation of continuum and autoionizing electronic states uses the
Feshbach subspaces. Two orthogonal complementary subspaces are defined (Q̂ +
P̂ = 1) respectively containing the resonant (Q̂) and non-resonant (P̂ ) contribution
to the continuum electronic wave function at a given energy. Note that precisely the
use of two subspaces, respectively holding the electronic continuum and the doubly
excited states (DES) embedded in that continuum, makes the method suitable for a
straightforward time-resolved tracing of the DES decay. We then solve the electronic
eigenvalue problem for each subspace:

[Q̂ĤelQ̂]φr(r,R) = Er (R)φr(r,R), (2.6)

[P̂ ĤelP̂ ]φα,�α,ε(r,R) = Eα,ε(R)φα,�α,ε(r,R). (2.7)

The eigenvalue equations for the bound states [Eq. (2.5)] and the resonant com-
ponent of the continuum [Eq. (2.6)] are solved using a configuration interaction
method in a basis of H+

2 orbitals, whereas the non-resonant continuum electronic
states, Eq. (2.7), are calculated using a multichannel L2 close-coupling procedure
[66, 67]. The basis set of H+

2 orbitals are written as single center expansions using
spherical harmonics for the angular part and B-spline basis functions for the radial
part [68, 69]. The results presented in following sections have been obtained us-
ing angular momenta expansions up to � = 16, and up to 180 B-splines functions
of order k = 8 in a box of size 60 a.u., which is large enough to avoid unphysical
reflections. For the close-coupling procedure, angular momenta of the ejected elec-
tron are included up to lα = 7, for each α electronic state in the discretized continua
associated to each ionization threshold of the H+

2 molecule.
Once the electronic structure is obtained in a given grid of internuclear distances,

we solve the one-dimensional Schrödinger equation to calculate the nuclear wave
functions χvi

(R):

[
T̂ (R) + Ex(R)

]
χvx (R) = Wx,vx χvx (R) (2.8)

where x stands for a bound, resonant or continuum electronic state, and Ex is the
corresponding potential energy curve previously obtained. For the results here pre-
sented, the basis for the nuclear wave functions had up to 300 B-splines defined in
a box of size 12 a.u.

By projecting onto the basis of vibronic states, the TDSE defined in Eq. (2.1) is
reduced to a system of coupled differential equations that can be solved using ordi-
nary integration procedures. A sixth-order Runge-Kutta algorithm, implemented in
PETSc libraries [70], is used for the integration.

Excitation and ionization amplitudes are extracted by projecting the propagated
time-dependent wave packet into the excitation or ionization final states. Since the
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wave packet is written in terms of the stationary states of the system, the expansion
coefficients directly give the corresponding amplitudes, which allows for a straight-
forward analysis of the spectral components (total, energy- and angle-differential)
in the wave packet. Therefore, for a given final energy Wεαvα , and a given energy
sharing for nuclei (Evα ) and electrons (εα) such as Wεαvα = Evα + εα , the ionization
probability is:

d2P �α (Evα , εα, T )

dEvαdεα

= ∣∣C�α
αεαvα

(t = tmax)
∣∣2, (2.9)

where �α stands for the � angular momentum contribution of the ejected elec-
tron in the α ionization threshold, and T is the pulse length. The upper time
limit in the Runge-Kutta integration of the TDSE is tmax , and it should be cho-
sen such tmax > T . It is important to note that the asymptotic limit is only reached
when autoionization of significantly populated DES has occurred, which implies
tmax > T + τmax , being τmax the largest lifetime of those DES. This topic is further
discussed and illustrated in Sect. 2.4.

The theoretical calculations presented in the next Sections are performed for lin-
early polarized light parallel to the molecular axis. According with dipole selection
rules, the only relevant molecular states are those with total symmetry Σ+

g and Σ+
u .

The potential energy curves of those states are shown in Fig. 2.1 of Sect. 2.4.

2.4 Time-Resolved Imaging of H2 Autoionization

Several molecular-dynamics processes involve DES. Autoionization receives par-
ticular attention because of its key role in electron scattering and photoionization.
Given the complexity of accounting for all degrees of freedom to properly describe
molecular autoionization, most experimental and theoretical studies on characteri-
zation, structure and mechanisms of molecular DES have used the simplest possible
targets (H2, D2). DES are highly correlated electronic states (both electrons are si-
multaneously excited by absorption of one or more photons) and decay into the
background continuum in a time scale comparable to that of nuclear motion. As it
will be shown in the present work, through the evaluation of the competing dissocia-
tive and non-dissociative ionization channels, one can obtain relevant information
on the role of the combined nuclear motion with electron correlation in the DES of
the hydrogen molecule.

The potential energy curves for H2 are shown in Fig. 2.1. In full thick lines, there
appear the ground state of the neutral molecule (X1Σ+

g ), the six lowest single ion-
ization thresholds of H+

2 (1sσg , 2pσu, 2pπu, 2sσg , 3pσu and 3dσg), and the double
ionization threshold (the 1/R potential curve corresponding to the full Coulomb
break up of the system). The lowest singly excited states of 1Σ+

g and 1Σ+
u symme-

tries are also plotted. The DES of H2 lie above its first ionization threshold. Each
one of the higher ionization thresholds have associated series of DES (labeled as
Qn). In Fig. 2.1, there are only shown the first two series, Q1 and Q2, converging
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Fig. 2.1 Potential energy curves of H2. The lowest 1Σ+
g and 1Σ+

u single excited states of the
neutral are plotted and accordingly labeled. Thick full lines correspond to the ground state of H2
(X1Σ+

g ), the consecutive ionization thresholds (i.e., the six lowest H+
2 electronic states) and the

double ionization threshold (1/R) for the full break up of the molecule (H+ + H+ + e− + e−).
Shadowed areas indicate the single and double electronic continua, respectively. Embedded in
the single electronic continua the first two series of DES, Q1 and Q2, are represented. The two
horizontal thick lines at 28 and 33 eV, indicate the photon energies used for the results presented
in this section

into the 2pσu and 2pπu thresholds respectively. As it is shown, the potential energy
curves of the DES of H2 are purely repulsive. After population of DES by single
or multiphoton absorption, several channels associated to autoionization properties
compete: DES can either dissociate into neutral atoms (H(nl)+H(nl′)) or ionic frag-
ments (H+ + H−), or autoionize into the non-dissociative (H ∗∗

2 → H+
2 + e−) and

dissociative (H∗∗
2 → H + H+ + e−) electronic continua.

The first experimental evidence of the doubly excited states of H2 appeared in
the 1960’s [71], detecting dissociation into neutral fragments after electron impact.
However, only twenty years later, experimental measurements on photodissociation
were available [24, 25, 28] and the first theoretical calculations of their potential
energy curves were obtained [72]. In the 1990’s, several theoretical works focused
on the characterization of these states by obtaining energy positions, autoionization
widths [45, 47, 48, 73] and photoionization cross sections [45, 47, 48, 74, 75]. Only
very recently, combined experimental and theoretical works have shown the exis-
tence of different interference phenomena in the autoionization process involving
both electrons and nuclei: in randomly oriented molecules subject to linearly po-
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Fig. 2.2 Density of ionization probability as a function of proton (left panels) and electron (right
panels) kinetic energy release. Results are plotted for two different pulse durations, 1 and 10 fs,
and two central photon energies, 28 and 33 eV. The intensity is fixed at 1012 W/cm2

larized light [23] or in aligned molecules irradiated with circularly polarized light
leading to an unexpected circular dichroism in hydrogen molecules [22].

Despite the large amount of structural information on photoionization obtained
by means of synchrotron radiation [20, 26, 31], characterization of these states with
time-resolution requires the use of ultrashort UV/XUV pulsed radiation. In prin-
ciple, pump-probe techniques using fs pulses can track the combined dynamics of
molecular dissociation (nuclear motion lays in the range of tens of fs) and autoion-
ization, which takes place in a few fs for the lowest series of DES in H2. However,
some important considerations on the time and energy domains are required. On
the one hand, pulse durations shorter than those lifetimes should be used in order
to subsequently trace the field free evolution of the molecular autoionization trig-
gered after photoabsorption. On the other hand, the large energy bandwidths (few
eV) of such short pulses usually imply more complicated detection techniques in
order to obtain full coincidence detection of ejected fragments. This is illustrated in
Fig. 2.2, which shows the ionization probabilities for two different pulse lengths, 1 fs
(< τmax , the lifetime of the DES) and 10 fs (> τmax ), plotted as a function of proton
(left panels) and electron (right panels) kinetic energy release. As can be seen, the
results present a strong dependence on the pulse duration for a given photon en-
ergy. Calculations have been performed considering a laser intensity of 1012 W/cm2

for two central frequencies, 28 and 33 eV, indicated in Fig. 2.1. For 28 eV, direct
photoionization and autoionization from the Q1 series of DES, both into the first
ionization threshold 1sσg , are possible. For 33 eV, in addition to the former open
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Fig. 2.3 Dissociative ionization probability as a function of proton and electron kinetic energy
releases for a 1 fs pulse with a central energy of 28 eV (on the left) and 33 eV (on the right)

channels, there are also contributions from direct photoionization through the sec-
ond ionization threshold (2pσu) and autoionization from the Q2 series.

First, note that electron kinetic energy (EKE) distributions contain all dissocia-
tive and non-dissociative ionization channels, whereas, obviously, the proton kinetic
energy (PKE) distributions only account for dissociative ionization. Nevertheless,
since non-dissociative ionization is the major channel (98 %) in photoionization, it
dominates in the smooth electron distributions, which reflect the energy bandwidth
of the pulse. EKE distributions are centered at the expected values of excess electron
energy given by the direct vertical transition from the ground state of the neutral. In
contrast, PKE distributions show different structures varying with photon energy
and pulse duration. As shown in Fig. 2.2, for 28 eV, the signature of autoionization
of the Q1 series appears at 2–8 eV of PKE. For a central photon energy of 33 eV,
the peak at around 7 eV of PKE corresponds to the direct dissociative ionization as-
sociated to the 2pσu ionization threshold. The exponential decay of the probability
at low proton energies correspond to direct photoionization and it equally manifests
in the PKE distributions for any photon energy above the dissociative ionization po-
tential of H2 (18.15 eV) [45, 53]. The sharp features in the PKE distributions for
a 10 fs pulse completely disappear for 1 fs, which is the consequence of the large
spectral bandwidth of the pulse.

Figure 2.3 shows the dissociative ionization probabilities for a 1 fs pulse, cen-
tered at 28 eV and 33 eV respectively, as a function of both electron and proton
kinetic energies. Here, it is clear that integration over electron energies with such
a broad bandwidth leads to smooth PKE distributions when short pulses are used.
For a 10 fs pulse (whose energy bandwidth is 0.6 eV), only narrow distributions
centered at diagonal total energies of ∼ 10 and ∼ 15 eV appear [76], which there-
fore allow for the distinction of the autoionization structures after integration over
electron energy. The pulse duration dependence of the PKE distributions thus partly
contains information on the time scale for autoionization dynamics. For long enough
pulses, the sharp signatures of autoionization appear and the PKE distribution is al-
most identical to that obtained with monochromatic light (i.e., in the continuous
wave limit), which in the energy domain implies that T > 1/Γ , where Γ is an
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Fig. 2.4 Density of
dissociative ionization
probability as a function of
the proton kinetic energy
release for a 1 fs pulse with a
central energy of 33 eV and
I = 1012 W/cm2. Ionization
probabilities has been
integrated over all possible
electron energies. Each curve
corresponds to the ionization
yield at different times, once
the pulse is turned off

averaged autoionization width over the relevant internuclear distances. However,
for pulses shorter than the average resonance lifetime (T < 1/Γ ), structures are
not well-defined and even disappear, therefore photoionization fragments should be
measured in coincidence to obtain such information.

The previous conclusion is further visualized through a time-resolved imaging
of the autoionization events. Figure 2.4 show the evolution of the PKE distributions
after the interaction with a 1 fs pulse. The ionization probability increases with time
in the region of intermediate PKE due to the delayed decay of the DES. The station-
ary limit is reached 3 fs after the end of the pulse, which is thus the lifetime of the
DES that is being significantly populated (the first DES of Q1Σu series). Moreover,
the time scales at which nuclei are moving in the DES potential energy curve are
also reflected in the time tracing shown in figure 2.4. For t = 2 fs, autoionization
leads to protons with around 3 eV. Such proton energy corresponds to an internu-
clear distance of ∼ 1.8 a.u. in the first Q1Σu potential energy curve. At t = 3 fs,
the probability has increased in the region of proton kinetic energies up to 6–7 eV,
which indicates that autoionization occurs when the nuclei have moved at least 3 a.u.
apart. The probability distributions at 4 and 5 fs are identical, i.e., 4 fs after the end
of the pulse non appreciable autoionization takes place. These results suggest the
possibility to trace molecular autoionization in time when it is launched with pulses
of 3 fs duration or shorter.

State-of-the-art experimental techniques (pump-probe schemes or probe pulses
through attosecond transient absorption) are currently capable of extracting such
dynamical information. First experimental works using attosecond UV pump–
femtosecond IR probe pulses have observed electron localization mediated by au-
toionization [37, 77]. Despite their success, in schemes using IR fields, unraveling
contributions from different scattering channels is not an easy task. Indeed, DES of
both Σ+

u and Σ+
g symmetries (the latter not optically allowed by direct photoion-

ization) are being populated in the presence of the IR. Also, as it is usually the
case, the ejected electron is driven by the IR field regardless of the state of the ion
left behind. These effects may usually hide the intrinsic electron dynamics that is
sought for. In this respect, the use of UV pump–UV probe schemes is an alterna-
tive that should allow one to disentangle the contributions from different ionization
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channels more easily. Indeed, the short wavelength of UV/XUV pulses ensures that
the dynamics of the nuclear wave packets that is being probed is entirely due to the
unperturbed molecular potential [78]. These pump-probe schemes would also bring
the possibility to explore the Σ+

g DES, as well as diverse phenomena related to tran-
sitions through singly excited states of the neutral. Such processes are discussed in
the following section.

2.5 Control and Non-linear Effects in Multiphoton Single
Ionization

Investigations on few-photon single ionization of hydrogen molecules are very
scarce. Experimental studies are restricted to above threshold ionization processes
[32, 79], and most theoretical studies, in the multiphoton regime, have made use
of the fixed nuclei approximation (FNA) [40–42]. This approach is valid to quanti-
tatively predict total few-photon ionization probabilities for photon energies below
∼ 11 eV. For higher photon energies, the (1 + 1)-REMPI (resonant enhanced mul-
tiphoton ionization) channel in H2 opens and FNA approaches underestimate ion-
ization [51, 80]. In the region where two-photon ionization is the dominant process,
the proper inclusion of the nuclear degrees of freedom in the theoretical descrip-
tion leads to a dramatic increase of the (1 + 1)-REMPI probability and its varia-
tion with photon energy is smoother with respect to that predicted within the FNA
[see Fig. 2.5(a)]. More importantly, fully dimensional theoretical calculations have
shown that, for a given range of photon energies, dissociative ionization may be-
come the dominant process. This observation is unexpected because, in all reported
studies on H2 photoionization, dissociative ionization (DI) is always orders of mag-
nitude smaller than non-dissociative ionization (NDI). Moreover, it indicates that
by manipulating the radiation parameters one can actually control the ratio between
different ionization channels. This will be discussed in the first part of this section.
In the second subsection, we explore the different mechanisms that are triggered at
high intensities and that allow for such control in the two-photon single ionization
processes. Finally, in order to shed some more light on (1 + 1)-REMPI processes in
molecules, results obtained for a pump-probe scheme with two identical UV pulses
are shown in the third subsection. There, we discuss the observables that allows
one to retrieve information and characterize the vibronic wave packets associated to
singly excited states of the neutral.

2.5.1 Control of Single Ionization Channels by Means of VUV
Pulses

The ratio between DI and NDI channels can be tailored by appropriately tuning the
laser parameters. This is illustrated in Fig. 2.5, where DI, NDI and total ionization
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Fig. 2.5 DI, NDI and total ionization as a function of (a) photon energy, fixing I = 1012 W/cm2

and pulse durations indicated in the plot; (b) pulse duration, fixing I = 1012 W/cm2 and a photon
energy of 13.3 eV; and (c) laser intensity, fixing the photon energy at 13.3 eV and a pulse duration
of 10 fs

probabilities are shown as a function of (a) photon energy, (b) pulse duration and
(c) laser intensity.

Single ionization probabilities (total, DI and NDI) as a function of photon energy
are plotted [panel (a) in Fig. 2.5] for a pulse duration of 10 fs and I = 1012 W/cm2.
For comparison, the total ionization probability obtained within the FNA at the equi-
librium distance is shown for the same pulse parameters, as well as total ionization
results for a 2 fs pulse and I = 1012 W/cm2. Around 15 eV, the one-photon single
ionization threshold is reached, which manifests in a sudden increase of the total
ionization probability. A significant enhancement of the total ionization probability
is indeed expected at each N-photon ionization threshold. This behavior is also pre-
dicted within simple FNA treatments, as it is shown in the figure. However, besides
the above mentioned underestimation of two-photon ionization in the FNA, when
using pulses whose duration is of the order or shorter than the time scale of nuclear
motion (i.e., below tens of fs), a proper description of the process requires to con-
sider all degrees of freedom. Nuclear motion plays a key role when few fs pulses are
used: the ionization probabilities present sharper profiles for long pulses (T > 10 fs,
larger than the typical times for nuclear motion), while short pulses smooth the tran-
sitions between the regions where ionization by absorption of a different number of
photons dominates [80, 81]. Larger energy bandwidths populate wider bands of vi-
brational states, effectively lowering the N-photon ionization thresholds. In particu-
lar, the unexpected prominence of DI in the photon energy region between 12.5 and
15.2 eV, shown in Fig. 2.5(a), can only be predicted by properly accounting for the
nuclear motion. It is due to the favorable Franck-Condon overlaps among the poten-
tial energy curves involved in the (1+1)-REMPI, i.e. those between the ground state
of the neutral molecule and the singly excited Σ+

u states, and those between these
latter states and the vibronic states associated to the electronic continuum. It should
be remarked that such vibrational selectivity is achieved for pulses with a relatively
narrow bandwidth (of the order of the vibrational spacing; equivalently, for pulse
durations of the order of the vibrational motion). This is illustrated in panel (b) of
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Fig. 2.5 where the variation of DI and NDI probabilities are plotted as a function
of the pulse duration for a fixed photon energy of 13.3 eV and a moderate intensity
of 1012 W/cm2. Both contributions vary monotonously with the pulse length, but
the DI probability increases by more than two orders of magnitude when the pulse
duration varies from 2 to 12 fs. Consequently, the ratio between DI and NDI can be
controlled by varying the pulse duration.

The analogous behavior and control can be achieved by varying the laser inten-
sity. It is illustrated in panel (c) of Fig. 2.5 for the same photon energy, 13.3 eV, and
for a 10 fs pulse. For intensities below 1014 W/cm2, DI becomes the major ionization
channel. The increase of the field intensity is qualitatively equivalent to shortening
the pulse duration. Increasing intensity, i.e. the amplitude of the field, ionization
takes place progressively faster, making the effective pulse duration decrease. Thus,
when using high intensities one loses the vibrational selectivity through the interme-
diate states that favors the DI channel. However, although an equivalent behavior is
qualitatively achieved by tuning the pulse length or laser intensity, a very different
mechanism is triggered for highly intense fields. This is further discussed in the next
subsection.

2.5.2 Non-linear Effects in (1 + 1)-REMPI

An extensive effort has been devoted to explore the non-linear effects that arise
with intense fields in the UV and XUV regions. Among them, the most well-known
phenomenon is the emergence of Rabi-type oscillations between electronic states
[82], which are actually responsible of the variation of the DI/NDI ratio with in-
tensity. Rabi oscillations between atomic levels have been extensively treated in
quantum mechanics textbooks [83]. The simplest picture is that of a coherent super-
position of resonant quantum states in a two-level system under the influence of an
external periodic field, which leads to an oscillation in the state population between
the lower and the upper levels. Its frequency is given by the amplitude of the field
(equivalently, the laser intensity I ) and the dipole transition moment between the
states (μ), such that Ω = μ

√
I/�. In this context, a common description for this

high-intensity regime is the Floquet picture. Within its frame, one could view the
resonant states coupled by the field as “dressed” electronic states. A schematic rep-
resentation of the intermediate single excited states of H2 dressed by the field with
an intensity of 2 · 1014 W/cm2 is shown in Fig. 2.6(a). One can see the characteristic
Autler-Townes splitting of the states separated by an energy approximately equal to
the Rabi frequency. This energy splitting induced in the intermediate states that are
accessible by one-photon absorption is expected to leave its signature in the ioniza-
tion signal after absorption of the second photon. In a reduced two-level picture, one
would expect two well defined peaks in the electron energy differential ionization
probabilities, as displayed in the scheme given in Fig. 2.6(a). In fact, simple two-
level system models have been successfully applied to characterize Rabi oscillations
occurring in molecular targets subject to pulses longer than the typical times for vi-
brational and rotational motions. These experiments used nanosecond (ns) pulses
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Fig. 2.6 (Left) Schematic representation of (1 + 1) resonant two-photon ionization process. Rabi
oscillations are pictured with a double arrow. The AT splitting of the first excited state, Ω , cor-
responds to a laser intensity of 2 · 1014 W/cm2. The pulse bandwidths are those of a 10 fs laser
pulse. (Right) Single ionization probabilities as a function of electron energy for different laser
intensities. Laser parameters are indicated

in two-color REMPI [84–86] and fluorescence pump-probe schemes [87–90]. Since
ns pulses can energetically resolve individual rovibronic transitions, the process can
be described by only accounting for the two significant levels. However, when short
pulses are used, Rabi oscillations take place not between individual vibronic states,
but between nuclear wave packets (NWPs) [44]. Therefore, the vibrational time
scales, the pulse duration and laser intensity must be accordingly considered.

The first consequence of these oscillations proceeding through bands of vibronic
states is the appearance of complicated patterns in the ionization signal. The AT
effect is nevertheless visible in the electron energy differential ionization proba-
bilities, which are plotted for different laser intensities in Fig. 2.6(b). Despite the
complex profiles arising from the vibrational structure, they still show two differen-
tiated peaks which are the signature of (1 + 1)-REMPI taking place through dressed
single electronic excited states of the neutral. Although the energy splitting actually
depends on the internuclear distance (since the electronic dipole moment does), one
can approximate its value by using the transition moment value at the equilibrium
internuclear distance of the neutral [Ω = μ(R = 1.4 a.u.)

√
I/�]. The estimated val-

ues are in very good agreement with those extracted from the full calculation: for
intensities of 1014 and 5 · 1014 W/cm2 the predicted values are 1.4 and 3.3 eV, re-
spectively, and the electron spectra show splittings around 1.6 and 3.3 eV. The AT
effect is not appreciable for an intensity of 1013 W/cm2, whose estimated Rabi fre-
quency is Ω � 0.43 eV. This is directly related to the pulse length: the spectral
width of a 10 fs pulse is ∼ 0.6 eV, which cannot then resolve an energy splitting
of 0.43 eV. Or equivalently speaking in the time domain, 10 fs is too short to ac-
commodate a complete Rabi oscillation for such intensity. In brief, the condition
T > 1/Ω is necessary to observe the AT effect.
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Fig. 2.7 (Left) Probability of finding H2 in the B1Σ+
u and B’1Σ+

u excited states (all ν), in the
lowest vibrational states v = 0 and v = 1 of the ground state of the neutral, and total ionization
probability as functions of time. Results are obtained for a photon energy of 12.5 eV, a laser inten-
sity of 5 · 1014 W/cm2 and a pulse duration of 10 fs. Note that probabilities are only obtained for t

satisfying A(t) = 0. (Right) Probability left in the ground state as a function of the photon energy
for different laser intensities and a pulse duration of 10 fs

The structures in Fig. 2.6, signature of the oscillation between NWPs generated
by the large bandwidth of short pulses, already prove that the picture of an isolated
two-level system is no longer valid for molecular targets. The presence of nuclear
motion leads to new mechanisms, inexistent in atomic targets. In fact, two-photon
single ionization proceeds through a step-ladder mechanism: after each Rabi oscil-
lation the ground state is repopulated in higher vibrational levels, therefore reaching
higher and higher vibronic levels of singly excited states. As a consequence, higher
vibronic final states are accessible after each oscillation, so that NDI leaves the ion
in larger quantum vibrational levels and DI ejects protons (and electrons) at higher
energies. This step-ladder mechanism is very apparent when the probabilities of the
different vibronic states are tracked with time. In Fig. 2.7(a), the population of the
lowest vibronic states of the H2 molecule (v = 0 and v = 1 of the ground state),
the excitation probability for the two first singly excited electronic states B1Σ+

u and
B′1Σ+

u (summed over their vibrational states) and the total ionization probability are
plotted as functions of time. In the first half of the first Rabi oscillation, a manifold
of B1Σ+

u vibrational states is populated. In the second half of the oscillation, the
population goes back to the ground electronic state. As long as the pulse bandwidth
is larger than the energy spacing between vibronic states (T > 1/�Ev), not only the
v = 0 level is populated, but also the v > 0 vibrational states. Thus, we observe that
after the maximum probability for the B1Σ+

u , the v = 1 level starts to be populated
for the first time. Then, in the first half of the second oscillation, the photon can be
absorbed from the excited vibrational levels (v > 0) of the ground electronic state
and, as a consequence, higher singly excited electronic states are reached. This is
captured in the B′1Σ+

u population that comes to a maximum value in this second
oscillation. Consequently, the step-ladder mechanism gives access to intermediate
electronic states that are hardly populated and even not accessible by direct single
photon absorption. The oscillations are also reflected in the ionization probability
(dotted line in Fig. 2.7(a)). Once the first Rabi oscillation is completed, the popu-



42 A. Palacios et al.

lation of the intermediate states is depleted, and, consequently, the (1 + 1)-REMPI
probability exhibits a relative minimum around 3.5 fs. After 4 fs, two-photon ion-
ization becomes the dominant process over one-photon excitation.

Furthermore, the ground state is completely depleted for the laser parameters
here considered, so the ionization saturates. The population of the ground state is
shown for various laser intensities and as a function of photon energy in Fig. 2.7(b).
For the higher intensities, the ground state is completely depopulated in the (1 + 1)-
REMPI energy region. Besides, the higher the intensity, the larger the shift of the
absolute minimum to lower photon energies, which would be expected from the AT
effect. As the energy splitting becomes larger (the higher the intensity, the larger
Ω), the (1 + 1)-REMPI becomes accessible at lower photon energies. The other
minima in the population of the ground state correspond to (2 + 1)-REMPI. At
those photon energies, ∼ 6 and ∼ 7.5 eV, extremely high laser intensities would
be required to saturate ionization. The reason lies in the character of the electronic
states involved, the singly excited states of Σ+

g symmetry. They present double-
well potential energy curves that diminish the efficiency of the transitions among
their vibronic states.

At this point we have the time scales at which these phenomena are restricted.
Two conditions must be fulfilled to observe the step-ladder mechanism: (i) T >

1/Ω , i.e. the pulse is long enough to accommodate a complete Rabi oscillation,
which is determined by the laser intensity, and (ii) T < 1/�Ev , i.e. the pulse is
short enough to populate manifolds of vibrational states. The step-ladder mecha-
nism, which allows for higher protons to be ejected, is thus observed if the pulse
duration lies between those limits (1/Ω < T < 1/�Ev), i.e., the electronic struc-
ture (dipole moment) and the field intensity set the lower limit, while the vibronic
structure, i.e. the nuclear motion, imposes the upper one. In the H2 molecule, the
vibrational energy spacing fixes an effective upper limit of ∼ 15 fs. And, for in-
stance, the use of intensities around 1014 W/cm2 impose pulse lengths above 5 fs
in order to observe step-ladder Rabi oscillations in H2 [80]. It should be noticed
that, in contrast with the step-ladder mechanism, the AT effect will be observed as
long as the fist condition, T > 1/Ω , is satisfied. In conclusion, the manipulation of
laser intensities in a range of values 1012–1015 W/cm2 with UV and XUV sources
in the fs time scale allows for the control of ionization channels, either by modify-
ing the relative importance of non-dissociative (NDI) or dissociative (DI) ionization
processes or by suppressing and/or favoring the emission of faster electrons.

It is clear that a complete characterization of vibronic wave packets involving the
intermediate singly excited states is mandatory to elucidate and design new strate-
gies to control the above explained mechanisms. To explore the dynamics of these
states, the most straightforward and experimentally affordable technique is the use
of pump-probe schemes with two identical pulses. In the next section, we will use
the same central frequencies employed through this work with (i) photon energies
around 12 eV, where (1 + 1)-REMPI probability reaches its maximum, (ii) short
pulses, to create vibronic wave packets containing an appreciable number of vibra-
tional states, and (iii) low intensities, to avoid non-linear effects that, in principle,
complicate the patterns in the probing of vibronic wave packets involving the singly
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excited states. We will also explore which observables actually contain significant
information to unravel the dynamics of these states.

2.5.3 Probing Nuclear Wave Packets in Molecular Excited States

The present pump-probe set-up with two identical pulses is outlined in Fig. 2.8(a).
A pump pulse excites the molecular target, creating a NWP in the B1Σ+

u state that
field-free evolves in time until a second photon is absorbed, thus mapping it into the
ionization channels.

As in the previous sections, we have chosen a photon energy of 12.2 eV, which
is in resonance with the B1Σ+

u electronic state in a direct vertical transition from
the ground state, such that the (1 + 1)-REMPI process dominates. We use a laser
intensity of 1012 W/cm2, which is low enough to avoid field-induced distortion of
the molecular potential, and a 2 fs pulse duration, whose broad bandwidth ensures
the creation of an energetically wide vibrational wave packet. Similar experimental
set-ups have been already used with XFEL sources and applied to probe the NWP
dynamics launched in molecular ions by detecting the fragments after the Coulomb
explosion (CE) of H2 and D2 [33, 34]. In principle, exploring singly excited states
has the added complication of disentangling several single ionization channels (DI
and NDI associated to several ionization thresholds). Also, an easy mapping into the
final energy-differential observables is not trivial, in contrast with standard CE ex-
periments in [33]. However, as we will show below, it is still possible to distinguish
those channels by looking at angular-differential quantities. Indeed, by measuring
the molecular frame induced asymmetries in the electron ejection in (1+1)-REMPI
it is possible to clock the evolution of the pumped NWPs. In a delayed two-photon
absorption one could expected a symmetry breaking of the ejected electrons with
respect to the molecular frame as that observed in experiments on photoionization
mediated through autoionization [21, 36, 37, 91, 92]. The up-down (or left-right)
asymmetry of electron ejection in molecules that dissociatively ionize is a well-
known process [17, 93] that arises from the superposition of two states with different
parity. Such superposition is achieved in those experiments through the time-delay
decay of DES. Analogously, it can be generated by a time-delayed two-photon ion-
ization involving the single excited states of the neutral.

As schematically represented in Fig. 2.8, the pump pulse creates a NWP in the
B1Σ+

u single excited state. In this potential energy curve, whose oscillating period is
around 25–30 fs [76], the molecule stretches. Consequently, the NWP in the B1Σ+

u

state travels to larger internuclear distances, such that when the probe pulse is ab-
sorbed the ionization potential to reach the second threshold (2pσu state in H+

2 ) is
lower. Because of the purely dissociative character of the 2pσu ionization thresh-
old, a direct mapping of the NWP appears in this channel, which is unfortunately
obscured by the larger contribution of the first ionization threshold 1sσg to the DI.
This is shown in Fig. 2.9(a), where the PKE distribution is plotted at different time
delays. Since the 1sσg contribution is appreciable larger, only a subtle signature of
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Fig. 2.8 Relevant potential
energy curves for H2 and the
H+

2 ion. Pump and probe
pulses (with central frequency
of 12.2 eV) are indicated with
arrows. Calculated squared
amplitudes of the NWP
generated by the pump pulse
after 4, 6 and 10 fs are shown
as functions of the
internuclear distance. Dashed
lines indicate (i) the vertical
transition from their
maximum to the second
ionization threshold (2pσu)
and (ii) the expected energies
in the continua connected to
the actual probed kinetic
energy releases shown in the
inset for that threshold

Fig. 2.9 (a) Dissociative
single ionization probability
(×10−4) and (b) asymmetry
parameter as a function of
time-delay (x-axis) and
proton kinetic energy (y-axis)

the 2pσu one, which leads to protons of lower energy as the time delay increases, is
obtained in the PKE distributions. Nevertheless, the proton-electron ejection from
the 2pσu interferes with the 1sσg channel for the same energy in the continuum.
This superposition leads to a significant molecular frame asymmetry in the electron
ejection, which indirectly uncovers the mapping of the NWP position in the 2pσu

DI contribution. A clear image of the time evolution of the NWP pumped in the
excited state of the neutral molecule is shown in the asymmetry parameter plot in
Fig. 2.9(b). The asymmetry parameter is simply obtained as

A = (Nup − Ndown)/(Nup + Ndown) (2.10)

where “up” and “down” indicate the ejection of the electron respect to the proton
ejection. The position of the wave packet is perfectly clocked in the asymmetry pa-
rameter as a function of the proton KER and the time delay. This is an interesting
application to be tested in other molecules. It is particularly relevant because the
NWP evolution is often obscured in the KER spectra due to the contribution of sev-
eral ionization channels, the presence of complex structures (resulting from inter-
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ferences between energy-degenerate paths) or the broad bandwidth of the ultrashort
pulses.

2.6 Future Perspectives

A large diversity of photoionization problems has been explored, both theoretically
and experimentally, using as prototypical molecules H2 and D2. As it has been
widely discussed in Sects. 2.2 and 2.3, the last decade has undergone a sprout of
studies on processes induced by ultrafast pulsed radiation, prompted by the new
XFEL facilities and rapid developments of HHG techniques. These sources nowa-
days allow to explore fundamental problems in atomic and molecular physics at
their intrinsic electronic and nuclear time scales. For instance, a substantial num-
ber of works have employed pump-probe set-ups, with pulses as short as a few
hundreds of as, to generate time-resolved images of electronic and nuclear wave
packets. However, further theoretical and experimental efforts are required to prove
the ability of these technologies to not only trace, but drive and steer the electron
and nuclear dynamics in atoms, molecules and, eventually, in larger systems.

This goal can only be reached through a deep knowledge of the underlying
physics in the laser-induced phenomena, which makes the hydrogen molecules, i.e.
the smallest multielectron molecular targets, the perfect candidates. As we have
seen, autoionization studies, in which doubly excited states are populated by ab-
sorption of one or two photons, have already shed some light on the role of electron
correlation combined with the nuclear motion. Moreover, existent robust theoreti-
cal methods, with demonstrated capability to predict laser-induced phenomena in
hydrogen molecules, have recently given strong support for experimental measure-
ments that have only become available with the new radiation sources. Example of
those are XUV pump–IR probe experiments that have been able to achieve electron
localization in H2 and D2 [37, 38], and XUV pump–XUV probe schemes that map
nuclear wave packets created in H+

2 into the full break up channels [33, 34]. The use
of these targets as benchmarks for novel experimental set-ups require constant the-
oretical input. Theoretical simulations are also valuable to predict novel phenomena
that may arise in laser-molecule interactions [51, 52] and to explore problems as
coherent control in multiphoton ionization [94]. However, despite the flexibility and
wide applicability of the methods described in this chapter, many interesting prob-
lems, even for simple molecules, still need the development of new theoretical tools.
This is the case of studies on one- and few-photon double ionization processes, in
which both electrons are simultaneously ejected by direct photoabsorption, or se-
quential absorption processes. These investigations will bring a better understand-
ing of electron correlation effects and are encouraged by the above mentioned XUV
pump–XUV probe experiments [33, 34]. In this context, theoretical and computa-
tional efforts are being currently devoted to tackled double ionization problems in
hydrogen molecules. Such methodologies are also expected to be useful to explore
non-linear effects induced by strong IR fields. Accurate descriptions for these prob-
lems are still scarce and will be the subject of further work in the near future.
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Chapter 3
Ultrafast Dynamics of Hydrogen Atoms
in Hydrocarbon Molecules in Intense Laser
Fields: Hydrogen Atom Migration
and Scrambling in Methylacetylene

Tomoya Okino and Kaoru Yamanouchi

Abstract Characteristic ultrafast processes of hydrogen atom migration commonly
observed in hydrocarbon molecules in an intense laser field are introduced by
referring to our recent studies on three-body decomposition of methylacetylene
and methyl-d3-acetylene. Special emphases are placed on how dynamical pic-
tures of hydrogen migration are extracted from coincidence momentum imaging
(CMI) maps and proton distribution maps constructed from the CMI maps and
how migrations of respective hydrogen atoms are correlated with each other, lead-
ing to ultrafast exchange and scrambling of hydrogen atoms within a hydrocarbon
molecule.

3.1 Introduction

When gaseous molecules are exposed to an intense laser field (> 1013 W/cm2),
they are multiply ionized and decomposed eventually into fragment ions through
Coulomb explosion processes [1, 2]. We have shown from our series of stud-
ies that rich information of molecules interacting with an intense laser field such
as ultrafast structural deformation and ultrafast hydrogen migration can be ex-
tracted from the analysis of the observed momentum vectors of fragment ions [3–
22]. Among the phenomena we have found so far, ejections of triatomic hydro-
gen molecular ions, H+

3 , and ultrafast hydrogen migration are noteworthy. These
phenomena were commonly found when hydrocarbon molecules are exposed to
an intense laser field, and can be regarded as those characteristic of H and D
atoms having considerably smaller mass than other heavier atoms in hydrocarbon
molecules.

It is interesting to note that there are two different timescales during which hy-
drogen atoms move when hydrocarbon molecules are irradiated with an intense
laser field. The shorter timescale is characterized by the duration of ultrashort laser
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pulses, which is of the order of 10 to 30 fs, and the longer timescale is in the
rage of 0.1∼1 ps, which is of the order of a period of molecular rotation. Our
pump-and-probe study of two-body decomposition of methanol exposed to an ul-
trashort intense laser pulse showed that “fast” hydrogen atom migration proceeds
in the presence of the intense laser field whose duration is 40 fs and the “slow”
hydrogen atom migration proceeds after the light field disappears [15]. The slow
post-laser pulse migration can be regarded as a unimolecular decomposition pro-
cess of an energized parent ion prepared by the irradiation of an ultrashort in-
tense laser pulse. Our recent study on the ejection of H+

3 from ethane (C2H6) and
deuterated ethane (CH3CD3) excited by an intense laser field showed that six hy-
drogen atoms are scrambled almost statistically within the relatively long lifetime
of a precursor parent ion prior to the ejection of a triatomic hydrogen molecular
ion [20].

In the present study, we focus on the “fast” hydrogen atom migration pro-
cesses by referring to our recent study on the three-body fragmentation processes
of methylacetylene and methyl-d3-acetylene induced by ultrashort intense laser
pulses, and show on the basis of the coincidence momentum imaging maps how
four H/D atoms within a parent molecule migrate in an ultrashort intense laser
field.

3.2 Experiment and Data Analysis

The details of the experimental setup have been reported in our previous papers
[21–23]. Typically the output of a femtosecond laser system (790 nm, 40 fs, 5 kHz)
is focused with a quartz lens (f = 150 mm) at the point where they crossed
at right angles with a molecular beam of a sample gas introduced into the ul-
trahigh vacuum chamber through a nickel skimmer (∅0.48 mm) from a micro-
syringe (∅70 µm). The laser field intensity at the focal spot is in the range of
1013∼1014 W cm−2.

The ion species ejected from the laser focal volume were extracted by three
equally spaced parallel-plate electrodes in the velocity mapping configurations [24]
and detected by a position sensitive detector with delay-line anodes [25]. The three
dimensional momentum vectors of the respective fragment ions were determined by
their time-of-flight and the position on the detector. False coincidence events orig-
inating from two or more parent molecular ions were discriminated from the true
coincidence events by imposing the momentum conservation conditions. The num-
ber of detected ions was kept to be about 0.5 events per laser shot in order to secure
the coincidence conditions and reduce the false coincidence events. The accumu-
lated event number is of the order of 108.

The spatial distribution of a proton or deuteron within a triply charged parent
molecule decomposing into three fragment ions including the proton or deuteron
can be mapped by converting the observed momentum vectors of the fragment ions
into the coordinate space, in which the position of the proton or deuteron with re-
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Fig. 3.1 The proton/deuteron distribution maps. (a) I: H++ CH+
2 + C2H+. (b) II: H+ + C2H+

2 +
CH+, (c) Ia : D+ + CD+

2 + C2H+, (d) IIa : D+ + C2D+
2 + CH+. The inset figure shows the defi-

nitions of parameters r and θ describing the geometrical structure just before the decomposition.
In all of the four maps, there are two dense areas, which are labeled as An and Bn (n = 1, 2, 3,
and 6)

spect to the rest of the molecule decomposing into two fragment ions is obtained
in the molecular-fixed coordinate system as demonstrated in our previous paper
[22].

In this analysis of the coincidence momentum data for the three-body decompo-
sition of triply charged methylacetylene and methyl-d3-acetylene, three geometrical
parameters r1, r23, and θ are introduced to express the geometrical configuration
of C3H3+

4 or C3HD3+
3 just before the Coulomb explosion as shown in the inset of

Fig. 3.1(a), where r1 is the distanced of a proton or a deuteron measured from the
center of gravity of the two heavier moieties M2 and M3, r23 is the distance be-
tween the center of masses of M2 and M3, and θ is the angle between a proton
(or a deuteron) and the axis connecting the center of masses of the two heavier
moieties. The momentum vectors of the three fragment ions are calculated by nu-
merically solving the classical equations of motion under the assumptions that (i)
the repulsive Coulombic interaction is that between the point charges representing
the respective fragment ions and (ii) the initial values of the velocity of the re-
spective fragment ions are zero. The numerical calculations are repeated iteratively
until the observed momentum vectors of the respective fragment ions are repro-
duced.



52 T. Okino and K. Yamanouchi

3.3 Three-Body Decomposition Pathways of Methylacetylene
and Methyl-d3-Acetylene

3.3.1 Three-Body Decomposition Pathways with CC Bond
Breaking

3.3.1.1 Methylacetylene

In methylacetylene, the following two types of three-body decomposition pathways
are identified in the CMI maps.

[Type I: CβCγ bond breaking]

I: C3H3+
4 → H+ + Cγ H+

2 + CαCβH+ (3.1)

[Type II: CαCβ bond breaking]

II: C3H3+
4 → H+ + CβCγ H+

2 + CαH+ (3.2)

where three carbon atoms are labeled using α, β , γ as H–Cα ≡ Cβ–Cγ H3.
The number of events in Pathway I (55 %) is as large as that of Pathway II (45 %).

This result indicates that the CβCγ bond breaking and the CαCβ bond breaking
occur with almost the same probabilities. It is highly probable that a proton ejected
in these three-body Coulomb explosion processes is originated from a hydrogen
atom which is originally bonded to the Cγ atom in the methyl group, but it may also
be possible that a proton is ejected from the Cα atom in the methine group if the
hydrogen migration proceeds prior to the chemical bond breaking.

The proton distribution maps of Pathway I and Pathway II are shown in
Fig. 3.1(a) and 3.1(b), respectively. The proton distributions cover the entire θ range,
but there are clear two dense areas labeled by A1 and B1 in Pathway I and A2 and
B2 in Pathway II. The distribution A1 shows that the protons are distributed around
the CH+

2 moiety. The distribution B1 shows that the protons are distributed around
the C2H+ moiety. The probability of the distribution A1 (78 %) is much larger than
that of the distribution B1 (22 %). This result indicates that a proton is preferen-
tially ejected from the methyl group accompanied by the CβCγ bond breaking that
is originally a single bond. The probability distribution A2 (62 %) is much larger
than that of the distribution B2 (38 %). This result also indicates that a proton is
preferentially ejected from the methyl group.

It is probable that the ejected protons are originated from the methyl group in
both Pathway I and Pathway II, however, in order to identify securely whether a
proton is ejected from methyl group or from methine group, we performed the CMI
measurements using partially deuterated species, methyl-d3-acetylene.
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3.3.1.2 Methyl-d3-Acetylene

In methyl-d3-acetylene, six three-body decomposition pathways are identified in the
CMI maps and three of them are categorized into Type I decomposition pathways
and the rest of them are categorized into Type II decomposition pathways as

[Type I: CβCγ bond breaking]

Ia : CD3CCH3+ → D+ + Cγ D+
2 + CαCβH+ (3.3)

Ib: CD3CCH3+ → H+ + Cγ D+
2 + CαCβD+ (3.4)

Ic: CD3CCH3+ → D+ + Cγ HD+ + CαCβD+

(and/or D+ + CαHD+ + CβCγ D+) (3.5)

[Type II: CαCβ bond breaking]

IIa : CD3CCH3+ → D+ + CβCγ D+
2 + CαH+ (3.6)

IIb: CD3CCH3+ → H+ + CβCγ D+
2 + CαD+ (3.7)

IIc: CD3CCH3+ → D+ + CβCγ HD+ + CαD+

(and/or D+ + CαCβHD+ + Cγ D+) (3.8)

where the carbon atoms are labeled using α, β , γ as H–Cα ≡ Cβ–Cγ D3.

Confirmation of the Major Pathway The relative yields for the observed six
decomposition pathways are summarized in Table 3.1. The major pathways cor-
responding to Pathway I and Pathway II in methylacetylene are Pathway Ia and
Pathway IIa in methyl-d3-acetylene, respectively.

The deuteron distribution maps for Pathway Ia and Pathway IIa are shown in
Fig. 3.1(c) and 3.1(d). In Pathways Ia and IIa , the distributions of A3 and A6 are
denser than those of B3 and B6, respectively, suggesting that the deuteron is mainly
ejected from CD3 side. The deuteron distribution maps for Pathways Ia and IIa have
the same tendency as the proton distribution maps of Pathways I and II, respec-
tively. It supports our conjecture that the ejected proton in methylacetylene origi-
nates mainly from methyl group in Pathways I and II.

H/D Exchange The proton/deuteron distribution maps for the Pathways Ib , Ic ,
IIb , and IIc are shown in Fig. 3.2. The distribution A4 of Pathway Ib in Fig. 3.2(a)
shows that the hydrogen atom in the CαH group migrates to the Cγ site and a deu-
terium atom in the Cγ D3 group migrates to the CαCβ part. Therefore, this A4 dis-
tribution shows a decomposition pathway accompanying the H/D exchange.

Similarly, the distribution A7 of Pathway IIb in Fig. 3.2(b) shows that the hydro-
gen atom in the CαH group migrates to the CβCγ part and a deuterium atom in the
Cγ D3 group migrates to the Cα site. Therefore, this A7 distribution also shows a
decomposition pathway accompanying the H/D exchange.
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Table 3.1 The event
numbers of the observed
three-body decomposition
pathways accompanying the
proton (deuteron) ejection
and the yield ratios for Type I
and Type II decomposition
pathways.

Pathway Event number Ratio/%

methylacetylene

(I): H+ + CH+
2 + C2H+ 2008 55

(II): H+ + C2H+
2 + CH+ 1639 45

(III): H+ + H+
2 + C3H+ 2714 –

methyl-d3-acetylene

(Ia): D+ + CD+
2 + C2H+ 3396 87

(Ib): H+ + CD+
2 + C2D+ 357 9

(Ic): D+ + CHD+ + C2D+ 137 4

(IIa): D+ + C2D+
2 + CH+ 4292 86

(IIb): H+ + C2D+
2 + CD+ 214 4

(IIc): D+ + C2HD+ + CD+ 499 10

(IIIa): D+ + D+
2 + C3H+ 974 –

(IIIb): H+ + D+
2 + C3D+ 1664 –

H/D Exchange Long Distance These distributions, A4 and A7, representing the
H/D exchange prior to the decomposition can be regarded as definitive evidences of
the correlated motion of the H atom in the methine group and D atoms in the methyl
group.

On the other hand, the distribution B4 of Pathway Ib in Fig. 3.2(a) shows that
one deuterium atom in the Cγ D3 group migrated to the CαCβ part. Similarly, the
distribution B7 of Pathway IIb in Fig. 3.2(b) shows that one deuterium atom in the
Cγ D3 group migrates to the Cα site.

In Pathway IIb , a proton is ejected from the methine group and the fragment ions
C2D+

2 and CD+ are generated with the CαCβ bond breaking. It should be noted that
the fragment ion CD+ can only be generated when a deuterium atom originally in
the Cγ D3 group migrates to the Cα atom in the CαH group. This can be regarded
as an evidence of the migration of a deuterium atom from the Cγ site to the Cα site
along the CαCβCγ skeleton of the three carbon atoms in methyl-d3-acetylene.

H/D Exchange and Scrambling In Pathway IIc , the fragment ions CβCγ HD+
and CαD+ are detected with D+. This shows that one hydrogen atom migrates from
the Cα site to the CβCγ part and one deuterium atom migrates from the Cγ site
to the Cα site. The distribution A8 of Pathway IIc shown in Fig. 3.2(d) represents
the decomposition pathway accompanying the H/D exchange. The distribution B8

shows that there is an additional migration process of a deuterium atom from the
Cγ site to the CαCβ part besides the H/D exchange. This means that as many as
three H/D atoms migrate prior to the decomposition. If the more than two H/D
atoms migrate prior to the decomposition, the process is called as “hydrogen scram-
bling”.
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Fig. 3.2 The proton/deuteron distribution maps of the three-body decomposition pathways.
(a) Ib: H+ + CD+

2 + C2D+, (b) Ic: H+ + C2D+
2 + CD+, (c) IIb: D+ + CHD+ + C2D+,

(d) IIc: D+ + C2HD+ + CD+. In all the four maps, there are two dense areas, which are labeled as
An and Bn (n = 4, 5, 7, and 8)

Similarly, in Pathway Ic , the fragment ions Cγ HD+ and CαCβD+ are detected
with D+. This shows that one hydrogen atom migrates from the Cα site to the Cγ site
and one deuterium atom migrates from the Cγ site to the CαCβ part. The distribution
A5 in Fig. 3.2(c) represents the existence of the H/D change prior to the decompo-
sition. In addition to the H/D exchange, the migration of another deuterium atom
proceeds from the Cγ site to the CαCβ part as represented by the distribution B5.
This means that the hydrogen atom scrambling proceeds also in Pathway Ic .

Alternative Explanation As described in the parenthesis in Eqs. (3.5) and (3.8),
Pathways Ic and IIc can also be categorized into Type II and Type I decomposition
pathways, respectively, as interpreted below. The distribution B5 in Pathway Ic may
represents the migration of one deuterium atom from the Cγ site to the Cα site,
and the distribution A5 represents the migration of two deuterium atoms from the
Cγ site to the Cα site. Similarly, in Pathway IIc , the distribution B8 may represent
the migration of one deuterium atom form the Cγ site to the CαCβ part and the
distribution A8 represents the migration of two deuterium atoms from the Cγ site to
the CαCβ part.

Therefore, it can securely be said that the two decomposition pathways, Ic and
IIc, are interpreted as (i) the decomposition pathways with the migration of three
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Fig. 3.3 2D CMI maps of (a) H+ and (b) H+
2 ejected from the three-body decomposition pathway,

C3H3+
4 → H+ + H+

2 + C3H+. The vertical arrow represents the laser polarization direction

light atoms (H/D exchange and one D migration, “hydrogen scrambling”) and/or
(ii) the decomposition pathways with the migration of two D atoms.

3.3.2 Three-Body Decomposition Pathways with H+ and H+
2

Ejection

In addition to the three-body decomposition pathways shown in Sect. 3.3.1, the fol-
lowing three kinds of three-body decomposition pathways called Type III accompa-
nying the ejection of H+ (D+) and H+

2 (D+
2 ) were identified in methylacetylene and

methyl-d3-acetylene,

III: C3H3+
4 → H+ + H+

2 + C3H+, (3.9)

IIIa: C3HD3+
3 → D+ + D+

2 + C3H+, (3.10)

IIIb: C3HD3+
3 → H+ + D+

2 + C3D+, (3.11)

In the present chapter, we focus attention on our analysis on Pathway III to show
how these light ion species, H+ and H+

2 , are ejected from triply charged methy-
lacetylene.

The CMI maps of H+ and H+
2 are shown in Figs. 3.3(a) and 3.3(b), respectively.

It is clearly seen in Fig. 3.3(a) for H+ that there are two features, that is, a pair of
the inner crescent type features and the other pair of the outer broadened crescent
features. In Fig. 3.3(b), even though the distributions are less conspicuous than in
Fig. 3.3(a), similar inner and outer pairs of the crescent features can be identified.
These inner and outer crescent features identified both in the momentum distribu-
tions of H+ and H+

2 suggest that at least two different decomposition routes coexist
in Pathway III.
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Fig. 3.4 Momentum correlation maps for (a) |p(H)| − |p(H2)|, (b) |p(H)| − |p(C3H)|, and
(c) |p(H2)| − |p(C3H)| in the three-body decomposition pathway, C3H3+

4 → H+ + H+
2 + C3H+.

In these three correlation maps, there are two dense domains labeled by A (blue dotted oval) and
B (red dotted oval) (Color figure online)

In order to examine more in detail the decomposition processes, the momen-
tum correlation maps are constructed as shown in Figs. 3.4(a)–(c). In the correla-
tion map of Fig. 3.4(a) representing the correlation between the absolute value of
the momentum of H+, |p(H+)|, and that of the momentum of H+

2 , |p(H+
2 )|, there

are two dense regions separated with each other; one is the distribution centered at
(|p(H+)|, |p(H+

2 )|) = (26,60), which is hereafter called Domain A, and the other is
the distribution centered at (|p(H+)|, |p(H+

2 )|) = (40,40), which is hereafter called
Domain B, where the numerical values of the momentum values are represented in
the momentum unit of 103 amu m s−1.

In Fig. 3.4(b) representing the correlation between |p(H+)| and the absolute
value of the momentum of C3H+, |p(C3H+)|, there are also two dense regions,
but they both are stretched along the |p(C3H+)| axis. The region corresponding Do-
main A spreads in the wide momentum region of |p(C3H+)| = 20∼90, while the
region corresponding Domain B spreads in the narrower region of |p(C3H+)| =
30∼70. Similarly, in Fig. 3.4(c) representing the correlation between |p(H+)| and
|p(C3H+)|, these two domains A and B spread along the |p(C3H+)| can be seen.

In the three dimensional momentum correlation map in which the x, y, and z axes
represent respectively |p(H+)|, |p(H+

2 )| and |p(C3H+)|, Domain A and Domain B
can be regarded as cigar type shape domains whose major axes are mostly along
the z axis. Considering that the ion species ejecting “first” from a triply charged
parent molecule is expected to have the larger momentum release than that ejecting
“next” from the doubly charged moiety left after the first ion ejection, Domain A
may represent the decomposition route in which H+

2 is ejected first and H+ is ejected
next, while Domain B may represent the decomposition route in which H+

2 is ejected
first and H+ is ejected next.

If the second ejection occurs long after the first ejection, the absolute momentum
values of the two singly charged ions produced at the second ejection stage should
become equal, and also, the spatial distribution of the momentum vector of the
singly charged ion produced at the second ejection stage should become isotropic.
However, as seen in Figs. 3.4(b) and 3.4(c), any distribution of data points running
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along the diagonal line, representing the cases in which two singly charged ions
have equal momentum releases, could not be identified. Furthermore, obviously, the
pairs of the inner crescent feature in Figs. 3.3(a) and 3.3(b), showing the spatial dis-
tribution of the singly charged ion, which is supposed to have been produced from
the second ejection stage, is not isotropic.

Therefore, it can be said that the ejections of the light ion species could not be
separated from each other. This means that the three-body decomposition does not
proceed in a sequential manner but in a concerted manner. The concerted decompo-
sition scheme can be supported by the cigar-type shape of Domain A and Domain B
in the 3D momentum space. When H+ and H+

2 are on the same side with respect to
C3H+, like in the original methyl group configuration, C3H+ should receive large
momentum recoil. On the other hand, if H+ and H+

2 are located on the opposite
sides with respect to C3H+, C3H+ should have much smaller momentum release
because C3H+ is sandwiched by H+ and H+

2 . In Domain A, the largest value of
|p(C3H+)| can be taken when H+ is ejected as soon as after H+

2 is ejected so that
C3H+ receive the largest momentum recoil from the same side, while the smallest
value of |p(C3H+)| can be taken when H+ is ejected after H+ is transferred to the
opposite side of C3H+ with respect to the side of the ejecting H+

2 . This transfer of
the position of H+ can be realized by the overall rotation of H+–C3H+ by about π

induced by the recoil momentum received from the ejecting H+
2 at the earlier part

of the three-body decomposition. When H+ is ejected from H+–C3H+ after the π

rotation, the direction of the recoil momentum received by C3H+ is in the oppo-
site direction to that received at the earlier ejection of H+

2 . The continuous event
distribution in Domain A indicates that there are a lot of events categorized into in-
termediate cases in which H+ is ejected when the H+–C3H+ moiety rotates by the
angle smaller than π . In the earlier part of this concerted three-body decomposition,
H+

2 starts to leave and the rest of the molecule starts to rotate simultaneously, and
H+ starts to leave before H+

2 is still in the process of the ejection. Almost exactly
the same scenario can be drawn for the events in Domain B in which H+ is ejected
“earlier” than H+

2 .

3.4 Summary

In this chapter, our recent studies on ultrafast hydrogen migration processes occur-
ring in the three-body decomposition processes of methylacetylene and methyl-d3-
acetylene induced by intense laser fields are introduced.

From the H/D distribution maps obtained for methyl-d3-acetylene, it was re-
vealed that a variety of different types of the H/D migration processes coexist such
as (i) the migration of one H atom, (ii) the exchange between two H atoms, (iii) the
migration of two H atoms, and (iv) the exchange of two H atoms and additional
migration of one H atom (“hydrogen scrambling”).

These processes of hydrogen migration and hydrogen scrambling are considered
to be finished by the time when the enhanced ionization [26, 27] occurs from the
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singly charged and/or doubly charged parent ions to the triply charged species. This
is because the enhancement of the ionization is expected to occur when the C–C
internuclear distance becomes approximately twice as large as the equilibrium in-
ternuclear distance, and consequently, by the time when the ionization to the triply
charged stage occurs, the distance between the heavy moieties is too far for hydro-
gen atoms to migrate further. Considering that three-body decomposition proceeds
immediately after triply charged precursor ions are produced, the probability of hy-
drogen migration to occur after the triple ionization should be extremely low.

In addition, a different type of three-body decomposition processes in which two
light ion species such as H+ and H+

2 are ejected are identified for methylacetylene
and methyl-d3-acetylene. From the momentum correlation maps for methylacety-
lene, it was revealed that the three-body decomposition proceeds in a concerted
manner so that H+ and H+

2 are ejected almost simultaneously. It was also shown
that events in which H+ starts to leave earlier than H+

2 and those in which H+
2 starts

to leave earlier than H+ coexist.
As has been shown in the present chapter as well as in our previous studies, the

motions of at least two or three hydrogen atoms need to be considered simultane-
ously for describing hydrogen migration processes even when apparently one pro-
ton moves. The migration, exchange, and scrambling processes of hydrogen atoms
occurring within a very short period of time can be characteristic phenomena com-
monly observed in hydrocarbon molecules when they are exposed to an intense laser
field, and this highly correlated ultrafast motion of hydrogen atoms may better be
treated by a theoretical method beyond Born-Oppenheimer approximation such as
that developed by our group [28, 29] in which protons are represented by multiple-
centered wave functions like electrons in a molecule.
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Chapter 4
Femtosecond Photodissociation Dynamics
by Velocity Map Imaging. The Methyl Iodide
Case

Rebeca de Nalda, Luis Rubio-Lago, Vincent Loriot, and Luis Bañares

Abstract The introduction of time-resolved measurements in the femtosecond
time-scale using velocity map imaging techniques of charged particles (ions
and photoelectrons) in combination with resonant multiphoton ionization of the
fragments for the study of the photodissociation dynamics of small polyatomic
molecules is reviewed. A typical experiment consists of the measurement of a se-
quence of images, whose analysis requires in most cases sophisticated multidimen-
sional fitting methods to extract all the relevant time-resolved information contained
in the images. In particular, the application of these techniques to the study of the
direct photodissociation (A band) and electronic predissociation (B band) of methyl
iodide along with the detection and characterization of transient species and the
study of cluster dissociation, as a case example for femtosecond velocity map imag-
ing, are presented and discussed.

4.1 Introduction

In the last decades, the field of laser photochemistry has reached an important tech-
nical maturity, due to the development of versatile laser sources and powerful de-
tection techniques. One of the followed directions has aimed to explore dynamics
directly in the time scales of chemical molecular processes, which are typically in
the femtosecond to picosecond range. Understanding the time required for a process
to take place—if such concept is suitable of a precise definition within the realm of
the microscopic world—implies the possibility of either measuring, or externally
inducing, the start and finish moments of the process. In standard two-body reaction
dynamics, the definition of the start of the reaction is arbitrary, given the long-range
potentials involved in a chemical reaction, and this is complicated by the fact that
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in conventional experiments, performed with a large number of molecules, each
event is characterized by its own impact parameter, relative velocities and positions,
so that, for the ensemble, the origin of time is particularly ill-defined in the scale
characteristic of the reaction itself.

On the contrary, photo-induced processes (photoionization, photoisomerization,
photodissociation) are often termed “half reactions” [1], with an origin of time that
is set by the laser pulse initiating the process. Some degree of uncertainty remains,
however, due to the temporal width of the laser pulse, and thus time zero is best de-
fined for the shortest pulse available. In practice, it is common to assign the origin
of time to the maximum of the intensity envelope of the laser pulse used to induce
a given process. It is the temporal width of the laser pulse that sets the time resolu-
tion and hence, the time scales that can be explored with such pulse. Even for half
reactions, however, the end of the process remains considerably less well defined,
and in practice, the most useful definition depends on the technique to be used as a
probe of the process. If a short non-resonant laser pulse is employed as an ioniza-
tion probe, transition state species can be subjected to ionization at all times, and
one would have to define the “end” of the process as the time delay for which some
parameter characteristic of the process (i.e. the kinetic energy distribution) reaches
its asymptotic value. The situation is different if a short laser pulse, resonant with
an intermediate level of a product fragment, is employed as probe in a stepwise
ionization process (REMPI), or in a transition to a fluorescence emitting state. The
presence of the resonance enhances the magnitude of the observable, be it fluores-
cence or ionization, by orders of magnitude with respect to the non-resonant case.
In this instance, only if the co-fragment is distant enough, so that the targeted reso-
nance is not shifted beyond the bandwidth of the probe laser, is the product fragment
detected with high efficiency. Typically, the probe laser central wavelength is tuned
to the free radical resonance, so that detection only starts when the fragments are
far from each other so that the above condition is fulfilled. This is normally referred
to as “the opening of the optical window”. This type of measurement provides a
natural definition of the “end” of the process, allowing “clocking”, although it has
to be noted that it is a definition that is dependent on the bandwidth of the probe
laser [2]. In any case, comparison of “clocking” times in multichannel processes
allows to extract information on the energy flow processes between electronic and
nuclear degrees of freedom in a molecular species, and can provide valuable in-
formation on the dynamics at special regions of the potential energy surfaces like
conical intersections.

The study of these fast energy distribution processes in molecules has been at the
core of the discipline that has been termed Femtochemistry for the last decades [3].
In the heart of the gear of such progress, several molecular systems, which pos-
sess the valuable characteristic of being complex and yet theoretically accessi-
ble, can be found. Among them, methyl iodide, CH3I, constitutes the five-atom
paradigm [4]. Due to the high electronegativity of the halogen atom, methyl halides
can be viewed as pseudo-diatomic systems (where the methyl moiety plays the role
of a pseudo-atom), pseudo-triatomic (the pseudo-atom consists of the three hydro-
gen atoms) or full five-atom molecules, depending on the theoretical framework.
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Fig. 4.1 Relevant potential
energy curves for CH3I
photodissociation and
electronic predissociation
calculated along the reaction
coordinate (C–I distance).
Adapted from [5]

What makes methyl iodide more amenable to experimentalists with respect to other
methyl halides, however, is related to the strong spin-orbit splitting of the iodine
atom, which has several consequences. In the first place, the CH3I absorption spec-
trum is notably shifted towards the red with respect to the other methyl halides. The
first absorption band in methyl iodide, the A band, is centered at 262 nm; in methyl
bromide and methyl chloride, it lies at around 200 nm and 170 nm, respectively.
The difference is meaningful, since the absorption spectrum in methyl iodide can be
explored in detail due to the availability of tunable laser sources, while in the other
two cases, only discrete studies at particular wavelengths are feasible. In the second
place, despite the structureless shape of the methyl iodide A band, quasi-selective
excitation of any of the three bright states is possible, while in the other methyl
halides, the three states are highly overlapped across the spectral range. Spectro-
scopic convenience is also related to the existence of a variety of readily accessible
(2 + 1) REMPI schemes for all possible products of the reaction, the methyl radi-
cal CH3(X̃2A2), the ground state iodine atom I(2P3/2) and the spin-orbit excited
I∗(2P1/2). The second absorption band of CH3I, also named B band, possesses
a completely different character, and consists of transitions to lifetime broadened
bound states of Rydberg character. It is an interesting example of predissociation
where lifetimes critically depend on the details of the coupling to the dissociative
continuum. The importance of methyl iodide in the field of photodissociation dy-
namics cannot be reduced to a role of testing bench. The CH3I photodissociation
process possesses its own dynamical interest, which can be explained in terms of
molecular structure considerations. The C3v symmetry of methyl iodide can be eas-
ily lowered to Cs with low-energy vibrations. Such change in geometry dictates the
whole photochemistry both in the A and B bands, enabling curve crossings that
would not be possible in C3v .

In the chapter, we will describe recent results of the prompt (≈ 100 fs) CH3I
and (CH3I)2 dissociation in the A band and the slower predissociation (≈ 1 ps) in
the B band, studied through the combination of ultrashort tunable pump-probe laser
schemes with detection of velocity map ion and electron images (see Fig. 4.1 for a
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view of the relevant potential energy curves). Attention will be paid to some crucial
issues that are sometimes overlooked, like the applicability of REMPI schemes in
ultrafast experiments, the role of laser-induced molecular alignment, or the influence
of the optical coupling window on reaction “clocking” times. Additionally, we will
show how these processes can be dramatically altered by the presence of a nearby
molecule. The CH3I molecule possesses a significant permanent dipole moment
and readily forms clusters for sufficiently high densities and low temperatures. This
chapter will show the dramatic effects of dimerization on the dissociation dynamics.

4.2 Methodology

4.2.1 The Experiment: Femtosecond Velocity Map Imaging

One of the central ingredients of the experimental strategy employed here is the
use of the velocity map imaging technique, presented for the first time by Eppink
and Parker in 1997 [6]. This technique permits full three-dimensional (3D) spatial
resolution of the velocity distribution of charged particles, which, coupled to fem-
tosecond pump-probe detection, leads to a complete real time elucidation of the
dissociation event. Figure 4.2 shows a typical sketch of the experimental setup.

The irradiation configuration and pulse parameters (central wavelengths and en-
ergies) are chosen as a function of the experiment performed as variants of a single
main rig. For most of the experiments described here the laser was a Spectra-Physics
amplified Ti:sapphire system delivering 80 fs, 1 mJ pulses centered at 800 nm with
1 kHz repetition rate, but some of the later experiments (B-band) were performed
with an upgraded system (50 fs, 3.5 mJ). For two-pulse experiments, the fundamen-
tal output is split into two arms, one of which is used to pump an optical parametric
amplifier (OPA) tuned to generate signal pulses in the 1.2 µm–1.4 µm region, which
are later frequency quadrupled to constitute a ∼3 µJ beam in the 300–340 nm region
for (2 + 1) REMPI probing of either I atoms or CH3 fragments. In the non-resonant
experiments, the OPA is not used and the ∼ 800 nm beam constitutes the probe
beam, which is later recombined with the pump beam. The pump beam is generated
by harmonic generation (third harmonic for the A-band, fourth for the B-band) of
the second arm of the fundamental output, yielding 266 nm or 200 nm, respectively.
A computer-controlled, motorized delay stage in the pump arm provides control-
lable delay between the pump and probe pulses with around 0.3 fs step.

For A-band studies in CH3I, performed with a third-harmonic pump pulse, the
time duration of the pump and probe pulses is estimated to be around 100 fs, lim-
ited by a ∼ 200 fs cross correlation. Later B-band studies, pumped with the fourth
harmonic at 200 nm, showed a ∼ 400 fs cross correlation. The bandwidth of both
pump and probe lasers is ∼ 3 nm full width at half maximum (FWHM), except the
200 nm beam used for B-band studies, with a bandwidth of only ∼ 0.3 nm FWHM.
Independent polarization control in each arm is provided by the use of half-wave
plates, and telescopes are used to control their focusing geometry on target. The
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Fig. 4.2 Schematic representation of the setup for femtosecond time-resolved velocity map imag-
ing experiments. A Ti:sapphire amplified laser system is split into two arms that provide the fre-
quency-tripled pump beam (266 nm) and the tunable probe beam [325–334 nm, output of an opti-
cal parametric amplifier (OPA)]. (BS) Beam splitter. (A) Autocorrelator. (W) Half-wave plate. (T1,
T2) Telescopes. (L) Lens. (DC) Dichroic mirror. (DL) Delay line. (PZV) 1 kHz piezoelectric valve.
(SK) Skimmer. (ILS) Ion lens system. (MCP) Microchannel plate. (PS) Phosphor screen. (CCD)
Charge-coupled device camera. Copropagating pump and probe femtosecond pulses are focused in
the CH3I/He molecular beam. The 3D distribution of a given fragment ion is extracted, accelerated,
and projected on an imaging detector consisting of a MCP/PS coupled to a CCD camera, where
the velocity map images are recorded as a function of pump-probe delay time

pump and probe laser beams are propagated into the vacuum chamber collinearly
and focused with a 25 cm focal length lens into the interaction region of the cham-
ber. Their polarization is kept parallel to the detector face to provide the cylindrical
symmetry required for the procedure of Abel inversion of the ion images.

The vacuum chamber is divided into three sections: source, ionization, and de-
tection, with differential pumping between the source chamber and the other two.
The molecular beam is generated by supersonic expansion of the sample. CH3I,
kept at a temperature of 0 °C or below in ice/water or ice/salt baths, is seeded in
Ar or He, at a typical total pressure of 1.5–2.5 bars, depending on signal levels, and
expanded into vacuum through the 0.5 mm nozzle diameter of a 1 kHz piezoelec-
tric home-made pulsed valve. The choice of temperature, buffer gas pressure and
temporal section of the gas pulse allows control of the degree of clustering. Ex-
periments devoted to CH3I monomer dissociation were conducted under conditions
where no clustering occurred. The molecular beam passes through a 0.5 mm skim-
mer that separates the source chamber from the ionization chamber. Once in the
ionization chamber the molecular beam flies between the repeller and the extractor
plates of a gridless ion lens electrode system, where it is intersected perpendicu-
larly by the laser beams. The ions created in the interaction region are extracted
perpendicularly towards a 60 cm time-of-flight tube at the end of which sits the
detector, a dual microchannel plate (MCP) in Chevron configuration coupled to a
phosphor screen. Appropriate voltages to the electrodes are applied so that velocity
mapping configuration [6] is achieved, i.e., all ions with the same initial velocity
vector are mapped on the same point on the plane of the detector, regardless of
their original position. Optimum velocity mapping conditions were obtained with
Vextractor/Vrepeller = 0.785 at Vrepeller = 5200 V. By applying a gated voltage to the
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front plate of the MCP, its gain is gated, so that a selective detection of ion masses
can be achieved. The two-dimensional (2D) mass-selected ion images on the phos-
phor screen are recorded with a Peltier-cooled 12-bit CCD camera and stored in a
computer. The velocity, and thus the kinetic energy, of the ions, was calibrated using
methyl images produced in the A-band photodissociation of CH3I for a long time
delay between the pump and probe pulses, using the known kinetic energy release
of the CH3(ν = 0) + I∗(2P1/2) and CH3(ν = 0) + I(2P3/2) channels [4]. In these
conditions, the kinetic energy resolution of the apparatus is better than 100 meV at
1 eV kinetic energy release.

Raw images are projections of the Newton spheres characteristic of the pho-
todissociation process on the plane of the detector. They can be Abel-inverted [7]
in the case of cylindrical symmetry, which is guaranteed if the polarization axes
of all lasers employed are parallel to the plane of the detector. The method used
for inversion was pBasex [8], where polar coordinates are applied for the inversion.
This way, the noise produced in the mathematical procedure is concentrated in the
middle of the image, allowing a clean analysis of the images in the regions of inter-
est.

Time zero, defined as the position of temporal overlap between the pump and
probe lasers on target, and also their cross-correlation function, are given by the
in situ measurement of either the parent ion transient of N,N -diethyl aniline by
(1 + 1′) REMPI [4] or through multiphoton ionization of Xe [9].

The energy balance for the photodissociation of CH3I is given by

hν − D0 + Ei(CH3I) = Ei(CH3) + ESO[I(2Pj/2)] + Ekin(CH3) + Ekin(I), (4.1)

where v is the frequency of the photolysis laser, D0 = 2.41 ± 0.03 eV [10] is the
dissociation energy of the C–I bond, Ei(CH3I) is the internal energy (rotation and
vibration) of the parent molecule in the molecular beam, Ei(CH3) is the internal en-
ergy of the CH3 fragment, ESO[I(2Pj/2)] is the spin-orbit energy for the iodine atom
in the 2P state (for I, ESO = 0 and for I∗, ESO = 0.943 eV) [10], and Ekin(CH3) and
Ekin(I) are the center-of-mass kinetic energies of the methyl and iodine fragments,
respectively, which are linked by the momentum conservation law that translates
into

mIEkin(I) = mCH3Ekin(CH3). (4.2)

The angular distributions for each fragment channel, obtained by radial integration
of the corresponding images, have been fitted to the commonly used expression for
one-photon dissociation and (2 + 1) REMPI detection processes [11–13]:

I (θ) = σ

4π

[
1 + β2P2(cos θ) + β4P4(cos θ) + β6P6(cos θ)

]
(4.3)

where θ is the angle between the photofragment recoil direction and the photolysis
laser polarization direction, σ is the absorption cross section (since the experimen-
tal setup has been not calibrated for total intensities, σ is treated as a normalization
fitting parameter), βi are anisotropy parameters which reflect the dissociation dy-
namics and the photofragment polarization, and Pi are the Legendre polynomials of
i th order. If no photofragment polarization is expected, Eq. (4.3) can be truncated in
i = 2, and in that particular case, β2 coincides with the anisotropy parameter, β .
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4.2.2 The Multidimensional Analysis

This section is devoted to details concerning image analysis for the particular case
of velocity map charged particle images. It is common that the analysis of such
data is carried out using methods that involve cuts or partial integrations through the
multidimensional data. As a consequence, in many instances, the full information
that can be extracted from the data is not totally and accurately recovered. A home-
made procedure developed in our group [9] for the complete multidimensional fit
of this type of data will be described here. This procedure has proven to be crucial
for the extraction of all the relevant information from the images if, in addition,
the temporal dimension is included, as it is the case in time-resolved velocity map
imaging experiments. Some examples can be seen in [14, 15]. The key advantage of
the method consists of its capability to distinguish the different overlapped contri-
butions present in the set of images corresponding to different reaction channels of
interest from secondary signals arising from other pathways.

Briefly, the method consists of an application of the well-known Levenberg–
Marquardt nonlinear regression method [16–18] to n-dimensional data, but adapted
to the particular case of velocity map images to find a balance between calculation
speed, accuracy, and human-guided input. The procedure assumes that each image
contains the sum of a number of “contributions” (related to each of the mechanisms
producing a given species with a certain speed distribution). Each contribution is pa-
rameterized as a function of all variables (radius and angle for each image, but also
time, for instance, to fit a time-dependent series of images) with a test functional
form with physical meaning using a sufficient number of adjustable parameters.
The first test functions are chosen guided by the known physical properties of the
system. The least-squares procedure is then applied to the complete data collection.
Inspection of the residuals (typically, also in image format), guides the choice of the
second set of functional forms. An iterative procedure of this kind allows the com-
plete parameterization of the data, and from this, quantities such as decay times,
anisotropy parameters, etc. can be obtained for each contribution, with estimates of
error bars. For those cases where the initial guesses for the parameters or functional
forms are misguided (on the number or nature of the contributions to the image, on
the time behavior of anisotropy, etc.), discrepancies can be detected easily through
the use of the analysis of the residuals. It is important to note that the multidimen-
sional nature of the fit allows the discrimination of the different contributions to the
images, in a manner that a reduced-dimensionality analysis cannot achieve. In addi-
tion, there is no conceptual problem to extend the fitting procedure to n dimensions,
the only limitation being computational time restrictions to analyze large quantities
of data. Once the procedure has yielded an analytical expression for the complete
set of data, the behavior of each “contribution” can be analyzed separately.

A typical image acquired in this type of experiments, either raw (through slice
imaging), or, equivalently, mathematically inverted (through velocity-map imaging),
contains, in general, a set of “contributions”, by which we mean each of the possible
processes or channels associated with a given type of charged particle (ion or photo-
electron). Typically, a “channel” is characterized by a given kinetic energy, which,
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on the image, can be measured by the distance to the center of the image, r . For
the analysis of the kinetic energy distribution (ignoring the angular character), inte-
gration over the 2π angular range of the images is carried out. The signal S(v, t),
depending on speed (v) and time (t), is assumed to be composed of individual con-
tributions Ci(v, t), each of which has its own temporal shape as a function of time,
i(t), and speed distribution, Ri(v). However, Ci(v, t) does not need to be separable,
in the sense that some of the parameters of Ri(v) may be allowed to depend on time.
It is assumed, in general, that these contributions do not interfere with each other,
so that S(v, t) = ΣiCi(v, t). Such contributions can be modeled, for instance, by
asymmetric-Gaussian functions such as

R(v) = e−4 ln 2[(v−v0)/σr ]2
H(v − v0) + e−4 ln 2[(v−v0)σl ]2

H(v0 − v) (4.4)

where v0 is the position of the peak, σr and σl are the right and left widths, respec-
tively, and H(v) is the Heaviside function. The physical meaning of the asymmetry
in the peaks of the speed distribution is related in most cases to the rotational tem-
peratures of both the parent molecule and the nascent fragment, convoluted by the
apparatus response function. The temporal behavior can show different functional
forms depending on the type of mechanism. For the non-resonant multiphoton ion-
ization detection, it defines a cross-correlation-type signal. For the cases where no
changes in the shape of each contribution are expected as a function of time, we can
write

Ci(v, t) = i(t) × Ri(v) (4.5)

The angular distribution of charged particles for a given radius provides additional
information on the nature of the channel. For the type of analysis that we are describ-
ing, it simply adds another layer of complexity. Legendre polynomials, Pn(cosα),
represent a complete angular basis set, which has the advantage that only few terms
βn are generally sufficient to describe the anisotropy of each contribution. The
anisotropy A can be written as

A(α) = 1 + β2P2(cosα) + β4P4(cosα) + · · · (4.6)

where α is the angle between the polarization axis of the electric field and the con-
sidered direction.

In practice, a strategy that has proven most useful as a pre-treatment of the ex-
perimental data is to perform partial angular integration of the set of images in 10°
steps. This way, for the 90° quadrant relevant if cylindrical symmetry holds, nine
speed distributions are extracted from each image corresponding to the different an-
gular ranges. These are stored in a 3D matrix with the dimensions speed, angular
section, and time.

For best results, it is common that a global fit to all experiments performed in
identical conditions is carried out. In that case, each experiment is labeled in or-
der, and the label is taken as an additional “dimension” for the fit. Such strategy
takes into account that some of the parameters (relative intensity of the multiphoton
processes, time of temporal overlap, etc.) may have differing values among exper-
imental runs, but some others (decay times, for instance) must all share a given
value.
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Finally, the Levenberg–Marquardt nonlinear regression method is applied to fit
the parameters in the “constructed” images for least discrepancy with the experi-
mental set of data. This methodology has proven extremely efficient for the extrac-
tion of meaningful values for physical parameters (temperatures, anisotropy param-
eters, population level distributions, lifetimes, cross-correlations) from the complex
data provided by extended sets of images acquired in experiments.

4.3 The A Band

The decomposition dynamics of CH3I upon UV photon absorption in the A band
constitutes one of the most extensively documented cases of the consequences of
non-adiabatic surface-crossing in molecular dynamics. Electronic non-adiabatic in-
teractions, which involve the breakdown of the Born–Oppenheimer approximation,
are ubiquitous and considerable theoretical and experimental efforts have been made
to characterize the broad variety of possibilities. In particular, conical intersections
in polyatomic molecules attract special interest [19, 20], partly because they have
been identified as candidates for control under strong laser fields [21]. The effect of
a conical intersection can be quite complex since it does not need to be energetically
accessible to affect the molecular dynamics [22]. When the conical intersection lies
close to the Franck–Condon region, as in the case of the alkyl halides in general and
in CH3I in particular, [23] the strong interaction between the involved states plays a
major role on the dissociation dynamics.

The CH3I A-band constitutes the lowest-energy absorption feature of the
molecule and consists of a broad featureless continuum ranging from 210 to 350 nm
with a maximum at about 260 nm [24]. As was first demonstrated by Mulliken and
Teller [25], the lowest energy electronic excitation in CH3I corresponds to an n–σ

transition, where a non-bonding p electron of iodine is promoted to the lowest en-
ergy available anti-bonding molecular orbital [25]. The spin-orbit (SO) coupling is
large, due to the presence of the heavy iodine atom, and the SO configuration can
be used for the first excited electronic states [26]. Three SO states are accessible
through dipole allowed transitions from the ground state: the 3Q1 and 1Q1 states
(in Mulliken’s notation) [27] through weak perpendicular transitions and the 3Q0
state through a strong parallel transition [28]. The 3Q0 state correlates adiabatically
with CH3(X

2A2)+ I∗(2P1/2) products, while the 3Q1 and 1Q1 states correlate with
CH3(X

2A2) + I(2P3/2). From now on we will use I∗ and I to refer to I∗(2P1/2) and
I(2P3/2), respectively, and just CH3 to refer to CH3(X

2A2). At the curve maximum,
around 260 nm, the absorption is dominated by the 3Q0 state, while transitions to the
3Q1 and 1Q1 states become more important towards the low energy (red) and high
energy (blue) regions of the absorption band, respectively [27, 29]. The asymptotic
correlation between excited surfaces and photoproducts implies that a curve cross-
ing between the 3Q0 and 1Q1 states must take place close to the Franck–Condon
region.

Structurally, the non-adiabatic curve crossing implies a reduction of the molec-
ular symmetry from C3v to Cs caused by e-type vibrations during the absorption
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step [30, 31]. In the C3v geometry, the different symmetries of the 1Q1(3E) and
3Q0(

2A1) states disable any possible crossing. In the reduced symmetry Cs geom-
etry, the 3E state splits into 4A′ and 2A′′ components, whilst the symmetry of the
2A1 state is lowered to 3A′. The avoided crossing between the distorted 3A′ and
4A′ states gives rise to a conical intersection. The position of the crossing point re-
ported in the literature is strongly dependent on the level attained in the theoretical
calculations.

An important feature of CH3I dissociation in the A band, as evidenced experi-
mentally [32], is that approximately 90 % of the available energy appears as frag-
ments’ kinetic energy, although a substantial vibrational excitation in the umbrella
mode (ν2) of CH3 has been found. This is expected from the dramatic geometrical
change of CH3 upon dissociation, from pyramidal to planar. Excitation in the CH3
symmetric stretch mode (ν1) has been observed too. Methyl fragments in correlation
with the ground state I(2P3/2) atom appear with a higher internal energy content,
both vibrational and rotational than those formed in correlation with spin-orbit ex-
cited I∗(2P1/2).

4.3.1 Reaction Clocking: The Resonant Experiment

This section will describe experiments of the “clocking” type, i.e. where the re-
action times for the multiple channels are the observables of interest. In the basic
experiment, a pump laser is employed to promote the parent molecule to a par-
ticular excited state. A second laser, tuned to a resonant transition of a particular
photoproduct, is sent to the interaction region after a controllable delay, and ion-
izes the product fragment of interest. The resonant probe laser opens up an optical
coupling region in the potential energy surface determined by the laser bandwidth,
which allows the clocking of the reaction from the initial wave packet formed in the
Franck–Condon region to the free fragments in the asymptotic region. Since A-band
photofragmentation happens along purely dissociative surfaces, the dynamics are of
“ballistic” nature, and the signal appearance is delayed with respect to the zero of
time, at a delay time that we will call the “clocking” time. The plot of the fragment
ion signal intensity versus the delay between the laser pulses can typically be fitted
to a Boltzmann sigmoidal curve of the form

S ∝
{

1 + exp

(
t − t0

tC

)}−1

(4.7)

parameterized by a center temporal position t0 (i.e., delay time for which the in-
tensity has reached half its asymptotic value) and a rise time constant tC , which
describes the steepness of the rise. Relative reaction times of the different channels
can be defined through the differences in the center temporal position for their rise
curves. Absolute determination of reaction delay times can be determined through
an external reference in an independent experiment, and are subject to greater un-
certainty.
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Fig. 4.3 Abel inverted CH+
3 images obtained upon CH3I excitation at 266 nm and CH3 (2 + 1)

REMPI at 333.5 nm—Q branch of the 3pz(
2A′′

2 ← 2A′′
2)00

0 transition—-as a function of
pump-probe delay time. The central structure is due to multiphoton ionization processes. Three
well-defined rings appear in the image for positive delay times. The inner and outer rings cor-
respond to vibrationless CH3(ν = 0) formed in correlation with spin-orbit excited I∗(2P1/2) and
ground-state I(2P3/2) fragments, respectively. The middle ring corresponds to the channel yielding
symmetric stretch mode excited CH3(ν1 = 1) in correlation with the I(2P3/2) fragments

Upon photodissociation of methyl iodide in the A band, the appearance of ei-
ther atomic iodine or CH3 fragments can be probed by using their (2 + 1) REMPI
schemes. As a first example, we will show the results of methyl detection when pho-
todissociation is produced at 266 nm. Probe central wavelengths are in the region
320–335 nm and can be tuned to probe the desired components of the nascent CH3
vibrational wave packet.

Figure 4.3 shows a series of six Abel-inverted images corresponding to methyl
fragments measured for different pump-probe delay times when the probe laser is
tuned to 333.5 nm, corresponding to the Q branch of the 3pz(

2A′′
2 ← 2A′′

2)00
0 tran-

sition. The first image, acquired at −300 fs, corresponds to the situation where the
probe pulse temporally precedes the pump. The unstructured contribution in the
center of the image (i.e., low kinetic energy), has been attributed to multiphoton
ionization processes. As the pump-probe delay is increased, the appearance of rings
indicates the occurrence of reaction channels with a well defined kinetic energy.
Since the process is direct and takes place along a purely repulsive surface, the pro-
cess is fast and can be considered completely terminated (or “asymptotic”) after a
time delay of approximately 400 fs.

Three rings can be observed in the images. The inner, and most intense ring,
and the outer ring correspond to vibrationless CH3(ν = 0) formed in correlation
with I∗ and I, respectively. It is important to note that a third, weaker ring, can
be seen between the two main ones. This can be assigned to CH3 with one quan-
tum in the ν1 symmetric stretch mode, in correlation with I, as derived from the
measured kinetic energy. CH3(ν1 = 1) is visible in this experiment, contrarily to
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Fig. 4.4 Center-of-mass kinetic energy distributions of CH3 upon 266 nm photodissociation of
CH3I and a (2 + 1) REMPI process of methyl at 333.5 nm, which excites the vibrational compo-
nents 00

0 and 11
1 of the 3pz(

2A′′
2 ← 2A′′

2) Rydberg transition. The peaks correspond to the three
rings in Fig. 4.1. Vibrationless methyl is visible, formed in correlation with ground I(2P3/2) and
spin-orbit excited I∗(2P1/2) fragments. Methyl with one quantum in the symmetric stretch mode
ν1 = 1 formed in correlation with I(2P3/2) is also measurable as an intermediate, weaker peak in
the distributions. The results are shown as a function of the pump-probe delay time

nanosecond experiments, because the Q branch of the 3pz(
2A′′

2 ← 2A′′
2)11

1 tran-
sition is shifted only by 0.4 nm to the red of the 3pz(

2A′′
2 ← 2A′′

2)00
0 transition;

that is, well within the bandwidth of the femtosecond probe laser centered at 333.5
nm. This phenomenon is quite general when performing REMPI experiments with
broadband femtosecond laser pulses, where all transition resonances that lie within
the bandwidth of the probe pulse can be strongly enhanced and contribute to the
observed signals [4, 33].

Angular integration of the images shown in Fig. 4.3 renders the center-of-mass
(CM) translational energy distributions of the CH3 fragment, which are shown in
Fig. 4.4. The three peaks in the distribution profile correspond to each of the rings
present in the images of Fig. 4.3. The width of the peaks is mainly due to the rota-
tional envelope of the probed rotational distribution, with considerably hotter char-
acter for the CH3(ν = 0) + I(2P3/2) channel than for the CH3(ν = 0) + I∗(2P1/2)

channel, in agreement with previously reported results [34, 35]. Additionally, the
distributions shown in Fig. 4.4 provide the branching ratio between the I and I∗
channels (I/I∗) in correlation with vibrationless methyl. An asymptotic value of
0.11 ± 0.02 was obtained, in agreement with previous works [36–38].

Radial integration of the images across the radii corresponding to each of the
rings yields angular distributions for each channel. For one-photon transitions, and
in the absence of fragment alignment, we expect an angular dependence of the
form I (θ) = (σ/4π)[1 + βP2(cos θ)], where σ is the total absorption cross sec-
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Fig. 4.5 CH3 transients
corresponding to the
dissociation channels yielding
CH3(ν) in different
vibrational states (ν = 0,
ν1 = 1, ν2 = 1 and ν2 = 2) in
correlation with I and I∗. The
reaction times (with statistical
uncertainties) are indicated in
each transient. A transient
corresponding to the parent
molecule CH3I+ defining the
time zero is also depicted
(Color figure online)

tion, θ is the angle between the polarization axis of the photolysis laser and the
fragment velocity vector, β is the anisotropy parameter, and P2(cos θ) is the sec-
ond order Legendre polynomial. From least-squares fits to this function, asymp-
totic values (i.e., for a long pump-probe delay time) obtained for the β parameter
are 1.89 ± 0.05, 1.69 ± 0.05, and 1.84 ± 0.08 for the CH3(ν = 0) + I∗(2P1/2),
CH3(ν = 0)+ I(2P3/2), and CH3(ν1 = 1)+ I(2P3/2) channels, respectively, in good
agreement with previous values reported in the literature. No significant changes
in the anisotropy parameter are observed as a function of time with respect to that
of the asymptotic region. These values could be affected by fragment alignment
effects, but those are very weak for the CH300

0 Q branch.
Of course the most appealing possibility of the time-resolved experiment with

respect to the well understood nanosecond experiments is to watch the appearance
of the fragments in the temporal window where they appear after parent molecule
excitation. In order to determine the reaction times for the different channels, inte-
gration of each of the peaks in the kinetic energy distribution is performed at each
time delay. Figure 4.5 shows the results obtained for the channels under study, with
a more complete collection in Table 4.1 [39] at the end of this section. The figure
shows that the main channel of this fragmentation reaction, yielding methyl and
spin-orbit excited iodine, CH3(ν = 0) + I∗(2P1/2), takes place in approximately
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100 fs. The minor channel through the non-adiabatic surface crossing, yielding
CH3(ν = 0) + I(2P3/2), is complete earlier, in just 60 fs. This is expected from the
higher available kinetic energy for this channel, which is translated into a larger ter-
minal velocity and thus earlier completion. More surprisingly, the channel yielding
vibrationally excited CH3 in its symmetric stretch mode, CH3(ν1 = 1) + I(2P3/2),
is severely delayed, with a clocking time of around 150 fs.

It is interesting to note here that, as was noted by Zewail and others in seminal
femtochemistry papers [2], the temporal resolution in this type of experiments is not
limited by the duration of the pump and probe pulses (through their linear or nonlin-
ear cross-correlation), but rather by the signal-to-noise ratio, and the reproducibility
of the pulse temporal profiles. Sub-pulse duration temporal resolution is therefore
not only possible, but routinely achieved with stable systems.

The results shown above were obtained with a probe laser centered at 333.5 nm
causing a (2 + 1) REMPI transition in CH3, corresponding to the Q branch of the
3pz(

2A′′
2 ← 2A′′

2)00
0 transition. Vibrationless and symmetric stretch excited methyl

fragments were detected. It is well known that, upon CH3I photolysis, the CH3 moi-
ety goes through a severe change in geometry, from pyramidal in the CH3I molecule,
to planar as a free fragment. As a consequence of this, an umbrella-mode (ν2) wave
packet is created in the UV photodissociation. The issue of whether C–I bond elon-
gation precedes vibrational excitation of the methyl radical, or vice versa, could be
in principle examined through the measurement of “clocking” times for different
vibrational components of this wave packet. In this case, contrarily to symmetric
stretch excitation, that has similar frequencies for the ground and excited 3pz Ry-
dberg state of methyl, causing the 11

1 transition to lie spectrally close to the 00
0

transition, the umbrella mode frequency is almost twice as large for the 3pz Ryd-
berg state than for the ground state. This causes a considerable blue shift in the reso-
nance wavelength, which is beyond the probe laser bandwidth. By tuning the probe
laser to 329.4 nm (21

1 transition), or to 325.8 nm (22
2 transition), vibrationally ex-

cited methyl with one (ν2 = 1) or two quanta (ν2 = 2) in the umbrella mode can be
probed. Such an experiment was performed in the Madrid laboratory and was re-
ported in detail in Ref. [39]. Indeed, vibrationally excited CH3 was detected, both in
pure umbrella overtones and combination bands with symmetric stretch excitation.
Figure 4.5 also depicts the transients measured when detecting vibrationally excited
methyl fragments.

The values obtained for the clocking of all the channels explored are shown in
Table 4.1. Some of the values are consistent with arguments based solely on to-
tal available energy and final relative velocity. However, they contain an intriguing
result: whereas for the adiabatic channel yielding CH3 + I∗(2P1/2) the choice of
the vibrational component probed does not provoke any variation of the measured
clocking time, this is noticeable not the case for the non-adiabatic channel yielding
CH3 + I(2P3/2), where, systematically, higher-lying vibrational components seem
to show a “delayed” appearance time.

These experimental results have been confronted with state-of-art theoretical cal-
culations for the CH3I in the A-band [39]. A wave packet model including four
degrees of freedom, namely the C–I dissociation coordinate, the I–CH3 bending
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Table 4.1 Experimental and calculated absolute and relative appearance times for the different
CH3(ν1, ν2) + I∗(I) dissociation channels and I/I∗ branching ratios. The theoretical results are
obtained applying different 4D and 3D models [39].

(ν1, ν2) (0, 0) (0, 1) (0, 2) (1, 0)

Experiment

I∗ channel, τ1 (fs) 100 ± 10 90 ± 20 90 ± 20

I channel, τ2 (fs) 60 ± 16 78 ± 16 118 ± 20 155±75

τ1 − τ2 (fs) 40 12 −28

I/I∗ ratio 0.11 ± 0.02 0.45 ± 0.08 1.48 ± 0.03

4D model

I∗ channel, τ1 (fs) 95.5 97.1 100.9

I channel, τ2 (fs) 59.1 59.7 60.3 64.4

τ1 − τ2 (fs) 36.4 37.4 40.6

I/I∗ ratio 0.06 2.0 127

3D model

I∗ channel, τ1 (fs) 95.6 97.1 99.8

I channel, τ2 (fs) 59.1 59.8 60.6

τ1 − τ2 (fs) 36.5 37.3 39.2

I/I∗ ratio 0.07 0.94 8.78

3D model Ref. [4]

I∗ channel, τ1 (fs) 113.8 115.6 118.5

I channel, τ2 (fs) 72.8 73.7 74.7

τ1 − τ2 (fs) 41.0 41.9 43.8

I/I∗ ratio 0.07 0.76 4.83

mode, the CH3 umbrella mode, and the C–H symmetric stretch mode, has been
employed to calculate the reaction times of the different dissociation channels ex-
perimentally observed. The model reproduces the experimental reaction times for
the CH3(ν1, ν2) + I∗(2P1/2) dissociation channels with ν1 = 0 and ν2 = 0,1,2,
and also for the channel CH3(ν1 = 0, ν2 = 0) + I(2P3/2) with notable accuracy.
The model fails, however, to predict the experimental clocking times for the
CH3(ν1, ν2) + I(2P3/2) channels with (ν1, ν2) = (0,1), (0, 2), and (1, 0), i.e., when
the CH3 fragment produced along with spin-orbit ground state I atoms is vibra-
tionally excited. A collection of theoretical reaction times is found in Table 4.1. It
seems, therefore, that the presence of the non-adiabatic crossing between the 3Q0

and 1Q1 surfaces causes a significant difference in the birth of the methyl vibrational
wave packet in a manner that a 4D model has not been able to capture. This issue
remains in darkness and shows the challenges that these time-resolved experiments
in polyatomics can pose to reduced-dimensionality theoretical treatments.
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4.3.2 Transition-State Imaging: The Non-resonant Experiment

It is interesting to discuss at this point the relevance of performing resonant ion-
ization (versus non-resonant) in the probe step, given the broad spectral width and
relatively high intensity of femtosecond pulses. To shed light on this issue, we will
show an example for the A-band dissociation of CH3I, described above. The methyl
product formed upon the C–I bond fission is probed through ionization via two
methods: resonant, (2 + 1) REMPI, through the Q branch of the ground-to-Rydberg
3pz(

2A′′
2 ← 2A′′

2)00
0 transition with a 333.5 nm, as was described in the previ-

ous section, and non-resonant ionization with a moderate intensity (≈ 1012 W/cm2)
800 nm pulse.

Figure 4.6 shows the Abel-inverted velocity maps of CH3 for the two experi-
ments (non-resonant ionization in (a) and resonant (2 + 1) ionization in (b)) in a
situation where the probe laser is located at a sufficient delay so that dissociation
is complete in both cases. As can be seen in the figure, the two images bear strong
resemblances, with a strong inner ring that is a reflection of the CH3 + I∗(2P1/2)

channel, an external, weaker ring for the CH3 + I(2P3/2) channel, and some inter-
mediate structures corresponding to vibrationally excited methyl in the C–H stretch
mode. It has to be noted that the overall signal intensity is considerably lower for the
non-resonant experiment, even for notably higher laser intensities than in the reso-
nant case. This is expected, due to the relatively low photon energy of the 800 nm
beam, and the absence of ionization-enhancing resonances. Another important dif-
ference is the more pronounced contribution of ions with low kinetic energies that
appear near the central part of the image and that are the result of competing dis-
sociative ionization pathways. This contribution causes a decrease in contrast for
the channels under study and in certain cases it may mask them beyond detection.
Finally, an important consequence of the use of a non-resonant probe pulse, and
one that may often be desirable, is the absence of selectivity with regards to the
rovibrational components of the nascent fragments. In the case of the methyl frag-
ment, it may quite safely be presumed that practically no selection is performed
in the ionization step. Since the velocity map imaging technique allows to distin-
guish the degree of internal excitation through the measurement of velocities and
energy conservation arguments, non-resonant probing can then be used to estimate
the global energy distribution in the internal degrees of freedom of the fragments.
The lack of selectivity is shown in the red curve of panel (c) of the figure, which
contains kinetic energy distributions, as broadened features when compared to the
resonant experiment. The difference with the resonant case, where only vibration-
less methyl fragments are observed, is particularly marked in correlation with the
I channel, where vibrational population inversion occurs [40]. Under the assump-
tion that all vibrational states of methyl have the same ionization probability by the
non-resonant probe laser, this result provides a direct measurement of the nascent
vibrational populations. In general, this type of experiments can be employed as a
measurement of the complete internal energy content of the fragment if resolution
allows it.
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Fig. 4.6 Abel-inverted CH+
3 images obtained upon excitation of CH3I at 267 nm for a pump-probe

delay time of 1 ps. (a) CH3 detection by nonresonant multiphoton ionization at 802 nm (at least
seven photons are needed). The contrast of this image has been increased by a factor of 4. (b) CH3
detection by (2 + 1) REMPI at 333.5 nm (Q branch of the 3pz(

2A′′
2 ← 2A′′

2)00
0 transition).

(c) Asymptotic center-of-mass CH3 kinetic energy distributions obtained at 802 nm (red) and
333.5 nm (blue) probe wavelengths together with the assignments made for the different product
channels. The curves have been normalized to clarify the comparison

In early Femtochemistry papers [2], moderately off-resonant laser probes were
identified as the key to explore the presence of transient species between reactants
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Fig. 4.7 False-color Abel-inverted CH+
3 images obtained as a function of pump-probe delay time.

Color scale is kept constant so as to highlight the changes in overall signal intensity. The image
corresponding to the asymptotic case (delay time of +450 fs) is intensified by a factor of 4 with
respect to the others. The most intense ring corresponds to the main CH3 + I∗(2P1/2) dissocia-
tion channel. A larger radius ring, which produces a much weaker signal, can be attributed to the
CH3 + I(2P3/2) channel. An additional channel of lower kinetic energy (smaller radius) and strong
anisotropy can be seen when pump and probe pulses overlap. The weak but clear rings that can be
observed in the image taken at a delay of +450 fs corresponding to the asymptotic CH3 + I∗(2P1/2)

and CH3 + I(2P3/2) A-band dissociation channels keep a similar intensity for much longer delay
times

and products in the course of a photoinduced chemical reaction. The key idea was
that an intermediate species would show transient resonances detuned from those of
the parent or the products of the reaction. Therefore, details of the complete potential
energy surfaces could be obtained from a collection of time-and-frequency resolved
experiments. This idea was demonstrated for ICN and NaI [41, 42], for instance,
and was at the core of the birth of Femtochemistry as a new discipline capable of
observing the intermediate stages of chemical change.

A slightly different approach is presented here, where a completely off-resonance
probe laser pulse is employed and information on transient species is not gained
from spectral measurements, but from the recording of final kinetic energies as a
function of time through the velocity map imaging technique. Figure 4.7 shows
Abel-inverted CH3 images as a function of the delay time between a UV pump
that excites CH3I to the A-band, and a near-IR probe at 800 nm. It is interesting to
see how, for times immediately after time zero, intense contributions appear in the
methyl ion images, that are not entirely dissimilar from those at the asymptotic limit.
Analysis of the energy-angle-and-time resolved channels allowed us to propose that
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the measurements reflect early-time dynamics of the molecular system in the A-
band, as will be discussed below [32, 43].

The strongly enhanced signal obtained at early delay times showing a global
structure with strong similarities to the asymptotic case is the main observable of
this experiment. For such short times, the mechanism involves a 267 nm photon ab-
sorption in the early part of the pulse, which triggers the CH3I A-band dissociation.
In a fraction of molecules, the wave packet will evolve undisturbed and give rise
to the neutral CH3 and I fragments, which are amenable to be probed by a delayed
802 nm pulse at long delay times (asymptotic component). In part of the excited
molecules, however, subsequent absorption of additional 267 nm photons is possi-
ble; in fact it is likely to be favoured by the presence of high-lying Rydberg states
just below the ionization continuum, and only one additional 802 nm photon would
be sufficient to produce CH3I+ in its ground state. Such (2+1′) process would have
a strong probability due to the resonant enhancement for the 267 nm photons at one-
and two-photon level, and the strong absorption probability of the 802 nm, which
would produce the ion with little excess energy above the ionization potential.

Given the very rapid dissociation in the A-band (∼ 100 fs), the transient species
[CH3 · · · I]‡ can still absorb further 267 nm photons coming from the trailing edge
of the pulse even for considerably elongated internuclear distances. If sufficient time
has passed before absorption takes place, the wave packet on the A-band will have
already split due to the early non-adiabatic crossing between the 3Q0 and 1Q1 sur-
faces, acquiring different excess kinetic energies. Upon simultaneous 267 nm and
802 nm absorption, it would be expected that the part of the wave packet evolving on
the 1Q1 surface could be promoted to the A excited state of CH3I+, which is known
to undergo a fast internal conversion to the CH+

3 + I(2P3/2) asymptote (ground state
of the ion), and the part evolving on 3Q0 to the B excited state of CH3I+, which
would dissociate to the CH+

3 + I∗(2P1/2) asymptote (see Fig. 13 of Ref. [32]).
Considering this mechanism, which is very much in the spirit of the methodology

presented by Zhong and Zewail in Ref. [43], the kinetic energy finally present in the
methyl ion fragment should contain two contributions. The first contribution arises
from the available energy of the neutral A-band dissociation at a given intermediate
C–I internuclear distance (E‡

av), which will be smaller than the asymptotic available
energy (Efinal

av ), since the wave packet cannot have reached a very long internuclear
distance at the time of the second absorption (see Fig. 13 of Ref. [32]). Since the
excess energy upon the ionization step will be taken by the ejected electron, the other
contribution comes only from the available energy on the ionic repulsive potential
surface once the wave packet has initially evolved in the neutral potential surface.
The CH3 kinetic energy shifts observed in the kinetic energy distributions shown in
Fig. 4.8 indicate that the methyl fragment carries less energy close to the temporal
overlap of the pump and probe pulses than in the asymptotic region (long delay
time), which can be explained if the ionic dissociative surface is flatter than the
neutral surface. The fact that we observe a larger shift as the delay time is shortened
is an indication that the 802 nm pulse provides the time when the wave packet is
frozen in the neutral dissociation surface and taken to the flatter ionic dissociative
surface, where the total energy gained is bound to be lower. The broadened kinetic
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Fig. 4.8 Center-of-mass CH3 kinetic energy distributions at selected pump-probe delay times as
indicated in the insets, where the fitted curve corresponding to the transient obtained by angular
integration of the ring assigned to the CH3 + I∗(2P1/2) channel in the images of Fig. 4.7, is depicted
along with color circles to clarify what delay times are represented: (a) from −400 to 110 fs and
(b) from 110 to 520 fs. Peaks (1) and (2) correspond to the CH3 + I∗(2P1/2) and CH3 + I(2P3/2)

channels, respectively. Peak (3) may correspond to a dissociative ionization channel. The labels on
top of peak (1) indicate the values of the CH3 kinetic energy at the maximum of the peak

energy distribution peaks measured for short delay times are also consistent with
this mechanism, where excitation is produced in a region of the neutral dissociative
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surface of rapidly changing potential, and therefore, parts of the wave packet with a
range of kinetic energies will contribute for a given delay time.

The above discussion shows that a strategy based on employing an off-resonant
laser probe, can go beyond the idea of finding resonances in transient species, and
can profit from universal ionization at sufficiently high laser intensities, coupled to
a detection technique that is sensitive to the energy content of the fragments.

4.3.3 Observation of Transient Molecular Alignment

A few words will be said here about the contribution of laser-induced molecular
alignment to the fragment angular distributions observed in photodissociation pro-
cesses. In general, any molecular system whose polarizability is not isotropic will
show some tendency to align in the presence of an alternating electric field [44, 45],
in a process where the axis of highest polarizability will tend to align along the
light polarization axis. For long pulses (pulses of longer duration than the rotational
period of the molecule), molecular alignment adiabatically follows the laser pulse
intensity envelope, whereas for short pulses, the molecule cannot follow the enve-
lope and, instead, coherences are created between the rotational components that
give rise to recurrences, or revivals of the molecular preferential alignment [46, 47].
The two types of alignment are often termed adiabatic and impulsive alignment,
respectively.

Laser-induced molecular alignment must be taken into account in all situations
where the target molecule has anisotropic polarizability (as most do) and the laser
intensity is high enough. In practice, typical photodissociation processes induced
in the UV with moderate pulse energies are not carried out at intensities that are
sufficiently high to induce an important degree of alignment. However, whenever
infrared fields are added, with the purpose of inducing nonlinear effects (multipho-
ton absorption, Coulomb explosion, etc.), the contribution of molecular alignment
to the observed angular distributions cannot be disregarded as long as the intensities
are of the order of 1012 W/cm2 or above.

An example of the considerations above will be shown for the case of CH3I A-
band dissociation, through the inspection of the angular distributions of the CH+

3
images shown in Fig. 4.7. It is obvious simply through visual inspection that the
most important contribution at times near temporal overlap between the 266 nm UV
pulse and the 800 nm IR pulse is angularly narrower than the main asymptotic con-
tribution observed at 450 fs delay. Two effects may contribute to this narrowing of
the angular distribution near time zero: one is a multiphoton pump step, and the other
is a dynamic alignment process of the parent molecule due to the intense 800 nm
pulse [48, 49]. In order to separate these effects, a further three laser pulse exper-
iment was performed where impulsive molecular alignment was induced using an
equivalent—same energy per pulse and focusing conditions—800 nm pulse. After
a controlled delay, a photodissociation experiment was performed at 266 nm, fol-
lowed by an on-resonance, long delay time REMPI probing of the resulting methyl
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Fig. 4.9 Alignment dynamics of CH3I represented by 〈cos2 θ2D〉. This quantity is derived from
the intense ring in the CH+

3 raw images assigned to the CH3(ν = 0) + I∗(2P12) channel mea-
sured as a function of the delay time between an IR alignment pulse (802 nm) and the excitation
pulse (267 nm). The CH3(ν = 0) fragment arising from the A-band photodissociation of CH3I is
probed at a long delay time (several picoseconds) by (2 + 1) REMPI at 333.5 nm. The first half
revival is observed at a delay time between the alignment and photolysis pulses of ≈ 32 ps, which
corresponds to half of the rotational period of the molecule

fragment (as in the resonant experiment described in the first section). Figure 4.9
shows the expected value of the cos2 θ distribution for the main ring in the image,
as a function of the delay between the strong IR pulse and the photolysis laser.

This result shows that indeed some degree of molecular alignment is obtained
by the fact that, at around 32 ps, the first half revival of CH3I is neatly observed,
with the typical shape of angular recurrences. If molecular alignment were the only
source of angular narrowing, it would be predicted that the variations at the half
revival and at time zero should be of the same order. Therefore, the factor of 4 lower
modulation observed at the revival time, compared to that at time zero indicates that,
even though molecular alignment does play a partial role in the angular narrowing
observed at time zero, the main attribution must be to a change in the nature of the
pump laser absorption from a one-photon to a multiphoton process.

4.3.4 (CH3I)2 Dimer Photodissociation Dynamics

This section is devoted to the study of a fast photoinitiated process in a cluster
through the use of a femtosecond laser pump–probe scheme and the detection of
fragments in velocity map imaging conditions. Such work has been carried out on
the (CH3I)2 system and constitutes the first report of its kind. A chronogram of
the fragmentation process, with a detailed picture of the energy distribution includ-
ing orientational features and the appearance times of the relevant channels will be
presented here. As will be shown, it is demonstrated that cluster-specific behaviour
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produces crucial changes even in a prompt bond fission like A-band dissociation of
CH3I.

Clusters, or aggregates, offer a unique chance to study the influence of a weakly
bound environment on a photoinitiated process. The “solvent” effect does not nec-
essarily involve subtle changes: even though, typically, inter-molecular distances
in van der Waals clusters are large, several examples exist in the literature of a
phenomenon known as “concerted” photochemistry, [50, 51] i.e. reaction routes
that are only possible in clusters, since they involve reactions between constituent
molecules. While concerted photochemistry is the most extreme case of cluster-
specific chemistry, reactions that can take place in the isolated molecule can wit-
ness important differences when the molecule is immersed in such an environment.
It is this type of study that has been undertaken, where the ultrafast ejection of a
CH3 group from a UV-irradiated methyl iodide dimer (CH3I)2 in the A-band has
been analyzed and the changes with respect to the analogous process in the isolated
molecule have been identified.

The expansion conditions are similar to those employed in the investigation of
monomer photodissociation described above, to ensure a moderate degree of clus-
tering, since the focus of the work is dimer dynamics, and the presence of larger
clusters is undesirable. The experiment was carried out, in this case, in the middle—
colder—part of the molecular beam, so that CH3I and (CH3I)2 are the main species,
with number densities of the same order of magnitude. Aggregates up to (CH3I)5
constitute a negligibly low fraction of the detected species [15].

The simultaneous presence of the monomer and the dimer has been turned to our
advantage in this experiment, since the photodissociation process is amenable to
study both species in only one experiment. Figure 4.10 shows the CH3 images ob-
tained using 267 nm pump (center of the CH3I A-band) and 333.5 nm probe photons
(for methyl detection), in monomer (Fig. 4.10a) and cluster conditions (Fig. 4.10b),
acquired at asymptotic time delays. Figures 4.10c and 4.10d show the corresponding
center-of-mass kinetic energy distributions. As was said above, contributions related
to A-band dissociation of both the monomer and the dimer appear on the same im-
age, due to the simultaneous presence of both species. Comparison of Figs. 4.10a
and 4.10b indicates that the presence of clusters introduces three new contributions
to the image. One is a broad, structureless component that can be seen approxi-
mately from 0 to ∼ 3 eV and that can be fitted as the sum of two Gaussian distribu-
tions on the velocity axis, peaking at ∼ 1.2 eV and ∼ 3 eV. The other two are two
new rings (peaks 1′ and 2′ in Fig. 4.10d), which appear at lower kinetic energies
compared with those of the monomer (peaks 1 and 2 in Fig. 4.10d), broadened in
energy and with a larger ratio between the high kinetic energy component (I(2P3/2)

channel in the monomer) and the low kinetic energy component (I∗(2P1/2) channel
in the monomer). For the low kinetic energy channel, the contributions from the
monomer and dimer are clearly distinguishable, but this is no longer the case for the
high kinetic energy channel, which appears very significantly broadened and more
intense, so much that the monomer I(2P3/2) channel only appears as a shoulder in
the high kinetic energy area of the dimer peak. The weaker CH3(ν1 = 1) + I(2P3/2)

channel (see section on A-band photodissociation) can no longer be observed in
these conditions.
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Fig. 4.10 (a) and (b) Abel inverted experimental CH+
3 images obtained upon excitation of

(a) CH3I, and (b) a mixture of CH3I and (CH3I)2, by two laser pulses: pump pulse at 267 nm
and probe pulse, delayed by 1.5 ps, at 333.5 nm, for CH3 (2 + 1) REMPI. (c) and (d) Correspond-
ing center-of-mass kinetic energy distributions of CH3. Experimental data are shown together with
simulated curves for the several contributions observed. The separate pump and probe laser contri-
butions have been subtracted from the total signal in both the images and kinetic energy distribu-
tions

The experimental observations point to the idea that the two new rings observed
in the CH+

3 images correspond to A-band dissociation of the (CH3I)2 dimer, where
the CH3 fragment is formed in correlation with either the [I · · ·CH3I] species (high
kinetic energy contribution) or the [I∗ · · ·CH3I] species (low kinetic energy contri-
bution). In this scenario, we will refer to the “I(2P3/2) channel” and the “I∗(2P1/2)

channel” when describing dimer dissociation.
A-band dissociation in the dimer can appear modified for several reasons, the

stabilization energy in the dimer and the different degree of rotational excitation in
the outgoing fragments being the most obvious causes of change. The reduction in
the kinetic energy of the CH3 fragment in correlation with I∗(2P1/2) observed in
this work is 0.12 ± 0.01 eV, which would correspond, in the absence of other ef-
fects, to a decrease in the total available energy of 0.13 eV. In the I(2P3/2) channel,
we observe a shift of 0.20 ± 0.04 eV. As to the effect of rotation, it is clear from
the larger energy width of the peaks associated with dimer dissociation that a sig-
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nificantly larger degree of rotational excitation is present, while no distinction can
be made as to whether it corresponds to the light outgoing CH3 fragment or to the
[I/I∗ · · · ICH3] co-fragment, as both imply a reduction of the total available kinetic
energy.

In combination with ab initio calculations [15] that have produced optimized ge-
ometries for the dimer and energy values and oscillator strengths for the excited
states of the A band of (CH3I)2, these results have provided solid understanding
of the blue-shift of the A-band in the (CH3I)2 dimer. This shift had been reported
previously and had been qualitatively understood in terms of the ground state dimer
being stabilized by a dipole–dipole interaction, while the molecular dipole is weak-
ened by the valence state transition, which involves the promotion of an electron
located mainly on the I atom to an antibonding molecular orbital. With a lower
dipole–dipole interaction, the dimer in the valence state will not be as stabilized as
in the ground electronic state. Donaldson et al. [52] reported an experimental shift
of the peak of the absorption band by around 500–1000 cm−1 in conditions of dimer
formation with respect to monomer-only conditions. This value is compatible with
the value of about 0.2 eV (1600 cm−1) found here.

In addition, a significant difference in the anisotropy observed for the monomer
and dimer must be noted. Through the use of the multidimensional fit procedure
described in the methodology section, it has been possible to discriminate the an-
gular character of the different contributions, with the finding that, for the I∗(2P1/2)

channel, no loss of orientational preference happens upon dimerization, and this
is in contrast with the I(2P3/2) channel, which shows a pronounced decrease in
the observed anisotropy. The implications of this observation will be discussed be-
low.

One more feature marks a difference between monomer and dimer dissociation
results in the asymptotic situation: the dramatic increase in the I(2P3/2)/I∗(2P1/2)

ratio observed through the CH3(ν = 0) fragment, from values of 0.14 ± 0.05 for
the monomer to 0.72 ± 0.05 for the dimer. Analogous measurements were per-
formed by tuning the probe laser to 329.5 nm and 325.8 nm, which constitute a
resonant probe of CH3(ν2 = 1) and CH3(ν2 = 2), respectively (ν2 being the um-
brella mode of CH3). A dramatic change of the I(2P3/2)/I∗(2P1/2) ratio, in the
same direction as that just described for CH3(ν = 0), was also observed in both
cases.

The decrease of the anisotropy of the I(2P3/2) channel in the dimer and the
large change in the branching ratio need to be discussed conjointly. An increase
of the I(2P3/2)/I∗(2P1/2) ratio could be related to either a change in the main
absorbing states or in the efficiency of the coupling in the non-adiabatic cross-
ing. Since the other possibly participating states, 1Q1 and 3Q1, are of perpendic-
ular nature, in contrast to the parallel 3Q0 state, an examination of the change
in anisotropy should permit the distinction between the two phenomena. If we
consider that the I(2P3/2) fragment observed is originated partly through absorp-
tion to 3Q0 followed by crossing to 1Q1, and partly through direct absorption to
one of the perpendicular states (3Q1 or 1Q1), then the resulting anisotropy is ex-
pected to reflect a mixture of parallel (β = 2) and perpendicular (β = −1) charac-
ter. From the observation of experimental values for the β anisotropy parameter, a
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ratio of approximately 2:1 is extracted for those two routes. This is an important
result, since it indicates that the participation of absorption of the perpendicular
states is not negligible, as was the case for the monomer at 267 nm excitation; in-
stead, it accounts for approximately 1/3 of the total absorption at this wavelength.
However, this alone cannot account for an increase in the I(2P3/2)/I∗(2P1/2) ra-
tio from 0.14 ± 0.05 for the monomer to 0.72 ± 0.05 for the dimer. From the
combined values of ratios and anisotropy, we conclude that the efficiency of the
non-adiabatic crossing approximately doubles in the dimer with respect to the
monomer.

The experimental results presented above show the richness of the information
that can be obtained in relatively simple experiments. In this case, through a global
approach where velocities and anisotropies are examined simultaneously, detailed
information on the stabilization energy, the degree of internal energy content, the
contribution of several electronic excited states to the overall absorption, and fi-
nally, the effect of dimerization on the population transfer through the non-adiabatic
crossing, has been obtained.

4.3.5 Resonant Probing: The Role of the Optical Coupling Window

(CH3I)2 dimer photodissociation will be explored temporally in this section to illus-
trate an important feature of resonantly probed ”clocking” experiments. Figure 4.11
shows the time evolution in the detection of CH3 coming from the monomer in the
I∗(2P1/2) channel, and also from the dimer in both the I(2P3/2) and I∗(2P1/2) chan-
nels. The time delay for free CH3 observation is still short in the dimer (∼ 220 fs),
but clearly delayed with respect to monomer dissociation (∼ 80 fs). If the decrease
in available energy, due to the blue shift of the band, is taken into account, calcu-
lated delays of only ∼ 10 fs are obtained classically, indicating that this is clearly
insufficient to explain the experimental measurement.

As is described in detail in Ref. [15], this case is a particularly illuminating exam-
ple of the role of the probing step. In particular, it must be noted that resonant CH3
probing is done here through a (2 + 1) REMPI process via a Rydberg state. This is a
state of spatially extended character, and during the first phases of dissociation, it is
situated in the vicinity of the [I · · · ICH3] moiety, where close-lying Rydberg states
can be present. In this situation, the resonance can be significantly perturbed by the
nearby presence of [I · · · ICH3], so that the CH3 radical would only appear as “free”
after an elongated distance (i.e. time).

A simplified theoretical simulation was performed in order to assess that the
delay in the measured clocking time was not due to an intrinsic difference in the
photodissociation dynamics in the dimer with respect to the monomer, but to an
important difference in the probing step (through the late opening of the optical
coupling window) due to the extended character of the orbitals. A CASSCF calcula-
tion was performed to describe the effect of the nearby presence of the [I · · · ICH3]
species on the Rydberg electronic states of the ejected CH3 group. A reduced model
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Fig. 4.11 Transients
showing appearance times of
the observed channels
yielding CH3(ν = 0) for both
monomer CH3I and cluster
(CH3I)2 species. Open circles
show the amplitudes of each
of the contributions; solid
lines show the fitted curves
(Color figure online)

was employed for this purpose, where only two CH3 groups are considered. The
energy of the Rydberg 3pz state was calculated as a function of the distance be-
tween the two CH3 groups. A potential energy curve was obtained that shows sig-
nificant distortion for elongated distances. This necessarily implies that the optical
window for the REMPI transition employed to detect the appearance of the CH3

fragment will not be open until the distance is sufficiently long so that this dis-
tortion is negligible (at least, of the order of the bandwidth of the probe laser).
A classical 1D dynamic calculation was performed under the simplification that the
CH3 dynamics takes place on the 3Q0 monomer surface (shifted by 0.12 eV to
account for the blue shift of the band), but the probe laser absorption could only
take place once the 3pz(

2A′′
2 ← 2A′′

2)00
0 transition in CH3 became resonant under

the influence of the nearby presence of the other CH3. For the estimation of the
CH3–CH3 distances, an axial CH3–I recoil and a head-tail geometry for the clus-
ter were assumed. This calculation produced a delay of ∼ 80 fs for the I∗(2P1/2)

channel with respect to the situation where distortion of the Rydberg state of CH3
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does not occur. Even though this is somewhat shorter than the experimental delay
(∼ 140 fs), it is clearly of the same order of magnitude, and we believe this is the
main mechanism producing a delay in the apparent dissociation times for the dimer.
We consider that this is a clear illustration of the fact that this effect, where a sub-
stantial delay occurs in the time opening of the optical detection window, needs to
be taken into account whenever resonant probing is employed, especially for large
molecules, and in particular clusters, where intermediate orbitals used for the res-
onant transition can be substantially modified by the nearby presence of a similar
moiety.

The time-resolved work performed on the (CH3I)2 species shows that even the
influence of a weakly bound environment can have profound influences on a molec-
ular dissociation process. The phenomenon that was chosen (fast ejection of a CH3
fragment from a (CH3I)2 dimer) would not seem prone to showing this effect, due
to the extremely fast nature of the dissociation and the weak bond between the two
CH3I molecules. Nevertheless, dramatic changes both in the absorbing states and
in the strength of non-adiabatic couplings between them have been detected. It is
expected that these cluster-related effects will be even more important in slower
processes and more tightly bound systems.

4.4 The B Band

The second absorption band in methyl iodide, the B band, has been by far much
less studied than the more accessible A-band. It starts at around 200 nm and hence,
the possibility of performing detailed spectroscopic studies with conventional lasers
is restricted to the red edge of the band. The B band results from the excitation
of a 5pπ electron of the I atom to a 6s molecular Rydberg orbital. The remaining
three 5pπ electrons are subject to strong spin-orbit coupling, so that, in C3v sym-
metry, the ionic core can be in the 2Π3/2(

2E3/2) or the 2Π1/2(
2E1/2) states. From

the J –j coupling between the ionic core states and the Rydberg electron several
bound states are formed. Transitions to those related with the 2Π3/2(

2E3/2) core,
from the ground state, constitute the B band, of perpendicular character. Discrete
vibrational structure appears in the spectrum [52–56], but the lines are considerably
lifetime broadened due to interaction with dissociative surfaces that belong to the
A band, which causes electronic predissociation. Lifetimes of these states are in the
picosecond regime and are strongly dependent on vibrational excitation in a non
monotonic manner [53].

The characteristics of B-band predissociation in CH3I, including lifetimes,
anisotropy, branching ratio, and vibrational activity of the methyl fragments, have
proven to be strongly dependent on the vibrational level of initial excitation in the
parent molecule. The extreme sensitivity to the vibrational excitation is related to
the details of the crossings between the potential energy surfaces and the spatial
distributions of the wave functions at each vibrational level. Therefore, system-
atic measurements of the properties of this predissociation process provide chal-
lenging constraints for the theoretical description of this system. Here, we will
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Fig. 4.12 Experimental
transients corresponding to
parent CH3I decay after
201.2 nm (black circles, 00

0

band), 196.7 nm (blue
squares, 20

1 band) and
199.2 nm (red triangles, 30

1

band) B-band excitation.
Probe center wavelength was
304.5 nm. Solid lines
correspond to the fit of the
experimental data

briefly show the results obtained for three cases: the 00
0 transition at 201.2 nm

(excitation to the vibrationless level of the Rydberg state), the 20
1 transition at

196.7 nm (one quantum of excitation in the umbrella mode), and the 30
1 transi-

tion at 199.2 nm (one quantum of excitation in the C–I stretch mode). Given the
large spectral separation between these features (larger, in any case, than the laser
bandwidth), the eigenstate picture is useful, since a vibronic wave packet cannot be
formed.

A complete study was carried out on this system, through the time-resolved mea-
surements of the parent ion yield, velocity map images of both the CH3 and I frag-
ments, obtained both with REMPI and non-resonant ionization schemes, and pho-
toelectron imaging detection. The complete results were published in Refs. [9, 14],
so here we will only review the most salient features.

4.4.1 Parent Ion Detection

The CH3I parent decay time was measured by acquiring collections of mass-
selected images as a function of delay time between the pump and the probe laser
pulses. Ionization of the parent CH3I was produced through a (1 + 1′) REMPI
scheme. Figure 4.12 shows transients of the CH3I+ signal obtained for excitation
at 201.2 nm (00

0 band), 196.7 nm (20
1 band), and 199.2 nm (30

1 band) and pho-
toionization with a single photon of 304.5 nm. The measured lifetimes, τ , obtained
through these transients, are 1.50 ± 0.10 ps, 0.80 ± 0.10 ps, and 4.33 ± 0.20 ps,
respectively. As previously announced, lifetimes change drastically depending on
the vibronic level and therefore on the pump wavelength.
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Fig. 4.13 (a) Sequence of
Abel-inverted methyl images,
in false color, for a
pump-probe delay time of
0.2, 1, 3, and 5 ps for a pump
laser center wavelength of
196.7 nm for B-band
excitation of CH3I to the 20

1

vibronic level and a probe
laser center wavelength of
333.5 nm. The double-sided
arrow indicates the
polarization axes of both
lasers. (b) 2D map of the
kinetic energy distribution of
the CH3 fragment as a
function of the delay time

4.4.2 Fragment Velocity Map Imaging Detection

Fragment detection (I and CH3) was performed in velocity map imaging conditions,
as a function of the delay between the pump laser pulse and the ionizing-probe
pulse. Figure 4.13 shows an example of such measurement, where methyl images
were acquired for a series of time delays after CH3I excitation in the 20

1 transition
of the B-band.

It is interesting to note that, contrarily to the dynamics expected for the A-band,
caused by a prompt bond fission, in this case the appearance of the methyl fragment
is mediated by a finite state lifetime, and therefore, transient behavior is expected to
follow an exponential function of the form

S(t) ∝ e
−4 ln 2( t

τcc
)2 ⊗ [(1 − e− t

τ
)× H(t)

]
(4.8)

where τ is the lifetime of the initial state and τcc is the instrumental response time. It
can be argued that such behavior should be temporally shifted due to the additional
dissociation time along the dissociative surface. It has not been considered here
because this time is negligible when compared to predissociation times in this case.
Fits of the parameters in Eq. (4.8) to the integrals of the contributions visible in
Fig. 4.13 provide lifetimes compatible with those obtained from parent ion yields.

As shown above for the A-band section, fragment detection with short pulses
can be achieved via resonantly enhanced ionization schemes, or via non-resonant
strong IR field ionization. In some cases, the application of this double approach
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Fig. 4.14 (a) Center-of-mass CH3 kinetic energy distributions measured at a pump-probe delay
time of 10 ps, with a pump laser centered at 196.7 nm for B-band excitation of CH3I to the 20

1

vibronic level and a probe laser centered at 333.5 nm (top), 329.4 nm (middle), and 325.8 nm (bot-
tom), in resonance with the Q branch of the two-photon 3pz(

2A′′
2 ← 2A′′

2) transition in CH3 in
its 00

0, 21
1, or 22

2 bands, respectively. (b) Center-of-mass CH3 kinetic energy distribution upon
B-band excitation of CH3I at 196.7 nm to the 20

1 vibronic level and subsequent CH3 non-resonant
multiphoton ionization probing with pulses centered at ≈ 800 nm delayed by 10 ps (open cir-
cles). Colored lines contain the resonant probing distributions shown in the left panel, at 333.5 nm
(dashed purple), 329.4 nm (dashed red), and 325.8 nm (dashed blue). The solid black line is the
distribution obtained through the weighted sum of the three kinetic energy distributions for reso-
nant CH3 probing

allows to obtain estimates of product state distributions. We will show an exam-
ple here. Figure 4.14a, shows asymptotic kinetic energy distributions for the methyl
fragment formed in B-band predissociation of methyl iodide in the 20

1 band. The
three curves correspond to the detection of methyl in its vibrationless state (00

0,
purple curve, at 333.5 nm), one quantum in the umbrella mode (21

1, red curve, at
329.4 nm) and two quanta in the umbrella mode (22

2, blue curve, at 325.8 nm). Exci-
tation of the symmetric stretch mode is observed simultaneously. The open circles in
Fig. 4.14b contain the methyl fragment kinetic energy distribution obtained though
non-resonant IR ionization. Under the assumption of similar ionization probabilities
under the IR field, obtaining the best multiplicative factors for the resonant curves to
fit the non-resonant curve yields estimates of nascent vibrational components of the
methyl fragment [9]. As an example, Fig. 4.15 shows the relative vibrational popu-
lations extracted from the above mentioned analysis corresponding to the stretching
mode excitation of the methyl fragment for the different initial vibrational states ex-
cited in the Rydberg state. The increasing vibrational activity in this mode is evident
when moving from the 00

0 to 20
1 to 30

1 transitions.
It is interesting to note that the time-resolved velocity map imaging technique

allows to monitor changes in the anisotropy of the fragment angular distribution as
a function of time, and thus, in the absence of fragment alignment effects, it provides
information on molecular rotation. This phenomenon has been explored for the B-
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Fig. 4.15 Relative
vibrational populations
extracted from the fit of the
data shown in Fig. 4.14 for
the stretching mode of the
methyl fragment arising from
predissociation at the 00

0, 20
1

and 30
1 levels

Fig. 4.16 (a) Sequence of Abel-inverted iodine images, in false color, for a pump-probe delay
time of 0.2, 1, 3, and 5 ps for a pump laser center wavelength of 196.7 nm and a probe laser
center wavelength of 304.5 nm. The double-sided arrow indicates the polarization axis of both
lasers. (b) Experimental anisotropy transient corresponding to I∗(2P1/2) appearance after 196.7 nm
B-band excitation of CH3I to the 20

1 vibronic level. Error bars correspond to the standard devia-
tion of each point obtained from the set of experimental runs (Color figure online)

band through detection of the I∗(2P1/2) fragment, which does not show alignment
effects, because the populations of the MJ = ±1/2 must be equal [9, 57], so that its
angular distribution is a reflection of parent molecular rotation.

The results of time-resolved I∗(2P1/2) detection can be seen in Fig. 4.16. The
left panel shows iodine ion images as a function of time for the 20

1 transition of the
CH3I B-band. The first image, taken at 200 fs delay, shows extreme perpendicular
character, with β ∼ −1, reflecting the perpendicular nature of the transition. Iodine
ions are thus concentrated in the equator of the sphere whose poles are defined by
the polarization vector of the pump laser beam. Measuring iodine at later times
shows a relaxation of this extreme anisotropy, that is, a significant number of iodine
atoms appear along the poles of the sphere described above. The variation of the β

parameter, defined in Eq. (4.1), as a function of time is shown quantitatively in the
right panel of Fig. 4.16. The temporal scales of the anisotropy change are related to
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the lifetime of the excited state, and also to the degree of rotational excitation in the
parent molecule [9]. From semiclassical models, rotational temperatures of ∼ 40 K
are expected to account for the measured values [58, 59].

4.4.3 Time-Resolved Photoelectron Imaging

Time-resolved photoelectron velocity map imaging experiments provide additional
information on the process. In this case, a pump-probe scheme has been found that
allows the detection of photoelectrons originated by ionization of the parent in the
excited Rydberg state (at short delay times), or those originated by REMPI of the io-
dine atom born after the molecule breaks (for long delays). For intermediate delays,
both signals are present simultaneously and can be separated through their kinetic
energies. This was achieved through a pump-probe scheme where the pump beam
is centered at the desired B-band transition of the molecule, and the probe beam
causes REMPI ionization in the product. In this manner, photoelectrons originated
from ionization of the parent are created in a (1 + 1′) process, and those originated
in the iodine fragment are caused by a (1 + 2′ + 1′) process, where the first photon
excites the parent molecule, and the subsequent (2′ + 1′) process occurs in the free
fragment. This is shown in Fig. 4.17, where the results corresponding to the 00

0 and
30

1 bands are shown in the left and right panels, respectively. In both cases, the pho-
toelectron rings that appear most intense for short delays gradually become dimmer,
with the time constant of the molecular predissociation, and the higher-radius rings
due to ionization of the iodine product grow in intensity until they reach their final
value, with a time constant consistent with the former. It is interesting to note that
only photoelectrons due to the ionization of the iodine atom product, but not to the
methyl product, are detectable, since iodine ionization is strongly enhanced due to
the use of a REMPI scheme.

Photoelectron spectra obtained through angular integration of the rings in
Fig. 4.17 are shown in Fig. 4.18 for early (top panels) and late times (bottom panels)
for the 00

0 band (left panels) and the 30
1 band (right panels). In each case, they are

plotted as a function of the binding energy of the corresponding species. The photo-
electron spectra provide information on the initial molecular excitation, and in that
sense, the results shown in panel (b) of Fig. 4.18 constitute a confirmation that the
initial excitation is almost exclusively to the ν3 = 1 state. Since the potential energy
surface of the B 6s [2] Rydberg state is similar to the ground state surface of the ion,
transitions with �ν = 0 are expected to dominate [56, 60] and, therefore, the main
contribution is related to the formation of CH3I+ with one quantum of excitation in
the ν3 mode due to initial excitation to the ν3 = 1 level of the Rydberg state. Other
vibrational combinations are visible in the spectrum, but always with at least one
quantum of excitation in the ν3 mode.

As mentioned before, when acquired with a long delay time between the pump
and probe laser pulses, the photoelectrons are originated from the iodine atoms re-
sulting from dissociation. Due to the pulse bandwidth, the (2 + 1) REMPI schemes
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Fig. 4.17 Left: Sequence of Abel-inverted photoelectron images, in false color, for a pump-probe
delay time of 0, 0.3, 2, and 20 ps for a pump laser center wavelength of 201.2 nm (00

0 band) and
a probe laser center wavelength of 304.5 nm. The double-sided arrow indicates the polarization
axis of both lasers. Right: Sequence of Abel-inverted photoelectron images, in false color, for a
pump-probe delay time of 0, 1, 5, and 20 ps for a pump laser center wavelength of 199.2 nm
(30

1 band) and a probe laser center wavelength of 304.5 nm. The double-sided arrow indicates the
polarization axis of both lasers

at 304.5 nm employed are resonant for both I and I∗. Evidence for I∗ formation is
clear for both the 00

0 and the 30
1 bands; the data also suggest the minor presence of

ground state iodine, which shows as a shoulder to the main I∗ contribution.
The combination of parent, fragment and photoelectron detection in velocity map

imaging conditions, and using femtosecond pump-probe schemes with resonant and
non-resonant ionization constitutes a powerful tool that can reveal the details of
complex photoinduced processes, as has been shown for this case of B-band pre-
dissociation of CH3I. In this case, we have measured the rapidly varying lifetimes
of the vibronic states in the B-band, the time dependent fragment anisotropies, the
internal energy content of the fragments, and we have identified new channels that
had been overlooked in the past, in particular one yielding ground state iodine, and
a fast channel producing spin-orbit excited iodine through direct absorption to dis-
sociative surfaces [9].

4.5 Concluding Remarks

This chapter has presented the capabilities of femtosecond velocity map imaging
schemes for the detailed description of time-resolved photodissociation dynamics
and molecular photodynamics in general. The combination of femtosecond pump-
probe tunable laser pulses and a 2D detection technique such as velocity mapping,
and the use of selective detection of known quantum states of the product fragments
using resonance-enhanced multiphoton ionization has revealed to be an excellent
method through the prototype example of the CH3I molecule, where a broad range
of processes can be explored, such as direct dissociation, predissociation, the effect
of conical intersections, dimerization, or laser-induced molecular alignment.
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Fig. 4.18 Photoelectron spectra plotted relative to the binding energy. Top row: Pump-probe delay
time of 400 fs (photoelectron kinetic energy distribution plotted as a function of the binding en-
ergy for the parent molecule). (a) Pump laser center wavelength of 201.2 nm (00

0 band). (b) Pump
laser center wavelength of 199.2 nm (30

1 band). Bottom row: Pump-probe delay time of 30 ps
(photoelectron kinetic energy distribution plotted as a function of the binding energy in the io-
dine product). (c) Pump laser center wavelength of 201.2 nm (00

0 band). (d) Pump laser center
wavelength of 199.2 nm (30

1 band). In all cases, the probe laser center wavelength is 304.5 nm

Relatively minor experimental changes are required to explore other interesting
phenomena with a very similar experimental scheme, like, for instance, Coulomb
explosion [60, 61]. Also, the possibilities for strong-field control through the intro-
duction of an additional IR ultrashort laser field have been explored with success
[62, 63]. More and more systems are becoming amenable to be studied by fem-
tosecond velocity map imaging, and there are now examples for small molecules
like ammonia [64, 65] or larger molecules like organic chromophores [66–72]. This
clearly shows the power of femtosecond velocity map imaging to investigate time-
resolved molecular photodynamics.
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Chapter 5
Time-Resolved Photoelectron Spectroscopy
for Excited State Dynamics

Roman Spesyvtsev, Jonathan G. Underwood, and Helen H. Fielding

Abstract This chapter provides an overview of time-resolved photoelectron spec-
troscopy (TRPES) for unravelling excited state dynamics in polyatomic molecules.
It begins with a brief introduction to the basics of nonadiabatic dynamics in poly-
atomic molecules. This is followed by a description of the principles behind TRPES
and a discussion of the roles of the ionisation continuum. We then describe the ex-
perimental toolkit, from light and molecule sources to photoelectron spectrometers.
Finally, we describe several examples where TRPES has been employed to unravel
non-adiabatic dynamics in polyatomic molecules.

5.1 Introduction

When a molecule absorbs a femtosecond pulse of UV light, it is promoted to an ex-
cited electronic state in which the nuclei are no longer in their equilibrium positions.
The resulting excess vibrational energy can be redistributed within the molecule in
various ways: it may undergo a photochemical reaction on the excited state (such
as isomerisation, proton-transfer or electron-transfer) before relaxing back to the
ground-state, or it may undergo electronic relaxation from the initially populated
excited state to another state of the same multiplicity (internal conversion) or to one
of different multiplicity (intersystem crossing) [1–8]. These non-radiative processes
often occur at, or near to, molecular configurations where two or more electronic
states are degenerate, known as conical intersections [9]. Conical intersections pro-
vide very efficient ‘photochemical funnels’ for the ultrafast (sub-picosecond) non-
radiative decay processes that underpin the photochemistry of almost all polyatomic
molecules. Such non-radiative dynamics are key to many photobiological functions,
such as vision and photosynthesis, and underlie many concepts in active molecular
electronics.
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The coupling of vibrational and electronic degrees of freedom described above
is a breakdown of the Born-Oppenheimer approximation (BOA). The BOA is based
on the assumption that, as a result of the large difference in mass between electrons
and nuclei, their motions can be considered separately, to a first approximation.
Non-adiabatic coupling of electronic and nuclear motion often leads to complex,
broadened absorption spectra as a result of the high density of vibrational states and
strong variation of transition dipole moment with nuclear coordinate. However, pho-
toelectron spectroscopy is sensitive to both electronic configuration and vibrational
composition and, as a result, time-resolved photoelectron spectroscopy (TRPES) is
an extraordinarily powerful tool for unravelling the dynamical details of ultrafast
non-adiabatic processes.

TRPES has been the subject of a number of excellent reviews [10–26]; this chap-
ter focuses on providing a brief overview of the fundamental molecular physics
behind TRPES, a brief description of the experimental toolkit and some examples
of applications of TRPES—some classic and some more recent.

5.2 Probing Non-adiabatic Dynamics Using Time-Resolved
Photoelectron Spectroscopy

In a TRPES experiment, a molecule is promoted to an excited electronic state with
an ultrashort pump pulse. A probe pulse then ionises the evolving excited state of the
molecule, generating free electrons, and the electron kinetic energy and/or angular
distribution of these free electrons is measured as a function of the time delay be-
tween the pump and probe laser pulses. TRPES has several practical and conceptual
advantages over other pump-probe methods.

(i) Ionization is always an allowed process because the selection rules are relaxed
as a result of the range of possible symmetries of the outgoing electron—there
are no optically dark states in photoionization.

(ii) Very detailed information can be obtained by differential analysis of the outgo-
ing photoelectron in terms of its kinetic energy and angular distribution; these
measurements are made simultaneously in time-resolved photoelectron imag-
ing.

(iii) Charged particle detection is extremely sensitive.
(iv) Higher order (multiphoton) processes, which can be difficult to identify in

energy-integrated femtosecond experiments, are identified more easily in a
photoelectron spectrum.

(v) Photoelectron-photoion coincidence measurements reveal the mass of the car-
rier of the photoelectron spectrum, making it possible to disentangle reaction
pathways in fragmentation experiments, studies of cluster solvation effects as
a function of cluster size, and studies of scalar and vector correlations in pho-
todissociation dynamics.

(vi) As free-electron laser light sources become available, tuning the probe pho-
ton wavelength will allow ionization of not only valence and inner valence
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electrons (which are accessible using conventional laser sources), but also se-
lectively non-bonding and core electrons, and have the potential to provide a
different view of the reaction dynamics.

The molecular ionization continuum provides a template for observing both ex-
cited state vibrational dynamics and evolving excited state electronic configurations.
The excited state vibrational dynamics are observed via Franck-Condon distribu-
tions in the photoelectron spectrum, while the electronic dynamics are manifested
through the cation states formed during photoionization (which have correspond-
ingly different photoelectron energies), as well as the form of the photoelectron
angular distribution. These ideas are discussed in more detail below.

5.2.1 Photoelectron Spectra: Using the Cation to Map Excited
State Dynamics

The electronic states of the cation can provide a map of evolving electronic struc-
tures in the neutral state prior to ionization—in the independent electron approx-
imation, emission of an outer electron occurs without simultaneous electronic re-
organization of the ‘core’ (cation or neutral)—this is called the ‘molecular orbital’
or Koopmans’ picture [27–29]. Thus, it is possible to determine the most proba-
ble electronic state of the cation following single photon ionization of a specific
electronic state of the neutral molecule. The probabilities of partial ionization into
specific cation electronic states can differ drastically with respect to the molecular
orbital nature of the neutral electronic state being probed. For example, if an elec-
tronic configuration correlates, upon removal of a single active outer electron, to the
ground electronic configuration of the cation, then the photoionization probability
is generally higher than if it does not.

Figure 5.1 illustrates how the cation electronic structures can be used in (angle-
integrated) time-resolved photoelectron spectroscopy to disentangle electronic dy-
namics from vibrational dynamics in ultrafast non-adiabatic processes. A Born-
Oppenheimer, zeroth-order, optically bright state, Sn, is prepared coherently with
a femtosecond pump pulse. According to the molecular orbital picture, it should
ionize into the continuum associated with the D0 state of the cation (the ground
electronic state of the cation) in this example. This process gives rise to a photo-
electron energy band ε1. Non-adiabatic coupling (promoted by vibrational modes
of appropriate symmetry) then transforms the zeroth-order optically bright state Sn

into a lower lying zeroth-order optically dark state Sn−1. In this example, according
to the molecular orbital picture, this state should ionize into a different continuum
associated with an electronically excited state of the cation, D1, giving rise to a
photoelectron band ε2. Thus, for a sufficiently energetic probe pulse, (i.e., both ion-
ization channels accessible energetically) the photoionisation channel will switch
from ε1 to ε2 during the non-adiabatic process. This simple picture illustrates how
the evolving excited-state electronic configuration can be monitored during a non-
adiabatic process whilst following, simultaneously, the coupled nuclear dynamics



102 R. Spesyvtsev et al.

Fig. 5.1 A TRPES scheme
for disentangling electronic
and vibrational dynamics in
an excited polyatomic
molecule exhibiting
Koopmans’ Type I
correlations, e.g. the neutral
excited states, Sn and Sn−1 in
this example, correlate to
different cation electronic
states D0 and D1 [26]

via the evolution of the vibrational structure within each photoelectron band. The
cation electronic structures are essentially acting as a ‘template’ for disentangling
electronic dynamics from vibrational dynamics in the excited state.

If the neutral and cation electronic states have similar equilibrium geometries,
each neutral vibronic state will give rise to a single peak in the photoelectron spec-
trum for each vibrational mode, as a result of a �υ = 0 propensity (where υ is
the vibrational quantum number). However, if there is a substantial difference in
the equilibrium geometries, each neutral vibronic state will give rise to a vibra-
tional progression in the photoelectron spectrum, as a result of �υ = 0,1,2 . . .

transitions for each vibrational mode populated in the electronically excited state
of the neutral molecule. Thus, the photoelectron spectrum will reflect the vibronic
composition of the molecular wavepacket, and the time-dependence of the vibra-
tional structure in the photoelectron spectrum reflects, directly, the nuclear motion
of the molecule [30]. Of course, this Franck-Condon mapping of the vibrational
dynamics onto the photoelectron spectrum will break down if the variation of the
electronic ionization dipole matrix elements varies significantly with relevant nu-
clear coordinates, for example in a region in which vibrational autoionization is
active [27, 29, 31, 32], or along a dissociative coordinate.

Two limiting cases have been proposed for Koopmans-type correlations in TR-
PES experiments [33, 34], and both have been observed experimentally [35, 36, 72].
The first case, Type I, is when the neutral excited states Sn and Sn−1 correlate to
different cation electronic states, as in Fig. 5.1. Even if there are large geometry
changes upon internal conversion, or ionization to produce vibrational progressions,
the electronic correlations will favour disentangling the vibrational dynamics from
the electronic dynamics. The other limiting case, Type II, is when the neutral excited
states Sn and Sn−1 correlate equally strongly to the same cation electronic states, and
so produce overlapping photoelectron bands. Although different Franck-Condon
factors can allow the states Sn and Sn−1 to be distinguished in the photoelectron
spectrum [37], generally Type II ionization correlations make it more difficult to
disentangle electronic and vibrational dynamics from the photoelectron spectrum. It
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is in these Type II situations that measuring the time-resolved photoelectron angular
distribution can be of real benefit—as discussed below, the photoelectron angular
distribution reflects the evolution of the molecular electronic symmetry.

5.2.2 Photoelectron Angular Distributions: Using the Free
Electron to Map Excited State Dynamics

The electronic states of the free electron, usually described as scattering states, are
also responsible for electronic structure in the continuum. The free electron states
populated during photoionization reflect angular momentum correlations and are
therefore sensitive to the evolving electronic configuration and symmetry of the neu-
tral molecule. This sensitivity is expressed in the form of the photoelectron angular
distribution (PAD). As the electron leaves the molecule, it scatters from the molec-
ular potential. As such, the scattering wave function reflects the electronic and nu-
clear configuration of the neutral molecule at the moment of ionization [26, 38, 39].
Hence, the PAD measured (in the molecular frame) also reflects the electronic and
nuclear structure of the neutral at the moment of ionization. However, the PAD is
usually measured in the laboratory frame, where the direction of electron ejection
is measured in a frame which is referenced to the polarization of the probe pulse,
rather than directly in the molecular frame. Although such laboratory-frame mea-
surements carry a great deal of information, they are an average over all molecular
orientations present and therefore carry less information than a measurement of the
PAD in the molecular frame. Using coincidence techniques, it is possible to mea-
sure the PAD relative to a recoiling photofragment, which approaches a molecular
frame PAD measurement [40–42]. A more generally applicable method for mak-
ing molecular-frame PAD measurements exploits strong non-resonant laser fields
to align the molecular axis, thus defining the molecular orientation prior to ioniza-
tion [43].

The continuum state accessed by the probe pulse may be written as a direct prod-
uct of the cation and free electron states. As with any optical transition, there are
symmetry based ‘selection rules’ for the photoionization step. For photoionization,
the requirement is that the direct product of the irreducible representations of the
free electron wave function (Γe− ), the state of the ion (ΓM+ ), the molecular frame
transition dipole moment (Γμ) and the neutral state (ΓM) contains the totally sym-
metric irreducible representation of the molecular point group (ΓTS),

Γe− ⊗ ΓM+ ⊗ Γμ ⊗ ΓM ⊂ ΓTS. (5.1)

Clearly, the symmetries of the contributing photoelectron partial waves will be de-
termined by the electronic symmetry of the electronic state undergoing ionization,
as well as the molecular frame direction of the ionization transition dipole moment
(which determines the possible Γμ), and the electronic symmetry of the cation. As
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such, the evolution of the photoelectron angular distribution, which reflects the al-
lowed symmetries of the partial waves, will reflect the evolution of the molecular
electronic symmetry.

Since the symmetry of the free electron wavefunction determines the form of
the PAD, the shape of the PAD will reflect (i) the electronic symmetry of the neu-
tral molecule and (ii) the symmetries of the contributing molecular frame transition
dipole moment components. Since the relative contributions of the molecular frame
transition dipole moments are determined geometrically by the orientation of the
molecule relative to the ionizing laser field polarization, the form of the laboratory
frame PAD will reflect the distribution of molecular axis in the laboratory frame,
and so will reflect the rotational dynamics of the molecule [44–50].

5.3 The Experimental Toolkit for TRPES

Virtually all polyatomic molecules have strong absorption bands in the ultravi-
olet (200–350 nm) and ionisation potentials in the vacuum ultraviolet (VUV)
(< 150 nm). The most common form of TRPES employs a UV pump pulse to access
lower lying electronically excited states and a UV probe pulse to ionise the molecule
from these excited states and generate photoelectrons with electron kinetic energies
in the range 0–3 eV. Generally, it is not possible to ionise a molecule that has re-
turned to its electronic ground state using a UV probe pulse, since the molecule
will have considerable excess vibrational energy and there is a �υ = 0 propensity
for photoionisation. To photoionise molecules that have returned to the electronic
ground-state by non-radiative decay from electronically excited states, requires a
VUV probe pulse to access higher vibrational states in the ionisation continuum.
Extreme ultraviolet (XUV) probe pulses allow the additional possibility of ionising
core electrons; photoelectrons generated by photoionisation of the valence electrons
will have high electron kinetic energies (just a few eV less than the XUV probe
pulse).

5.3.1 Femtosecond Light Sources

Most TRPES experiments employ commercial femtosecond laser systems that are
tuneable in the UV. Femtosecond laser technology is a research field in itself, and
there are many excellent reviews available, see for example [51, 52]. The most com-
mon scheme for the production of femtosecond UV pulses is based on a Ti:Sapphire
(Ti:S) laser operating at around 800 nm. A bandwidth of around 100 nm can be
achieved, enabling the production of pulses as short as 10 fs. The Ti:S crystal is
usually pumped using a continuous laser with an output wavelength around 525 nm.
The femtosecond pulses from the Ti:S oscillator are used to seed a chirped pulse
regenerative amplifier; before amplification, the seeding pulses are stretched to a
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few hundreds of picoseconds to avoid non-linear processes and damage in the gain
medium. Single pass amplifiers can be used to increase the pulse intensity further.
After amplification, the amplified pulses are compressed back to durations of a few
tens of femtoseconds. The amplifier is usually pumped by a nanosecond laser oper-
ating around 525 nm.

Harmonics of the fundamental output of the Ti:S amplifier can be obtained by
frequency-doubling and sum-frequency generation processes in β-barium borate
(BBO) crystals generating pulses around 400 nm, 267 nm and 200 nm. Optical para-
metric amplifiers (OPAs) [53, 54] are employed to generate femtosecond pulses that
are tuneable throughout the UV to around 235 nm. In an OPA, the fundamental out-
put of the Ti:S amplifier is focussed onto a Sapphire crystal to generate a white light
continuum, which is then mixed with the fundamental in a BBO crystal, providing
tuneable light in the range 1150 nm to 2630 nm; shorter wavelengths are generated
by subsequent sum-frequency mixing and higher order harmonic generation.

The duration of a laser pulse is limited to the cycle of the laser field, which
for 800 nm is a few femtoseconds but can be less than a hundred attoseconds in
the XUV [55]. Attosecond XUV pulses are produced by high harmonic generation
(HHG) in nonlinear gases. In principle, it is possible to use any gas, however the
ionization potential of the atom or molecule has to be high enough for the HHG
to compete with multiphoton ionization. The energy range and intensity profile of
the XUV spectrum depends on the gas; in Ar, the spectrum ranges from 10 eV
(125 nm) to around 100 eV (12.5 nm). An XUV monochromator or filters can be
used to select the photon energy range for the experiment. The efficiency of HHG
is usually relatively low (∼ 10−6) yielding photon fluxes of around 108 photons per
pulse. XUV laser sources have sufficient photon energy to ionize the ground-state
of any molecule, but they also have sufficient photon energy to ionise inner valence
electrons, which promises to yield complementary information.

Free electron lasers (FELs) can produce very short laser pulses with high pho-
ton energy and high brilliance [56]. FELs work by generating high quality electron
pulses which are accelerated to relativistic energies and compressed to femtosecond
duration before being fed into an undulator. The periodic trajectory of the electrons
in the magnetic field of the undulator results in the emission of synchrotron radia-
tion. Due to the interaction between the emitted radiation and the electrons the ra-
diation is amplified coherently, thus, producing coherent electromagnetic radiation
with a mean photon energy that is controlled by the electron energy and the undu-
lator parameters. There are several international FEL facilities in the world, which
include the European soft x-ray FEL Free-Electron Laser in Hamburg (FLASH) [57]
and the USA x-ray FEL (XFEL) the Linac Coherent Light Source (LCLS) [58]. The
FLASH facility generates laser pulses in the wavelength range 6.8 nm to 47 nm and
pulse durations from 10 fs to 70 fs. The LCLS facility operates in the wavelength
range from 0.15 nm to 2.2 nm with pulse durations from 70 fs to 500 fs. The in-
tensity of these XUV and x-ray free electron lasers (XFELs) is currently as high
as 1013 photons per pulse, which is several orders of magnitude larger than those
obtained using XUV HHG sources. A new XFEL facility is currently under devel-
opment in Hamburg, Germany. This European project aims to achieve even higher
photon intensities in the wavelength range from 0.1 nm to 6.2 nm.
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The relationship between pulse duration and spectral bandwidth for Gaussian
pulses is restricted by the inequality,

�ν · �t ≥ 0.441, (5.2)

which can be rewritten as,

�λ [nm] ≥ 1.471 × 10−3 λ2 [nm2]
�t [fs] , (5.3)

where �ν is the spectral width (FWHM), �λ is the bandwidth (FWHM) at wave-
length λ, and �t is the pulse duration (FWHM) of the Gaussian laser pulse. Equa-
tion (5.2) stipulates that it is not possible to have infinitely good spectral resolu-
tion and time resolution simultaneously. The timescales for non-adiabatic processes
range from tens of femtoseconds to hundreds of picoseconds. From Eq. (5.3), we
see that the bandwidth of a 100 fs pulse at 250 nm is around 1 nm (equivalent to
around 20 meV or 150 cm−1) and the bandwidth of a 0.1 fs pulse at 15 nm is around
3 nm (> 10 eV). Thus, planning a TRPES experiment requires careful considera-
tion of the requirements for the photoionisation wavelength alongside the achievable
temporal and spectral resolution.

Another important aspect of a TRPES experiment is the delay between the pump
and probe laser pulses. This is usually controlled by changing the path length be-
tween the two pulses using optics mounted on commercial translation stages. In UV-
UV and UV-VUV/XUV pump-probe experiments, the pump and probe laser pulses
generally both originate from the same oscillator, which keeps the jitter well below
the temporal resolution of the translation stage (typically around 0.01 fs). However,
in pump-probe experiments using XFELs, UV pump and x-ray probe pulses do not
have the same origin and the jitter may be significant [59].

5.3.2 Molecular Sources

In order to make time-resolved photoelectron spectroscopy measurements of iso-
lated molecules, an expansion into a vacuum chamber is usually employed ensuring
a collision-free environment. Such conditions also allow for the stringent require-
ments of most electron detectors which place an upper limit of around 10−5 mbar
in the laser-molecule interaction region.

The simplest way to deliver a gas sample into the laser-molecule interaction re-
gion is to feed it through a thin needle. The gas will expand into the vacuum chamber
with the highest density close to the needle tip. Such a source is not well collimated
and only a small fraction of the effused molecules overlap with the laser focus. Such
low number densities place a practical limit on the achievable signal-to-noise ratio
in such experiments.

A more efficient way to deliver a gas sample into the laser-molecule interaction
region is with a supersonic molecular beam. The gas is usually delivered through a
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nozzle, which is a sealed tube with a 50–500 µm hole. The source chamber hous-
ing the nozzle is separated from the laser-molecule interaction region by a molecu-
lar skimmer with a diameter of a few millimetres, generating a high density, well-
collimated molecular beam [60]. Such molecular beams have small transverse ve-
locity and very low velocity spread in the propagation direction [61]. This reduces
the number of molecules in the interaction region which have been thermalized
through collision with the chamber walls and scattered back into the interaction
region. In addition, the expansion process cools down vibrational and rotational
motions in the molecules often leading to spectral simplification. The cooling effect
is a function of the nozzle diameter, the gas pressure behind the nozzle and the car-
rier gas [62, 63]. A liquid nitrogen cold trap is often placed after the laser-molecule
interaction region to absorb scattered molecules that pass through the interaction
region.

During a TRPES experiment the laser-molecule interaction occurs for only a tiny
fraction of the total time of the experiment, defined by the laser pulse duration and
laser repetition rate. Therefore, most of the gas from a continuous nozzle source
does not interact with the laser. The efficiency can be improved significantly by us-
ing pulsed nozzles. The pressure behind the pulsed nozzle can be as high as 100 bar
whilst maintaining reasonable vacuum conditions in the photoelectron spectrome-
ter. Such high pressures can produce very efficient cooling; for example, Even-Lavie
pulsed nozzles can cool large molecules to temperatures below 1 K [64].

A more recent development is TRPES of liquid samples. Liquid jets were first
developed to study evaporation of molecular monomers and dimers [65]. For TRPES
in liquids, the key component is a quartz glass liquid nozzle with an aperture size
around 10 µm which generates a continuous flow of liquid; after travelling a few
millimetres in the vacuum the liquid jet breaks into droplets which are collected in a
trap [66]. Liquid jets have been employed successfully in UV-VUV/XUV [67] and
UV-UV [68] TRPES experiments.

5.3.3 Photoelectron Spectrometers

There are several different techniques for measuring photoelectron spectra. The
most popular photoelectron spectrometers are based on velocity map imaging (VMI)
or time of flight (ToF) methods.

ToF spectrometers measure the photoelectron spectrum by analysing the time
taken for an electron to travel from the interaction region to a detector. ToF spec-
trometers usually employ electrostatic or magnetic fields to guide the electrons to the
detector. A commonly employed ToF spectrometer is the magnetic bottle electron
spectrometer [69] which has the advantage of a large collection efficiency (typically
50 %). Photoelectrons created in the molecule-laser interaction region are guided
in a magnetic field toward the electron detector which is usually a microchannel
plate. ToF spectrometers can be constructed to have high energy resolution over a
wide range of photoelectron energies which is particularly useful for experiments
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using VUV or x-ray probe pulses. Hemispherical electron energy analysers have
been employed in liquid jet experiments due to their efficient differential pump-
ing [68]. Obtaining information about photoelectron angular distributions from ToF
measurements is more challenging, requiring ToF spectrometers with small solid
angles of collection (and so low collection efficiency) and repeated measurements
with different experimental geometries.

Velocity map imaging (VMI) allows both the photoelectron spectrum and the
photoelectron angular distribution to be measured simultaneously. VMI is based on
using static electric fields to project the 3D photoelectron momentum distribution
created in the molecule-laser interaction region onto a 2D photoelectron image in
the plane of the electron detector. The position sensitive electron detector usually
comprises a microchannel plate, a phosphor screen and a charge-coupled device.
The original 3D photoelectron momentum distribution can be reconstructed from
2D photoelectron image using an inversion algorithm such as an inverse Abel trans-
form [70]. The energy resolution of a VMI apparatus depends on the electron detec-
tor resolution as well as on the focussing properties of the electrostatic lens. Energy
resolution as low as �E/E = 0.38 % can be achieved [71].

5.4 Applications

5.4.1 Internal Conversion and Intramolecular Vibrational Energy
Redistribution

Femtosecond TRPES has been exploited very successfully to observe ultrafast in-
ternal conversion (IC) in a number of polyatomic molecules. A classic example is
S2/S1 IC in the linear polyene all-trans 2,4,6,8-decatetraene (DT) [72]. The energy
level scheme is presented in Fig. 5.2. The first optically allowed transition is to the
S2(11Bu) state, which is a singly excited configuration, correlating electronically
with the D0(12Bg) ground electronic state of the cation. The S1(21Ag) state arises
from a configuration interaction between singly and doubly excited configurations
and correlates electronically with the D1(12Au) first electronically excited state of
the cation. The photoelectron spectra presented in Fig. 5.2 show a rapid shift in
electron distribution ε1 (ionisation of S2) to ε2 (ionisation of S1) with a ∼400 fs
timescale.

TRPES can also be exploited to follow intramolecular vibrational energy redis-
tribution (IVR) in polyatomic molecules. An elegant example is restricted IVR in
toluene [73]. The pump pulse prepares a coherent superposition of the 6a1 state,
corresponding to one quanta of vibrational excitation in the totally symmetric ring
breathing mode, and the 10b16b1 state, corresponding to one quanta in the CH3
wagging mode (10b) and one quanta in the out-of-plane C–H bending mode (16b).
As a result of anharmonic coupling between these two states (a Fermi resonance)
population flows between them and this is observed as oscillations in the photoelec-
tron spectrum (Fig. 5.3). The period of the oscillation is ∼ 6 ps and is inversely
proportional to the energy separation of the two states in the superposition.
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Fig. 5.2 Energy level scheme (left) for TRPES of DT (right). The narrow peak at ε1 corresponds
to ionisation of S2 to D0 and the broader peak at ε2 corresponds to ionisation of S1 to D1 [72]

Fig. 5.3 TRPES following
excitation of the
6a1 + 10b16b1 Fermi
resonance in toluene. The
∼ 6 ps oscillations in the
photoelectron band observed
around 500 cm−1 ion internal
energy is out of phase with
those observed at zero and
1000 cm−1 ion internal
energy [73, 74]

5.4.2 Molecular Alignment

As mentioned in Sect. 5.2.2, photoelectron spectra and photoelectron angular distri-
butions are sensitive to the molecular frame direction of the ionizing light polariza-
tion. Consequently, such measurements can be a sensitive probe of molecular axis
alignment.

A particularly elegant illustration of the evolution of molecular alignment is ob-
served in pyrazine. The energy level scheme is presented in Fig. 5.4. The pump
pulse excites the S1 origin of pyrazine and is probed by two-photon ionisation via
the 3s and 3pz Rydberg states, resulting in two distinct bands in the photoelectron
spectrum. Strong spin-orbit coupling of the singlet S1 state with the triplet T1 state
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Fig. 5.4 Schematic energy level diagram for pyrazine (left). Inverse Abel transformed photoelec-
tron image following initial excitation of S1 and subsequent 2-photon ionisation, observed at a
pump-probe delay of 30 ps (inset, top right). Time evolution of the photoelectron intensity (top
right) and photoelectron angular distribution (bottom right) of each of the three major components
of the photoelectron image: S1 via 3s (triangles); S1 via 3pz (circles); T1 [75]

results in intersystem crossing (ISC). The loss of S1 population (higher energy pho-
toelectrons) is accompanied by a rise in T1 population (lowest energy photoelectron
band).

The linearly polarised pump pulse creates a distribution of principal molecular
axes, which is aligned with respect to the electric field. The molecules then rotate
and realign at a later time, referred to as a rotational coherence. The electric field
vector of the linearly polarised probe pulse is aligned so that it is parallel to that
of the pump pulse. The transition dipole moments for excitation of the intermediate
3s and 3pz Rydberg states from S1 are parallel and perpendicular to the principal
molecular axis, respectively. Therefore, the rotational coherences observed as fast
oscillations in both the intensities of the photoelectron bands and their anisotropies
are out of phase with one another (Fig. 5.4). Interestingly, rotational coherences
are also observed in the photoelectron band corresponding to photoionisation from
the triplet state, demonstrating that rotational coherence is preserved during ISC in
pyrazine.

Recently, it has been demonstrated that laser-induced molecular axis alignment
can be exploited to enable PAD measurements in the molecular frame during ul-
trafast processes, as illustrated in CS2 [43]. In this experiment, a strong laser field
is employed to align the molecular axes of ground state CS2 molecules prior to
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Fig. 5.5 Time-resolved
PADs for unaligned (left) and
aligned (right) CS2
molecules. The laboratory
frame laser polarization
vectors are shown at top right.
Also shown are the orbitals
with the highest contribution
to the state evolving
adiabatically from the
initially excited state in the
Franck Condon (FC) region.
Top and bottom right panels
show the π∗ orbital that
dominates in the FC region,
whereas the middle right
panel shows the σ ∗ orbital
that contributes at geometries
that are both stretched and
bent. The molecular frame
PADs (aligned) reveal details
of the dynamics not seen in
the randomly oriented
sample. Taken from [43]

the pump-probe measurement. Since the ultrafast dynamics in this molecule oc-
cur on a timescale much faster than molecular rotation, it was possible to record
PADs for aligned molecules for the duration of the process under study. These
molecular frame PADS, shown in Fig. 5.5, show details of the electronic dy-
namics which are not observable in the equivalent experiment with unaligned
molecules.

5.4.3 Photodissociation

A sophisticated variant of TRPES, time-resolved photoelectron-photoion coinci-
dence imaging spectroscopy, has been demonstrated to be a powerful tool for unrav-
elling the mechanisms of photodissociation, as illustrated in (NO)2. A schematic en-
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Fig. 5.6 Schematic energy level diagram of the pump-probe scheme for investigating
(NO)∗2 → (NO)∗∗

2 → NO(A 3s) + NO(X) (left). TRPES (middle right) together with photoelec-
tron spectra at t = 0 and t = 3500 fs (top right) and the time-evolutions of photoelectrons with
electron kinetic energies 9.66 eV and 10.08 eV (bottom right) [76]

ergy level diagram is presented in Fig. 5.6: a femtosecond pump pulse promotes the
dimer to an electronically excited state, (NO)∗2; a femtosecond probe pulse ionises
the initially excited state, the photodissociation product, NO(A 3s), and interme-
diate states (represented by the grey box). At t = 0, the photoelectron spectrum is
broad due to photoionisation from (NO)∗2, whereas at long times, the photoelectron
spectrum is narrow due to photoionisation from the free NO(A 3s) photoproduct.
It is not possible to fit the data using a single exponential decay for (NO)∗2 and
an equivalent rise for NO(A 3s). Instead, it turns out that (NO)∗2 decays with a
time constant of around 590 fs and NO(A 3s) rises with a time constant of around
140 fs.

In order to identify the intermediate state, (NO)∗∗
2 , the momentum distributions

of both the photoelectrons and photoions were recorded in coincidence. Importantly,
measurement of the photoelectron momentum in coincidence with the recoiling
photofragment allowed for measurement of the PAD in the frame of the recoil-
ing photofragment. Since this photofragmentation was a rapid process, this recoil
frame PAD was equivalent to the molecular frame PAD albeit averaged over rota-
tion about the recoil axis. These experiments, supported by ab initio calculations,
revealed that the pump pulse excites a vibrationally excited state of (NO)∗2 which
evolves towards an intermediate state with 3py Rydberg character, which correlates
with the NO(A 3s) + NO(X) photodissociation channel.
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Fig. 5.7 Schematic energy level diagram for a water cluster anion (left). I and II correspond to
two-colour resonant ionisation and direct ionisation, respectively. Time evolution of the photoelec-
tron spectrum (centre) and integrated photoelectron intensity of features I and II (right) [77]

5.4.4 Solvated Electrons

TRPES can be employed to investigate the ultrafast dynamics of excited states of
anions as well as neutral species. An interesting example is the electronic relaxation
of water cluster anions [77], which are significant because they can be extrapolated
to the hydrated electron in bulk solution. Figure 5.7 shows the excitation scheme:
the localised ground-state population, e−

cluster(s), is promoted to the almost degen-
erate excited-states, e−

cluster(p), using an infrared femtosecond pump pulse; both the
ground and excited states are subsequently ionised by an ultraviolet femtosecond
probe pulse. In anions, this ionisation step is usually referred to as photodetach-
ment. The time-resolved photoelectron spectra obtained for (D2O)−25 are reproduced
in Fig. 5.7. The feature at higher electron kinetic energy (labelled I in Fig. 5.7) cor-
responds to photodetachment from the excited state and is observed to increase in
intensity during the excitation process and then decay, with a timescale of ∼ 400 fs.
The feature at lower electron kinetic energy (labelled II in Fig. 5.7) corresponds to
photodetachment from the ground-state and is observed to decrease as the excited-
state is populated and then increase as the excited-state decays back to the ground-
state, on a timescale of ∼ 400 fs. Thus, the timescale for internal conversion from
e−

cluster(p) to e−
cluster(s) in (D2O)−25 is determined to be ∼ 400 fs.

5.4.5 VUV TRPES

A schematic diagram of a table-top laser setup that produces around 1010 photons
per pulse in the energy range 20–30 eV, at 1 kHz, for pump-probe spectroscopy
is shown in Fig. 5.8. A UV pump pulse is generated by frequency-doubling the
fundamental of the amplified output of a Ti:S laser and focussed into the interaction
region. High harmonics are generated in a gas cell and are also focussed into the
interaction region, using a VUV mirror. The delay between the UV pump and VUV



114 R. Spesyvtsev et al.

Fig. 5.8 Schematic diagram of a table-top laser setup for UV-pump-VUV-probe TRPES (left).
TRPES of Br2 photodissociation following excitation to Br∗2 (1Πu) (right) [78]

probe pulses is introduced by a translation stage in the path of the pump pulse.
Photoelectrons are collected in a magnetic bottle spectrometer.

The capability of this setup is illustrated in the TRPES of dissociating photoex-
cited Br2 molecules [79]. Br2 is excited to the Br∗2 (1Πu) dissociative state using
395 nm pump pulses. Neutral molecules and Br atoms are photoionised using the
VUV probe pulses. The broad photoelectron spectrum of the short-lived dissocia-
tive state, observed close to t = 0, evolves rapidly into comparably sharp lines re-
sulting from photoionisation of neutral Br atoms in their ground electronic state to
Br+ (3P0,1,2). The application of this technique allows for a complete description of
the valence electron rearrangement during bond cleavage. The availability of short
pulses of VUV light greatly enhances the range of states that can be probed. In this
example, much of the pump photon energy is liberated as product translational en-
ergy, and so ionization of the product states requires a VUV photon. VUV probe
pulses will also allow for ionization of inner valence and core photoelectrons during
ultrafast processes, potentially providing a complementary view of the dynamics to
that offered by valence ionization with UV pulses.
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Chapter 6
Biomolecules, Photostability and 1πσ ∗ States:
Linking These with Femtochemistry

Gareth M. Roberts and Vasilios G. Stavros

Abstract In an effort to illuminate why nature has chosen a particular set of bio-
molecular ‘building-blocks’ for life, a surge of gas phase experiments have recently
targeted understanding why key DNA bases, amino acids and their corresponding
chromophore subunits, exhibit a resistance to photochemical damage (photostabil-
ity) following ultraviolet radiation absorption. The research considered in this chap-
ter focuses on the role of dissociative 1πσ ∗ states in photostable behavior, and in
particular H-atom elimination mediated via these states. By probing the timescales
for the appearance of these H-atoms using ultrafast lasers coupled to molecular
beam methodologies, important information pertaining to the excited state dynam-
ics of these molecules can be obtained. We also discuss how the information gleaned
from these studies can be used as a ‘stepping-stone’ for extending this research to
larger, more complex biomolecules and, ultimately, more realistic systems in solu-
tion.

6.1 Introduction

Over the years a vast arena of interdisciplinary research has strived to understand
the important characteristics of many biomolecules at a molecular level. Recently
though, the contemporary discipline of ultrafast biophysics has led to a number of
important breakthroughs regarding our understanding of key biological processes.
This has been achieved by probing the excited electronic (and vibrational) state dy-
namics involved in these, often complex, natural systems [1]. Whilst this is not
intended to be an exhaustive list, this field has aided in intimately mapping the
trigger mechanism for human vision in rhodopsin [2, 3], efficient light harvesting
processes occurring within photosynthesis [4] and the origins of high fluorescence
quantum yields in numerous fluorescent protein variants [5, 6]. Such feats truly em-
phasize how probing the excited state dynamics of biological species on an ultrafast
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timescale can provide unparalleled insights into the mechanisms underpinning a di-
verse range of fundamental processes in biology.

The examples mentioned above highlight how light induced biochemistry can be
essential for life. In contrast though, light’s interaction with living organisms can
also be highly detrimental. In particular, following photoexcitation with ultravio-
let (UV) radiation, the electronically excited states of UV chromophores in DNA
(DNA bases) can potentially trigger ultrafast structural changes (termed photole-
sions), which modify or terminate its genetic function [7]. These UV triggered pro-
cesses can often be the fundamental precursors to mutagenesis, carcinogenesis and
apoptosis [8]. Through evolution, nature has developed methods to combat these
potentially devastating UV induced photoreactions. Light triggered photolyase en-
zymes, for example, act as one of the final bastions of defense against UV photo-
damage, by actively repairing photolesion sites in DNA [9]. Fortunately, many of the
molecular building-blocks nature has selected for life, particularly the DNA bases,
exhibit a built-in resistance against UV triggered damage. For this reason, they are
commonly classed as photostable species. This photostable behavior is postulated
to act as one of the front-line defenses against photodamage, and is so efficient that
less than 1 % of UV induced excitation processes in DNA result in the formation
of photolesions [10]. Their photostability is believed to be intimately linked to how
efficiently electronically excited states can undergo non-radiative relaxation back to
the electronic ground state, transforming electronic energy into less harmful ther-
mal (vibrational) energy, which can be dissipated into surrounding solvent. It is this
concept of photostability, and the role that specific excited electronic states play in
this behavior, which we explore further in this chapter.

6.2 Excited Electronic States and Photostability

With the themes discussed in Sect. 6.1 in mind, a large interest towards understand-
ing the intrinsic photostability of isolated DNA bases and, more generally, molecu-
lar subunits of biomolecules (specifically UV chromophores of the DNA bases and
amino acids) has ensued. The ultimate vision of this work has been to link photosta-
bility to electronic structure. Excited electronic states, by and large, are much more
reactive than the ground state and proficiency for rapidly diffusing this harmful en-
ergy will invariably aid the photostability of the molecule. Over the last decade,
a multitude of studies have been carried out to elicit the details of photochemical
pathways that can facilitate photostable behavior. A full description of the numer-
ous reaction pathways that have been identified to date is beyond the scope of this
chapter and for further comprehensive discussion the reader is referred to references
[10–13] (and references therein).

This chapter discusses the role of 1πσ ∗ states in the excited state dynamics of
heteroaromatic biomolecules and their UV chromophore subunits. In the seminal
theoretical work by Sobolewski et al. [14], the potential role of 1πσ ∗ states in pho-
tostability was postulated through ab initio electronic structure calculations. These
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Fig. 6.1 Potential energy cuts of the S0 ground state and lowest lying 1ππ∗ and 1πσ ∗ excited
electronic states in (a) phenol, (b) indole and (c) pyrrole, as a function of the X–H stretch coordi-
nate (RX–H, where X = O or N). Conical intersections (CIs) are also highlighted. Figure adapted
from [14]

studies indicated that 1πσ ∗ states may offer a very simple radiationless decay path-
way that contributes to the low fluorescence quantum yields observed in many het-
eroaromatic chromophores (beyond certain excitation energy thresholds).

Figure 6.1 depicts calculated potential energy profiles for (a) phenol, (b) indole
and (c) pyrrole [14]—subunits found in tyrosine, tryptophan and hemes, respec-
tively. With reference to these profiles, UV photon energy can be deposited into the
molecule through excitation to a strongly absorbing 1ππ∗ electronic state (formed
as a result of a π∗ ← π transition). These molecules also possess a weakly ab-
sorbing excited electronic state of 1πσ ∗ character, which intersects both the 1ππ∗
state (phenol and indole, Fig. 6.1(a) and (b), respectively) and the electronic ground
state (S0), forming conical intersections (CIs) along an X–H bond coordinate, where
X is typically O or N (see references [15–17] for a rigorous discussion of CIs).
Sobolewski et al. [14] predicted that, following excitation to the 1ππ∗ state and
coupling onto the 1πσ ∗ state (via a 1ππ∗/1πσ ∗ CI), non-radiative decay along this
pathway would be highly efficient due to the repulsive nature of this state, leading
to either H-atom elimination or efficient relaxation to S0 via a 1πσ ∗/S0 CI. Alter-
natively, it has also been demonstrated that direct excitation to the weakly absorbing
1πσ ∗ state may also occur, leading to analogous behavior [18].

6.2.1 H-Atom Elimination Dynamics Mediated by 1πσ ∗ States

Following the absorption of a UV photon, probing H-atom elimination from
biomolecules and their subunits provides a very simple means of identifying, in
part, the participation of 1πσ ∗ states in their excited state dynamics, given that
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Fig. 6.2 Schematic potential energy cuts (black) along an AX–H bond coordinate (RAX–H), de-
picting (1) non-adiabatic, (2) adiabatic and (3) tunneling dynamics, respectively. The details of
each process are discussed in the main text. Conical intersections are labeled CI1 and CI2

these states are dissociative along X–H bond coordinates. This approach does re-
quire caution though: (i) this method is unable to provide quantitative information
regarding the fraction of initially excited molecules which re-access the S0 ground
state through the 1πσ ∗/S0 CI; and (ii) the appearance of H-atoms is not solely in-
dicative of 1πσ ∗ mediated dynamics, as a range of processes, including multiphoton
dissociative ionization [19, 20] and fragmentation of superexcited states [21], can
also lead to the appearance of H-atoms. It is important to acknowledge that the for-
mer is currently a non-trivial issue to resolve. However, the latter can be addressed
by measuring the kinetic energy (KE) of the H-atoms following photodissociation,
or more commonly the total kinetic energy release (TKER). One is then able to cor-
relate particular signatures in the TKER spectrum to H-atom elimination mediated
through 1πσ ∗ states (see Sect. 6.3.2). This was demonstrated in the pioneering work
of Blank et al. [22] and later by Wei et al. [23].

6.2.2 Non-adiabatic, Adiabatic and Tunneling dynamics

H-atom elimination dynamics along 1πσ ∗ states may involve a number of different
photophysical processes. Of specific importance here are non-adiabatic, adiabatic
and tunneling dynamics. We subsequently introduce these processes with reference
to the schematic in Fig. 6.2, which depicts generic potential energy cuts along an
AX–H bond, where X = a heteroatom and A = an aromatic moiety.

We begin by considering non-adiabatic behavior. With reference to wavepacket
a in Fig. 6.2, this photo-prepared flux on the 1ππ∗ state may pass through CI1 and
proceed towards CI2 along the 1πσ ∗ surface. Once at CI2, it can traverse through
this CI non-adiabatically (process 1, solid red arrow) leading to direct AX–H bond
fission, yielding H-atoms with large amounts of KE in coincidence with AX rad-
ical co-fragments. Non-adiabatic dynamics of this kind are typically characterized
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by ultrafast dissociation timescales of < 100 fs (see for example [20]). Alterna-
tively, dissociating flux can evolve adiabatically around CI2 (process 2, solid blue
arrow), and generate AX radicals in an electronically excited state, AX∗, together
with H [19, 24]. However, in scenarios where the dissociative flux does not have
enough energy to access the higher energy dissociation asymptote (e.g. initial photo-
preparation of wavepacket b in Fig. 6.2), some fraction may return towards CI2
(dashed blue arrow) and non-adiabatically couple back onto S0, forming thermally
(vibrationally) hot S0 molecules [25]. In the gas phase, these vibrationally hot S0
species may ultimately undergo statistical unimolecular dissociation to generate H-
atoms with low amounts of KE on a timescale as fast as picoseconds [25, 26].

A third scenario that can occur involves excited state flux tunneling through an
energy barrier to access the 1πσ ∗ surface (see for example [27–29]). Wavepacket
b in Fig. 6.2 correlates to flux which has been photo-prepared on 1ππ∗ below the
energy of CI1. Depending on the size of the barrier area under CI1, the wave-like
nature of the flux (in this instance the dissociating H-atom) may enable tunneling un-
der CI1 (process 3, dashed red arrow) and coupling onto the 1πσ ∗ state at extended
AX–H distances (H tunneling is revisited in Sect. 6.4.3). Timescales for H-atom
elimination dynamics mediated through tunneling are inherently linked to the size
of the barrier and can range up to nanoseconds [29], but none-the-less, still generate
high KE H-atoms as a result of subsequent dissociation on the 1πσ ∗ surface.

In the following section we introduce experimental techniques which have been
used to identify the participation of these processes in 1πσ ∗ based dynamics, with
particular focus on methods which monitor the appearance of H-atom photoprod-
ucts.

6.3 Experimental Detection of 1πσ ∗ Mediated Dynamics

A number of spectroscopic techniques in the gas phase have been utilized to char-
acterize 1πσ ∗ mediated dynamics in heteroaromatic chromophores, from both a
frequency- and time-domain perspective. Frequency-domain measurements can of-
fer precise information regarding the energetics of the dissociation process and the
vibrational motions involved, while time-domain measurements are often able to ob-
serve direct participation of these states and their ultrafast temporal evolution. The
complementary information yielded from both domains has proved highly fruitful in
understanding the role of 1πσ ∗ states in the excited state dynamics of a broad range
of biomolecules and their subunits (see for example [18, 20, 27, 29–33]). Whilst
this chapter focuses on time-domain experiments, we briefly list both approaches
for completeness. High resolution frequency-resolved studies have been dominated
by photofragment translational spectroscopies, in particular multi-mass ion imaging
[34, 35], H (Rydberg) atom photofragment translational spectroscopy [18, 36] and
velocity map ion imaging [23, 37]. Time-resolved techniques have included time-
resolved photoelectron spectroscopy [31, 38, 39], time-resolved mass spectrometry
(TR-MS) [25, 27, 40, 41] and time-resolved velocity map ion imaging (TR-VMI)
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Fig. 6.3 Schematic arrangement of an ultrafast TR-VMI experiment. Further details of the
TR-VMI apparatus are discussed in the main text

[20, 26, 29]. In the following sections we specifically describe the use of TR-MS
and TR-VMI for probing H-atom elimination mediated by 1πσ ∗ states in greater
detail.

6.3.1 Time-Resolved Time-of-Flight Mass Spectrometry

TR-MS methods commonly utilize time-of-flight mass-spectrometers (TOF-MS).
In these experiments, a skimmed molecular beam of target molecules is produced
by seeding a vapor pressure of analyte into a carrier gas (e.g. He or Ar), which
is admitted into vacuum using a pulsed valve, typically piezoelectrically [42] or
solenoid [43] driven. The molecular beam pulse is intercepted perpendicularly by fs
laser pulses at the centre of the TOF optics, which usually replicate the arrangement
described by Wiley and McLaren [44]—such an electrode arrangement is shown in
Fig. 6.3. By applying high voltages (on the order of kVs) to the TOF optics (V1

and V2 in Fig. 6.3), ionized photofragments are accelerated into a drift tube, with
the same KE, along the time-of-flight axis, L. Whilst the KEs of the ions are the
same, their velocities along the flight axis depend on mass. As a result, ions with the
lightest mass arrive at the terminus of the flight tube first, followed later by heav-
ier ions. A mass spectrum of ions, resolved by their different time-of-flights, is then
collected by a detector placed at the end of the flight tube (which registers ion counts
as a function of flight time). The most common type of detector is based around a
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microchannel plate (MCP) assembly, which possesses very high ion detection sen-
sitivity (> 80 % [45]).

With regards to probing the timescales for H-atom elimination, a fs pump pulse
photoexcites the molecules of interest, defining the zero of time (�t = 0) for the
experiment, while a time delayed fs probe pulse, centered at 243 nm, ionizes any
H-atom photoproducts through (2 + 1) resonance enhanced multiphoton ionization
(REMPI), generating H+. Both fs pump and probe pulses are typically derived from
optical parametric amplifiers (OPAs) [46], commonly seeded by the output of a com-
mercial ultrafast Ti:sapphire laser system. All ions, including H+, are then analyzed
using TOF-MS. By recording a mass spectrum at a series of different time delays
(�t) between the fs pump and probe pulses, and integrating only the H+ counts
in the mass spectrum at each �t , the buildup of H+ can be tracked in real time.
The generated H+ signal transient can then be modeled using appropriate func-
tions (e.g. an exponential rise function convoluted with the temporal instrument
response function—see Sect. 6.4.1) to obtain a time-constant, τ , for the appearance
of H-atoms. However, as discussed in Sect. 6.2.1, the mere detection of H-atoms is
not necessarily indicative of 1πσ ∗ mediated dynamics. A more complete picture of
1πσ ∗ mediated H-atom elimination can be attained using time-resolved photofrag-
ment translational spectroscopies, such as TR-VMI, which can monitor both the
ultrafast appearance timescales and KEs of any H photoproducts.

6.3.2 Time-Resolved Velocity Map Ion Imaging

Charged particle imaging techniques [47] and, in particular, velocity map ion imag-
ing (VMI) [37], have revolutionized the field of photofragment spectroscopy and
are now essential methodologies used in gas phase molecular reaction dynamics
[48]. One of the major advantages of VMI is that it simultaneously recovers both
the recoil speed and the angular recoil trajectories (velocity vectors) of the original
3-D distribution of ionized photofragments (Newton sphere) by collecting its 2-D
projection. With respect to the schematic in Fig. 6.3, VMI is typically implemented
using a gridless Wiley-McLaren TOF electrode arrangement, which both temporally
and spatially focus ions onto a position sensitive detector (typically a pair of MCPs
coupled to a phosphor screen) placed at the terminus of a field-free flight tube. By
temporally gating the detector, it is possible to collect the 2-D projection of only
a specific photofragment mass of interest, mf, based on its known TOF, t , to the
detector, given by:

t = L

√
mf

2eV1
(6.1)

where V1 is the voltage on the accelerator plate of the VMI arrangement, e is the el-
ementary charge and L is the distance from the laser-molecule interaction point
to the front plane of the detector. Unlike the gridded electrodes used in a stan-
dard Wiley-McLaren TOF-MS, the gridless electrodes used in VMI lead to the
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formation of an electrostatic lens, which causes ionized photofragments with the
same velocity vectors to be focused onto the same position of the 2-D detector
plane, regardless of their initial position within the ionization volume of the focused
probe laser. As a result, carefully designed VMI arrangements, in combination with
high-resolution frequency-domain studies, can deliver an energy resolution down to
�E/E = 0.38 % [49]. Although this energy resolution is not achievable in ultrafast
TR-VMI experiments, due to the inherently broad bandwidth of fs pulses (typically
hundreds of cm−1), coupling ultrafast pump-probe spectroscopy with VMI still vi-
tally affords temporal and energy information (as well as photofragment angular re-
coil information—vide infra), regarding photodissociation mechanisms, unlike TR-
MS. For completeness, we highlight that, very recently, magnetic-bottle analyzers
(which are traditionally used to perform photoelectron spectroscopy [38]) have been
adapted to perform time-resolved photofragment translational spectroscopy mea-
surements on H+ [50, 51], also delivering energy and time information about 1πσ ∗
dynamics.

At each pump-probe time delay, �t , the desired 1-D TKER distribution can
be recovered from a measured 2-D H+ velocity map image using image recon-
struction methods [52–54]. Reconstruction algorithms return the 1-D radial (r)
spectrum, which may then be converted into KE space using an appropriate Ja-
cobian (r2 ∝ KE) and a KE calibration factor. The latter is obtained by measuring
photofragments from a well characterized dissociation event (e.g. ionizing H-atoms
from photolyzed HBr [55]). The measured KE of the photofragments may finally be
converted into the desired TKER scale according to:

TKER = KE

(
mp

mp − mf

)
(6.2)

where mp is the mass of the parent molecule.
When considering 1πσ ∗ mediated H-atom elimination dynamics, the different

signal features in the derived TKER distribution can be related back to different
photodissociation mechanisms. We consider this with respect to the schematic po-
tentials in Fig. 6.4(a). Dynamics proceeding along dissociative 1πσ ∗ states typically
generate features with large TKERs [18]. For a parent species, AX–H, in its zero
point vibrational level prior to photoexcitation, partitioning of the available energy
into TKER during this dissociation process can be understood according to:

TKER = hνpu − D0(AX–H) − Eelec − Evib (6.3)

where hνpu is the pump photon energy, D0(AX–H) is the AX–H bond strength, and
Eelec and Evib are the electronic and vibrational energies of the radical co-fragments,
AX. The maximum TKER, TKERmax, after AX–H dissociation along the 1πσ ∗
surface corresponds to a scenario where radical co-fragments are formed with zero
internal energy (Eelec = 0 and Evib = 0), following non-adiabatic dynamics through
the 1πσ ∗/S0 CI. In this case, Eq. (6.3) simplifies to:

TKERmax = hνpu − D0(AX–H) (6.4)
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Fig. 6.4 (a) Schematic
potential energy profiles
along an AX–H bond
coordinate (RAX–H),
depicting energy partitioning
into TKER as a result of
1πσ ∗ mediated dissociation,
with relation to Eqs. (6.3) and
(6.4). (b) Example profile of a
TKER spectrum (black line)
resulting from probed H-atom
photoproducts, following
AX–H bond fission along a
1πσ ∗ surface

In TR-VMI studies, features associated with 1πσ ∗ mediated AX–H fission, evolv-
ing non-adiabatically around the 1πσ ∗/S0 CI, typically appear as Gaussian-like
profiles at high TKERs (Fig. 6.4(b), red shading). Depending on the initial hνpu
energy and the energy partitioning between TKER and Evib, the high energy ‘tail’
of these features may extend to (approximately) TKERmax [56, 57]. As illustrated by
Fig. 6.4(b), the central (mean) TKER of the non-adiabatic 1πσ ∗ feature, 〈TKER〉,
is related to the energy difference between the plateau region of the 1πσ ∗ surface
(caused by an avoided crossing between the 1πσ ∗ valence state and a 1π3s Ry-
dberg state near the vertical Franck-Condon region [18, 58]) and the dissociation
asymptote—note that an alternative interpretation of 〈TKER〉 is required for tunnel-
ing dynamics under a 1ππ∗/1πσ ∗ CI, as discussed in Sect. 6.4.3. Equation (6.3)
also highlights that it is possible, in principle, to distinguish between non-adiabatic
and adiabatic dynamics around the 1πσ ∗/S0 CI—the latter generates electronically
excited AX co-fragments (Eelec = �E(Ã − X̃)), giving rise to a Gaussian-like fea-
ture which is red-shifted in TKER, relative to the location of the non-adiabatic fea-
ture, by �E(Ã − X̃) (Fig. 6.4(b), blue shading). Similarly, H+ signals originat-
ing from multiphoton processes and statistical unimolecular dissociation of vibra-
tionally hot S0 species peak at low TKERs and typically exhibit broad signal profiles
peaked at low TKER (Fig. 6.4(b), green shading) [18, 26, 59, 60], allowing them to
be readily distinguished from direct AX–H fission along 1πσ ∗ surfaces. Integrating
the signal associated with the 1πσ ∗ features in the derived TKER spectra, at a series
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of �t , subsequently allows a H+ signal transient to be constructed. This transient
can finally be analyzed via a kinetic fit to return a timescale, τ , which solely reflects
the 1πσ ∗ mediated AX–H fission dynamics.

In addition to the combined time and energy resolution gained by TR-VMI, im-
age reconstruction methods also return a quantitative measure of the photofragment
angular distributions, which can often be a critical tool for gleaning additional infor-
mation about photodissociation processes [48] (note that this is not possible when
using the magnetic-bottle analyzers mentioned above). Photoexcitation will pref-
erentially excite molecules that have their electronic transition dipole moment (μ)
aligned parallel to the electric field vector of the pump laser (ε), where ε is parallel
to plane of the position sensitive detector. For direct dissociation along 1πσ ∗ states,
which typically occurs on a timescale much faster than parent molecule rotation
(see for example [20]), the angular recoil distribution of the photofragments will be
preserved, and is related to the orientation of the dissociating bond coordinate with
respect to μ. For a one-photon induced dissociation process, in the limit of axial
recoil, the angular distribution of photofragments, I (θ), is given by the relationship
[61]:

I (θ) = σ

4π

[
1 + β2

2

(
3 cos2 θ − 1

)]
(6.5)

where θ is the photofragment recoil angle with respect to ε, σ is the photodissoci-
ation cross-section and β2 is the anisotropy parameter. β2 exhibits limiting values
of −1 and +2 in cases where μ lies orthogonal or parallel to the dissociating bond,
respectively. Non-limiting negative and positive β2 values can arises when μ lies at
an angle between 0° and 90° with respect to the bond fission coordinate, whereas
β2 = 0 corresponds to a purely isotropic photofragment recoil distribution. β2 = 0
can arise through either: (i) μ lying close to an angle of 54.7° to the bond fission
coordinate; or (ii) dissociation taking place on a timescale significantly slower than
the timeframe for rotational decoherence of excited parent molecules. In the case
of rapid direct dissociation, the value of β2 importantly allows one to extrapolate
information regarding the initially excited electronic state, provided the orientation
of μ relative to the dissociating bond coordinate is known.

In Sect. 6.4 we move on to discuss examples where TR-MS and TR-VMI meth-
ods have been applied to understanding of 1πσ ∗ mediated dynamics in a selection of
heteroaromatic species, found as subunits in a variety of photostable biomolecules.

6.4 Applications

6.4.1 Non-adiabatic Versus Adiabatic Dynamics

Clocking ultrafast timescales for 1πσ ∗ mediated H-atom elimination dynamics from
an aromatic heterocycle was first reported by Radloff and co-workers using TR-
MS [25]. This work focused on elucidating the timeframes for N–H bond fission
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Fig. 6.5 (a) Schematic potential energy profiles of the S0 ground state and lowest energy 1ππ∗
and 1πσ ∗ excited electronic states in pyrrole (molecular structure inset), with respect to the N–H
bond coordinate (RN–H). (b) Time-resolved H+ signal transient (open circles) recorded from pyr-
role using TR-MS with a 250 nm pump and 243 nm probe scheme. (c) Processes involved in the
photolysis and ionization of H-atoms from pyrrole. Figure adapted from [25]

along the 1πσ ∗ state in pyrrole (molecular structure shown in Fig. 6.5(a))—an
aromatic subunit found in a variety of larger biomolecules, such as hemes. Fig-
ure 6.5(a) presents schematic potential energy profiles for the S0(

1A1) ground state
together with the first 1ππ∗(1B2) and 1πσ ∗(1A2) excited states in pyrrole, with re-
spect to N–H bond length. Following excitation with a fs pump pulse centered at
250 nm, population is vibronically induced onto the 1πσ ∗ state—a transition which
is formally electric dipole forbidden in pyrrole’s C2v point group. This forbidden
1πσ ∗(1A2) ← S0(

1A1) transition gains oscillator strength by vibrational intensity
borrowing from the higher lying 1ππ∗(1B2) manifold (or another higher energy
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1ππ∗ state) [25, 62]. Using a temporally delayed fs probe pulse centered at 243 nm,
the appearance timescale for any photodissociated H-atoms was subsequently mon-
itored through (2 + 1) REMPI, enabling the detection of H+ with TR-MS. The
results of these experiments are presented in Fig. 6.5(b). For all pump-probe delays,
�t , there is a constant (time-independent) one-color background signal, generated
from the 243 nm probe via the process depicted in the left panel of Fig. 6.5(c). At
�t < 0 ps (i.e. pumping with 243 nm and probing with 250 nm), some H+ sig-
nal is generated through an inefficient two-color ‘probe-pump’ process (Fig. 6.5(c),
middle panel). At �t = 0 ps delay, when the fs pump and probe pulses are tempo-
rally overlapped, a sharp spike in the H+ signal is observed (due to a combination
of multiphoton absorption processes [25]), which then decays within the temporal
resolution of the experiment (∼ 160 fs). Finally, when �t > 0 ps, a notable rise in
signal is observed, relative to negative pump-probe delays, correlating to the appear-
ance of photodissociated H-atoms from pyrrole at 250 nm (Fig. 6.5(c), right panel).
This signal rise exhibits a bi-exponential profile with two associated time constants,
τ1 and τ2, which take values of 110 ± 80 fs and 1.1 ± 0.5 ps, respectively. With
reference to Fig. 6.5(a), the ultrafast time constant, τ1 (110 fs), is ascribed to the
timescale for direct 1πσ ∗ mediated N–H bond fission, proceeding via non-adiabatic
passage through the 1πσ ∗/S0 CI, yielding H-atoms with large amounts of KE (de-
fined by TKERmax) in coincidence with pyrrolyl (C4H4N) radical co-fragments in
their electronic ground state. Alternatively, as population reaches the 1πσ ∗/S0 CI
it may evolve adiabatically, traversing the upper cone of the CI and then return-
ing to subsequently undergo non-adiabatic coupling back into vibrationally excited
ground state species. Radloff and co-workers [25] postulated that the slower τ2 time-
constant (1.1 ps) originates from this initial adiabatic behavior around 1πσ ∗/S0 CI,
resulting in statistical elimination of H-atoms with less KE from vibrationally hot S0
species, after some degree of intramolecular vibrational energy redistribution (IVR)
in S0.

6.4.2 Comparing Dynamics in Simple Azoles

Upon exchanging one of the ring C–H bonds in pyrrole for an N atom, the sim-
ple azole isomers imidazole and pyrazole can be formed (structures shown in
Fig. 6.6), both of which belong to the lower Cs symmetry group, transform-
ing the 1πσ ∗(A′′) ← S0(A

′) transition into an electric dipole allowed process
(A′ ⊗ a′′ ⊗ A′′ ⊇ A′). Imidazole is a common subunit of photostable biomolecules,
most notably in the amino acid histidine and the purine derived DNA bases adenine
and guanine. In contrast, naturally occurring pyrazole derivatives are rare [64], par-
ticularly in biomolecules which are inherently required to be photostable. In light of
this, TR-VMI experiments have begun to investigate whether there are any notable
differences in the UV photochemistry of these two simple azole isomers [26], partic-
ularly along their 1πσ ∗ states, despite their qualitatively similar electronic structure
[63]—Fig. 6.6 presents schematic potential energy profiles along their N–H bond
coordinates.
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Fig. 6.6 Schematic potential energy profiles of the S0 (black), 1ππ∗ (blue) and 1πσ ∗ (red) elec-
tronic states of (a) imidazole and (b) pyrazole (molecular structures inset) along their N–H bond
coordinates (RN–H)—schematics are based on the calculated potentials in [63]. Dashed red arrows
indicate rapid direct N–H bond fission via internal conversion (IC) through CIs onto the 1πσ ∗
state, yielding high KE (fast) H-atoms. Dashed blue lines represent a possible pathway for IC back
onto S0 and statistical (slow) H-atom elimination following internal IVR on S0. Figure adapted
from [26]

H+ velocity map images recorded following 200 nm excitation of imidazole
and pyrazole, at delays of �t = 2.5 and 600 ps, are shown contrasted as insets
in Fig. 6.7(a) (top = 2.5 ps, bottom = 600 ps). Also presented are the TKER spectra
derived from these images. The Gaussian-like features, centered at ∼ 10000 cm−1

in both cases, correlate to probed H-atoms eliminated from the N–H bond along
their 1πσ ∗ states. In imidazole, excitation at 200 nm results in initial population
of the 1ππ∗ state, which can then couple through a CI (calculated to lie along an
out-of-plane ring distortion coordinate [66]) onto the 1πσ ∗ state, facilitating ultra-
fast N–H bond fission. The integrated H+ signal transient for imidazole’s 1πσ ∗
signal feature (Fig. 6.7(b), left panel) reveals that this overall 1ππ∗ →1 πσ ∗ → N–
H scission process occurs in 78 ± 40 fs [65], a timescale which has been further
verified through complementary time-resolved photofragment translational spec-
troscopy measurements by Ullrich and co-workers [51]. In pyrazole, however, an
analysis of the H+ angular recoil distribution for the 1πσ ∗ feature in the velocity
map image (β2 = −0.5) reveals that some fraction of population is directly im-
parted to the 1πσ ∗ state upon UV excitation (albeit the weak one photon absorption
cross-section for this transition) [57]. Figure 6.6(b) shows how pyrazole’s 1πσ ∗
state is (i) located higher in energy than the 1ππ∗ state and (ii) is directly accessi-
ble at 200 nm [63]. As a result, direct population of the 1πσ ∗ state at 200 nm in
pyrazole delivers extremely rapid N–H bond cleavage, supported by the sub-50 fs
time-constant extracted from the transient in the right panel of Fig. 6.7(b) [57].
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Fig. 6.7 (a) TKER spectra recorded at pump-probe delays of �t = 2.5 and 600 ps for imida-
zole (left) and pyrazole (right). H+ velocity map images from which the spectra are derived are
provided inset (the vertical arrow indicates the electric field polarization of the pump laser, ε).
(b) Integrated H+ signal transients and kinetic fits (red lines) for the 1πσ ∗ features in imidazole
(left) and pyrazole (right). (c) Integrated H+ signal transients and kinetic fits (light blue = imida-
zole, dark blue = pyrazole) for the ‘statistical’ features in imidazole and pyrazole. Figure adapted
from [26, 57, 65]

In pyrrole, Radloff and co-workers considered the role of slower statistical
H loss from vibrationally hot S0 species after coupling back onto S0 at the
1πσ ∗/S0 CI [25]. As discussed in Sect. 6.3.2, the TKER distribution of statistically
ejected H-atoms exhibits a characteristic broad signal profile, peaked at low TKER
[18, 59, 60]. One of the major advantages of the TR-VMI technique over TR-MS,
is that the statistical H-atom signal component can be readily discerned from sig-
nal arising from direct 1πσ ∗ driven dynamics, due to the simultaneous provision of
both temporal and energetic information. This is aptly demonstrated in imidazole
and pyrazole [26]. Upon increasing �t to hundreds of picoseconds in imidazole,
a minimal increase in signal at low TKER is observed (relative to the background
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multiphoton signal observed at 2.5 ps [26, 65]), and is attributed to the onset of
statistical H-atom elimination from hot S0 species. This statistical feature appears
with a time-constant of > 270 ps, shown by the transient in Fig. 6.7(c) (open cir-
cles). Selective deuteration of the N–H bond (N–D) also terminates any H+ signal,
revealing that H elimination in imidazole is localized to the N–H bond coordinate,
even after coupling back onto S0 [26]. In stark contrast, pyrazole exhibits a sizable
gain in statistical H+ counts by 600 ps, relative to imidazole (see Figs. 6.7(a) and
(c)), and appears with a time-constant of τ = 165±30 ps. Further measurements on
deuterated isotopomers of pyrazole (either exclusive deuteration of all C–H bonds
(C–D) or only the N–H bond (N–D)) reveals that there is change to ∼ 1:1 ratio for
statistical H loss from C–H:N–H coordinates in pyrazole [26] (unlike imidazole). It
has been conjectured that irreversible photodamage of pyrazole through C–H bond
fission and the generation of toxic free radicals may have played a role in the struc-
tural selectivity of imidazole over pyrazole in photostable biomolecules [26].

6.4.3 Excited State H-Atom Tunneling Dynamics

Over the years quantum tunneling of protons/hydrogen atoms has been implicated
in a vast array of chemical [67] and biological [68] processes, such as photoacid-
ity behavior [69, 70], alcohol dehydrogenase enzymes [71] and around the oxygen
evolving complex site in photosystem II [72]. With respect to the latter, a series of
proton-coupled electron-transfer reactions [73] are proposed to occur, one of which
involves de-protonation of an O–H bond in a tyrosine residue via proton tunneling
to a neighboring histidine acceptor site [72]. The residue of the amino acid tyro-
sine is the UV chromophore phenol, shown inset in Fig. 6.8. In recent years there
has been a growing body of evidence to suggest that, over a specific UV excitation
range (275–248 nm), photoexcited phenol itself exhibits a propensity for H-atom
tunneling dynamics along the O–H coordinate under a 1ππ∗/1πσ ∗ CI [27–29, 74].
It is this aspect of phenol’s UV induced photochemistry which forms the topic of
discussion for this section.

Calculated potential energy cuts along phenol’s O–H bond coordinate by Ash-
fold and co-workers [28], shown in Fig. 6.8, serve to indicate how, after excitation
to the zero point energy (ZPE) of the 1ππ∗ state (275 nm), population may tunnel
under the barrier formed by the 1ππ∗/1πσ ∗ CI onto the 1πσ ∗ state at elongated
O–H bond lengths. This process subsequently gives rise to the elimination of high
KE H-atoms, in coincidence with ground state phenoxyl radicals, C6H5O(X̃). Such
a mechanism was first speculated in the theoretical work of Sobolewski et al. [14].
Later, experimental work by Pino et al. added further credence to this proposed tun-
neling mechanism [27]. This was achieved through TR-MS measurements, which
compared the lifetimes extracted from parent cation signal decays following excita-
tion to the 1ππ∗ ZPE in a wide range of chemically substituted phenols and their hy-
drogen bonded complexes with NH3. With the aid of complementary theory calcu-
lations, it was highlighted that phenol derivatives with a smaller vertical energy gap
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Fig. 6.8 Calculated potential energy cuts along the O–H bond coordinate (RO–H) of phenol
(molecular structure shown inset), obtained from reference [28]. Potentials were calculated at the
CASPT2(10,10)/aug(O)-AVTZ level of theory. Excitation with fs pump pulses at 275 (red), 268
(orange), 258 (green) and 253 nm (blue) is indicated by the vertical arrows. Wavy arrows sym-
bolize possible IVR back to the ZPE of the O–H stretch mode in 1ππ∗ after excitation to modes
orthogonal to the O–H stretch coordinate. The grey shaded area, labeled V (u) − E, highlights the
barrier area used in 1-D BKW tunneling calculations. Figure adapted from [29]

between their 1ππ∗ and 1πσ ∗ states generally displayed reduced excited state life-
times. Such an observation is in line with excited state decay dominated by tunneling
under the 1ππ∗/1πσ ∗ CI, as the excited state lifetime will be intimately linked to
the size of the barrier area. Further support for this interpretation has since been gar-
nered through frequency domain experiments, together with 2-D wavepacket calcu-
lations, by Dixon et al. [28], which imply that (on symmetry grounds) H tunneling
is driven by the ν16a mode (a ring torsion motion [75]) together with O–H stretch-
ing. Furthermore, fully deuterated phenol (C6D5OD) does not yield any signature of
D-atom elimination via the 1πσ ∗ state below the 1ππ∗/1πσ ∗ CI [76], in line with
the greatly reduced probability for D tunneling (∼ 103 times less than H [28]), al-
lowing radiative decay processes to dominate and increase its fluorescence lifetime
(∼ 13 ns [77]).

Using TR-VMI, the dynamics of the excited state tunneling process in phenol can
be tracked directly by monitoring the H-atom photoproducts [29]. A TKER spec-
trum recorded following excitation to the 1ππ∗ ZPE at 275 nm in phenol is shown
in Fig. 6.9(a) (derived from a H+ velocity map image recorded at �t = 1.2 ns).
As with previously discussed examples, the dominant Gaussian feature centered at
∼ 6000 cm−1 is assigned to O–H bond fission mediated by the 1πσ ∗ state; the good
accord between the predicted TKERmax value for this process at 275 nm (Fig. 6.9(a),
vertical red arrow) and the location of the Gaussian feature confirms this interpreta-
tion. As the pump energy is increased (268–253 nm), the center of the 1πσ ∗ feature,
highlighted as 〈TKER〉 in Fig. 6.9(a), remains in approximately the same location
(only ∼ 1000 cm−1 blue shift from 275–253 nm); this peak does, however, be-
gin to broaden towards higher TKER, in agreement with the predicted increase in
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Fig. 6.9 (a) TKER spectra recorded following excitation with pump wavelengths centered at 275,
268, 258 and 253 nm in phenol. Spectra are recorded at a pump-probe delay of �t = 1.2 ns. Ver-
tical arrows indicate the predicted TKERmax for O–H bond fission via the 1πσ ∗ state at the given
wavelengths (see (6.4)). An example H+ image (275 nm pump) is shown inset, with the polariza-
tion of the pump laser, ε, indicated by the white arrow (left = raw image, right = deconvoluted
slice). (b) Integrated H+ signal transients for the 1πσ ∗ features in phenol. Solid lines represent a
kinetic model obtained from 1-D BKW tunneling calculations (6.6) using the calculated potential
cuts in Fig. 6.8. Figure adapted from [29]

TKERmax (Fig. 6.9(a), vertical arrows). With respect to the 1-D potential energy cuts
along the O–H bond coordinate in Fig. 6.8, the minimal shift in 〈TKER〉 suggests
that coupling onto 1πσ ∗ below the 1ππ∗/1πσ ∗ CI originates from (approximately)
the same vibronic region of 1ππ∗, irrespective of the initial excitation energy. Ini-
tially excited Franck-Condon active modes in 1ππ∗, which are orthogonal to the
O–H stretch coordinate (together with orthogonal modes populated following IVR),
thus act as ‘spectators’ to the O–H fission process, mapping directly through into
related modes (vibrational excitation) of the C6H5O(X̃) co-fragments [28]. This
partitioning on the available energy between TKER and vibrational energy of the
radical co-fragment, 〈Evib〉, is schematically depicted on the right of Fig. 6.8 for
253 nm, relative to the scenario at 275 nm (1ππ∗ ZPE), where the majority of
available energy is partitioned into TKER (N.B. even at 275 nm, frequency domain
studies firmly indicate that C6H5O(X̃) is formed with a limited sub-set of vibrational
modes, primarily an odd quanta progression of ν16a in combination with ν18b (an in-
plane C–O wagging motion [28])). Within the context of the tunneling mechanism,
the relative agreement between all 〈TKER〉 values and the predicted TKERmax for
O–H fission from the 1ππ∗ ZPE, suggests that H tunneling always proceeds from
around the ZPE of the O–H stretch in 1ππ∗ [28], possibly populated following IVR
(indicated by the wavy arrows in Fig. 6.8).

Figure 6.9(b) tracks the dynamics of the 1πσ ∗ features at the four different pump
wavelengths. It is apparent that: (i) H-atom elimination dynamics have not termi-
nated by the temporal limits of the measurements (1.2 ns) for all pump energies;
and (ii) there is no apparent increase in the rate of 1πσ ∗ mediated H elimination as
the pump energy increases (within the 1.2 ns temporal window of the experiments).
The latter observation accords with exclusive tunneling from the ZPE of the O–H
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stretch mode in 1ππ∗; tunneling always proceeds through the same barrier area, ir-
respective of the initial pump energy. Using the calculated 1-D potential energy cuts
in Fig. 6.8, together with the semi-classical Brillouin-Kramers-Wentzel (BKW) for-
malism [78], an (upper-limit) estimate of the tunneling lifetime, τ , from the ZPE of
the O–H stretch in 1ππ∗ can be determined according to:

τ =
[
νOH exp

(
−2
∫ u2

u1

√
2m

�2

(
V (u) − E

)
du

)]−1

(6.6)

where u is the O–H bond coordinate, νOH is the O–H stretch frequency (3581 cm−1

[79]), m is the mass of H, V (u) is the potential barrier through which tunneling
occurs (labeled on the potentials in Fig. 6.8) and E is the KE of the H-atom—defined
as the ZPE of the O–H stretch in 1ππ∗ (½νOH). This simple approach returns a
value of τ = 2.5 ns, in excellent agreement with an empirically derived value for
τ (∼ 2.4 ns [27]) as well as the measured fluorescence lifetime of the 1ππ∗ ZPE
level in phenol (∼ 2.4 ns [77]). This predicted tunneling lifetime models all four H+
signal transients in Fig. 6.9(b) (solid lines) and adds weight to the concept that the
observed 1πσ ∗ feature is born through tunneling onto 1πσ ∗ from the ZPE of the
O–H stretch mode in 1ππ∗ at all excitation energies. Moreover, it also suggests that
modes orthogonal to the O–H fission coordinate (with the exception of ν16a—see
[28]) have no major impact upon the effective tunneling rate. This specific picture
of the excited state H-atom tunneling dynamics complements similar conclusions
drawn from high resolution frequency domain measurements by Ashfold and co-
workers [28], as well as more recent ultrafast time-resolved transient absorption
studies of phenol dissociation in solution [74].

6.4.4 Competing 1πσ ∗ Mediated Dissociation Pathways

As our understanding of 1πσ ∗ dynamics in simple isolated heteroaromatics has ex-
panded over the last decade, recent work has progressed to investigate the role of
this behavior in more complex biologically relevant species [31–33, 81, 82]. In par-
ticular, there have been a small number of studies investigating competing dynamics
along different 1πσ ∗ surfaces within the same molecule. Notable subjects have in-
cluded 4- and 5-hydroxyindole [83, 84], which contain both O–H and N–H bond
coordinates, as well as 1πσ ∗ driven H elimination along the amino (N10H2) and
azole (N9H) moieties in adenine [82]. Here, we use the model system mequinol
(para–methoxyphenol, structure inset in Fig. 6.10) to discuss both the excitation
energy dependence of competing dissociation channels, and the role of 1πσ ∗ states
localized along coordinates other than X–H bonds.

With respect to the schematic potentials shown in Fig. 6.10(a), we begin by
considering H-atom elimination dynamics from the 1πσ ∗ state located along
mequinol’s O–H coordinate (1πσ ∗

O–H). Note that mequinol can exist as either trans
or cis rotamers (trans structure shown in Fig. 6.10), which are near-isoenergetic
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Fig. 6.10 Schematic 1-D potential energy cuts of the S0, 11ππ∗,1 πσ ∗
O–H and 1πσ ∗

O–CH3
states along the (a) O–H (RO–H) and (b) O–CH3 (RO–CH3 ) bond coordinates of mequinol
(molecular structure inset). The schematics are based on potentials calculated at the
CASPT2(12,11)/aug-cc-pVTZ level [80]. Shaded areas of the potentials indicate excitation re-
gions where subsequent 1πσ ∗

O–H (red) and 1πσ ∗
O–CH3

(blue) mediated dynamics are active. Red
arrows indicate non-adiabatic dissociation dynamics while adiabatic dynamics are represented by
blue arrows. Figure adapted from [80]

in S0 (�E ∼ 10 cm−1 [80])—frequency-domain measurements, however, indicate
that there is no significant difference in the 1πσ ∗ governed dynamics of the two
rotamers [80]. 1πσ ∗

O–H mediated H elimination in mequinol can be classified into
two regimes: H tunneling (298–280 nm) and ultrafast dynamics (≤ 245 nm), indi-
cated by the red shaded regions in Fig. 6.10(a). Following excitation to the lowest
energy 1ππ∗ state (11ππ∗) between 298 > λ > 280 nm, dynamics proceed through
tunneling under the 11ππ∗/1πσ ∗

O–H CI, in an analogous manner to phenol (see
Sect. 6.4.3). The left panel in Fig. 6.11(a) displays a representative H+ velocity
map image (inset, �t = 1.2 ns) and TKER spectra (�t = 1 ps and 1.2 ns), in the
H tunneling regime. The 1πσ ∗

O–H feature (centered at ∼ 5000 cm−1) observed by
1.2 ns in the TKER spectrum correlates to H-atoms formed through non-adiabatic
dissociation around the 1πσ ∗

O–H/S0 CI (Fig. 6.10(a), red arrows). A kinetic fit to
this transient returns a H-atom appearance timescale of ≥ 1 ns, in qualitative agree-
ment with an upper limit of the H tunneling lifetime obtained from calculated 1-D
potentials using a simple BKW model (∼ 10 ns [80]). Upon decreasing the ex-
citation wavelength to 280 > λ > 245 nm no H-atom signal is observed at either
low or high TKER. The origins of this are due to competition with O–CH3 fission
dynamics, which is discussed in more detail below. Decreasing the wavelength fur-
ther (≤ 245 nm) accesses the higher lying 21ππ∗ state, at which point coupling
onto the 1πσ ∗

O–H state is reactivated (Fig. 6.11(b)). At these higher energies the
1πσ ∗

O–H feature shifts to higher TKER (centered at ∼ 10000 cm−1) and is present
by 1 ps, but remains correlated to non-adiabatic dissociation through the 1πσ ∗

O–H/S0
CI. A fit to the signal transient of this feature in Fig. 6.11(b) provides an ultrafast
timescale of τ = 180 ± 30 fs for 1πσ ∗

O–H governed O–H scission, following ini-
tial excitation to 21ππ∗. In combination, these observations flag up a change in the
mechanism for coupling onto the 1πσ ∗

O–H state, relative to the tunneling dynamics
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Fig. 6.11 Representative results from TR-VMI studies of O–H fission at (a) 298 nm and
(b) 238 nm and O–CH3 fission at (c) 238 nm in mequinol. The left column displays velocity map
ion images (�t = 1.2 ns) and time-resolved TKER spectra. Vertical red arrows indicate the pre-
dicted TKERmax for non-adiabatic O–H fission, while the vertical blue arrow shows the predicted
TKERmax value for adiabatic O–CH3 dissociation. The right column presents ion signal transients
for the 1πσ ∗ features. Figure adapted from [80]

at longer wavelengths. After initial excitation to 21ππ∗, population may either cou-
ple directly onto 1πσ ∗

O–H through a CI, or alternatively evolve through a series of
21ππ∗ → 11ππ∗ → 1πσ ∗

O–H couplings. Once on 1πσ ∗
O–H, transfer bond through

the 11ππ∗/1πσ ∗
O–H CI gives rise to non-adiabatic dissociation of the O–H bond

through 1πσ ∗
O–H/S0 CI.

Recent research has demonstrated that 1πσ ∗ dynamics are also active as a chan-
nel for CH3 elimination, along X–CH3 coordinates [85–88]. In mequinol there is
a 1πσ ∗ state localized along its O–CH3 bond (1πσ ∗

O–CH3
) and electronic state po-

tentials along this coordinate are shown in Fig. 6.10(b). Between 298–280 nm, no
1πσ ∗

O–CH3
mediated dynamics are observed. In this wavelength range excited state H

tunneling dynamics dominate, whereas CH3 tunneling under the 11ππ∗/1πσ ∗
O–CH3

is not a kinetically competitive process due to the 15-times larger mass of CH3.
At wavelengths shorter than 280 nm however, dissociation along the 1πσ ∗

O–CH3
surface becomes an open channel, and representative findings from TR-VMI ex-
periments (by REMPI probing CH3 radical photoproducts at 333 nm [89, 90]) in
this pump wavelength regime are displayed in Fig. 6.11(c). Inspection of the time-
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resolved TKER spectra indicate that a 1πσ ∗
O–CH3

feature appears by 1.2 ns (centered

at ∼ 7500 cm−1), although analysis of the energetics for O–CH3 dissociation reveals
that, unlike O–H fission along 1πσ ∗

O–H, CH3 elimination occurs adiabatically with
respect to the 1πσ ∗

O–CH3
/S0 CI (TKERmax for adiabatic O–CH3 fission is indicated

by the vertical blue arrow on the left panel of Fig. 6.11(c)). These adiabatic dynam-
ics generate ground state CH3 radicals in coincidence with para-hydroxyphenoxyl
radicals in their first electronically excited state, HOC6H4O (Ã). This behavior has
been tentatively attributed to a geometric phase effect around the 1πσ ∗

O–CH3
/S0 CI

[80]—[91] provides a broader discussion on such phenomena.
Between 280 > λ > 245 nm 1πσ ∗

O–CH3
driven O–CH3 scission prevails over

any H-atom elimination processes. Unlike the 1πσ ∗
O–H state, the potentials in

Fig. 6.10(b) show that 1πσ ∗
O–CH3

exhibits a quasi-bound well in the vertical Franck-

Condon region (∼ 0.6 eV deep), which arises from strong mixing between a 1π3s
Rydberg state (where the 3s orbital is associated with the O atom on the O–CH3 co-
ordinate) and the 1πσ ∗

O–CH3
valence state (reference [58] provides a general review

of Rydberg-valence mixing). As a result, excitation between 280 > λ > 245 nm in-
duces population directly into the bound 3s Rydberg well of the 1πσ ∗

O–CH3
surface,

localizing electron density onto the O–CH3 moiety, and ultimately causes O–CH3
fission to dominate over H elimination pathways. At λ ≤ 245 nm, excitation to
21ππ∗ occurs and subsequent dynamics along both 1πσ ∗

O–H and 1πσ ∗
O–CH3

surfaces
are active. However, the right panel in Fig. 6.11(c) highlights that O–CH3 fission via
1πσ ∗

O–CH3
occurs on a timescale (τ = 2.5 ± 1.3 ps) an order of magnitude slower

than O–H fission along 1πσ ∗
O–H at these excitation wavelengths, indicating that the

initial coupling processes onto 1πσ ∗
O–CH3

and 1πσ ∗
O–H from 21ππ∗ must be kineti-

cally competitive (both < 180 fs based on the timescale recorded for 1πσ ∗
O–H driven

O–H fission). The timescale differences are thus attributed to the very different to-
pographies of the two 1πσ ∗ states; the purely dissociative profile of 1πσ ∗

O–H enables
ultrafast elimination of H-atoms in a ballistic manner, whereas time is required for
population to evolve out of the quasi-bound well on 1πσ ∗

O–CH3
and adiabatically

advance towards electronically excited HOC6H4O (Ã) radicals, impeding O–CH3
fission dynamics.

These detailed TR-VMI studies of mequinol, together with previous studies
on hydroxyindoles [83, 84] and adenine [82], demonstrate the feasibility of un-
tangling competing 1πσ ∗ mediated dynamics in more complex heteroaromatic
biomolecules. Future prospects include unraveling the role of competing 1πσ ∗
dynamics in dihydroxyindoles (subunits of photostable biological eumelanin co-
polymers [92–94]) and DNA nucleosides.

6.4.5 Outlook

Developing a firmer understanding of 1πσ ∗ mediated dynamics in photoexcited
DNA bases, amino acids and their subunits provides the foundations for extending
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this work to a plethora of more complex systems. One can envisage that future stud-
ies will entail working towards understanding the general role that this seemingly
ubiquitous mechanism plays in the UV photochemistry of larger biomolecules. In
particular, the tantalizing prospects of expanding this field to: (i) probe dynamics
in species such as nucleosides and nucleotides in the gas phase; and (ii) investigate
the dynamics of these bio-molecular building-blocks in solution, will invariably as-
sist in cultivating such knowledge. Progress towards achieving both of these goals
is currently underway. Techniques such as electrospray ionization [95–97], laser
desorption [98–101] and laser-induced acoustic desorption [102], can provide the
means to entrain large biomolecules into the gas phase and by-pass issues such as
thermal decomposition. Likewise, experiments in solution are beginning to show-
case the transference of knowledge attained from gas phase measurements; recent
ultrafast studies on phenol [74] and para-methylthiophenol [74, 103] in the con-
densed phase reveal some distinct parallels with findings from the gas phase, even
though the solvent can, in principle, manipulate 1πσ ∗ mediated behavior. Further-
more, liquid microjets [104–106] offer significant potential for applying highly dif-
ferential gas phase techniques (such as time-resolved photoelectron spectroscopy)
to biomolecules in the condensed phase. These are fertile grounds for new and more
expansive experiments, which will undoubtedly aid in constructing a more global
picture of 1πσ ∗ driven photochemistry in the molecular building-blocks of life.
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Chapter 7
Ultrafast Laser-Induced Processes Described
by Ab Initio Molecular Dynamics
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Abstract This chapter introduces theoretical methods that integrate the equations
of motion of electrons and nuclei in molecules, including all degrees of freedom
and all types of couplings. We are concerned with methods that treat the electronic
motion quantum-mechanically, by expanding the electronic wave function in a rel-
atively small basis of eigenstates of the Hamiltonian, and the nuclear motion classi-
cally, as an ensemble of trajectories each unfolding on a single electronic state at a
given time, but allowing to switch between states. In particular, we focus on a quite
novel method called the SHARC (Surface-Hopping in the Adiabatic Representation
including arbitrary Couplings) scheme. The main novelty of SHARC consists in the
evaluation of the transition probability between electronic states, which is performed
by surface-hopping techniques in the adiabatic representation, essentially treating
on the same footing both non-adiabatic beyond Born-Oppenheimer transitions (in-
tersystem crossing, internal conversion) and laser-induced crossings. The choice of
approximations and representation is particularly useful in evaluating the dynamics
when the laser field or non-adiabatic couplings are strong. In the chapter we show
examples of the performance of the scheme in two scenarios. In the first one, the
dynamics of the system is simulated starting in the electronic excited state assuming
an instantaneous excitation. In the second one, the interaction of the system with
an external laser field is explicitly considered. This approach is necessary when de-
activation occurs during the laser excitation. Moreover, the explicit consideration
of the external field permits the use of quantum control schemes. We consider here
two limiting cases, the impulsive and the adiabatic time-evolution, represented by
two paradigmatic control schemes, the ultrafast pump-dump control and the APLIP
(Adiabatic Passage by Light Induced Potentials) scheme, respectively.
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7.1 Introduction

Progress in monitoring and controlling the dynamics of molecules by means of ultra-
short femtosecond pulses, and particularly photochemical reactions, has been spec-
tacular over the last thirty years [1–16]. Moreover, the advent of strong pulses [17]
has given access to highly excited states of molecules, increasing the complexity of
the competing photochemical and photophysical processes [18–21] and thus mak-
ing difficult to interpret the main mechanisms governing the dynamics based on
simple models. Computational photochemistry is indispensable to unravel photoin-
duced phenomena, since predictions are put forward regarding the paths that are
likely to be followed in a molecule under light irradiation, based on calculated po-
tential energy curves (PES) with the corresponding couplings. However, and de-
spite the inherent difficulties in calculating electronic excited states [22], averaged
kinetic calculations based on the approximate evaluation and counting of the energy
eigenstates of the molecule do not suffice to understand the dynamics driven by ul-
trashort pulses. In order to predict or understand the outcome of experiments, it is
becoming indispensable to solve the time-dependent Schrödinger equation (TDSE)
for all the electronic and nuclear degrees of freedom in the presence of an external
field, beyond the usual Born-Oppenheimer approximation and weak-field pertur-
bation regime. Unfortunately, an “exact” solution of the TDSE is computationally
intractable except for the simplest systems [23]. The key to achieve successful nu-
merical simulations depends then on the nature and extension of the approximations
that are undertaken to solve this equation. Naturally, these approximations will con-
dition the expected dynamics that is subject to the molecular Hamiltonian and the
laser field.

Several methods, such as the multiconfigurational time-dependent Hartree
method (MCTDH) [24], the multiple spawning approach [25–27] and other tech-
niques [28–36] have emerged in the last years to describe multidimensional dynam-
ics. Not all these methods are able to incorporate the laser field into the dynamics,
but many efforts are being made in this direction [37–44]. An alternative to the
full quantum mechanical solution of the TDSE is the use of semiclassical methods.
A particularly extended approach is ab initio molecular dynamics [45–47] (MD),
where an ensemble of independent semiclassical trajectories is used to describe the
nuclear positions while the electronic structure is treated quantum mechanically,
i.e. with ab initio methods. The most accurate version of this method is indeed the
use of ab initio methods, but it is also possible to couple MD with time-dependent
density functional theory (TD-DFT) or even semiempirical methods. Semiclassical
strategies are particularly popular since they allow a complete full dimensional de-
scription of the system under study with by far much less computational effort than
calculating PES and performing wavepacket propagations on them. The electronic
structure calculations in MD are computed on-the-fly. Thus, the cost of such simula-
tions is mainly related to the cost of the level of theory employed for the electronic
structure and of course to the fact that a sufficiently large number of trajectories
is required to obtain reliable quantum yields in the case of competing processes.
In photochemistry, due to non-adiabatic and/or spin-orbit couplings, it is common



7 Ultrafast Laser-Induced Processes Described by Ab Initio Molecular 147

to obtain different branching ratios for competing pathways involving several PES.
In the presence of non-adiabatic phenomena, it is usual to combine MD with the
surface hopping (SH) method [48–50] so that the system is allowed to hop from one
PES to another, as required to describe non-adiabatic photochemistry. Of course,
SH requires the calculation of non-adiabatic coupling (NAC) terms within the given
method, a task which is straightforward within ab initio methods [51] but has been
derived only in the last decade for TD-DFT [52–55]. Several reviews highlight
many of the applications that can be treated with the trajectory SH method [56–58].
In contrast, the use of MD in the presence of spin-orbit couplings is much less ex-
tended [59–62]. Moreover, up to our knowledge, as of 2011, there are no on-the-fly
ab initio MD studies explicitly including both non-adiabatic and spin-orbit cou-
plings in an ab initio framework. This shortcoming is mainly motivated by the fact
that intersystem crossing (ISC) between PES of different multiplicity is typically be-
lieved to occur in a much longer time scale than internal conversion (IC) via conical
intersections. Recent investigations, e.g. in benzene, revealed however that ISC can
compete with IC in an ultrafast time scale [63, 64]. Therefore, it seems mandatory
to have methods which can describe multidimensional dynamics in the presence of
both non-adiabatic and spin-orbit couplings [65]. Additionally, to achieve quanti-
tative agreement with experiments, it is desirable to couple nuclear and electronic
degrees of freedom with an electromagnetic field, so that laser transitions can also
be directly modeled in theory, as they happen in experiment. Some approaches have
been derived to incorporate time-dependent external fields with MD [66–73], but
there is no general scheme able to incorporate all types of couplings (non-adiabatic,
spin-orbit, dipole couplings, etc.) into MD.

In this chapter we present a novel semiclassical scheme to integrate the equations
of motion of electrons and nuclei in molecules, including all degrees of freedom and
all types of couplings, that expands the electronic wave function in a relatively small
basis of eigenstates of the Hamiltonian, and treats the nuclear motion as a classical
trajectory unfolding on a single electronic state. The main novelty in the present
approach consists in the evaluation of the transition probability between electronic
states, which is performed by SH techniques in the adiabatic representation, essen-
tially treating on the same footing both non-adiabatic beyond Born-Oppenheimer
transitions (ISC, IC) and laser-induced crossings. The numerical method is called
Surface-Hopping in the Adiabatic Representation including arbitrary Couplings, ab-
breviated SHARC [74, 75]. As it will be shown later in this chapter, the choice of the
given approximations and representation is particularly advantageous in evaluating
the dynamics when the laser field and NACs are strong.

The rest of this chapter is organized as follows. First, the basic ideas of semiclas-
sical dynamics and in particular SH are explained in detail. SHARC is introduced
and put into the context of the related FISH (Field-Induced SH) [71] method, which
has been successfully used recently to interpret some control experiments [76–79].
In the following sections, the performance of SHARC will be illustrated in two
scenarios depending on the way that the light interaction is considered. In the first
scenario, the dynamics of the system is simulated starting in the electronic excited
state assuming an instantaneous excitation. In the second scenario, the interaction
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of the system with an external laser field is explicitly considered. The latter method-
ology is needed when the deactivation occurs during the laser excitation. Moreover,
the explicit consideration of the external field allows one to use control techniques
by changing the shape of the field. Here, we shall consider two limiting cases, the
impulsive and the adiabatic time-evolution, represented by two paradigmatic con-
trol schemes, the ultrafast pump-dump control and the APLIP (Adiabatic Passage
by Light Induced Potentials) scheme, respectively.

7.2 Methodologies for Ab Initio Molecular Dynamics

7.2.1 Surface Hopping vs. Ehrenfest Dynamics

In this section we shall concentrate on methods that treat the dynamics of the
molecule by a mixed quantum-classical approach. In principle one could decide
which degree of freedom follows which (classical or quantum) equation, but in prac-
tice all nuclear degrees of freedom will be considered classical variables, while all
electronic degrees of freedom will be regarded as quantum operators. This practice
follows the same criteria as the distinction between parameters and operators in the
usual Born-Oppenheimer approximation. Then, the quantum Hamiltonian describ-
ing the quantum part can be identified with the so-called electronic Hamiltonian for
the Nel electrons and Nnuc nuclear system,

Hel =
Nel∑
i

(
− �

2

2me

∇2
i −

Nnuc∑
k

Zke
2

4πε0|�ri − �Rk|
+ 1

2

Nel∑
i �=j

e2

4πε0|�ri − �rj |

)
, (7.1)

where Zk is the nuclear charge of atom k at position �Rk , and �ri are the electron
coordinates; me is the electron mass and ε0 the vacuum permittivity. In Eq. (7.1) the
nuclear positions are regarded as parameters, i.e., they have fixed values when they
operate on the electronic wave function.

Conversely, the classical Hamiltonian, describing the classical part, can be iden-
tified with the nuclear Hamiltonian function

H nuc(R,P) =
Nnuc∑

k

(
1

2Mk

�P 2
k + 1

2

Nnuc∑
l �=k

ZkZle
2

4πε0| �Rk − �Rl |

)
, (7.2)

where �Pk = Mk
�̇Rk is the momentum of nuclei k with mass Mk . Here and in the

following, bold type letters succinctly denote sets of variables over all the particles.
In the potential part, the nuclear Hamiltonian only contains the repulsive Coulomb
potential between each pair of nuclei. To simplify the notation we will include the
nuclear Coulomb potential in the electronic Hamiltonian. Here and in the following,
bold type letters succinctly denote sets of variables over all the particles. Further-
more, when considering molecules under external fields, the electronic Hamiltonian
will incorporate the molecule-radiation coupling interaction.
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The energy of the mixed quantum-classical system can then be written as

Etot = Eel + Enuc = 〈Ψ (r;R)
∣∣Hel
∣∣Ψ (r;R)

〉+ Nnuc∑
k

1

2
Mk

�̇R2
k . (7.3)

The equation of motion for the quantum particles is then

i�
∂Ψ (r, t;R(t))

∂t
= Hel(r;R(t)

)
Ψ
(
r, t;R(t)

)
, (7.4)

while the equation of motion for the classical particles is

Mk
�̈Rk = −∇ �Rk

〈
Ψ
(
r, t;R(t)

)∣∣Hel
∣∣Ψ (r, t;R(t)

)〉
, (7.5)

If Ψ is a stationary (adiabatic) wave function, by the Hellmann-Feynman theorem
one can write,

Mk
�̈Rk = −〈Ψ (r;R(t)

)∣∣∇ �Rk
Hel
∣∣Ψ (r;R(t)

)〉
. (7.6)

In Eq. (7.4), the Hamiltonian is always implicitly time-dependent because of
R(t), while Eqs. (7.5) or (7.6) give mean-field classical trajectories dependent on
the electronic wave function. Together they determine the dynamics of the coupled
electron-nuclear system in a mean-field approximation. This is the basis of the so-
called Ehrenfest method [49, 80].

The main problem of the Ehrenfest method is that the mean-field trajectory fol-
lows an unphysical motion that misrepresents the dynamics in many cases. This
is particularly distressful when transitions between different electronic states are
likely, as it happens in excited states of molecules because of NACs and, as it might
seem unavoidable when considering laser-excited molecules. While quantum me-
chanics deals with probability amplitudes, which may very well be in a superpo-
sition of multiple eigenfunctions of the system that describe different states, the
classical description of the atomic nuclei binds them to one state at a time. An av-
eraged quantum force, such as that given by Eq. (7.6), does not represent in general
the quantum force exerted in each different state. However, when coherence effects
like those induced by strong fields are in place, it is the averaged force, rather than
the gradient of a particular PES, what mostly affects the nuclear motion [19, 81–86].

A different approach, initially proposed by Tully, is SH [48]. In SH one abandons
the idea of trying to find the most representative mean-field trajectory and treats
quantum jumps statistically, using stochastic methods. At each instant of time, the
nuclei move under the force of a single electronic state. However, this state can
be different in different trajectories, and an ensemble of trajectories must be calcu-
lated. On the other hand, Eq. (7.4) still holds for the electrons, because one needs to
evaluate the probabilities of all the possible quantum transitions between the states.
A “reference” electronic wave function is actualized at each time, that is used to cal-
culate the quantum forces that act on the nuclei: Ψ el(r, t;R) → Ψ ref(r, t;R), such
that

Mk
�̈Rk = −〈Ψ ref(r, t;R)

∣∣∇ �Rk
Hel
∣∣Ψ ref(r, t;R)

〉
. (7.7)
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The SH approach imposes a “dual” following of the electron dynamics and a
choice of representation by which one “a priori” decides what is the nature of the
electronic states that will create the most convenient (the most “representative”)
quantum forces. The results will obviously depend on this choice of representation.
In most SH studies, the reference state is a Born-Oppenheimer electronic state. Ex-
panding the electronic wave function on this basis

Ψ el(r, t;R) =
∑
α

cα(t)ψBO
α (r;R), (7.8)

the coefficients c∗
α(t)cα(t) give the probability of finding the system on state α.

Next, one applies an stochastic approach to actualize these probabilities, “collaps-
ing” the electronic wave function on a single reference state. However, the collapse
does not affect the TDSE for the electrons [Eq. (7.4)]. In some approaches, one can
also collapse the electronic wave function that enters into the TDSE after some time
(but not at each instant of time, or the probability to remain in the same state will be
one always!), breaking the unitary evolution [87].

Since the initial state is always well defined, the algorithm calculates the prob-
ability of hopping or jumping to all other possible states, deciding, by a random
choice, whether the system remains in the same state or jumps: Ψ ref(r, t1;R) =
ψBO

β (r;R) → ψBO
α (r;R) = Ψ ref(r, t1 + �t;R). The algorithm most often em-

ployed to calculate the transition probabilities is the Tully’s fewest switches cri-
terion (TFS). In TFS the probability of hopping depends on the instantaneous rate
of change of populations, which depends on the coupling strength, not on the accu-
mulated probability.

In order to evaluate the probability of hopping, we need to calculate how the
quantum amplitudes change in time. Introducing the Born-Oppenheimer expansion
[Eq. (7.8)] on the TDSE [Eq. (7.4)] and projecting on each BO electronic state
〈ψBO

β |, we obtain

ċβ(t) = −
∑
α

[
i

�
Hel

βα + Kβα

]
cα(t), (7.9)

where Hel
βα are the matrix elements of the electronic Hamiltonian, and

Kβα =
〈
ψBO

β

(
r;R(t)

)∣∣∣∣ ∂∂t
ψBO

α

(
r;R(t)

)〉= Ṙ(t) · 〈ψBO
β

(
r;R(t)

)∣∣∇RψBO
α

(
r;R(t)

)〉
(7.10)

is the matrix element responsible of the NACs.
Now, it is possible to calculate the hopping probability from a state β to another

state within �t as stated in [49]. Let us suppose we have a set of NT trajectories,
where Nβ(tn) trajectories will populate state β at time tn:

Nβ(tn) = c∗
β(tn)cβ(tn) · NT . (7.11)

Without loss of generality, the population of state β is decreased by �N =
Nβ(tn)−Nβ(tn+1) to Nβ(tn+1) at a later time tn+1 = tn+�t . The minimum number
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of switches required to go from Nβ(tn) to Nβ(tn+1) is �N hops from state β to any
other state and zero hops from any other state to state β . Therefore, the probability
for a hop out of state β within the time interval [tn; tn+1] is

Pβ→... = �N

Nβ(tn)
= Nβ(tn) − Nβ(tn+1)

Nβ(tn)
= c∗

β(tn)cβ(tn) − c∗
β(tn+1)cβ(tn+1)

c∗
β(tn)cβ(tn)

.

(7.12)
Assuming that we have a sufficiently small time step, we can approximate the

above equation as:

Pβ→... ≈ −
d
dt

(c∗
βcβ)�t

c∗
β(tn)cβ(tn)

, (7.13)

with

d

dt

(
c∗
βcβ

)≈ c∗
β(tn+1)cβ(tn+1) − c∗

β(tn)cβ(tn)

�t
= 2�(c∗

β ċβ

)
, (7.14)

with � being the real part.
Thus, the final formula for calculating the hopping probability from a state β to

any other state within the time step �t is:

Pβ→... =
−2 · �(c∗

β ċβ)

c∗
βcβ

· �t. (7.15)

Including Eq. (7.9) into this formula gives:

Pβ→... =
∑
α

2 · �(c∗
βcα( i

�
Hel

αβ + Kαβ))

c∗
βcβ

· �t. (7.16)

The hopping probability from state β to a specific state α now is defined by
simply removing the sum of the above equation as:

Pβ→α(t) = 2 · �
{
c∗
βcα

[
i

�
Hel

αβ + Kαβ

]}
�t

c∗
βcβ

. (7.17)

7.2.2 Laser-Induced Dynamics: FISH vs. SHARC

Typically, the SH methodology has been used to follow the dynamics of molecules
(or reactants) in electronically excited states, where many non-adiabatic crossings
occur. However, it is also possible to use this approach to simulate laser-induced
dynamics, as in the so-called FISH scheme [71]. The most straightforward approach
is to incorporate the radiation-molecule coupling as a non-diagonal term of Hel,

Hel
βα = V BO

α

(
R(t)
)
δβα − μβα

(
R(t)
)
E(t), (7.18)
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where V BO
α (R(t)) are the Born-Oppenheimer PES, μβα(R(t)) is the transition

dipole moment and E(t) the external field. Equations (7.10) and (7.17) apply exactly
as before. Given a reference state ψBO

α at time t , the nuclear equation of motion will
be

Mk
�̈Rk = −〈ψBO

α (r;R)
∣∣∇ �Rk

Hel
∣∣Ψ BO

α (r;R)
〉
, (7.19)

where explicit time-dependence is omitted. In principle, one could incorporate other
couplings, for instance, the spin-orbit couplings, as additional non-diagonal terms in
Hel. In the current FISH scheme [71], Eqs. (7.9), (7.10), (7.17) and (7.19) determine
the coupled electron-nuclear dynamics.

It has been shown that the choice of Born-Oppenheimer electronic states as the
reference state for the SH quantum force is sufficiently accurate to represent the dy-
namics of systems driven by different laser pulses [71]. However, in this approach
the gradients are evaluated directly in the laser-free potentials, and strong field ef-
fects like the Stark effect cannot be properly described. When the reference state
departs largely from the true electronic wave function, the ensemble of trajectories
needed to statistically reproduce the observed effects hugely raises. As previously
stated, when strong fields act on the molecule, the mean-field trajectory can actually
reproduce quite well the dynamics of the system, particularly in simpler systems.
In the SH approach, this Ehrenfest-like trajectory can be incorporated in a better
reference wave function. This is the basis of the SHARC method [74].

In SHARC, instead of expanding the wave function in the Born-Oppenheimer
basis [Eq. (7.8)], one uses a “fully adiabatic” basis,

Ψ el(r, t;R(t)
)=∑

α

aα(t)ψa
α

(
r, t;R(t)

)
, (7.20)

that serves as a reference state. Notice that in general this reference state will be
explicitly time-dependent. To simplify the notation, we will thereafter neglect the
implicit time-dependence of R(t). This adiabatic basis is chosen to diagonalize the
Hamiltonian in the presence of the additional couplings not included in the Born-
Oppenheimer approximation, such as the spin-orbit and electron-radiation coupling:

ψa
α(r, t;R) =

∑
β

Uαβ(t;R)ψBO
β (r;R). (7.21)

U is the unitary rotation for each nuclear position and instant of time that makes

Ha
βα(t) = 〈ψa

β(r, t;R)
∣∣Hel
∣∣ψa

α(r, t;R)
〉= V a

α (R, t)δβα. (7.22)

In the context of strong laser-molecule interaction, these truly adiabatic poten-
tials, which are explicitly time-dependent, are called light-induced potentials (LIPs)
V a

α (R, t) = V LIP
α (R, t) and exhibit very interesting properties, including bond hard-

ening and bond softening effects [19, 81–86]. In principle, distinct SHARC ap-
proaches could be followed depending on whether the adiabatic basis diagonalizes
the full Hamiltonian at each instant of time, including the laser and spin-orbit cou-
plings, or the laser coupling only.
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In order to collapse the electronic wave function into one and only one reference
state (per trajectory and instant of time), we need to calculate the quantum ampli-
tudes

ȧβ(t) = −
∑
α

[
i

�
Va

αδβα + Ka
βα

]
aα(t) (7.23)

with

Ka
βα = U†

βαKβαUβα + U†
βαU̇βα, (7.24)

where K is the anti-Hermitian matrix responsible for the NAC [Eq. (7.10)] and U
is the unitary matrix responsible for the change of representation, that is, for all
the “non-adiabatic” transitions between the LIPs induced by the field. If the field
envelope is smooth enough, as the field intensity becomes stronger, the second term
in Eq. (7.24) becomes smaller in comparison with the energy difference (splitting)
between the LIPs.

Following exactly the same procedure as before, by the TFS algorithm, one can
decide the probability of remaining in the initial reference state β or hopping to a
different reference state α

P a
β→α(t) = 2 · �

{
a∗
βaα

[
i

�
Ha

αβ + Ka
αβ

]}
�t

a∗
βaβ

. (7.25)

If the reference state is Ψ ref(r, t;R) = ψa
α(r, t;R(t)) then the nuclei will follow the

equation of motion

Mk
�̈Rk = −∇ �Rk

〈
ψa

α

(
r, t;R(t)

)∣∣Ha
∣∣ψa

α

(
r, t;R(t)

)〉
. (7.26)

Equations (7.23) to (7.26) determine the coupled electron-nuclear dynamics in
the SHARC scheme. In the following sections of this chapter we will explore how
this scheme reproduces the results of the dynamics, often comparing the results to
those obtained by fully quantum dynamics (QD) or by the FISH scheme. Here, we
show the dynamics on a very simple test system, in order to understand how FISH
and SHARC imply different ways of following the dynamics. Both approaches are
compared to the exact quantum dynamical approach for reference. As the test sys-
tem, we treat a light-induced transition between two displaced harmonic oscilla-
tors within the rotating wave approximation (RWA), neglecting NACs. The one-
dimensional potentials are defined as

Vg(R) = 1

2
k R2 (7.27)

Ve(R) = 1

2
k (R − Re)

2 + Dge (7.28)

where k = 2 = Re = 2 and Dge = 10 in arbitrary units. Both the reduced mass of
the system and the transition dipole moment are taken as unity, m = μge = 1. The
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electronic Hamiltonian matrix mapped in the Born-Oppenheimer basis ψBO
α (where

α = g/e, for the ground and excited state respectively) is

Hel(R) =
(

Vg(R) − 1
2μgeE(t)

− 1
2μgeE(t) Ve(R) − �ω

)
. (7.29)

Here E(t) is the field envelope and �ω is taken as 13, so that the laser excitation if
off-resonant by a blue-shift of Δ = Dge −�ω = −3 arbitrary units, compensates the
displacements of the potentials and allows efficient excitation at the Franck-Condon
window. The field envelope E(t) is zero in the beginning, raises in a sine-squared
fashion and remains constant after t ∼ 25, see Fig. 7.1a, representing a very strong,
smoothly switched-on, CW laser field.

In FISH, at each nuclear position R(t), we solve the TDSE for the electronic co-
efficients cg(t) and ce(t) using a fourth-order Runge-Kutta method with the Hamil-
tonian given by Eq. (7.29). We use a time-step of 0.0025. Applying Eq. (7.17) we
calculate the probability of hopping and decide by a random algorithm at each in-
stant of time which is the reference state (Vg or Ve), where the analytic gradients are
calculated to integrate the nuclear equation of motion [Eq. (7.19)], using a velocity
Verlet algorithm [88, 89]. To characterize the dynamics, we follow an ensemble of
200 trajectories.

In SHARC, the same approach is followed. However, instead of Eq. (7.29), the
electronic Hamiltonian is first diagonalized, Ha(R) = U†(R)Hel(R)U(R), and the
TDSE is solved for the adiabatic coefficients a+(t) and a−(t) at each instant of time
and thus for a given R(t). Using Eq. (7.25) we evaluate the hopping probability and
the nuclear equation of motion is solved using the gradients of the LIPs V LIP

α (R, t),
where α = +/−. Notice that only when E(t) = 0, the LIPs correlate with the dia-
batic states Vg ←→ V+ and Ve ←→ V−. However, using the unitary transformation

(
a+
a−

)
= U†

(
cg

ce

)
(7.30)

we can always calculate populations Pα = |cα|2, P a
α = |aα|2, in the diabatic or adi-

abatic potentials respectively. In SHARC, we use the same time step and number of
trajectories as in FISH.

The exact quantum dynamical results are obtained by integrating the TDSE with
the nuclear Hamiltonian

Hnuc =
(

T + Vg(R) − 1
2μgeE(t)

− 1
2μgeE(t) T + Ve(R) − �ω

)
, (7.31)

where T = − �
2

2m
∂2

∂R2 is the kinetic energy operator. Here, R is obviously a vari-
able and the equation is only integrated once for a given initial state. The norm of



7 Ultrafast Laser-Induced Processes Described by Ab Initio Molecular 155

Fig. 7.1 Population in the
states + (black/solid) and −
(red/dashed) as calculated
from SHARC (panel (b)), QD
(panel (c)) and FISH (panel
(d)) in the adiabatic
representation. Additionally,
the laser envelope as used in
the RWA is shown in panel
(a) (Color figure online)

the nuclear wave packets φg(R) and φe(R) gives the population in each electronic
state. The TDSE is solved using the split-operator scheme [90–92]. As above, adi-
abatic populations can be calculated with the use of the unitary transformation of
Eq. (7.30).

Figure 7.1 shows the results of the population dynamics obtained with the three
methods mentioned above in the adiabatic representation, where SHARC natu-
rally operates. A clear difference is noticeable between the SHARC and the FISH
method, whereby SHARC gives the same behavior as the exact QD. Given the cho-
sen pulse, the adiabatic population basically remains all the time in the initial LIP.
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Fig. 7.2 Population in the
states g (black/solid) and e

(red/dashed) as calculated
from SHARC (upper panel),
QD (middle panel) and FISH
(lower panel) in the diabatic
representation (Color figure
online)

The gradients of this LIP clearly better represent the electronic force that governs
the nuclear motion. FISH works in the diabatic basis, where many transitions be-
tween the potentials occur and as Fig. 7.1d shows the statistics of 200 trajectories
cannot represent properly the adiabatic populations.

In QD it is usual to work with diabatic states, which, in the absence of NACs
and external fields, naturally coincide with the adiabatic ones. Therefore, in the fol-
lowing sections we will provide only diabatic (or Born-Oppenheimer states) popu-
lations. In Fig. 7.2 we have also displayed the population dynamics in the diabatic
representation as triggered by the field of Fig. 7.1a. As it can be seen, even in the
diabatic representation, natural to the FISH method, there is a difference between
the final ratio of populations predicted by SHARC and FISH, whereby SHARC
agrees almost perfectly with the result of QD. As observed, the differences in the
gradients of the LIPs manifest in the dynamics of the trajectories and any associated
property.

Although FISH and SHARC can give the same results for a number of problems,
the technically different implementation of SH in the SHARC method compared
to the one of FISH proves to be advantageous whenever one uses strong pulses. In
Sect. 7.3 we shall provide a clear example of a strong-field process that SHARC
can deal with successfully. The differences between SHARC and FISH grow as the
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Fig. 7.3 Excitation scheme
and potential energy curves of
the IBr molecule. Population
is transferred from the ground
state potential V1 (black) to
an excited-state potential V2
(red). From there,
dissociation is possible
leading to I + Br. Spin-orbit
coupling opens up another
channel on the potential curve
V3 (grey), resulting in I + Br∗
(Color figure online)

pulse amplitude and duration increases, i.e. as the laser-induced dynamics is more
adiabatic. However we shall see that also in the opposite, impulsive regime, SHARC
gives at least qualitatively correct results.

7.3 Examples of Laser-Free Dynamics

One advantage of the SHARC method over other SH schemes is that it allows to
use SH in problems where the dynamics is influenced by spin-orbit coupling. In
contrast, the original SH formulation will most likely fail in the presence of spin-
orbit coupling because the regarded states are mixed by the spin-orbit interaction
over a wide range in coordinate space. In such a case, a great number of hops would
be necessary to account for the mixing. Such a situation where numerous hops take
place precisely contradicts the underlying idea of the TFS criterion [48], so that the
inclusion of spin-orbit coupling would lead to massive errors. Kinetic couplings—
due to non-adiabatic interactions from states of the same multiplicity—are usually
very localized in the coordinate space and therefore the original SH method works
very satisfactorily.

In the following we will discuss the dissociation dynamics of the IBr molecule
after photoexcitation, since this is a paradigmatic example of a reaction determined
by strong spin-orbit coupling [19, 42, 86, 93, 94]. A photon in the visible regime
can excite IBr from the electronic ground state 11Σ+

0+ to the excited state 13Π0+ .
Spin-orbit coupling with the excited state 13Σ−

0+ leads to two dissociation channels:
I + Br (3P3/2) and I + Br∗ (3P1/2), see Fig. 7.3. The energy difference of these two
channels is only due to spin-orbit coupling, see Ref. [95].

The IBr system serves then as a perfect test case for the SHARC method [74]
because being diatomic the results can be easily compared to exact QD simulations.
For this comparison, we restrict ourselves to the model potentials from Ref. [96].
For systems possessing more degrees of freedom, SHARC can be coupled with elec-
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Fig. 7.4 Population dynamics in the excited states of IBr after excitation with a δ-pulse computed
with the SHARC algorithm (upper panel) and QD (lower panel). After around 65 fs, an avoided
crossing is passed, which gives rise to a branching ratio Q = 72 % of the products in the different
dissociation channels (I + Br in state i = 2 and I + Br∗ in state i = 3) with both simulation types.
The ground state (i = 1; black) is not populated (Color figure online)

tronic calculations computed on-the-fly. In the case of IBr, the QD calculations are
carried out using the split-operator method [90–92] as in the previous section. The
same technique is employed in imaginary time to obtain vibrational eigenstates [97].
From these solutions, Wigner distributions are calculated, which in turn serve to de-
rive the initial conditions for the MD simulations. A time step of 0.002 fs was em-
ployed for both the SHARC and QD simulations. The MD calculations have been
carefully benchmarked by using 500 trajectories. Convergence was obtained already
after 100 trajectories.

In this application, the ground state population of IBr is excited to the excited
state potential V2 (see Fig. 7.3)—situation equivalent to an excitation with a δ-pulse.
Such an scenario does not correspond to a real experiment because lasers have a fi-
nite duration. However, since laser interactions are not commonly integrated in MD
packages, a δ-excitation is the usual approximated way of operating. We shall use
these same conditions in SHARC and QD to investigate whether spin-orbit coupling
is treated correctly within SHARC, decoupled from laser interactions (the latter will
be incorporated explicitly in Sect. 7.4). The resulting population dynamics is de-
picted in Fig. 7.4. Population is initially in the state V2 (I + Br) and after ca 50 fs
starts decaying to V1 (I + Br∗) by virtue of the spin-orbit coupling. A compari-
son of the outcome from MD and QD reveals a very good agreement in the time
evolution of the populations. It is possible to define the branching ratio of the dis-
sociation products as Q = [I+Br∗]

[I+Br]+[I+Br∗] . This branching is equal to 72 % in both
cases, demonstrating the suitability of SHARC to work in the presence of spin-orbit
couplings [74].
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7.4 Examples of Laser-Induced Dynamics

The simulation of laser interactions is not trivial within the SH scheme. Although
the first developments date back to the 1990s [66–68], few applications can be found
in the literature until very recently. New implementations [70–72, 74] now make it
possible to fulfill a long-time dream: Unraveling ultrafast laser-modulated molecular
processes including all internal degrees of freedom.

When considering laser interactions, two extreme cases can be defined: The im-
pulsive regime and the adiabatic regime. An ultrafast photoexcitation is referred to
as impulsive if its time scale is short compared with a considered molecular event
e.g. a vibrational period (τlaser < τvib) [98]. A pictorial description is that the os-
cillator is kicked on a time scale shorter than its response time. In contrast, the
oscillator can accommodate itself slowly to the perturbation of the laser in the adi-
abatic limit. In this case, the time scale of the electromagnetic interaction is long
compared to the vibrational period (τlaser > τvib). In some cases, not the time scale
of the whole interaction but the time that is needed to switch on the laser—until the
maximum intensity is reached—is classified under the above criteria.

In the following, we present some examples of ab initio MD simulations employ-
ing SHARC which are attributed to the two categories just described.

7.4.1 Impulsive Regime

As a first scenario, we shall use SHARC to treat spin-orbit and strong laser-field
induced couplings at the same time. As in Sect. 7.3, we use the IBr molecule as a
model system and QD calculations for comparison. However, we now incorporate
all laser interactions explicitly in the simulations. As an extension to the model pre-
sented above, we shall also exert control on IBr via the non-resonant dynamic Stark
effect (NRDSE), as originally implemented experimentally by Sussman et al. [19].
The Stark effect is produced when an electric field energetically shifts the poten-
tials of a molecule. If the field is time dependent, the process is called dynamic
Stark effect [99]. Especially interesting for control is the NRDSE case mentioned
above when the frequency of the time-dependent electric field does not induce a
one-photon transition but only induces potential shifts. Therefore, the effect is fre-
quently described as a photonic catalysis [19, 42, 81–83, 86]. In order to influence
the potentials significantly, the field strength is chosen as intermediate, compared to
strong fields which would ionize the molecule, or weak fields which would intro-
duce only a small perturbation.

In IBr, the control field is able to change the ratio Q (see Sect. 7.3) between the
possible dissociation products after photoexcitation. The latter is induced by a first
excitation pulse Ee(t). The subsequent dynamics is then influenced by an infrared
control pulse Ec(t). We extend the model employed in Sect. 7.3 by using realistic
polarizabilites α and dipole moments μ as given in Ref. [95].

The excitation pulse has a wavelength of 493.4 nm, a full width at half max-
imum of the Gaussian-shaped envelope of 50 fs and an intensity of 10 TW/cm2.
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Fig. 7.5 Time-dependent populations as modeled by SHARC (left panels) or QD (right panels). In
the lower panels, the dynamics is influenced by a control laser via the NRDSE while the unchanged
dynamics is presented in the upper panels for comparison. The employed laser fields are overlaid
in each panel (Color figure online)

The wavelength of the control laser is 1.73 µm, similar to the experiment [19], a
full width at half maximum of the Gaussian-shaped envelope of 150 fs, an inten-
sity of 10 TW/cm2, and the delay �τ between the pulses is set to 90 fs. A time
step of 0.001 fs was used to propagate 500 trajectories or the quantum wave packet,
respectively. Further computational details can be found in Ref. [86].

Figure 7.5 shows the dynamics induced by SHARC and with QD. As it can be
seen, the populations obtained with SHARC are almost identical to those obtained
with the exact QD in this complex control scenario. In the presence of the excitation
field (upper panel), 26 % of the population is transferred from the ground state to
the excited states according to SHARC, in agreement to 28 % according to QD. The
branching ratio Q is given as 70 % by SHARC and 73 % by QD. When the control
laser is added to the system (bottom panel), 22 % of the population is excited both
in SHARC and in QD. The branching ratio Q is decreased to 59 % by the control
field in the SHARC simulations, in agreement with the value of 65 % from QD.

The decrease in the ratio Q induced by the control field can be understood from
the mean time-dependent momentum, presented in Fig. 7.6. The momentum is de-
creased by the control pulse compared to the case without control. The lower ratio
Q can then by rationalized analogous to Landau-Zener theory where the change of

an adiabatic potential is proportional to e− 1
v , v being the velocity along the con-

sidered coordinate [100, 101]. Again, in this case the agreement of the momentum
calculated with SHARC and QD is excellent.

So far, we have focused on excited states. Now, we want to turn our attention to
the ground state. In order to look at the full picture of NRDSE control in IBr, we plot
the probability density ρ in the different states in Fig. 7.7. At a distance of R ≈ 3.8 Å
and approximately 90 fs, population is dumped to the ground state, where it starts
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Fig. 7.6 Mean time-dependent momentum in the excited states. Red curves correspond to V2 and
grey curves to V3. The dynamics without control field (solid lines) is compared to the one with a
time delay of �τ = 90 fs (dashed lines) between excitation and control pulse for SHARC and QD
(Color figure online)

Fig. 7.7 Probability density for a time delay of 90 fs between excitation and control pulse. Results
from SHARC are shown on the top, output from QD on the bottom. The respective panel on the
left shows the total probability density and the panels on the right show the fractions of the same
density belonging to the adiabatic states j as indicated. Adapted from Ref. [86] (Color figure
online)

oscillating. The energy difference between V2 and the ground state corresponds to
the control laser frequency in this region. Hence, the control laser may still induce
resonant transitions, although it is thought to be non-resonant in NRDSE control.
This dump process as well as all other effects are nicely reproduced in the SHARC
simulations, see Fig. 7.7.
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Table 7.1 Fitting parameters
employed in the construction
of the model

V = De[1 − exp(−α(R − R0)
2)] + V0

V1 V2 V3

α (103 a−2
0 ) 0.5937 0.4053 0.4698

De (103 Hartree) 27.0664 35.7438 24.1634

R0 (a0) 5.8250 6.8691 6.7426

V0 (Hartree) 0.0000 0.0665 0.1167

μ = a0 + a1 · R + a2 · R2 + a3 · R3 + · · ·
μ12 μ23

a0 3.018 100.276

a1 −0.706 −99.8748

a2 0.309 40.0344

a3 −0.0393 −8.531

a4 0.00202 1.061

In summary: the previous examples show that molecular dynamics influenced by
relatively strong fields is possible within the SHARC method. In the next section,
we shall focus on the adiabatic regime for the time scale of the pulses.

7.4.2 Adiabatic Regime

In this section we explore how efficiently the semiclassical methods simulate the
dynamics under the influence of strong laser pulses in the adiabatic regime. As an
example, we shall simulate the APLIP (Adiabatic Passage by Light-Induced Po-
tentials) process in Na2 [102–105], comparing the results of FISH, SHARC and
quantum dynamics.

Since the model is one-dimensional, again in this case it suffices to provide po-
tential energy curves and the dipole moments in advance and run the dynamics on
the given potentials. The potentials employed in the model are the electronic states
1Σg(3s), 1Σu(3p) and 1Σg(4s) of the Na2 molecule, (named V1, V2 and V3 here-
after). These as well as the dipole moments are taken from Ref. [103] and fitted to
Morse oscillators, in the case of the potentials, and polynomial expansions, in the
case of the transition dipoles. Table 7.1 collects the parameters used in the fitting.

The APLIP scheme is a two-photon absorption process, where two laser pulses
with frequencies ω1 and ω2 partially overlapping in time are employed. Originally,
only one pathway was considered in the APLIP scheme, the so-called counter-
intuitive pathway (proposed by Garraway and coworkers [102]), where the laser
closer to the resonant transition between V2 and V3, E2(t) must be switched on
ahead of the laser closer to the transition between V1 and V2, E1(t). Additionally,
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APLIP requires that the frequency of the first laser, ω1, is shifted to the blue of
the Franck-Condon transition. This shift must be compensated by the second fre-
quency ω2, so that the initial and target potentials, V1 and V3, are in two-photon
resonance. In the simulations presented here we have chosen ω1 = 0.981 eV and
ω2 = 2.192 eV. The APLIP scheme can be understood in the dressed state picture
using only this pathway as follows (see Fig. 7.8a): the first laser pulse, with fre-
quency ω1, induces an electronic repulsion between the potentials V2 − �ω2 and
V3 − �(ω1 + ω2) modifying the target potential V3 − �(ω1 + ω2). Then, the second
pulse, with frequency ω2, induces a second Stark shift between the potentials V1 and
V2 − �ω2, modifying the initial potential V1. During the time both pulses overlap
the barrier between the V1 and V3 − �(ω1 + ω2) in the LIP is removed and then a
slow displacement from the well corresponding to V1 to the well corresponding to
V3 − �(ω1 + ω2) is possible, accounting for a very robust and selective population
transfer. This is the standard APLIP mechanism proposed by Garraway and cowork-
ers [102]. However, a second two-photon resonant process cannot be neglected in
this case. For this set of potentials the second pathway describes a “red-detuning”
intuitive pulse sequence that also leads to an effective APLIP process [104, 105].
Here, we consider the effect of both pathways in the dynamics, by constructing the
Hamiltonian matrix in the Floquet picture as:

Hel =

⎛
⎜⎜⎜⎜⎝

V1 0 −μ12E1/2 −μ12E2/2

0 V3 − �(ω1 + ω2) −μ23E2/2 −μ23E1/2

−μ21E1/2 −μ32E2/2 V2 − �ω2 0

−μ21E2/2 −μ32E1/2 0 V2 − �ω1

⎞
⎟⎟⎟⎟⎠ (7.32)

where μij is the transition dipole moment between electronic states i and j . The en-
velopes in time domain of the laser pulses are chosen of the form cosh−2((t − t0)/τ),
centered at t0 and with width τ in all simulations. Note that the first three rows and
columns describe the blue-detunning pathway while the last column/row takes into
account the red-detunning alternative. The potentials included in this Hamiltonian
are shown in Fig. 7.8a.

As explained before, the success of the APLIP control scheme, and in general of
adiabatic control schemes, relies on the nuclear wave function remaining in a single
LIP and, for high selectivity, following in a quasi-static way the time-dependent
structural changes of the LIP. Thus, it is necessary that the semiclassical dynamics
follows the dynamics of LIPs, which is exactly the idea underlying the SHARC
methodology [74, 85, 86]. As an example, Fig. 7.8b shows the time evolution of
a particular trajectory in SHARC on top of the LIPs. This trajectory was created
with zero momentum in the minimum of the potential V1 (the most likely situation
in the Wigner distribution) using the Hamiltonian of Eq. (7.32) and the following
laser parameters: τ = 5.5 ps, �τ = 4.5 ps and E1 = E2 = 0.006 e/a2

0. Due to the
electric field interaction, the molecule adapts to the minimum of the LIP and evolves
following the light-induced gradients. In this special case, with almost no kinetic
energy, the internuclear distance and the energy of the trajectory gives directly the
position of the LIP equilibrium geometry and its energy.
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Fig. 7.8 APLIP scheme simulated with ab initio molecular dynamics, adapted from Ref. [85].
(a) The employed four potential model in the Floquet representation (as presented in Eq. (7.32))
fitted from the electronic states: 1Σg(3s) (black line), 1Σu(3p) (red lines, dressed with photons
of frequency ω1 and ω2) and 1Σg(4s) (blue line, dressed with the sum of ω1 and ω2 photons).
(b) Time evolution of the Light Induced Potentials (LIPs) during the APLIP scheme (color map)
and the position of a trajectory propagated using the SHARC method (see text). (c) Time evolution
of the swarm of trajectories when they are propagated with SHARC. (d) Time evolution of the
swarm of trajectories when they are propagated with FISH (Color figure online)

In order to mimic the behaviour of a vibrational quantum distribution, the evolu-
tion of the swarm of trajectories is shown in Fig. 7.8c and d. In case of Fig. 7.8c, the
simulation of the dynamics using the SHARC method shows perfect adiabatic evo-
lution of all the trajectories in the LIPs (see Fig. 7.8b) as expected in this adiabatic
control scheme. However, if the reference electronic states are not adiabatic, that is,
if Hel [Eq. (7.32)] is not diagonalized to calculate the LIPs (panel d), the trajecto-
ries follow the gradients of the diabatic (molecular) potentials. Then the ab initio
MD method does not account directly for the laser-induced changes of the potential
gradients and, as a consequence, the dynamics is not described correctly.

The failure of the FISH method can be attributed to the huge number of jumps
that are induced by the field. However, not the whole population transferred from
V1 to V2 is subsequently transferred from V2 to V3, as it would be expected in a
correct simulation of the APLIP scheme. As a consequence, the net population of
V2 should remain close to zero at all times, which is not the case within the FISH
simulation. In contrast, in the SHARC method the dynamics is correctly described
because there are no jumps between the LIPs.

7.5 Summary and Prospect

In this chapter we have introduced the so-called SHARC scheme, in which we for-
mulated the concept of ab initio molecular dynamics in the adiabatic representation,
allowing to include non-adiabatic, spin-orbit, and laser-coupling interactions on the
same footing. In this way, we have seen through different model examples that the
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classical trajectories of the nuclei describe the most relevant features observed in
quantum dynamical calculations subjected to laser fields, also strong ones. Without
large statistical sampling the dynamics of the internuclear distance follows the av-
erage position of the wave packet. Additionally, the nuclei gain little kinetic energy
during the dynamics and, although the method is classical and cannot reproduce
the zero vibrational quantum energy, the final average vibrational energy only dif-
fers slightly from the quantum value. More importantly, SHARC can consistently
reproduce the effects of non-adiabatic processes as the duration of the laser fields
becomes smaller and the nuclei gain some extra vibrational energy.

In the presence of strong fields, the observed dynamics is equivalent to the Ehren-
fest dynamics, although in the SHARC scheme, SH dynamics is included, allow-
ing jumps between the different LIPs close to degeneration points. Moreover, the
SHARC formalism recalculates the K matrix in the LIPs, by considering that the
LIP is a combination of several “bare” potentials. In contrast, in the related FISH
methodology [71] in which, with respect to the laser couplings, a diabatic repre-
sentation is employed, the constant “hops” between the states (recall Figs. 7.1d and
7.8d) cannot correct the strong deviations of the dynamics from that given by the
“bare” electronic gradients, even with high statistical sampling. The same behavior
is expected whenever large Stark effects and laser-induced potential shaping affects
the dynamics.

On the contrary, we expect that whenever the strong-field drives the dynamics
of molecules with negligible ionization, and particularly if the time-variation of the
field is slow enough that the nuclei respond to the average electronic forces, the
SHARC scheme will be able to reproduce the results of fully quantum treatments,
with the benefit of allowing for the calculation of the dynamics in many dimensions,
as it is required for polyatomic molecules. More work along these lines, including
the effects of rotation, alignment, and the influence of strong fields in systems gov-
erned by conical intersections is in prospect.

Acknowledgements This work is financed by the Deutsche Forschungsgemeinschaft (DFG)
within the project GO 1059/6-1, by the German Federal Ministry of Education and Research
within the research initiative PhoNa, the Dirección General de Investigación of Spain under Project
No. CTQ2012-36184, a Juan de la Cierva contract, and the European COST Action CM0702.

References

1. S.A. Rice, M. Zhao, Optical Control of Molecular Dynamics (Wiley, New York, 2000)
2. M. Shapiro, P. Brumer, Principles of Quantum Control of Molecular Processes (Wiley, New

York, 2003)
3. L. Wöste, J. Manz (eds.), Femtosecond Chemistry, Vols. I, II (VCH, Weinheim, 1995)
4. B. Whitaker (ed.), Femtosecond Chemistry, Vols. I, II (Cambridge University Press, Cam-

bridge, 2003)
5. V. Sundström (ed.), Femtochemistry and Femtobiology: Ultrafast Reaction Dynamics at

Atomic-Scale Resolution (Imperial College Press, London, 1996)
6. F.C.D. Schryver, S. DeFeyter, G. Schweitzer (eds.), Femtochemistry (Wiley-VCH, Wein-

heim, 2001)



166 L. González et al.

7. M. Martin, J.T. Hynes (eds.), Femtochemistry and Femtobiology: Ultrafast Events in Molec-
ular Science (Elsevier, Oxford, 2004)

8. A. Douhal, J. Santamaria (eds.), Femtochemistry and Femtobiology (World Scientific, Singa-
pore, 2002)

9. W. Domcke, D.R. Yarkony, H. Köppel (eds.), Conical Intersections: Electronic Structure,
Dynamics and Spectroscopy (World Scientific, Singapore, 2004)

10. M. Chergui (ed.), Femtochemistry—Ultrafast Chemical and Physical Processes in Molecular
Systems (World Scientific, Singapore, 1996)

11. A.H. Zewail, Femtochemistry, Vols. I, II (World Scientific, Singapore, 1994)
12. A.H. Zewail, Femtochemistry: atomic-scale dynamics of the chemical bond. J. Phys. Chem.

104, 5660–5694 (2000)
13. A. Assion, T. Baumert, M. Bergt, T. Brixner, V. Seyfried, M. Strehle, G. Gerber, Control of

chemical reactions by feedback-optimized phase-shaped femtosecond laser pulses. Science
282, 919–922 (1998)

14. C. Daniel, J. Full, L. González, C. Lupulescu, J. Manz, A. Merli, Štefan Vajda, L. Wöste,
Deciphering the reaction dynamics underlying optimal control laser fields. Science 299, 536–
539 (2003)

15. M. Dantus, Ultrafast four-wave mixing in the gas phase. Annu. Rev. Phys. Chem. 52, 639–
679 (2001)

16. I.V. Hertel, W. Radloff, Ultrafast dynamics in isolated molecules and molecular clusters. Rep.
Prog. Phys. 69, 1897–2003 (2006)

17. A.D. Bandrauk (ed.), Molecules in Laser Fields (Marcel Dekker, New York, 1994)
18. R.J. Levis, G.M. Menkir, H. Rabitz, Selective bond dissociation and rearrangement with

optimally tailored, Strong-field laser pulses. Science 292, 709–713 (2001)
19. B.J. Sussman, D. Townsend, M.Y. Ivanov, A. Stolow, Dynamic Stark control of photochem-

ical processes. Science 314, 278–281 (2006)
20. O. Smirnova, S. Patchkovskii, Y. Mairesse, N. Dudovich, M.Y. Ivanov, Strong-field control

and spectroscopy of attosecond electron-hole dynamics in molecules. Proc. Natl. Acad. Sci.
USA 106, 16556–16561 (2009)

21. K. Yamanouchi, The next frontier. Science 295, 1659–1660 (2002)
22. L. González, D. Escudero, L. Serrano-Andrés, Progress and challenges in the calculation of

electronic excited states. Comput. Phys. Commun. 13, 28–51 (2012)
23. F. Martín, J. Fernández, T. Havermeier, L. Foucar, T. Weber, K. Kreidi, M. Schöffler, L.

Schmidt, T. Jahnke, O. Jagutzki, A. Czasch, E.P. Benis, T. Osipov, A.L. Landers, A. Belka-
cem, M.H. Prior, H. Schmidt-Böcking, C.L. Cocke, R. Dörner, Single photon-induced sym-
metry breaking of H2 dissociation. Science 315, 629–633 (2007)

24. H.-D. Meyer, F. Gatti, G.A. Worth (eds.), Multidimensional Quantum Dynamics (Wiley,
Weinheim, 2009)

25. M. Ben-Nun, J. Quenneville, T.J. Martinez, Ab initio multiple spawning: photochemistry
from first principles quantum molecular dynamics. J. Phys. Chem. A 104, 5161 (2000)

26. M. Ben-Nun, T.J. Martínez, Ab Initio Quantum Molecular Dynamics (Wiley, New York,
2002), pp. 439–512

27. A.M. Virshup, C. Punwong, T.V. Pogorelov, B.A. Lindquist, C. Ko, T.J. Martínez, Pho-
todynamics in complex environments: ab initio multiple spawning quantum Mechani-
cal/Molecular mechanical dynamics. J. Phys. Chem. B 113, 3280–3291 (2009)

28. G.A. Worth, M.A. Robb, I. Burghardt, A novel algorithm for non-adiabatic direct dynamics
using variational Gaussian wavepackets. Faraday Discuss. 127, 307–323 (2004)

29. V.A. Rassolov, S. Garashchuk, Semiclassical nonadiabatic dynamics with quantum trajecto-
ries. Phys. Rev. A 71, 032511 (2005)

30. J. Li, C. Woywod, V. Vallet, C. Meier, Investigation of the dynamics of two coupled oscilla-
tors with mixed quantum-classical methods. J. Chem. Phys. 124, 184105 (2006)

31. R. Spezia, I. Burghardt, J.T. Hynes, Conical intersections in solution: non-equilibrium versus
equilibrium solvation. Mol. Phys. 104, 903–914 (2006)



7 Ultrafast Laser-Induced Processes Described by Ab Initio Molecular 167

32. B. Lasorne, M.A. Robb, G.A. Worth, Direct quantum dynamics using variational multi-
configuration Gaussian wavepackets. Implementation details and test case. Phys. Chem.
Chem. Phys. 9, 3210–3227 (2007)

33. T. Yonehara, S. Takahashi, K. Takatsuka, Non-Born–Oppenheimer electronic and nuclear
wavepacket dynamics. J. Chem. Phys. 130, 214113 (2009)

34. T. Yonehara, K. Takatsuka, Non-Born–Oppenheimer quantum chemistry on the fly with con-
tinuous path branching due to nonadiabatic and intense optical interactions. J. Chem. Phys.
132, 244102 (2010)

35. G. Granucci, M. Persico, A. Zoccante, Including quantum decoherence in surface hopping.
J. Chem. Phys. 133, 134111 (2010)

36. B.F.E. Curchod, I. Tavernelli, U. Rothlisberger, Trajectory-based solution of the nonadiabatic
quantum dynamics equations: an on-the-fly approach for molecular dynamics simulations.
Phys. Chem. Chem. Phys. 13, 3231–3236 (2011)

37. J. Caillat, J. Zanghellini, M. Kitzler, O. Koch, W. Kreuzer, A. Scrinzi, Correlated multi-
electron systems in strong laser fields: a multiconfiguration time-dependent Hartree-Fock
approach. Phys. Rev. A 71, 012712 (2005)

38. T. Yonehara, K. Takatsuka, Nonadiabatic electron wavepacket dynamics of molecules in an
intense optical field: an ab initio electronic state study. J. Chem. Phys. 128, 154104 (2008)

39. J. Kim, H. Tao, J.L. White, V.S. Petrović, T.J. Martinez, P.H. Bucksbaum, Control of
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Chapter 8
Ultrafast Ionization and Fragmentation:
From Small Molecules to Proteomic Analysis

Marcos Dantus and Christine L. Kalcic

Abstract Proteomic analysis offers great diagnostic relevance, because unlike
DNA, different cells in an organism express different proteins. In fact, the cellu-
lar proteome can vary as a function of time or in response to stimuli. Beyond amino
acid sequence, protein function depends on chemical modifications known as post-
translational modifications (PTMs) that serve as “switches” and “signals” that acti-
vate or inhibit vital functions. Despite advances in mass spectrometry, which have
led to the development of fully automated protein sequencing instruments, the map-
ping of PTMs remains a challenge. The interaction of intense near-infrared fem-
tosecond laser pulses with isolated molecules or ions leads to the creation of radical-
ion species through an ultrafast process known as tunnel ionization. The resulting
unstable ions fragment according to predictable dissociation pathways. Progress an-
alyzing and controlling the fundamental processes taking place during photoioniza-
tion and fragmentation of small polyatomic molecules has led to the development of
femtosecond laser-induced ionization/dissociation (fs-LID) for proteomic analysis.
Fs-LID has been proven effective for the mapping of phosphorylation sites as well
as other PTMs along the peptide backbone. The fundamental steps involved in fs-
LID, which permits cleavage of strong bonds while leaving chemically labile bonds
intact, are discussed. Numerous examples are given to illustrate this exciting new
ion activation method, and potential applications are identified.

8.1 Ultrafast Field Ionization and Its Application to Analytical
Chemistry

The utility of ultrafast photoionization in analytical chemistry stems from the mech-
anism by which energy is deposited into the population of molecules or ions be-
ing studied. While IR laser excitation is comparable to a slow-heating method, and
UV laser excitation relies on resonant photon absorption, the femtosecond laser can
cause ultrafast electron loss (oxidation) through a process known as tunnel ion-
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Fig. 8.1 [5] Tunnel Ionization of Tyrosine. When an ultrafast laser pulse passes by the target
molecule or ion in the gas phase, the intense electric field deforms the potential felt by electrons
within the molecule. As a result, the electron that is most polarizable is able to escape, leaving
behind a photoionized radical site

ization [1]. Tunnel ionization is achieved when an electron, pulled by the electric
field of the laser pulse, acquires sufficient energy to overcome its binding energy
within a single optical cycle. This process is illustrated in Fig. 8.1. For an excita-
tion wavelength near 800 nm, tunnel ionization requires a peak power density of
1014 W/cm2 and pulse duration shorter than 35 fs. These estimates are based upon
reported ionization thresholds for small molecules in an intense laser field, and have
been generalized for larger molecules [2–4].

Lasers, especially those with UV and VUV wavelengths, have been used to
induce bond photodissociation. Unfortunately, the most accessible chromophores
present in biomolecules have a wide range of absorption maxima, as illustrated
in Fig. 8.2. Therefore, wavelength tuning is typically necessary to optimize the
photofragmentation process of different analytes. Unlike conventional photodisso-
ciation, tunnel ionization relies only on the presence of a polarizable electron, not
a specific chromophore. In this sense, under tunneling ionization conditions, the
femtosecond laser can serve as a universal excitation source.

Laser induced ionization has been a powerful method for studying the spec-
troscopy of weakly fluorescent molecules. When carried out with nanosecond laser
pulses, ionization takes place through intermediate states that are resonant with the
laser pulse energy. Given that most organic compounds have an ionization potential
near 9 eV, ionization typically requires three UV photons. Such spectroscopic mea-
surements are typically referred to as 2 + 1 resonantly enhanced multiphoton pro-
cesses (REMPI). The use of short (< 100 fs) pulses with near-IR wavelengths opens
a new path for ionization that is less dependent on resonance excitation of intermedi-
ate states. The transition from multiphoton ionization (MPI) to tunneling ionization
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Fig. 8.2 The absorption maxima for several chromophores are plotted and grouped by classes of
biomolecules. Note that larger pigments like chlorophyll have broad absorption spectra, and only
the maxima are indicated in this figure

in atoms was studied by Mevel et al. who observed that distinct MPI features in
the photoelectron spectra (separated by the photon energy hv) gradually disappear
as tunneling ionization becomes dominant [6]. Similar work on large polyatomic
molecules (benzene, naphthalene and anthracene), revealed broad featureless photo-
electron spectra stretching up to 25 eV [7]. The larger the molecule, the smoother the
spectrum, indicating that tunneling ionization is the dominant mechanism for above
threshold ionization. The conditions of that study were 1013 W/cm2, 780 nm, 170 fs.
Based on those observations, the conditions of our experiments (larger molecules
and much shorter pulses) place our approach in the tunneling ionization regime.
Tunnel ionization is advantageous for analytical applications because it removes the
need for wavelength tuning. Furthermore, as will be shown, tunnel ionization leads
to ultrafast photodissociation processes that occur on a timescale faster than energy
randomization. Therefore, tunnel ionization offers the ability to cleave strong bonds
while leaving weaker bonds intact.

8.2 Mass Spectrometry Coupled to an Ultrafast Laser Source

8.2.1 Introduction

With the utility of soft ionization methods such as matrix-assisted laser desorp-
tion/ionization (MALDI) and electrospray ionization (ESI) which yield intact pseu-
domolecular ions [8, 9], tandem mass spectrometry is a robust tool for studying
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molecular structure in the gas phase. The high-throughput capabilities are routinely
used in the field of proteomics to efficiently analyze thousands of peptides. A typi-
cal MS/MS experiment first isolates the precursor ion population using a magnetic
or electric field, and then activates this ion population to cause dissociation. The re-
sulting product ions are recorded as the MS/MS spectrum [10]. A variety of ion ac-
tivation methods can be employed, causing dissociation of the precursor ions along
different pathways and leading to complementary MS/MS spectra [11]. These tan-
dem mass spectra can be analyzed by hand or electronically using algorithms to
map out the most likely structure of the original precursor ion. An ion activation
method capable of breaking many different bonds within a molecule is desirable
because the corresponding MS/MS spectrum will be more “information rich.” In
other words, it will contain a greater number of overlapping product ions that can
be used to assign a more complete precursor structure with higher confidence. An
ion activation method is suitable for peptide samples if it can generate sufficient
product ions for unambiguous sequencing and mapping of structural modifications
[12]. This structure determination can become problematic if certain regions in a
peptide resist fragmentation, or if weakly bound peptide modifications dissociate
preferentially to other bonds along the peptide backbone. In order to find a solution
to these challenges, there is great interest in the development and characterization
of new ion activation methods. Each method serves as an additional tool for tandem
mass spectrometry experiments.

Given the expertise of our research group in ultrafast laser science and pulse
shaping, the development of an ion activation method that utilized Femtosecond
laser irradiation seemed fitting. The coupling of tandem mass spectrometry with a
femtosecond laser was especially promising given developments in the field of fem-
tosecond photoionization. In 1980, Zewail commented that the use of sufficiently
short pulses would allow one to beat the timescale of energy redistribution, which
typically takes place in tens of picoseconds [13]. As a result, a handful of research
groups turned their focus to new experiments in laser control. The application of
femtosecond lasers to study photodissociation processes in real time [14] led to the
observation that bond dissociation can take place on a timescale of ∼200 fs, which is
two or three orders of magnitude faster than energy redistribution within a molecule.
The optimization of laser fields to control chemical reactions and therefore the ob-
served fragmentation patterns was proposed by Tannor and Rice [15]. Brumer and
Shapiro realized that coherent light from the laser would cause interference between
particular photochemical pathways, opening an attractive means for laser control of
chemistry with nanosecond lasers [16]. The concept of creating a molecular wave
packet that could be followed in time to cause selective chemistry by two or more
carefully timed pulses was outlined by Rice, Kosloff and Tannor [17]. By the 1990’s,
scientists began to modify femtosecond laser pulses by adding linear chirp, first to
control wave packet motion [18], and then to control the yield of chemical reactions
[19].

The experimental work on adaptive quantum control was reviewed by Brixner
and Gerber in 2003 [20]. Our group published a comprehensive review of modern
(1997–2005) experimental results on coherent laser control of physicochemical pro-
cesses [21]. The combination of shaped femtosecond pulses with mass spectrometry
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(MS) has been hailed as the most promising technology for laser control of chem-
ical reactions. However, despite all of the high hopes, there are only a handful of
groups across the world that have conducted these types of experiments. The pio-
neers in this field are Gustav Gerber, who published a series of papers in 1998–2003
[22–26], Robert Levis and Hershel Rabitz [27–29], Ludger Wöste [30, 31], Thomas
Weinacht [32–37], and Robert Jones [38]. All of their experiments are based on a
closed-loop approach using learning algorithms to control the laser fields with feed-
back from the experimental signal [39]. A different strategy that has worked well
on diatomic molecules is to exploit the influence of the laser field on the potential
energy surfaces, through the dynamic Stark shift [40, 41]. Our group has followed
a different approach, often called open-loop, in which sets of differently shaped but
predefined pulses are evaluated for their ability to control chemistry [42–46].

In 2008, we published an article that reviewed the latest work in which shaped
near-IR pulses were used to control molecular fragmentation [2]. In that work, we
studied the laser fragmentation of 16 different molecules as a function of differ-
ent phase functions, including linear chirp. We found that for several molecules the
relative yield of certain fragment ions could be changed by almost two orders of
magnitude. Interestingly, we found that linear chirping of the laser pulses was suffi-
cient to cause these large changes. In those experiments, we found that vibrational
coherence seemed to play a relatively small role (less than 30 % change in fragment
abundance) while the pulse duration could change some fragment abundances by an
order of magnitude. This observation led us to the conclusion that near-IR femtosec-
ond laser pulses could play a very important role in the development of powerful
analytical methods; however, the reproducibility of the results would depend on the
implementation of methods to ensure that the pulse duration (< 40 fs) would always
be the same. This goal became possible with the development of automated pulse
compression by multiphoton intrapulse interference phase scan (MIIPS) [47, 48].

The combination of ultra-short intense femtosecond pulses with an ion-trap
mass spectrometer led to the development of femtosecond laser-induced ioniza-
tion/dissociation (fs-LID) by the Dantus and Reid groups [49]. By coupling ultrafast
near-IR laser pulses with the MSn capability of an ion trap mass spectrometer, ex-
tensive dissociation of peptides is achieved. The fs-LID instrumentation and method
were first described in 2009, and the fs-LID spectra of four singly, doubly, and triply
protonated peptides allowed for complete sequence determination [49]. We’ve found
that, in positive ion mode, fs-LID is most efficient for singly protonated precursor
ions, which is consistent with the estimate that ionization energy of peptides in-
creases approximately 1.1 eV with each additional positive charge [50]. Fs-LID
is also useful for the mapping of labile post-translational modifications along the
peptide chain, such as phosphorylation, which was demonstrated on two synthetic
phosphothreonine containing peptides. The non-ergodic dissociation patterns ob-
served were due to the femtosecond time-scale of activation, which resulted in the
ultrafast creation of a radical cation and for the ultrafast cleavage of chemical bonds
faster than intramolecular energy redistribution. The applicability of fs-LID to phos-
phopeptide analysis was investigated further for singly protonated phosphopeptides
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[51]. Radical-driven sequence ions (a, c, x, and z-ions) were observed for each phos-
phopeptide, and there was no dominant phosphate loss or phosphate group scram-
bling. The phosphorylation sites were characterized unambiguously from the fs-LID
spectra [51]. Fs-LID has also been used for the analysis of protonated biomolecules
other than peptides. The method works to dissociate fatty acid chains in lipids [52]
and induce cross-ring cleavages in carbohydrate-based metabolites [53]. The tech-
nique was demonstrated to cleave the S–S bond in Arg8-vasopressin, eliminating the
need for wet chemistry prior to MS/MS analysis of peptides with strong disulfide
bridges [54].

The most widely adopted ion activation method for MS/MS experiments is col-
lision induced dissociation (CID), where collisions of the precursor ions with a he-
lium bath gas causes fragmentation. As the energy gained through collisions is re-
distributed throughout the precursor ion, bond cleavage occurs according to bond
dissociation energy. Therefore, the most abundant product ions in the MS/MS spec-
trum are those formed through the cleavage of the most labile bond or bonds in the
analyte. For peptides, the amino acid composition greatly influences the observed
dissociation pattern by affecting the amenability of the molecule to protonation, the
most likely protonation sites, and proton mobility in the gas phase. These factors can
influence the observed dissociation patterns by enhancing cleavage of specific bonds
[55, 56]. For example, under mobile proton conditions, the backbone heteroatoms
become protonated, making the peptide bonds labile [57]. This makes CID MS/MS
spectra ideal for peptide sequencing when mobile protons are present, as a distribu-
tion of peptide bonds between each amino acid along the backbone chain dissociate.
The mass-to-charge ratio of neighboring product ions in the MS/MS spectrum will
differ by the mass of a single amino acid residue, allowing for reconstruction of the
original sequence one amino acid at a time. However, this procedure is interrupted
when unusually labile or non-labile bonds interfere with the standard dissociation
patterns. Under non-mobile proton conditions, the proton or protons are typically
sequestered at basic residues, reducing the observed sequence coverage by CID
[58]. Another obstacle to sequencing are non-labile disulfide bonds between cys-
teine residues because they give some peptides a cyclic structure. In these cases, a
single peptide bond cleavages fails to fragment the ion, as the two pieces remain
linked at the disulfide bridge and the product is detected at the same m/z value as
the precursor ion. For this reason, peptide samples known to contain S–S bonds are
often chemically reduced prior to MS/MS analysis by CID [59]. While this retains
complete or nearly complete sequence coverage, important structural information
related to sulfur-sulfur connectivity in the native structure is lost. The presence of
a labile chemical modification can interfere with peptide sequencing in a different
manner. For example, during post-translational processing, a protein may become
phosphorylated as part of a cell signaling regulation pathway. Under partially or
non-mobile proton conditions, the covalent bond between the phosphate group and
the amino acid side chain is more labile than the backbone peptide bonds. The H-
bonding character of the phosphate group promotes proton transfer from basic side
chains, leading to a charge-directed loss of H3PO4 [60]. This explains why, upon
activation by CID, the phosphate group or groups are cleaved more readily than the
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peptide backbone, and the dominant product ion reflects only this phosphoric acid
loss, rather than a series of product ions containing sequence information. Phos-
phate group loss and position scrambling have been identified as being problematic
in CID-MSn studies [61].

The branch of proteomics that focuses on post-translational modification (PTM)
analysis frequently deals with these more “problematic” samples, where compre-
hensive structural analysis requires cleaving strong bonds while leaving more labile
bonds intact. A number of alternative ion activation methods have been introduced
to achieve this required non-thermal fragmentation. Electron capture dissociation
(ECD) [62] and electron transfer dissociation (ETD) [63, 64] activate the precursor
ions through the formation of an unstable radical. The subsequent radical-directed
fragmentation pathways are complementary to CID, and leave weakly bound PTMs
intact. Photodissociation of trapped peptides in the ultraviolet [65–69] and vacuum
ultraviolet [68, 70–74] regimes also generates MS/MS spectra that are similar to
ETD and ECD spectra, and rely on photon absorption for ion activation rather than
electron transfer [74, 75].

Fs-LID is a viable alternative to these non-statistical ion activation methods. Fs-
LID differs from other laser-induced activation methods in that the laser is in the
near IR region, far from the electronic excitation transitions of peptides. The ion
activation is achieved through tunnel ionization, as discussed earlier. Upon ion-
ization of a protonated peptide, the oxidized species formed is a distonic cation
[M + H]+ → [M + H]2+•, which is susceptible to both proton- and radical-directed
fragmentation pathways. As a result, fs-LID MS/MS spectra are often more infor-
mation rich than CID spectra. While conservative predictions may expect product
ion cleavages to occur at or near the original site of radical formation, reactive rad-
icals have actually been demonstrated to migrate upon formation within a peptide
cation. This means that the radical is mobile and that its migration is coupled with
rearrangements within the molecule [76]. This can give rise to backbone cleavages
and side chain losses that propagate several residues away from the initial radi-
cal site [77, 78]. This mechanism for ion activation is applicable to positive-mode
MS/MS analysis of protonated peptides in any charge state and does not require a
chromophore. Fs-LID is compatible with any ion trap mass spectrometer, and the in-
terfacing of the laser can be done without compromising CID capability. Currently,
the amplified laser is setup on a large optical table, but as ultrafast technology im-
proves, the size and cost of these laser systems will decrease, making them more
appealing. Ultimately, a compact femtosecond fiber laser could be brought into an
existing mass spectrometry facility to make fs-LID an option for routine MS/MS
analyses. Novel approaches to fiber laser design, for example self-similar evolution
[79], has allowed for the development of compact fiber oscillators delivering peak
power levels of 250 kW and 42 fs pulse duration [80].

Photofragmentation studies of biomolecules using UV radiation from nanosec-
ond lasers led to the suggestion that the use of tunable fs-UV laser pulses might lead
to efficient and non-ergodic dissociation of large molecules [81]. However, limited
work has paired a femtosecond Ti:Sapphire laser with an ion trap mass spectrome-
ter for such dissociation studies. Laarman et al. used a learning algorithm with pulse
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shaping methods to optimize the cleavage of an acyl-N bond in Ac-Phe-NHMe to
demonstrate the application of femtosecond pulse photodissociation for peptide se-
quencing [82]. Guyon et al. performed femtosecond pump-probe experiments on
flavin, using the frequency doubled laser at 405 nm for resonant excitation of the
inherent flavin chromophore [83]. Other experiments have interrogated the dissoci-
ation pathways of protonated aromatic amino acids and dipeptides using femtosec-
ond pulses at 266 nm [84, 85]. Our work builds upon these previous experiments,
but avoids the need for resonant excitation in the UV.

8.2.2 Experimental Methods

Fs-TOF Experiments on small neutral molecules were carried out using a regen-
eratively amplified Ti:Al2O3 laser seeded with a broad-band Ti:Al2O3 oscillator.
The output was centered at 800 nm with the maximum pulse energy of 0.8 mJ. The
bandwidth was ∼28 nm (FWHM) resulting in ∼35 fs (FWHM) transform-limited
(TL) pulses. A MIIPS enabled pulse shaper [48] was placed before the amplifier
to eliminate phase distortions from the laser and any optics in the setup, and to de-
liver arbitrary phases precisely at the target. Para-nitrotoluene (Aldrich > 99 %) was
used without further purification. The fs-TOF experiments were carried out using a
time-of-flight mass spectrometer (TOFMS) with a 0.5 meter field-free drift region
(Fig. 8.3). Sample molecules were effused through an inlet valve into the chamber,
where the pressure was maintained with a three stage differentially pumped system
at 10−7 Torr with operational flexibility up to 10−5 Torr during experiments. Pulses
with a 1 kHz repetition rate were focused by a 50 mm lens into the chamber to cause
ionization and fragmentation of the molecules. The energy per pulse was attenuated
to 100 µJ to reach a corresponding peak power density of 4.0 × 1015 W/cm2.

Fs-LID of Trapped Ions Experiments on biomolecules were conducted by using
a custom-built Quantronix (East Setauket, NY) Integra-HE amplified Ti:Al2O3 laser
system. The broadband output of the Ti-Light oscillator is passed through a 128-
pixel MIIPS-enabled pulse shaper (Biophotonic Solutions Inc, MI) before seeding
a 2-stage amplifier. The system is capable of delivering a 3.0 W output with a rep-
etition rate of 10 kHz. The pulse-shaper is used to measure and compensate phase
distortions accumulated as the laser beam passes through optics in the setup, re-
sulting in transform-limited (TL) pulses with a ∼ 26 nm (FWHM) bandwidth and
∼ 35 fs duration at the sample.

All samples were subjected to electrospray ionization for introduction into a
Thermo Finnigan LCQ Deca XP Plus ion trap mass spectrometer. The LCQ was
modified in-house to accommodate laser irradiation of the trapped ion samples.
A ½′′ diameter hole was drilled through the vacuum manifold in line with the ion
trap, and a vacuum-sealed laser port was constructed with fused silica window.
A 5 mm hole was drilled all the way through the ring electrode and the quartz
spacers were notched accordingly to provide a clear path for the focused laser beam
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Fig. 8.3 [54] Schematic of
the time-of-flight mass
spectrometer. The laser beam
is introduced into the
chamber through a lens. Ions,
generated between the
repeller and extractor at high
voltage, are detected by the
dual microchannel plate
detector after a 0.5-meter
field free flying region

through the trap. Finally, a silver mirror was fixed to the vacuum manifold on the
far side of the ion trap and used to direct the laser out another fused silica window
in the back of the instrument. A manual flow controller was used to reoptimize the
helium pressure within the trap following these structural modifications. A more
detailed description of the modifications to the commercial mass spectrometer can
be found elsewhere [49], and the setup is diagrammed in Fig. 8.4. The beam from
the Ti-Light oscillator passes through a MIIPS Box pulse shaper equipped with a
128-pixel spatial light modulator (SLM) before seeding the amplifier. A computer
is used to control the voltages across each SLM pixel, whereby the phase across the
bandwidth of the laser pulse can be altered. This technology allows us to measure
and compensate for phase distortions, which cleans up the laser pulses and short-
ens the pulse duration of the amplified system from > 70 fs to < 40 fs. The fs-LID
setup utilizes this ability to ensure that the femtosecond pulses are as short as possi-
ble (transform limited) when they reach the ion packet inside the 3D ion trap. Past
experiments have shown that delivering ∼35 fs pulses reproducibly is critical to fs-
LID efficiency. The effects of dispersion, which leads to pulse broadening, severely
reduces the tunnel ionization efficiency, as shown in Fig. 8.5.

The amplified laser beam is directed through a mechanical shutter, which is trig-
gered to open and close when appropriate by the software that controls the mass
spectrometer. A quarter wave plate and polarizer are used as a means of attenuating
the amplified laser from the full 3.5 W output to an optimal fs-LID power. If the
laser beam is too intense when it enters the vacuum manifold, the fs-LID signal-to-
noise ratio suffers. This trend as a function of laser power is shown in Fig. 8.6 for a
series of fs-LID spectra of protonated tryptophan. Finally, the amplified laser beam
is directed up a periscope and focused through a lens before it enters the vacuum
manifold via the fused silica window. Focusing the beam is necessary in order to
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Fig. 8.4 [5] Instrumental setup of the amplified laser and 3D ion trap mass spectrometer

Fig. 8.5 [5] Short pulses are critical to fs-LID. Transform limited pulses with a duration of 35 fs
maximize the intensity of the fs-LID product ion signal, while pulses that are stretched to 100 fs in
duration result in a 80 % loss of signal intensity

pass the beam through the ion trap without hitting any of the metal surfaces, and
it also provides a high peak power at the ion packet for ion activation. The unfo-
cused beam (6.8 × 109 W/cm2) does not provide a peak power sufficient to initiate
fs-LID; experiments indicate that a peak power on the order of 1013 W/cm2 must be
achieved before an fs-LID product ion signal is observed (data not shown).
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Fig. 8.6 [5] The intensity of the most abundant product ion in the fs-LID spectrum of protonated
tryptophan ([W + H]+) was monitored as a function of laser power (open circles). When the laser
is allowed to irradiate a blank sample containing only MS Buffer, certain unidentified peaks are
observed, most of which lie below 300 m/z (not shown). The most intense such peak observed in
the [W + H]+ fs-LID spectrum at 77.1 m/z was also monitored as a function of laser power. The
ratio of the product ion to the 77.1 m/z ion is presented here, as the signal-to-background ratio
(closed circles)

For these experiments, the laser was attenuated to 1.2 W (120 µJ/pulse), and
focused into the ion trap using a 600 mm focal length lens, resulting in a peak laser
power of 7.5×1013 W/cm2. Samples were isolated using the Advanced Define Scan
panel of the LCQ Tune Plus software at a q-value of 0.25. To collect fs-LID data, the
normalized collision energy was set to 0 % and an activation time of 100–200 ms
was used. Note that the exposure time on the shutter control box has to be manually
set to match the activation time to maximize the laser-ion packet interaction without
exceeding the activation window and bombarding the dynode with photons as the
product ions are being ejected to generate the MS/MS spectrum. Additionally, we
chose to use a 3 microscan setting and average spectra over 3–5 min for each data
file.

Fs-LID data collection requires use of the built-in electronic triggering function
to open and close the laser shutter during the appropriate ion activation step. To
optimize our fs-LID signal before data collection, we adjust the ion trap fill time
so that the isolation yields a precursor ion signal of approximately 106 counts. The
Automatic Gain Control can be used to do this, or the fill time can be set manu-
ally. We also tweak the laser beam angle slightly off of the top periscope mirror
while monitoring the photoionization product ion peak using the manual tune win-
dow. When this peak is maximized, we know we are getting the maximum laser-ion
packet overlap and therefore see the best fs-LID efficiency. This slight steering of
the mirror is only necessary when switching between samples that differ signifi-
cantly (> 100 Da) in mass-to-charge ratio. This is likely because the ion packets
are different sizes or the ion trajectories shift for precursor ions of different masses.
Finally, note that fs-LID is a non-resonant ion activation method, so no wavelength
tuning is necessary, nor do we modify our samples with chromophores.



182 M. Dantus and C.L. Kalcic

8.3 Results from Small Polyatomic Molecules

8.3.1 Vibrational and Electronic Coherence

For over three decades short pulses have been used to create coherent superposi-
tions of states and to observe quantum beats as a function of time delay. As shorter
laser pulses have become available, it has become possible to create these vibra-
tional wave packets involving vibrational modes of even the lightest atoms. Shorter
pulses have also accessed the creation of superpositions of electronic states. When
the vibrational or electronic wave packets are formed through excitation using a
field that is one-photon resonant with the states, the formation and time evolution
are well understood. Here, however, we focus on an application involving femtosec-
ond lasers that are in the near-IR, and therefore not resonant with the dissociative
or ionic states of the molecules being studied. If a typical organic molecule has an
ionization-energy of 9 eV and the photon energy is ∼1.5 eV, then at least 6 photons
are needed to create the ion and several more are required to yield fragment ions.
The focus of this section is to provide information about the vibrational and elec-
tronic coherence in small polyatomic molecules soon after they have been subjected
to strong-field ionization by a near-IR femtosecond laser pulse. The extent of vibra-
tional and electronic coherence that survives the strong-field ionization is relevant
because it can be harvested in order to achieve coherent control using shaped pulses.

Strong field experiments in diatomic molecules have revealed that it is possi-
ble to form coherent vibrational and rotational wave packets. An example of such
observations is the strong field ionization of deuterium to form D+

2 , and the observa-
tion of vibrational oscillations (∼ 25 fs period) and rotational recurrences (∼550 fs)
[86, 87]. The vibrational oscillations were clearly visible when 12 fs pulses were
used; however, when longer pulses were used the vibrational oscillations were no
longer observed. More recently, the creation of superpositions of electronic and vi-
brational states has been observed following tunnel ionization of N2, O2, and CO
with few-cycle pulses [88]. Results from the strong field ionization of CH2I2 show
evidence of I–C–I bending coherent wave packet motion considered to arise through
the formation of “multihole” wave packets. Interest in using tunnel ionization as a
method for activating macromolecules being studied by mass spectrometry requires
us to consider if vibrational and electronic coherence survive in larger molecules.
Results from acetophenone and substituted acetophenones from our group showed
evidence of coherent wave packet motion [89]. Of particular interest in that research
was the effect of substituents in the aromatic ring. For example, Fig. 8.7 shows por-
tions of the transients obtained for acetophenone (red) partially deuterated (CD3)
acetophenone (black), ortho (cyan), meta (indigo) and para (green)-methyl ace-
tophenone. Ortho substitution increases the oscillation period from 0.7 ps to 1 ps,
while meta substitution results in no oscillations. while meta substitution results in
no oscillations. The observations are related to the preferred electronic configuration
of the differently substituted compounds and the torsion of the carbonyl group.

Although it is suspected that the tunnel ionization process is capable of produc-
ing superpositions of electronic states, the evolution of the electronic wave packets
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Fig. 8.7 [89] Transients obtained from acetophenone and methyl-acetophenone as a function
of time delay between the pump (200 fs, 800 nm, chirped) and probe (35 fs, 800 nm, TL)
pulses. Molecules are m1, acetophenone; m2, d-acetophenone; m3, 2-methyl-acetophenone; m4,
3-methyl-acetophenone; m5, 4-methyl-acetophenone. A schematic of the torsional vibration of the
phenyl ring, which is thought to be responsible for the ion yield modulation, is shown

have not been observed. Electronic coherence is of particular importance because,
at high energies, it could be used to control among various dissociation processes.
Our group has been searching for evidence of electronic coherence following tun-
nel ionization of large organic molecules. Our early results indicated that the elec-
tronic coherence, if formed, was decaying within the pulse duration (∼35 fs). More
recently we have found a method to detect electronic coherence following tunnel
ionization. We are exploring cases in which the initial electronic coherence involves
excited states in the neutral molecule and one case in which the electronic state
involves the molecular ion (data not shown here). The coherence lasts for at least
100 fs and opens the window for coherent control experiments that will show large
differences as a response to small differences in phase. It is becoming clear that the
use of ultrashort intense pulses, lasting less than 5 optical cycles in duration, facil-
itates the creation of ions that exhibit coherent dynamics dictated by the coherent
superposition of electronic and vibrational states. This observation has now been
tested by our group with molecules with greater than 15 atoms, and we believe it
will be correct for even larger molecules. The ability to create these initial coherent
superpositions should allow coherent control of the fragmentation processes that is
well beyond what could be achieved in the early experiments in the field involving
pulse durations exceeding 50 fs.

8.3.2 Effect of Pulse Shaping

At the level of power density required for tunnel ionization, most of the molecules
being subjected to fs-TOF are ionized/activated. Ionization saturation of most or-
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ganic molecules is experimentally observed around 1–2 × 1014 W/cm2 [3, 90]. Ad-
ditionally, it was observed that shaping of the femtosecond laser pulses resulted in
different product ion distributions, sparking several studies in laser control of molec-
ular fragmentation [22]. Our group has reviewed these studies and followed up with
a systematic evaluation of which field parameters are responsible for the changes ob-
served in the fragmentation pathways [2]. We observed that the mass spectrum ob-
served for polyatomic molecules under near-threshold ionization by transform lim-
ited sub-40 fs pulses was very similar to that obtained by electron-impact ionization
(EIMS). In general, mechanisms for fragmentation following EIMS are well under-
stood as radical-cation chemical reactions that proceed in the absence of molecular
coherence. In order to better understand the system, the interaction of near-IR fem-
tosecond laser pulses with small isolated molecules and cations was investigated
through fs-TOF and fs-LID experiments on para-nitrotoluene (pNT) [54]. The dif-
ferent fragmentation pathways for the neutral and protonated forms of pNT were of
particular interest.

Mass spectra of pNT obtained by electron ionization (EI), fs-TOF, CID, and fs-
LID are shown in Fig. 8.8. The EI spectrum is obtained from the NIST database.
Transform limited pulses with 35 fs time duration are used for fs-TOF and fs-
LID experiments, with the peak power density of 4.0 × 1015 W/cm2 and 1.6 ×
1014 W/cm2, respectively.

The photochemistry of pNT has been studied intensively. Although some con-
troversy remains, the major pathways of dissociation are well established and are
adopted here to explain our data. In the fs-TOF experiments, pNT molecules are
tunnel ionized instantaneously. The molecular ions undergo isomerization of CH3-
f -NO2 to CH3-f -O-NO, as observed by the CH3-f -O+ product ion and the com-
petitive production of NO2 and NO through a common transition state [91]. In the
presence of a strong field, the elimination of NO2 is the predominant step follow-
ing isomerization. The resulting C7H+

7 ions exist as an equilibrium of benzyl and
tropylium ions, which was confirmed by their absorption bands at 263 and 353 nm
respectively [92]. Sequential absorption of photons releases C2H2 fragments, giving
rise to C5H+

5 , C3H+
3 , and C+ ions.

The fragmentation pattern of pNT by electron ionization (Fig. 8.8) is very similar
to that seen by fs-TOF with transform limited pulses. However, less molecular ion
and more small fragments (C+, H+) are observed in the fs-TOF spectrum. This is
due to the absorption of additional photons by larger fragments including molecular
ions, resulting in sequential fragmentation

The fs-LID ion trap experiments on protonated pNT reveal that the even-electron,
protonated molecule (MH+) follows a slightly different fragmentation pathway than
the ionized neutral (M+•). The fs-LID spectrum (Fig. 8.8) shows a combination of
even- and odd-electron product ions, and is dominated by losses of heteroatoms
from the nitro group. While the peak at 121 (C7H7NO+•), resulting from the loss of
OH, is absent in the fs-TOF spectrum, all other fs-LID product ions match up with
fs-TOF product ions, with an occasional shift of 1 m/z due to the retention of an
extra proton. The tropylium ion is a minor product in fs-LID and therefore the ben-
zene ring fragment ions (such as C5H+

5 ) are also in low abundance. While smaller
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Fig. 8.8 [54] Mass spectra of
para-nitrotoluene obtained by
electron ionization, fs-TOF,
CID, and fs-LID. Note that in
the ion trap experiments (CID
and fs-LID), the trapping
potentials create a low mass
cutoff of 35 m/z—any
product ions generated below
this point are ejected from the
trap before the detection scan
and therefore do not appear in
the spectra

fragments may form upon activation with the femtosecond laser, the trapping volt-
ages impose a low mass cutoff of 35 m/z in the ion trap; therefore, the smaller ions
cannot be detected in this experiment.

While CID is a commonly employed activation method for biomolecules, it does
not lead to extensive fragmentation of small organics like pNT. Nevertheless, the
CID spectrum is included in Fig. 8.8 to provide an additional comparison to fs-LID.
CID of pNT results in losses of OH, H2O, NO, and NO2. We see no tropylium ion,
and therefore observe no benzene ring fragmentations. The only CID peak absent
in the fs-LID spectrum corresponds to the water loss (peak 120), which comes from
the protonated NO2 group grabbing an additional proton from the benzene ring and
kicking out a water molecule, leaving C7H6NO+. This product ion provides no
additional structural information.

Mass spectra of pNT were recorded as a function of linear chirp in the femtosec-
ond laser pulses. A constant pulse energy was maintained so that larger linear chirp
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Fig. 8.9 [54] Chirp dependence of pNT fragmentation obtained by fs-TOF (panel a) and fs-LID
(panel b). Absolute and relative yields of several major product ions are plotted as a function of
the time duration

values result in longer pulses with lower peak intensity. The absolute and relative
yields of several major product ions are plotted as a function of pulse duration in
Fig. 8.9.

In the fs-TOF experiments, absolute yields of all product ions decrease with in-
creasing pulse duration. For longer pulses, the volume in which the power density
is higher than the ionization threshold is smaller, thus fewer molecules are ion-
ized/activated and fragmented. On the other hand, the relative yields of larger frag-
ments decrease while those of smaller fragments increase with pulse duration. This
can be explained by the longer pulses giving ions more time to absorb additional
photons and dissociate into smaller product ions.

Unlike the fs-TOF dependence on chirp, the fs-LID experiments show that TL
pulses are ideal for ion activation in an ion trap. Longer chirped pulses result in a
loss of overall fs-LID signal, with all product ion intensities decreasing uniformly
(as seen by the constant relative yields in Fig. 8.9b). The difference between the
TOF and ion trap data may be attributed to the different vacuum regimes utilized in
each. Fragment ions are formed in the TOF-MS at 10−5 Torr and can continue to
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dissociate into smaller and smaller pieces; however, a helium bath gas maintains a
pressure around 1 mTorr in the ion trap, so as product ions are formed, they undergo
collisional cooling and are stored until the detection period.

While it was known that pulse shaping led to changes in the relative yields of
different fragments, it was yet to be determined if these changes were related to
coherently controlled quantum mechanical interference or if they were related to
ladder-switching mechanisms that were first identified when picosecond pulses were
compared with nanosecond pulses. In other words, longer pulses can be absorbed
by the molecule at different times, and thereby access different pathways.

In order to explore evidence of coherence in the fragmentation of p-NT using
shaped laser pulses we first determined that laser intensity and central wavelength
has little or no effect on the relative ion yields. We then evaluated the relative yield of
several ions as a function of different families of shaped pulses (sinusoidal function,
chirp, binary phases, cubic phases, etc.). The results from thousands of experiments
were analyzed and there seemed to be no evidence of a vibrational or electronic
coherence that had been selectively excited by one of the different shaped pulses.
A selection of those results is shown in Fig. 8.10, where results are compared for
four different types of shaped pulses and four different laser intensities. Note that the
relative yields of C7H+

7 and C3H+
3 , track closely, and show no intensity dependence.

When the study was submitted for publication the reviewer asked if p-NT was
a particularly different molecule, and perhaps an exception. We then studied 16
other molecules, and our findings are best summarized in Fig. 8.11. The yield of
the strongest peaks in the mass spectrum of the different molecules was tracked as a
function of pulse shaping. Results are shown as a function of chirp (continuous line)
and as a function of sinusoidal shaping (dotted lines). Correlation between chirp and
sinusoidal shaping was achieved by matching the integrated (all masses) ion yield
produced by the laser pulses. The close agreement shown in the data, evidenced as
coincidence between chirped and sinusoidal shaped pulses, suggests to us that the
spectral-temporal details of the pulse were not as important as the average duration
of the pulses.

We concluded that pulse duration, in fact, was the most important predictor of
fragmentation. One explanation for the observed effect on pulse duration is that ions
are able to undergo further fragmentation through the absorption of additional pho-
tons of the incident field. Deviations from this conclusion are possible, especially
when vibrational and electronic coherence survive the initial tunnel ionization pro-
cess. We believe that coherent control of photofragmentation under tunnel ionization
conditions should be possible, provided the excitation fields used are shorter than
∼ 5 optical cycles.

8.4 Results from Peptides [5]

Here we analyze the fragmentation mechanism involved in fs-LID MS/MS of
trapped peptides. We start with the protonated amino acids and several derivatives
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Fig. 8.10 [2] Percentage of total ionization measured at different laser powers (dot, squares, and
up and down triangle for 170, 75, 50, and 25 µJ/pulse, respectively) for two main fragments of the
dissociation of para-nitrotuluene, C7H7 (open symbols) and C3H3 (filled symbols), as a function
of different methods of phase modulation, including (a) quadratic phase modulation, (b) 8-bit
binary phase modulation, (c) sinusoidal phase modulation, as a function of modulation period,
and (d) sinusoidal phase modulation as a function of phase factor. The difference of the signal for
different powers is no more than the standard deviation of the measurements

to identify the most likely sites for photoionization. Further analysis of the fs-LID
MS/MS spectra of a series of small peptides leads to the identification of principle
cleavage pathways as well as some of the finer details of peptide dissociation by
fs-LID.

8.4.1 Amino Acids

The fragmentation reactions of the protonated α-amino acids by CID have been de-
scribed in detail, with dominant product ions corresponding to losses of NH3, H2O,
and H2O + CO [93]. Fs-LID does not induce these same small molecule losses.
Without derivatization, the only protonated amino acids that give rise to an fs-
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Fig. 8.11 [2] (1–16) Relative intensity of the most prominent ion products (Y), including C+
(open black) and the molecular ion (black dot) as a function of the total yield of all ions (IMS) for
16 different molecules as a function of linear chirp when the phase is scanned from 0 to 10,000 fs2

(lines) and as a function of a sinusoidal phase modulation, where the period is scanned from 0
to 100 fs (points). Note the remarkable agreement between the two completely different types of
phase modulation
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Table 8.1 [5] The presence (Yes) or absence (No) of fs-LID signal is designated for each amino
acid in the protonated [M + H]+ form as well as the N-benzoyl and N-acetyl methyl ester deriva-
tives. The calculated vertical ionization energies for several of the neutral amino acids in their low-
lying conformations are reported [94] and experimental values from the NIST Chemistry Webbook
are reported where possible

Amino Acid IE of neutral (eV) [94] [M + H]+ N-benzoyl N-acetyl
methyl ester

A—Alanine 9.67 (NIST: 8.88) No No No

C1—L-Cystine No No Yes

C2—Cysteine 8.66 (NIST: 9–9.5) No No Yes

D—Aspartic Acid 10.08 No – No

E—Glutamic Acid No No No

F—Phenylalanine 8.40 Yes Yes Yes

G—Glycine 9.82 (NIST ∼ 9.2) No No No

H—Histidine 7.76/8.34 No No No

I—Isoleucine 9.45 (NIST: 9.5) No No Yes

K—Lysine 8.98 (NIST: 8.6–9.5) No No Yes

L—Leucine 9.51 (NIST: 8.51) No Yes Yes

M—Methionine 8.09 (NIST: 8.3–9.0) Yes Yes Yes

N—Asparagine 9.31 No Yes No

P1—L-Proline 8.75 (NIST: 8.3–9.3) No Yes Yes

P2—4-hydroxy-L-proline (NIST: 9.1) No Yes No

Q—Glutamine No No No

R—Arginine 8.46 No Yes No

S—Serine 9.99 (NIST: 8.7–10) No Yes No

T—Threonine 9.80 (NIST: < 10.2) No Yes No

V—Valine 9.50 (NIST: 8.71) No No No

W—Tryptophan 7.07 (NIST: < 7.5) Yes Yes Yes

Y—Tyrosine 7.77 (NIST: < 8.4) Yes Yes Yes

LID signal are methionine, phenylalanine, tryptophan, and tyrosine (see Table 8.1).
These are the four amino acids with the lowest ionization energies, supporting the
proposed photoionization mechanism for ion activation by fs-LID. However, ioniza-
tion energy is not the sole predictor of fs-LID efficiency, as protonated phenylala-
nine gives rise to a more intense fs-LID signal than protonated methionine (data not
shown) despite having a higher ionization energy. This suggests that polarizability
of the precursor ions is critical to ion activation by fs-LID.

The CID and fs-LID MS/MS spectra for protonated tyrosine are compared in
Fig. 8.12. As expected, the loss of NH3 corresponds to the base peak observed in
the CID spectrum, and H2O + CO losses are also observed. The same H2O + CO
loss is observed following activation by fs-LID, but dissociation appears to proceed
through the photoionized intermediate [Y + H]2+•, as confirmed by the MS3 spec-
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Fig. 8.12 [5] CID (top) and fs-LID (middle) spectra for protonated tyrosine illustrate the dif-
ference in dissociation pathways achieved by the two ion activation methods. CID MS3 of the
photoionization product (lower panel) indicates that H2O + CO loss proceeds through thermal
excitation of the radical intermediate species

trum in the lower panel. NH3 loss is absent in the fs-LID MS/MS spectrum and
Cα–Cβ bond dissociation gives rise to the C7H7O+ product ion which was not ob-
served by CID. Clearly, the two ion activation methods access different dissociation
pathways.

Based on these results, which indicate that the presence of an aromatic ring en-
hances fs-LID activation, we evaluated all the amino acids after N-benzoyl deriva-
tization. The presence of the benzoyl group led to a greater number of amino acids
showing fs-LID ion activation events (see Table 8.1). The CID and fs-LID MS/MS
spectra for N-benzoyl tyrosine are compared in Fig. 8.13. Once again, neutral losses
dominate the CID spectrum while fs-LID ion activation proceeds through a radical
intermediate. The photoionized [BzY + H]2+• product ion is observed, as well as
Bz+ and Y+•, suggesting that the benzoyl group is a likely site of radical formation
that leads to a radical-directed dissociation of the benzoyl group from the tyrosine
molecule.



192 M. Dantus and C.L. Kalcic

Fig. 8.13 [5] CID (top) and fs-LID (bottom) MS/MS spectra of N-benzoyl tyrosine. Note that NH3
loss and minor product ions C13H11O+

2 and C15H11O+
2 in the CID spectrum indicate the presence

of an isomeric impurity with the benzoyl addition occurring at the tyrosine side chain rather than
the amine

We also evaluated N-acetyl methyl ester derivatized amino acids. This derivati-
zation scheme was intended to simply lengthen each molecule, without the addition
of a highly polarizable group. The CID and fs-LID MS/MS spectra for N-acetyl ty-
rosine methyl ester are shown in Fig. 8.14. The methyl ester and acetyl groups give
rise to losses of CH3OH, CH3OH + CO, and CH2CO following activation by CID,
but these chemical modifications remain intact when ion activation is performed by
fs-LID. The same C7H7O+ fs-LID product ion is observed here as was seen for the
other tyrosine-based precursors in Figs. 8.12 and 8.13.

Interestingly, between the two derivatization methods, we observed greater sus-
ceptibility to fs-LID for all amino acids except: alanine, aspartic acid, glutamic acid,
glycine, histidine, glutamine and valine, as summarized in Table 8.1.

For a majority of the samples, the only product ion observed in the fs-LID
MS/MS spectrum was the photoionization product, [M + H]2+•. However, the sam-
ples with the lowest ionization energies did demonstrate dissociation, primarily
at the Cα–Cβ bond. The series of spectra for the tyrosine samples provided in
Figs. 8.12–8.14 are representative of the data for phenylalanine, methionine, and
tryptophan. The photoionization product is observed in all three fs-LID MS/MS
spectra, as is side chain product ion after cleavage of the Cα–Cβ bond. Neutral
losses of small molecules such as NH3, H2O, CO, CH3OH, and CH2CO dominate
the CID spectra of these samples, but these thermal dissociation pathways are miti-
gated in fs-LID. These samples illustrate that fs-LID is complementary to CID, and
that fs-LID spectra are rich in structural information, as the non-ergodic dissociation
pathways lead to diagnostic product ions that are unique to the amino acid(s) in the
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Fig. 8.14 [5] CID (top) and fs-LID (bottom) MS/MS spectra of the N-acetyl methyl ester tyrosine
derivative

sample, rather than a series of small molecule losses that could be observed from
any amino acid.

The fs-LID process is initiated by tunnel ionization of the most labile electron(s)
in the molecule, and it leads to the formation of a radical cation. If no additional en-
ergy is deposited, the radical cation would fragment on a timescale long enough for
intramolecular energy randomization leading to statistical bond breakage. Based on
extensive experimental data, bond dissociation occurring in fs-LID is non-ergodic,
suggesting that subsequent fragmentation occurs on a femtosecond timescale. We
rationalize this by observing that the strong field acts on the entire macromolecule,
pulling on most of the electrons. While usually only one electron is lost, one can
assume that many other electrons are strongly perturbed by the field. This leads to
energy being deposited on the macromolecule. This energy manifests as multiple
bond breaking events recorded as a series of product ions for a particular peptide.
The total energy deposited by the strong field on a typical singly protonated peptide
can be estimated by adding the ionization energy (10.9 eV) [50] to the energy re-
quired to break one bond (4 eV) giving a total of ∼ 15 eV or ∼ 1450 kJ/mol. This
amount of energy is equivalent to that of tens of photons and leads to ultrafast bond
breaking. A more detailed analysis of the fs-LID process from single amino acids to
peptides is given below.

8.4.2 Aromatics

Phenylalanine, tyrosine, and tryptophan all have ionization energies in the 7–8.5 eV
range [94] and photoionize easily by fs-LID in both the protonated and derivatized
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forms. While the delocalized pi systems stabilize the resulting radical, we do ob-
serve significant radical-directed cleavage of the Cα–Cβ bonds in all three amino
acids, giving rise to a singly charged product ion corresponding to the mass of the
amino acid’s side chain. The other major product in these fs-LID spectra is a doubly
charged product ion that has lost neutral CO2 from the carboxylic acid end of the
molecule. Based on our observations, the aromatic amino acids are the most likely
sites for radical formation when a peptide is subjected to fs-LID.

8.4.3 Acidic/Basic Amino Acids

Aspartic acid and glutamic acid show no ionization or dissociation into product
ions via fs-LID, regardless of derivatization, which is consistent with their high
(∼ 10 eV) ionization energy. Histidine also gives rise to no fs-LID product ions,
which is surprising given the low (∼ 8 eV) estimated ionization energy of the neu-
tral form. Most likely, protonation of the histidine side chain is interfering with the
conjugated pi system of electrons, making them less polarizable and therefore less
susceptible to strong field ionization.

Lysine and arginine show limited degrees of photoionization by fs-LID only af-
ter derivatization as an N-acetyl methyl ester and N-benzoyl derivative, respectively.
Since the side chains of these residues are basic, they are probable sites of proto-
nation, leaving few lone pair electrons susceptible to photoionization. Overall, the
acidic and basic amino acids are unlikely origins for radical formation.

8.4.4 Polar Amino Acids

Glycine does not photoionize in any form, which is not surprising given that the hy-
drogen atom side chain does not enhance the polarizability of the amino acid back-
bone. More surprisingly, glutamine and its derivatives showed no fs-LID product
ions, while asparagine gave rise to a small signal as an N-benzoyl derivative, as did
serine and threonine. While the interaction of the benzoyl group with the backbone
of each amino acid and the resulting stereochemistry are unique, the aromatic group
does increase the polarizability of some of these previously inactive polar amino
acids to the point that fs-LID signal can be observed. The bulky benzoyl group did
not improve the amenability of cystine or cysteine to fs-LID, but a simple length-
ening of the backbone in the N-acetyl methyl ester forms was sufficient to observe
limited photoionization.

8.4.5 Non-polar Amino Acids

The susceptibility to fs-LID of the non-polar amino acids was found to increase
with size and therefore polarizability. Alanine and valine were completely inactive,
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while leucine, isoleucine, and proline could be photoionized upon derivatization (see
Table 8.1). Methionine is the exception in this category—the S heteroatom in the
side chain significantly lowers the ionization energy and accordingly, the activated
sample gives rise to strong fs-LID product ions in all protonated and derivatized
forms.

The fs-LID MS/MS analysis of single amino acids allowed us to elucidate the
most likely origin of the [M + H]2+• ion-radical pair. Methioinine and the aromatic
residues are the most amenable to photoionization. Extending to slightly larger
molecular systems, the fs-LID product ion signal seems to track with ionization
potential or polarizability. Utilizing the benzoyl group as a chromophore was one
successful method for generating fs-LID product ions from previously inactive sam-
ples. However, this sort of wet chemistry is unnecessary if the analyte is sufficiently
large. The N-acetyl methyl ester derivatives were studied to mimic the lengthening
of the backbone in a longer peptide or protein, and this modification also led to the
observation of fs-LID product ions from previously inactive amino acids. Our con-
clusion is that longer peptides will be largely amenable to interrogation by fs-LID
regardless of their sequence, without the need for any derivatization prior to MS/MS
analysis.

8.4.6 Protein Sequencing

In proteomic MS/MS, the greater the number of assignable product ions observed,
the more information-rich the spectrum can be considered. Peptide sequencing can
be done manually or with the aid of software, whereby pairs of peaks that differ by
the mass of a single amino acid are used to map out the identity and order of residues
in the precursor sequence. If a specific region of the peptide does not fragment
well, the exact sequence in that cannot be assigned. While some of the product
ions corresponding to backbone cleavages may be redundant (in that we observe
multiple cleavages between the same pair of residues), they increase our confidence
in the ultimate sequence assignment. Therefore, it is advantageous to find an ion
activation method that yields a greater variety of product ions, rather than simply a
high intensity of product ions.

The robustness of fs-LID as an ion activation method is confirmed by the fs-LID
spectrum of the peptide GAILAGAILA, which contains no aromatic or methion-
ine residues (Fig. 8.15). The polarizability of the large molecule is sufficient for
photoionization and gives rise to sufficient product ions for nearly 100 % sequence
coverage. The most abundant product ions are the −562+• (side chain loss from Leu
or Ile) and a nearly complete series of b-ions, limited only by the low mass cutoff
(LMCO) associated with isolation of the precursor at 869.4 Da.

A single residue substitution at the C-terminal end of the peptide from alanine
to arginine leads to a ∼7 % increase in dissociation efficiency by fs-LID (see Ta-
ble 8.2) and also gives rise to more abundant a-ions near the C-terminal end of the
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Fig. 8.15 [5] Fs-LID MS/MS spectrum for GAILAGAILA

Table 8.2 [5] Observed fs-LID dissociation efficiencies for a series of 12 synthetic peptides with
sequence GAIL(X1)GAIL(X2). Efficiencies were calculated from the ratio of precursor ion abun-
dances (normalized by the total ion current) in isolation and fs-LID spectra for each sample. Spectra
for the three shaded samples can be found in Figs. 8.15–8.17

X1/X2 A C D M

A 18.4 % 22.0 % 22.7 % 23.1 %

K 22.6 % 23.7 % 29.8 % 31.4 %

R 25.8 % 30.9 % 33.5 % 39.8 %

GAILAGAILR peptide (Fig. 8.16). This suggests that photoionization of the pre-
cursor occurs predominantly at the arginine residue. The −722+ product ion corre-
sponds to partial loss of the arginine side chain as a radical following cleavage of the
Cβ–Cγ bond while the rest of the peptide remains intact. Another notable feature
in the fs-LID spectrum is the presence of satellite ions v3, wb3, wa7, v8, and wa8,
which can be used to differentiate between Ile and Leu residues when sequencing
the peptide.

Alternatively, we can seed a likely origin for the radical into the peptide with a
single residue substitution that places a methionine residue in the 5th position. This
dramatically increases the fs-LID dissociation efficiency to nearly 40 % as shown
in Table 8.2. This was expected given the fs-LID activity of protonated methionine
observed earlier. Note that the fs-LID spectrum of GAILMGAILR (Fig. 8.17) has a
base peak of [M + H]2+• due to the stability of the radical formed at the methionine
residue. This stability detracts slightly from the abundance of sequence ions, but
also gives rise to strong side chain losses from methionine, −612+ and −742+•, that
can be used as diagnostic indicators of methionine in unknown peptide or protein
samples.
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Fig. 8.16 [5] Fs-LID MS/MS spectrum for GAILAGAILR

Fig. 8.17 [5] Fs-LID MS/MS spectrum for GAILMGAILR

The diagnostic side chain losses observed in fs-LID spectra of 12 synthetic pep-
tides have been tabulated in Table 8.3 and are consistent with those reported in the
literature [77, 78, 95]. Note that the neutral loss of even-electron species leaves a
radical on the doubly charged peptide backbone, and can give rise to sequence ions,
meaning that many of the side chain losses observed in fs-LID are intermediate
rather than “dead-end” product ions. This opens the door for sequential dissocia-
tion, and also provides radical intermediates that can be isolated and subjected to
MS3 (or MSn) for further analysis when present in sufficient abundance. The side
chain losses from I, L, M, and R can be seen in the fs-LID spectra as noted in
Figs. 8.15–8.17.
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Table 8.3 [5] Observed
fs-LID side chain losses from
residues in the
GAIL(X1)GAIL(X2) series

Residue Mass of side chain loss (Da) Chemical Formula

C 33 SH

D 44 CO2

I 29, 56 (see Figs. 8.15–8.17) •C2H5, C4H8

K 72 •C4H10N

L 43, 56 (see Figs. 8.15–8.17) •C3H7, C4H8

M 61, 74 (see Figs. 8.17) •C2H5S, C3H6S

R 72, 100 (see Figs. 8.16–8.17) •C2H6N3, C4H10N+
3

The fs-LID dissociation efficiencies for the three peptide samples discussed
above are combined with those of nine similar samples in Table 8.2. The peptide se-
quence is GAIL(X1)GAIL(X2) where X1 = alanine (A), cysteine (C), aspartic acid
(D), or methionine (M) and X2 = alanine (A), lysine (K), or arginine (R). A two-
way ANOVA test revealed that both the X1 effect and the X2 effect are statistically
significant (p = 0.0129 and 0.0016, respectively). As the X1 residue changes from
A to C to D to M, the polarizability of the peptide increases. As X2 changes from
A to K to R, the proton mobility of the peptide decreases. Polarizability and proton
mobility are not completely independent nor easily quantifiable for these samples,
so the interaction effects cannot be analyzed.

In general, if the peptide being analyzed contains one or more F, M, W, or Y
residues, we expect to see the photoionized [M + H]2+• product as the base peak
in the fs-LID MS/MS spectrum. In most other samples analyzed, products arising
from side chain losses or sequence ions of type a and b are the most abundant, and
all spectra contained a, b, x, y, and z-type ions. C-type sequence ions are the only
product ions we do not observe regularly when using fs-LID for ion activation of
these peptides. We also see an increase in sequence ion abundances near residues
like C, K, and R, which have moderate ionization energies and are potential sites for
side chain losses.

8.4.7 Bond Cleavage Pathways

Stabilization of the radical formed by photoionization can occur through H+ or H•
abstraction. If the hydrogen atom comes from a side chain, the result is either a
side chain loss, or propagation of the radical along the peptide chain. H• transfer
to a carbonyl along the peptide backbone as well as proton-driven chemistry will
occur at the same time to produce sequence ions. A possible mechanism for each
case is outlined in Fig. 8.18, where the ILM portion of the GAILMGAILR peptide
is shown after undergoing photoionization. The radical is shown at its most likely
origin, the S atom of the methionine side chain. Pathway (a) illustrates a potential
H• transfer which leads to migration of the radical two side chains down the peptide
backbone to the Cβ atom on the isoleucine side chain. This intermediate would
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then contribute to the −562+ product ion abundance observed in Fig. 8.17. Pathway
(b) follows the radical-directed cleavage of the Cα–Cβ bond in the methionine side
chain, resulting in the neutral loss of 74 Da, corresponding to the −742+ product ion
peak in Fig. 8.17. Finally, Pathway (c) illustrates one possible outcome of the radical
migrating away from the methionine side-chain. The ion can now undergo a radical-
directed backbone cleavage of the N–Cα bond in the peptide, resulting in c and/or
z-type ions. Note that this mechanism is non-specific and could occur at various
points along the peptide, giving rise to the z3 and z7 ions observed in Fig. 8.17. The
mechanism is shown at the methionine residue here only for simplicity, in reality
the resulting z6 ion is a minor product ion and is not labeled in Fig. 8.17.

8.5 Discussion and Future Outlook

The ease with which femtosecond lasers are able to cause tunnel ionization in large
isolated molecules and ions has led to the development of tools that have application
in analytical chemistry. Already, fs-LID has been shown to generate information-
rich MS/MS spectra. Through the analysis of protonated amino acids, we have iden-
tified the aromatic amino acids and methionine as the most likely sites of radical for-
mation upon tunnel ionization, and have determined that ionization energy is not the
sole predictor of sample amenability to fs-LID. As the fs-LID MS/MS spectra of the
peptides illustrate, high polarizability and low proton mobility can boost fs-LID dis-
sociation efficiency up above 35 %, even in samples with no aromatic chromophore
to enhance ion activation. This makes fs-LID an attractive ion activation technique
because it requires no chromophore or sample derivatization prior to MS/MS anal-
ysis. While a VUV laser can be used to efficiently photodissociate peptides due to
the absorption maximum of peptide bonds around 190 nm [96], a femtosecond laser
can activate any class of molecules via tunneling ionization, independent of their
absorption spectra.

Another benefit of using femtosecond laser pulses is their ability to open sev-
eral non-ergodic dissociation pathways, wherein stronger bonds are broken and
more labile bonds remain intact. This observation has lead to a number of fun-
damental studies, and is a major attraction as an analytical tool. In particular,
non-ergodic dissociation is valuable for the analysis of post-translational modifi-
cation. There is an alternative method for inducing this type of gas phase radical
known as electron capture or electron transfer dissociation (ECD/ETD), which re-
duces multiply charged gas phase ions to form hydrogen-abundant radical cations
([M + 2H]2+ → [M + 2H]+•). By comparison, fs-LID intermediates are hydrogen-
deficient ([M + H]+ → [M + H]2+•), and therefore the technique does not need
a multiply charged precursor to carry out ion activation in positive ion mode. This
makes fs-LID appropriate for pairing with laser desorption sources such as MALDI,
as the soft ionization method is known to generate singly protonated ions. Prelimi-
nary studies in negative ion mode using fs-LID have also shown promising results
and higher product ion yields, indicating that fs-LID may one day be appropriate for
high throughput proteomic and metabolomic studies.
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In conclusion, fundamental studies on the strong-field interaction between fem-
tosecond lasers and large organic molecules has resulted in important analytical
tools that may one day advance diverse fields such as drug discovery and medical
diagnosis.
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Chapter 9
On the Investigation of Excited State Dynamics
with (Pump-)Degenerate Four Wave Mixing

Tiago Buckup, Jan P. Kraack, Marie S. Marek, and Marcus Motzkus

Abstract Multidimensional time-resolved spectroscopy allows disentangling par-
ticular aspects of the molecular dynamics, which are normally hidden from linear
techniques. In this chapter, we show how third- and fifth-order techniques using sub-
20 fs pulses can be applied to address coherence and population dynamics in the
excited states of biomolecules. In particular, broadband four wave mixing is com-
bined with an initial pump pulse to promote population to the excited state. With
this approach, it is possible to interrogate the potential surface of the excited and
ground states during the excited state evolution with a time resolution better than
20 fs. Three general aspects of the excited state dynamics are discussed. (1) The
assignment of vibrational coherence to the respective excited state potential is il-
lustrated for retinal in solution and in the protein environment. By changing the
excitation wavelength and comparing low- and high-frequency vibrational coher-
ence content, it is shown that low-frequency modes are predominantly originated in
the excited state, while high-frequency modes belong to the ground state. (2) The
temporal resolution of dark electronic states in lycopene is investigated with pump-
DFWM. Contrasting to lower-order techniques, pump-DFWM allows to snapshot
the ultrafast population relaxation directly after the excitation of the S2 electronic
state. (3) The evolution of the vibrational coherence in the excited state is demon-
strated for β-carotene. This gives accurate information on the instantaneous fre-
quency, populations and even anharmonicities of all relevant vibrational modes on
the potential surface of the excited state.

9.1 Introduction

The evolution of photochemical transformations has been in the focal point of ul-
trafast time-resolved spectroscopy since its advent [1–6]. In this regard, the ability
to follow the population and coherence dynamics in the femtosecond time scale
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with high resolution, particularly in excited states, is a major pre-requisite to fully
understand how structural changes in (bio-)chromophores take place [7–10].

Time-resolved spectroscopy of excited potential surfaces is, though, more chal-
lenging than the ground state spectroscopy due to two major aspects. The first one
is the number of excited molecules contributing to the signal. Under normal excita-
tion regimes (i.e. well below saturation), the number of excited molecules is much
smaller than the number of molecules in the ground state. Contributions from the
excited state may therefore be weak and difficult to detect. This can be specially
complicated in (self-)heterodyne detection methods if ground and excited state con-
tributions spectrally overlap. In methods using such kind of detection, the intensities
of different contributions add linearly, which can obscure, or even totally cancel,
weak signals. Such an effect can be observed e.g. in transient absorption (TA) when
a negative signal like stimulated emission (SE) overlaps with an excited state ab-
sorption (ESA). This contrasts to background-free third-order methods, where all
contributions will be detected with a much higher sensitivity to small variations of
the dynamics in the excited state.

The second aspect is related to the time scale of processes in the excited state.
After excitation, population and coherence in the higher electronic states are not in
equilibrium but evolve in many (bio-)chromophores often on a very fast time scale.
Such time scales range from hundreds of femtoseconds as found for the isomeriza-
tion of protein-bound retinal [11] to just some tens of femtoseconds as observed for
the internal conversion between excited states of carotenoids [12]. While ultrafast
transient population evolution can in principle be resolved by using state-of-the-art
sub-10 fs pulses [13], following the evolution of the vibrational coherence is not
trivial. Not just the amplitude of oscillatory phenomena contains information on
the deactivation of the excited state, but also the frequency and the phase may of-
fer important insight. Nevertheless, determination of frequency and phase during
an ultrafast relaxation process is demanding, which has received a lot of attention
recently. It requires accurate analysis in order to avoid phase and frequency changes
due to pure analysis artifacts [14, 15].

One way of addressing these central aspects in time-resolved spectroscopy is to
increase the dimensionality of the nonlinear optical interaction. Multidimensional
time-resolved spectroscopy employs additional ultrashort pulses in order to open a
new spectral and/or temporal observation window, which is normally hidden from
lower-order techniques [16]. For example, this allows probing a specific molecular
response without the need of complex fitting algorithms or assumptions [17, 18]. In
this chapter, we show how four wave mixing methods with three beams like coherent
anti-Stokes Raman scattering (CARS) and transient grating (TG) can be combined
with an additional initial pump beam to be selective to excited state dynamics in
the condensed phase (Fig. 9.1). The so called pump-degenerate four wave mixing
(pump-DFWM) technique [19, 20] consists of two interactions with the initial pump
pulse to produce coherences and populations in the excited state, which will be
probed by the consecutive four wave mixing sequence. In this sense, pump-DFWM
can be thought of as a “pump-probe” method, where the probe is not a single pulse,
but is a nonlinear probe sequence of three ultrashort pulses. Due to their bandwidths,



9 On the Investigation of Excited State Dynamics with (Pump-)Degenerate 207

Fig. 9.1 Interaction scheme of (a) pump-DFWM, (b) electronically resonant DFWM and (c) non-
resonant DFWM. In pump-DFWM (a), the excited potential can be exclusively investigated by
pre-exciting the ground state population with the initial pump. This is not the case when using
DFWM only: Resonant DFWM (b) excites and probes dynamics in both potential surfaces, i.e.,
excited and ground state dynamics

the pulses of the DFWM sequence generate both CARS (and its Stokes counterpart
CSRS) and TG contributions.

Three fundamental aspects of the excited state dynamics found in several molec-
ular systems are discussed using such nonlinear experiments. Firstly, the assignment
of vibrational coherence to the respective electronic states is shown in the case of
Retinal Protonated Schiff Base (RPSB) using DFWM (Fig. 9.1(b) and (c)) with sub-
20 fs time resolution (Sect. 9.3.1). Tuning the excitation spectrum of the DFWM
sequence is exploited with its high sensitivity to disentangle the origin of low-
(<800 cm−1) and high-frequency (>800 cm−1) molecular modes. The second as-
pect is the detection of short-living dark electronic states, whose excitation via one-
photon is forbidden. In Sect. 9.3.2, pump-DFWM (Fig. 9.1(a)) is applied to lycopene
in order to unravel the presence of additional electronic states after the relaxation of
the S2 state. The focus is the unique capability of pump-DFWM to detect additional
relaxation pathways due to its higher dimensionality. The experimental results are
further supported by a simulation in the response function formalism. In the last ex-
perimental Sect. 9.3.3, vibrational coherences in a vibrationally excited electronic
state are addressed with pump-DFWM. In particular the vibrational evolution of
high-frequency modes are resolved with a high time and spectral resolution. This is
demonstrated for β-carotene during the internal conversion between S2 and S1.

9.2 Pump-Degenerate Four Wave Mixing

9.2.1 Signal Generation

Pump-DFWM is an ultrafast technique able to obtain the complete vibrational spec-
tra as well as electronic population and coherence relaxation in excited state poten-



208 T. Buckup et al.

Fig. 9.2 (a) Scheme showing
the respective delays between
all beams. (b) Extended
folded BOXCARS
phase-matching scheme used
in the (pump-)DFWM
experiment

tials [21, 22]. The excitation with the initial pump (Fig. 9.2(a)) generates population
and vibrational coherence in the excited state, which will be probed by the nonlinear
interactions with the DFWM sequence. Several delay times between the excitation
pulses can be defined (Fig. 9.2(a)). The first one is the delay T between the initial
pump pulse and the DFWM sequence. During this delay, population as well as vi-
brational coherence induced by the initial pump will relax. The second time interval
is the delay τ12 between the pump pulse and Stokes of the DFWM. During this
time, as in pure DFWM, the electronic coherence between the participating states
will evolve. This has been exploited by us to distinguish normal molecular modes
from polarization beating [23]. The last time interval is the delay τ23 between the
pump/Stokes and probe pulses of the DFWM sequence.

The higher dimensionality of pump-DFWM allows to follow the molecular dy-
namics in the excited PES with unprecedented time and spectral resolution (see
also Sect. 9.2.2). The transient dynamics triggered by the initial pump pulse is se-
lected and probed by the DFWM sequence. Therefore, each DFWM transient ob-
tained at a given delay T after the excitation contains detailed information on tran-
sient populations and coherences [24–26]. The DFWM signal can be separated into
two components, an oscillatory part related to the vibrational coherence and a non-
oscillatory part. The amplitude of the whole DFWM scales with the electronic popu-
lation squared of the excited state while the decay of the DFWM non-oscillatory sig-
nal gives information on the electronic population relaxation. The oscillatory signal
contains information about the vibrational coherence like dephasing times, vibra-
tional frequencies and phases of involved molecular Raman modes. This allows to
build a snapshot of the structural changes during the relaxation of the chromophore
and a precise picture of chemical transformations even in complex biomolecules
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(Fig. 9.3). Here it is interesting to understand the interplay between the time and
spectral resolution [27]. Although the time resolution of such snapshots is a pri-
ori given by the delay T and the pulse durations (Fig. 9.2(a)), the measurement of
each vibrational spectrum also modifies the time resolution. In order to measure a
spectrum, a DFWM transient with a given length (delay τ23) must be Fourier trans-
formed. The longer the DFWM transient, the higher will be the spectral resolution,
but at the same time, the lower will be the time resolution of the snapshot, and vice-
versa. In other words, the interplay between spectral and time resolution in pump
DFWM may be fine adjusted by the length of the transient measured during the
delay τ23.

9.2.2 Setup Description

In our setup [21, 22, 28–31], the laser for the DFWM sequence is initially gener-
ated in a broadband noncollinear optical parametric amplifier (nc-OPA), which is
pumped by a commercial femtosecond laser system (1 KHz, 300 µJ at 800 nm).
After pulse compression in a prism compressor, typical pulse durations are about
11 and 15 fs depending on the central wavelength. After beam-splitting the nc-OPA
output in three DFWM beams (pump, Stokes and probe beams), two delay stages
are used to control the delay (Fig. 9.2(a)) between pump and Stokes (τ12) and be-
tween Stokes and probe (τ23). In general, the relative delay τ23 is scanned with a step
length of about 2–3 fs in order to obtain enough data sampling for high-frequency
modes. All three beams are focused using the same concave mirror (f = 25 cm) in
a folded BOXCARS phase-matching geometry (Fig. 9.2(b)). Typical spot diameters
are around 60–100 µm and the energies are 20 nJ for pump and Stokes and 15 nJ for
the probe.

The combination of DFWM with an initial pump is straightforward. The IP pulse
is generated in a second nc-OPA with similar pulse parameters as the DFWM nc-
OPA. In such a way, the spectrum can be individually tuned from the DFWM’s
nc-OPA, which is an important requirement for the detection of excited electronic
states (see Sect. 9.2.3). The delay T between the IP and the DFWM sequence is
controlled by an additional delay stage. The IP beam is focused using an additional
concave mirror in an extended folded BOXCARS phase-matching geometry. This
allows controlling individually the spot size of the IP beam. Typical IP pulse ener-
gies used in pump-DFWM experiments depend on several parameters like spectral
overlap between excitation and absorption spectra, which will be discussed below.
In general, in order to achieve a high signal-to-noise-ratio (SNR), energies in the
range between 30–80 nJ are used.

The detection of the (pump-)DFWM signal is performed using two photomulti-
pliers at two different wavelengths. An interferometric filter with a FWHM of 10 nm
is used in front of each detector. In order to avoid signal attenuation by using a 50 %
beam splitter, the signal beam is split with high-pass filters into two beams. In this
case, the low-frequency spectral region is reflected to one detector while the high-
frequency spectral region is transmitted to the other detector. This always allows one



210 T. Buckup et al.

Fig. 9.3 Scheme of pump-DFWM in the excited potential surface and the generation of CARS
(as well as CSRS) spectra during the relaxation. For each delay between the initial pump and the
DFWM sequence (delay T ), a DFWM transient is obtained by varying the delay τ23. After Fourier
transformation of each transient, snapshots of the vibrational spectra can be plotted during the
relaxation on the excited potential surface

to measure two complementary wavelengths. The main drawback of this setup is that
the signal amplitude at different detection wavelengths cannot be directly compared
due to different detection parameters in each detector (e.g. photomultiplier amplifi-
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cation, filter transmission, etc.). This can be easily overcome by spectrally resolving
the signal in a spectrometer and detecting the signal with a CCD camera.

9.2.3 Role of Spectral Overlap

A central point in the investigation of excited state dynamics with (pump-)DFWM
is the spectral overlap between excitation pulses and the molecular absorption. In
this regard, there are two important aspects how DFWM and pump-DFWM can be
tuned in order to separate different signal contributions.

The first aspect can be illustrated by a comparison between DFWM and transient
absorption (TA). Both techniques are third-order time-resolved methods. DFWM,
however, uses three beams and homodyne detection, while TA uses two beams and
self-heterodyne detection by the probe beam. In principle, both methods are able to
generate vibrational coherence: In DFWM, the first two pulses excite two or more
different vibrational levels. Similarly, in transient absorption vibrational levels lying
within the bandwidth of the pump pulse are excited. Except for these similarities,
DFWM presents additional features not found for e.g. TA. One of these features
is the possibility of efficient non-resonant excitation (Fig. 9.1(c)). DFWM can effi-
ciently generate vibrational modes with non-resonant spectra in comparison to TA,
which clearly contains only ground state modes. This can be contrasted to reso-
nant (or even near-resonant) excitation, which potentially contains both excited and
ground state modes. By comparing both signals, it is possible to assign modes to
their electronic potential.

The second aspect is related to the detection of excited state dynamics without
any interference of ground state contributions. The spectrum tuning of initial pump
and DFWM allows detecting exclusively excited state dynamics. This is performed
by making the initial pump spectrum resonant (or near-resonant if the molecular
absorption is not perfectly within the nc-OPA wavelength range) which leads to
the excitation of the excited state as well as ground state vibrational manifold. The
suppression of ground state contributions is achieved by the correct tuning of the
DFWM spectrum: It must be tuned to the excited state absorption (ESA) or stim-
ulated emission (SE) spectral regions. If the ESA and SE do not overlap with the
ground state absorption, this leads to a pure excited electronic state signal. This
can be easily understood since the DFWM signal is nonresonant with the ground
state absorption and the DFWM signal scales with the transition dipole moment μ8.
Non-resonant transition dipole moments are several orders of magnitude smaller
than resonant transition dipole moments, generating resonant signals 106 stronger
than non-resonant signals [32, 33].

For partially or totally overlapping ESA/SE and ground state absorption, the
pump-DFWM will intrinsically have ground state contributions, which can be,
however, strongly reduced by changing the energy relation of the initial pump
and the DFWM sequence. Third order techniques with homodyne detection like
DFWM signal provide two control knobs which are critical in this respect: The
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signal depends (i) on the population difference squared between the involved states
(�n2 = (ne −ng)

2) and (ii) on the intensity of each incoming beam (IpuIStIpr ∼ I 3).
By decreasing the energy of the total DFWM sequence, the DFWM signal is auto-
matically diminished. This overall decrease of the DFWM can be compensated by
increasing the energy of the initial pump pulse, which also leads easily to a sup-
pression of the ground state contributions. This can be easily understood since the
population difference between the excited state and ground state diminishes.

9.3 Results and Discussion

In the following, three different applications will be presented. Firstly, pure DFWM
is applied to RPSB in order to disentangle ground from excited state vibrational
coherence. This first experiment is followed then by two experiments using pump
DFWM applied to carotenoids, where the excited dynamics is exclusively investi-
gated.

9.3.1 Assignment of Vibrational Coherence to Electronic States
Using Pure DFWM

9.3.1.1 Introduction

Oscillations in the DFWM signal contains important information about vibrational
coherence dynamics. In this context, a major issue of the signal analysis is the as-
signment of such modulations to specific electronic states of the sample molecule,
since resonant excitation generates vibrational coherences in both ground as well
as excited electronic states. In order to achieve this goal, spectral tuning of the ex-
citation spectra together with spectral resolution of the signal light in DFWM ex-
periments have previously been used for investigations on coherence dynamics in
Bacteriorhodopsin (BR) and retinal protonated Schiff-bases (RPSB) [29, 30].

Particular interest resides in the characterization of wave packet dynamics in
these samples because of the occurring photo-isomerization reactions which are im-
portant model reactions in terms of their biological relevance [3] as well as techni-
cal applications as photo-chemical switches [34]. The observed vibrational dynam-
ics embrace a large energetic region ranging from around 100 cm−1 to more than
1500 cm−1. High-frequency modes (> 800 cm−1) reflect single- and double-bond
stretching or substituent wagging motion where the vibrational frequency is depen-
dent on the specific structure of the chromophore and its environment. Contrary to
that, low-frequency modes (< 800 cm−1) represent delocalized motion from groups
of atoms. By following the evolution of the vibrational frequencies accompanying,
e.g. photo-induced chemical reactions, one may hope to directly identify the chemi-
cally relevant modes [14, 35]. In this context, ground state vibrational modes which
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Fig. 9.4 (a) Absorption spectrum of all-trans RPSB in ethanol (black) together with the experi-
mental excitation spectra (blue (1), orange (2)). (b) Absorption spectrum of BR (purple) in aqueous
HEPES-buffer together with the experimental excitation spectra (orange (1) and red (2)) (Color
figure online)

are directly activated by the excitation pulses do generally not contain important
information about the photo-induced reaction but mainly report on vibrational de-
phasing caused by solvent-solute interactions. Excited state vibrational coherences
on the other hand, are more useful for following photo-induced structural evolu-
tion as such dynamics can take place directly in the excited state. Therefore, a clear
separation between ground and excited state signal contributions is desirable.

9.3.1.2 Results

Excitation spectra for RPSB (Fig. 9.4(a)) were located in the red wing of the ground
state absorption and centred at 510 nm (spectrum 1) and 570 nm (spectrum 2). Both
spectra access different vibrational manifolds in the excited state, however, both
have strong overlap with an intense ESA band (500–600 nm) [36, 37]. Spectrum 2
also covers the spectral region of such a excited state emission. Based on these spec-
tral characteristics, both excitation spectra can induce ground as well as excited state
coherences. Due to a reduced overlap with high-frequency excited state vibrational
manifolds, spectrum 2 can only give rise to low-frequency excited state coherences.

The excitation spectra for BR are tuned to cover the centre and the red part of
the absorption spectrum. Similar to the RPSB experiments, this allows the different
excitation spectra to access different vibrational manifolds in the excited state which
then give rise to different vibrational coherence dynamics. Differing from the RPSB
excitation, the excitation spectra used with BR partially overlap with two excited
state absorption bands (ESA 1 (S4 ← S1) and ESA 2 (S3 ← S1) in Fig. 9.4(b))
of retinal in BR located at around 500 nm and around 650 nm, respectively. In
particular, spectrum 1 overlaps with the red wing of ESA 1 and also with the blue
wing of ESA 2. Excitation spectrum 2 overlaps only with the ESA 2.

Figures 9.5(a) and (b) show for RPSB that high- and low-frequency modes
contribute to the total signal with different relative intensities compared to the
non-oscillatory population dynamics. High relative contributions of high-frequency
modes are observed for spectrum NR. For this excitation spectrum, no clear low-
frequency modulations of RPSB are observed throughout the spectrally-resolved
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Fig. 9.5 Representative spectrally-resolved DFWM dynamics for RPSB (a) and (b) and BR (c)
and (d). Black lines indicate the experimental data, red lines represent exponential fits to the popu-
lation dynamics. Blue lines give residual oscillatory dynamics after subtraction of the exponential
fit (Color figure online)

signal dynamics. The application of spectrum 1, on the other hand, reduces the rel-
ative intensity of high-frequency modes. In addition, intense low-frequency mod-
ulations appear in the dynamics. The low-frequency modulations are particularly
strong for signal detection around the centre of the excitation spectrum.

Figures 9.5(c) and (d) show similar transient data from the spectrally-resolved
DFWM experiments on BR. Again, clear high- as well as low-frequency vibrational
coherence dynamics can be discerned for the different excitation spectra. However,
the modes contribute to the dynamics with different relative intensities between the
non-oscillatory population dynamics and the vibrational coherence dynamics. For
instance, high-frequency modes are observed with high relative intensity when BR
is excited in the red wing of its ground state absorption whereas similar modes de-
crease in their relative intensities when the excitation spectrum is tuned towards the
centre of the ground state absorption. Importantly, different observations are made
for the low-frequency modes which most strongly contribute to the dynamics for
excitation spectrum 1 while their relative contributions are only low for excitation
with spectrum 2.

The described observations can clearly be visualized by calculating FFT spectra
from the transient data of RPSB and BR after subtraction of a multi-exponential
fit to the non-oscillatory population dynamics. For RPSB and BR samples mainly
three and four high-frequency modes show strong intensities in the FFT spectra, re-
spectively (Fig. 9.6). These high-frequency modes (at about 1565 cm−1, 1200 cm−1
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Fig. 9.6 FFT spectra of RPSB ((a) and (b)) and BR ((c) and (d)) for selected excitation spectra. For
RPSB, low-frequency modes only contribute to the signal for excitation spectrum 1 (b). For BR,
low-frequency modes strongly increase in their relative intensities for spectrum 1 (d) in comparison
to spectrum 2 (c)

and 1000 cm−1 for RPSB and 1525 cm−1, 1200 cm−1, 1155 cm−1 and 1010 cm−1

for BR) reflect mainly retinal chain single- and double-bond stretching modes [38].
The vibrational frequencies of the modes do not depend on the different excitation
spectra and nor on the different spectral regions of signal detection. Only four BR
additional bands in the energetic region between 800–1000 cm−1 appear in the FFT
spectra for excitation with spectrum 1 and detection wavelengths on the blue side
of the excitation spectrum (Fig. 9.6(d)). These modes reflect primarily out-of-plane
wagging motion of retinal chain substituents [15, 38]. Such modes are absent in all
FFT spectra for RPSB (note that the 885 cm−1 is a solvent mode from ethanol).

For both RPSB as well as BR intense low-frequency modes can be discerned in
the energetic region between 100–300 cm−1 (Fig. 9.6). For RPSB one broad dom-
inant band is located at approximately 120 cm−1 only for spectrum 1. Contrasting
to that, two clear bands are found for BR at 160 cm−1 and 210 cm−1 for both spec-
tra 1 and 2. However, the contributions of these two modes are much stronger for
spectrum 1.

9.3.1.3 Discussion

The protein-environment strongly reduces the lifetime of the S1 state of all-trans
retinal in BR by nearly one order of magnitude compared to RPSB [36, 39, 40]. This
effect has previously been discussed to originate from either electrostatic or steric
interactions [14, 15, 36, 39–41]. It may thus be expected that band positions and de-
phasing time constants from vibrational coherence dynamics in both ground as well
as excited electronic states will also be affected by the highly different environmen-
tal interactions in both molecules. The energetic positions of the most prominent
high-frequency modes (Fig. 9.6) closely match the ground state vibrational frequen-
cies of RPSB which are known from resonance Raman measurements [38]. Beside
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the energetic positions of the high frequency modes, the lack of changes in the vi-
brational frequencies and their lifetimes (not shown) [29, 30] when the different
excitation spectra were used, helps to assign high-frequency modes to ground-state
wave packet motion.

The experimentally observed dependence of the relative contributions of the
high-frequency modes on the detection wavelength for a specific excitation spec-
trum exactly matches theoretical expectations for spectrally-resolved DFWM [29].
The highest relative contributions are expected on both blue- as well as red-detuned
detection wavelengths while these contributions are at a minimal level near the cen-
tre of the excitation spectrum. The decreasing intensity of the high-frequency modes
for spectrum 1 of RPSB (Fig. 9.6(b)) and spectrum 1 and blue-detuned detection
wavelengths for BR (Fig. 9.6(b)) has, however, different origins [29]. The first ori-
gin is based on the fact that red-detuned excitation spectra, for which a large part
of the applied spectral intensity is off-resonant (e.g. spectrum 2 for RPSB and spec-
trum 2 for BR), favour the excitation of ground state vibrational coherences over
the induction of excited state population. The second effect is based on interference
between ground and excited state response pathways which is due to the homodyne
signal detection in DFWM: In spectral regions of intense ESA, the relative intensity
of ground state dynamics is controlled by an interference term between ground state
and excited state response pathways. The intensity of ground state dynamics is de-
termined by the different ratios of transition dipole moments for ground state bleach
and ESA.

In contrast to the high-frequency dynamics, the observed out-of-plane modes
(only for BR, 800–1000 cm−1), which are observed only for excitation spectrum 1,
exhibit negligible Franck-Condon activity [38]. For out-of-plane modes from the
ground state, one would expect such dynamics to contribute to both excitation spec-
tra for BR, which is, however, not observed. As the modes are observed with high
relative intensity only in spectral regions of ESA 1 (500–570 nm) this indicates
that the out-of-plane modes are detected through a probing pathway exploiting ESA
transitions. In total, the above mentioned points show that the out-of-plane modes
originate from excited state dynamics in agreement with earlier speculations on the
basis of pump-probe experiments [15].

In this context, it is interesting to note that out-of-plane modes are clearly observ-
able for excited state dynamics of BR while similar vibrational dynamics seem to
be negligible for RPSB even for signal detection in spectral regions throughout the
intense ESA band centred at 500 nm (Fig. 9.6). The importance of this observation
concerns information about the excitation mechanism of these modes: For a direct
excitation of the modes by the laser pulse in the excited state, these modes need
to be normal modes of the all-trans retinal chromophore. However, retinal normal
modes cannot simply be absent in case of RPSB in comparison to the BR dynamics.
This, together with the clear dependence of the out-of-plane modes on the excitation
wavelength, indicates that the activation of such modes in BR play an important role
in the relaxation pathway of the excited state leading to double bond isomerization.
This point will be discussed in more detail below in the context of the low-frequency
modes.
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Fig. 9.7 Proposed activation
mechanism for low-frequency
and out-of-plane excited state
vibrational coherences in
RPSB and BR. The initial
intramolecular vibrational
energy redistribution (IVR)
takes place between
Franck-Condon active modes
and non-Franck-Condon
active out-of-plane and
low-frequency modes

Similar to the out-of-plane modes, the band positions of the low-frequency modes
(Fig. 9.6) do not match with previously reported resonance Raman experiments of
Schiff bases in BR or in solution [38]. Also for these modes the pronounced depen-
dence of their observation on the excitation wavelengths together with very short
lifetime of the low-frequency coherences for both RPSB and BR (< 600 fs) indi-
cates that the modes reflect excited state dynamics. In addition, these observations
and conclusions are in perfect agreement with previous results for BR and RPSB in
pump-probe experiments and time-resolved fluorescence experiments [39, 40]. The
spectral region of observation of the low-frequency modes which is highly corre-
lated to the spectral region of ESA in both RPSB and BR additionally substantiates
that the modulations stem from excited state vibrational coherences. These obser-
vations extend the current picture of excited state wave packet dynamics of RPSB
and BR by showing that the modes are observable in both spectral regions of ex-
cited state stimulated emission [39, 40] and also via multiple electronic transitions
of ESA. Hence, the reported DFWM experiments resolve long standing inconsis-
tencies for excited state dynamics of RPSB and BR: Previously, such excited state
wave packet dynamics were only resolved for excited state emission [39, 40] for
RPSB and only for the ESA 1 band in BR [15].

In the following we discuss the origin of the dependence of the low-frequency
modes on the excitation and detection wavelength (Fig. 9.6). Low frequency modes
in RPSB can only be observed with resonant excitation spectrum (spectrum 1 in
Fig. 9.4(a)). For BR, low-frequency modes have a stronger relative intensity (when
compared to high-frequency modes) for excitation with excess photon energy (spec-
trum 1 in Fig. 9.4(b)). The observation that the modulation intensity depends on the
excitation wavelength indicates that the modulations are not directly activated by
the excitation pulses.

This holds as long as the spectral shape of the ESA bands at the detection wave-
lengths of interest do not change significantly for the applied excitation spectra what
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has been demonstrated previously for RPSB [36]. An alternative activation mech-
anism of the low-frequency modes compared to a direct excitation through light-
matter interaction can be given as coherent internal vibrational energy redistribution
starting from directly excited high-frequency vibrational levels in the S1 state [40]
(Fig. 9.7). Such an activation mechanism has been proposed for RPSB previously
based on the need for a huge amount of excess vibrational energy (∼ 5000 cm−1) in
order to observe the low-frequency modes [40]. However, our DFWM experiments
reveal that such a threshold can only be on the order of a few hundreds of wavenum-
bers (200–500 cm−1). In the context of the activation of the low-frequency modes, it
is important to note that very similar observations have been determined for the out-
of-plane modes for BR (Fig. 9.6). This observation is indicative for a conclusion that
both types of modes are acceptor modes for access vibrational energy deposition in
the excited state and are therefore responsible for ultrafast relaxation possibly along
the reaction coordinate. Their specific observation only for BR can be indicative for
the conclusion that these modes are responsible for the much faster isomerization in
the protein environment compared to the chromophore in solution and also for the
much higher selectivity and quantum yield for photoproduct formation [42].

9.3.2 Detection of Dark States

9.3.2.1 Introduction

The identification and characterization of dark electronic states is of the greatest
challenges in spectroscopy of excited dynamics. Since these states cannot be excited
directly, as the denotation ‘dark state’ already implies, identification of dark states
on photochemical processes in biological systems is often difficult. Nonetheless, the
processes that cannot be explained without the presence of dark states are numerous
and the examples range from photo-damage of DNA [43] to light-harvesting [44]. In
the latter case, a long standing and still ongoing debate is held on the possible par-
ticipation of dark electronic states in the energy dissipation pathway in carotenoids.
It is well known that the first bright electronic singlet state (S2) of these natural pig-
ments that is excited via absorption of light in the green-blue region of the visible
spectrum is not the lowest lying excited singlet state. The first excited singlet state S1
is indeed a very well characterized dark state, whose energy, electronic lifetime and
vibrational spectra [12] have been determined in many spectroscopic investigations.
However, several experimental findings such as the deviation of the S2 lifetime de-
pendence on the conjugation length of the carotenoids from the energy gap law raise
the question whether additional dark states between the S2 and S1 states exist and
potentially participate in the relaxation pathway [45, 46]. Such states have already
been predicted by theory [47] but are extremely difficult to detect spectroscopically,
since they cannot even be excited via two-photon absorption, as is the case for the
S1 state [48], and have very short lifetimes.

Applying pump-DFWM to lycopene, a carotenoid with 11 conjugated double
bonds, we find direct evidence for the contribution of an additional electronic state
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Fig. 9.8 Excitation spectra
(DFWM: red; initial pump:
blue) together with
lycopene’s ground state
absorption spectrum (black
line) in THF (Color figure
online)

Fig. 9.9 Excitation scheme
for the pump-DFWM
experiments in lycopene

in the rapid deactivation from the S2 to the S1 state [31]. This contribution manifests
itself in a long-living signal that appears at short delay times T between the initial
pump pulse and the DFWM sequence and it can be assigned to an additional dark
state by numerical model simulations of lycopene’s pump-DFWM signal.

9.3.2.2 Results

The excitation spectra for the pump-DFWM experiments on lycopene are shown in
Fig. 9.8 together with lycopene’s linear absorption spectrum. The spectrum of the
initial pump pulse overlapped with the ground state absorption to the first bright
electronic singlet state S2 (Fig. 9.9). The DFWM spectrum was centered at 600 nm
corresponding to the S1–Sn excited state absorption.
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Fig. 9.10 Spectrally resolved pump-DFWM signal of lycopene at different detection wavelengths

The pump-DFWM signal was detected at several different wavelengths ranging
from the blue edge (560 nm) of the S1 absorption to the far red edge (640 nm) and is
shown in Fig. 9.10 as 2D plots of the probe delay τ23 against the initial pump delay
T (see Fig. 9.2 for definition of delays).

The plots in Fig. 9.10 clearly show a slow rise of the signal along the T axis
at small probe delays τ23 for all detection wavelengths. This rise illustrates the
flow of population from the initially excited S2 state into the S1 state where res-
onant DFWM takes place [12]. Exponential fitting of the rise gives a time constant
of 140 fs. The oscillatory and non-oscillatory contributions of the DFWM signal
emerge along the delay τ23 between the DFWM probe pulse and the temporally
overlapped pump and Stokes pulses. Along the τ23-axis of Fig. 9.10, the expected
exponential decay of the slowly varying component of the signal is visible for late
initial pump delays (T > 100 fs). In a narrow time window between T = 10 fs
and T = 80 fs, however, a signal with a long lifetime in τ23 (> 2 ps) occurs. This
component has a maximum at about T = 40 fs and has larger amplitude at blue-
detuned detection wavelengths (560 nm) than at red-detuned detection wavelengths
(640 nm), compared to the rapidly decaying S1 signal at later T delays.

9.3.2.3 Discussion

The pump-DFWM signal of carotenoids for late initial pump delays T (∼ 800 fs)
can easily be explained in the framework of the relaxation from the initially excited
S2 state to the S1 state including the process of vibrational relaxation in the S1
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Fig. 9.11 Simulated
pump-DFWM signal of
lycopene

state (see also the following Sect. 9.3.3). The interpretation of the long living signal
at T = 40 fs requires a more detailed discussion. The temporal evolution of this
signal is striking since its very long lifetime in τ23 (2.5 ps) and is paired with a
rapid decay along the T -axis. The latter aspect reveals this signal stemming from a
process taking place during the relaxation from S2 to S1. However, none of these two
states can account for such a signal: At T = 40 fs the S1 state has almost negligible
population. Since the DFWM signal depends on the squared population difference
(�n2) between the involved states, the S1 state can definitely be ruled out as source
for such strong signal. On the other hand, the S2 state is instantaneously populated
by the initial pump pulse so that any signal from this state should appear directly at
time zero and not delayed by 40 fs.

In order to clarify the origin of this unique signal at early initial pump delays
we performed numerical model simulations based on the Brownian oscillator model
[31, 49]. Details for the simulations can be found in [31]. The simulation results are
shown in Fig. 9.11. Note that the laser pulses in the simulations are approximated
by δ-functions. The signal in Fig. 9.11 hence displays integration over all wave-
lengths and can be just qualitatively compared to the spectrally resolved experimen-
tal signals in Fig. 9.10. Nevertheless, the prominent features of the experimental
data shown in Fig. 9.10 are well reproduced.

In order to reproduce all features of the experimental pump-DFWM signal, sev-
eral different models were tested [31]. Nevertheless, the only way to reproduce the
long-living signal at T = 40 fs in our simulations was to introduce a stimulated
emission pumping DFWM (SEP-DFWM) [50] process between an additional state
(X in Fig. 9.12) and a vibrationally hot ground state (hot-S0). This additional state is
located energetically directly below the S2 state and is populated extremely rapidly
with a time constant of 20 fs. The decay from S2 to X leads to the delay of 40 fs
of the signal along the T -axis, and since X decays into the S1 state, the signal is
vanished before significant S1 excited state absorption appears. The long lifetime in
τ23 on the other hand is due to the slow decay of the hot ground state (6 ps). The
assignment of the signal to a hot ground state is supported by the temporal evolution
of the vibrational modes (not shown here) [31]. All other tested models beginning
with the simplest model considering only S2 and S1 over models including either
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Fig. 9.12 Time constants for
the relaxation pathway in
lycopene underlying the
model simulations

SEP-DFWM between S2 and hot-S0 or relaxation via an additional ‘X state’ without
SEP-DFWM up to models incorporating S2–Sm absorption processes did not lead
to a successful replication of the experimental signal [31].

The relaxation scheme shown in Fig. 9.12 implies that the ‘X state’ corresponds
to such an additional dark electronic state discussed in literature. However, X could
as well be thought of as the approach of a Franck-Condon window for the S2–
hot-S0 transition within the first 40 fs after excitation. Measurements in lycopene
using different initial pump spectra showed no dependence of the temporal position
of the long-living signal on the energy of the IP. Since a shift of the IP spectrum
leads to excitation to another position on the S2 electronic hypersurface, this lack
of dependence actually argues for X being an electronic state between S2 and S1 as
already suggested in other experimental investigations [45, 46, 51, 52].

In our model the generally accepted S2 lifetime of 130 fs in lycopene, which is
normally determined either by fluorescence or via the rise time of the S1 excited
state absorption, is composed of the ultrafast relaxation from S2 to X (20 fs) and the
X lifetime (110 fs). Similar time constants were found in sub-picosecond absorption
spectroscopy in carotenoids with varying conjugation lengths [53]. In this study, the
intermediate state in lycopene was identified to be of 3A−

g symmetry and lifetimes
of 20 fs and 150 fs were determined for S2 and 3A−

g , respectively. Further indication
for the S2–S1 relaxation via an additional state was given in a recent femtosecond
transient absorption study of lutein and β-carotene combined with quantum chemi-
cal calculations [46]. In this case, the existence of the intermediate state was inferred
from the observation that the fluorescence spectra of these carotenoids differ from
a direct mirror image of the absorption. The authors assigned a long lifetime to the
S2 state (100–170 fs, depending on the solvent) and a shorter one (80 fs and 50
fs for lutein and β-carotene, respectively) to the intermediate state, determined by
quantum chemical calculations as 1B−

u . Another indirect hint for a dark state was
found in femtosecond time-resolved absorption and Kerr-gate fluorescence experi-
ments on different β-carotene homologues [52]. The behavior of the S2 relaxation
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rates depending on the conjugation length could only be explained by the existence
of an additional state located between S2 and S1. Similar to studies on lutein and
β-carotene [46], the longer lifetime of about 100 fs was assigned to the S2 state
while the identical rise time of the S1 state was explained with a very fast Sx–S1
relaxation (10 fs). The dark nature of the additional state in combination with the
extremely rapid relaxation from S2 to S1 in carotenoids makes it very difficult to
observe this state in spectroscopic studies using transient absorption and to differ-
entiate between the time constants of the S2 state and the dark state. Using the
method of pump-DFWM, however, we can distinguish between these two adjacent
states and unambiguously assign of the longer lifetime of 110 fs to the dark state
due to its intense stimulated emission that leads to a unique signal in this technique.

9.3.3 Vibrational Coherence Evolution in the Excited State

9.3.3.1 Introduction

Among the incoherent population relaxation (Sect. 9.3.2), the evolution of the ul-
trafast vibrational coherence in the excited state is an additional but very important
aspect in understanding chemical transformations. Not just the frequency of oscil-
latory phenomena can give significant hints on the flow of a given reaction, but
also how the frequencies change during the relaxation process may also help to
re-construct the relaxation pathway and the participating molecular degrees of free-
dom. The high temporal and spectral resolution of pump-DFWM make this tech-
nique an ideal tool for the analysis of the shift of the vibrational frequencies in time.
Another important aspect of the vibrational dynamics is the population time of in-
dividual modes. Rise and decay times of vibrational mode amplitudes present us
a better picture on how modes are populated and depopulated and, sometimes, al-
low for the identification of vibrational modes specific for a given electronic state.
In pump-DFWM, the evolution of the vibrational population can be measured by
detecting the vibrational mode intensity for several initial pump delays T .

In this section, we apply pump-DFWM to resolve the evolution of the vibrational
coherence in the excited states of carotenoids. Similar to lycopene investigated on
the last section, the S1 state will be populated with excess vibrational energy, given
the considerable difference in zero-point energies between S1 and S2. McCamant
et al. [54] proposed a two-stage mechanism for internal vibrational redistribution
(IVR) on S1 for β-carotene in solution. The authors employed femtosecond stim-
ulated Raman scattering and explained their results without invoking any interme-
diate states between S1 and S2 in β-carotene. Rondonuwu et al. [55] however, in-
vestigated polyenes of similar conjugation length by sub-picosecond time-resolved
Raman scattering. The authors suggested the following energetic pathway upon ex-
citation of S2 (1B+

u ): 1B+
u → 3A−

g → 1B−
u → 2A−

g → 1A−
g . Hence, the puzzle of

carotenoid’s deactivation network is not resolved by either time dependent vibra-
tional or transient absorption spectroscopy.
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Fig. 9.13 (a) Typical 2D scan for β-carotene; (b) Selected DFWM transients for three values of
delay T : 100 fs (blue), 490 fs (red) and 850 fs (black). The color used for the dotted lines in (a)
correspond to the color of the respective transients in (b)

Fig. 9.14 Fast Fourier
transform spectra of DFWM
transients for three values of
delay T (100, 490 and 850
fs). The colors used
correspond to the same color
coding used in Fig. 9.13

9.3.3.2 Results

A typical 2D transient data set for β-carotene is shown in Fig. 9.13. The non-
oscillatory dynamics of the pump-DFWM signal along the T -axis in β-carotene
show similar characteristics found for lycopene (Sect. 9.3.2). The long-lived sig-
nal at T -delays (T = 100–130 fs) can be related to the same feature observed for
lycopene at shorter T -delays. This contribution comes also from a vibrationally
excited ground state (hot-S0), which is excited via a dark state X by the DFWM se-
quence via SEP-DFWM [50] directly after the relaxation of the S2 state. The longer
vibrational dephasing time of this signal is additional evidence that this contribution
does not come from the excited state, but must be related to a long time vibrational
dynamics in the ground state.

In Fig. 9.14, the Fourier transformation of the oscillatory contribution detected
at the red wing of the absorption (λdet = 610 nm) is shown. Two major vibrational
contributions can be distinguished: (i) the vibration at 1140 cm−1 can be associated



9 On the Investigation of Excited State Dynamics with (Pump-)Degenerate 225

Fig. 9.15 Dependence of the central frequency of two vibrational modes of β-carotene on the de-
lay time between initial pump and the DFWM sequence: (a) 1140 cm−1 C–C single-bond stretch-
ing, (b) 1528 cm−1 C=C double-bond stretching

with the C–C single-bond stretch mode and (ii) the vibration at 1528 cm−1 is re-
lated to the C=C double bond stretch mode. Besides these two major contributions,
several additional modes are observed. One of them, at 1765 cm−1, is a typical con-
tribution which is associated with the C=C stretch mode characteristic for the S1
state [54]. This mode cannot be found for any other electronic state, dark or bright,
in carotenoids. Other small contributions at 1368 cm−1, 1626 cm−1 and 1698 cm−1

were recently proposed to be related to the formation of dark states in lycopene
(N = 11) and spheroidene (N = 10) [55]. The two peaks at about 915 cm−1 and
1045 cm−1 are modes of the solvent (THF).

As shown in Fig. 9.15(a), the C–C stretch mode evolves from its correspond-
ing wavenumber in the ground state (∼ 1160 cm−1) to a lower wavenumber in the
excited state at 1140 cm−1 within the lifetime of the S2 state in THF (∼ 170 fs).
After this time the frequency does not change during the population time of the S1
state. The C=C stretch mode evolves initially (Fig. 9.15(b)) similarly compared to
the evolution of the C–C mode, i.e., the central wavenumber varies from its value in
the ground state 1532 cm−1 down to 1522 cm−1 during the lifetime of the S2 state.
After this time, different to the C–C mode dynamics, the wavenumber of the C=C
mode drifts to 1528 cm−1 with a time scale of 260 ± 20 fs.

9.3.3.3 Discussion

The evolution of the C=C stretch mode at 1528 cm−1 after T ∼ 200 fs can be
explained in terms of vibrational energy relaxation in the excited state. For ear-
lier values of T , the molecule is still vibrationally excited. As T increases and
the system relaxes, lower vibrational levels will be eventually populated and, due
to vibrational anharmonicity, wavepackets generated by the DFWM sequence will
show a higher vibrational energy. For β-carotene in THF the time constant as-
sociated with the relaxation of this mode is 260 fs. A similar behavior cannot
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Fig. 9.16 Variation of selected FFT peaks depicted in Fig. 9.14. The integral of the peaks, was
calculated with 10 cm−1 width around the given wavenumber and its value was normalized

be observed for the C–C vibrational mode. The absence of any evolution for the
C–C mode at later T values and the significant variation of the central frequency
of the C=C mode are two central features in understanding the internal conver-
sion between S2 and S1. The frequency of strongly coupled vibrational modes shifts
more than for modes which are weakly coupled. Therefore, it becomes clear that
the C=C stretching mode is the strongest coupled mode in the early times during
the internal conversion between S2 and S1. This assignment is in good agreement
with other experimental observations [54]. A similar behavior is also present for
the C=C mode at 1765 cm−1 (not shown), although the shift seems to be much
smaller [21].

The excited state potential surface can be further mapped by plotting the peak
area of each individual Raman mode (Fig. 9.16). The evolution of the area of a
CARS/CSRS peak is directly related to the changes of population in the mode [49]
and, therefore, indicates the relaxation pathway on the multidimensional PES. The
peak area is calculated around the center wavenumber with 10 cm−1 width. The
two main vibrational contributions to the signal at 1140 cm−1 and 1528 cm−1 rise
almost instantaneously with a maximum value at 100–130 fs. At this time delay, as
depicted in Fig. 9.13, the stimulated pump excitation (SEP) mechanism is present.
After this delay the peak integral remains almost constant during the relaxation of
the system. This merely confirms that the C–C and the C=C modes are present
in hot-S0 as well as in the excited electronic states. The behavior of the other vi-
brational modes is different. As expected, the S1-specific C=C stretch mode at
1760 cm−1 has negligible magnitude for early values of T , but then increases with
a time constant of 360 ± 20 fs. The other modes at 1368 cm−1, 1628 cm−1 and
1698 cm−1 show a similar behavior with time constants of 320 ± 20 fs, 500 ± 30 fs
and 350 ± 20 fs, respectively. The last two modes show an additional fast rise which
peaks at about 100 fs. This is explained by the absence of these modes in the ground
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state, generating a fast rising signal as soon as the system is excited and starts to
relax.

The lack of a clear vibrational signature specific to a dark state in β-carotene is
in agreement with the picture obtained for other carotenoids using pump-DFWM.
The dark state observed between the S2 and the S1 state has a lifetime which is
between 20–80 fs, depending on the carotenoid length. In the lifetime of such a
dark state, the C–C or C=C modes will barely be able to oscillate two times before
the electronic state has completely decayed, which will lead to a contribution very
short in duration in the DFWM signal. Therefore, the signal of such a dark state will
be hardly detectable with DFWM (as well as in TA or other any other third-order
technique). This demonstrates the power of a pump DFWM: By using an initial
pump pulse to excite the molecule, the presence of such ultrafast transient states can
be clearly resolved in the deactivation.

9.4 Conclusions

Multidimensional time-resolved spectroscopy methods use additional laser-matter
interactions to open new temporal and/or spectral observation windows. This allows
observing molecular phenomena normally hidden from time-resolved techniques
with low-dimensionality. We have exploited third- and fifth-order nonlinear meth-
ods based on four wave mixing to investigate the excited state of biomolecules.
This was demonstrated to Schiff-bases in BR and solution as well as for different
carotenoids in solution. With (pump-) DFWM, it is possible to resolve the acti-
vation and deactivation of Raman modes and electronic population, leading to a
better understanding of the chemical changes, in particular in electronically excited
states.
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Chapter 10
Surface-Aligned Femtochemistry: Molecular
Reaction Dynamics on Oxide Surfaces

Mihai E. Vaida and Thorsten M. Bernhardt

Abstract In this contribution the application of ultrafast laser pulses to reveal the
dynamics of chemical reactions on metal oxide surfaces will be discussed. A com-
bination of an optical pump-probe configuration with time-of-flight mass spectrom-
etry is employed to monitor the mass and the relative velocity of intermediates and
products of a photoinduced surface reaction in real time. Starting from a well defined
reactant adsorption geometry representing the initial “collision complex” of the re-
active encounter, this approach enables the observation of the coherent nuclear mo-
tion through the transition state to the emerging reaction products and thus provides
insight into the elementary steps of complex surface chemical reaction mechanisms.
Results will be presented for the application of this technique to the photodissocia-
tion dynamics of methyl iodide and methyl bromide adsorbed on magnesia ultrathin
films on a Mo(100) single crystal surface.

10.1 Introduction

The influence of a solid support on the dynamics of a molecular encounter is of
fundamental interest to all aspects of surface chemistry and catalysis [1, 2]. An is-
sue of central importance in this respect is the geometrical alignment of the initial
collision complex, which determines the passage through the transition state and
ultimately the outcome of the desired chemical reaction [3, 4]. The motion involved
in this process occurs on the ultrafast timescale of nuclear movement and its un-
derstanding is fundamental to the perception of chemical reaction mechanisms on
surfaces of, e.g., catalytic materials. However, in order to be able to unravel the
decisive molecular dynamics, the averaging over an ensemble of impact parame-
ters and trajectories originating from variations in the starting geometry has to be
minimized [5].

In gas phase experiments this can be realized by employing van der Waals com-
plexes of reactants with defined geometry that are prepared in a supersonic molec-
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ular beam [6–8]. On surfaces a complementary approach has been pioneered by
John C. Polanyi which was termed “surface-aligned reaction” and which relies on
an ordered adsorbate structure on a solid surface [5, 9, 10]. This approach will be
described in more detail below.

To detect the resulting dynamics subsequent to the excitation of a molecular com-
plex in aligned geometry in the gas phase, pump-probe mass spectrometry employ-
ing ultrafast lasers in combination with molecular beams is a widely applied exper-
imental technique that has considerably advanced the field of femtochemistry [11].
Different experimental approaches are employed to study molecular reaction dy-
namics in surface femtochemistry, such as two photon photoemission, time-resolved
sum frequency generation, or two pulse correlation spectroscopy [12]. In the present
contribution, we report results of a novel alternative experimental approach for di-
rect mass resolved monitoring of surface transition states and products adapting the
gas phase pump-probe methodology.

The investigations presented here were motivated by a seminal contribution of
John C. Polanyi and Ahmed H. Zewail in 1995 in which they proposed the investi-
gation of surface transition state dynamics via direct detection of reaction interme-
diates and products in a femtosecond (fs) pump-probe schema similar to gas-phase
femtochemistry investigations [4]. They termed this new approach that relies on a
well defined reactant adsorption geometry ‘surface-aligned femtosecond photore-
action’. A great deal of both, surface-aligned reaction studies (not time-resolved)
[5, 10] as well as real-time surface femtochemistry investigations (see, e.g., Refs.
[12–25]) have since provided insight into surface reaction dynamics. Nevertheless,
the direct time- and mass-resolved detection of the transition state and the prod-
uct formation dynamics of a surface reaction as proposed by Polanyi and Zewail
has been realized only very recently employing the new approach of surface pump-
probe fs-laser mass spectrometry [26–28].

This technique, which will be described in detail in Sect. 10.2, relies on the com-
bination of time-of-flight mass spectrometry with non-resonant or resonance en-
hanced multi-photon ionization (REMPI) detection and fast surface preparation by
a pulsed molecular beam [28]. Ultrathin oxide films serve as versatile substrates
that interact only weakly with adsorbed molecules. Yet, the molecular adsorption
structure on the substrate provides the geometrical alignment that determines the
reaction dynamics subsequent to photoexcitation. Escaping fragments might, e.g.,
directly desorb into the gas phase or inelastically exchange energy via collisional
interaction with the substrate surface depending on the adsorption geometry. Fur-
thermore, collisional encounters with neighboring adsorbate molecules might lead
to the formation of new reaction products.

In the following, first, the concept of surface-aligned chemistry will be described
and the investigated methyl halide adsorbate systems as well as their photochem-
istry will be briefly presented. Second, the technique of surface pump-probe fs-laser
mass spectrometry will be explained. In the third section of this chapter, the data
obtained from the investigated methyl halide molecules on magnesia and the result-
ing insights into the photoinduced uni- and bimolecular surface reaction dynamics
will be discussed.
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10.1.1 Surface-Aligned Chemistry

The idea of surface-aligned chemistry (or surface-aligned reaction) originated, as
stated by Ning and Polanyi in a recent contribution [5], from an early investigation of
the light-induced dissociation of CH3Br molecules adsorbed on a LiF(001) surface
[29]. The recoiling methyl radical fragments exhibited 1.5 eV of excess translational
energy which was proposed to enable subsequent reactive encounters of CH3 with
co-adsorbate molecules. Yet, due to the initial adsorbate alignment on the surface
a specific geometry of the internuclear collision would be defined, thus restricting
the ranges of collision energies, collision angles, and impact parameters and thus
selecting specified dynamical trajectories rather than averaging over a multitude of
collisional possibilities [5]. In this way, considerably more detailed insight into the
single reactive collisional events would be attainable.

Several groups have since demonstrated the viability of this approach employing
photoexcitation (e.g., Refs. [30–42]), electron injection with, e.g., the tip of a scan-
ning tunneling microscope (STM) (e.g., Refs. [43–47]), electron beams [48, 49], or
even collisions with accelerated atom beams [50] to trigger the initial ejection of a
surface-aligned molecular fragment.

In particular the atomic resolution capabilities of the STM have impressively
revealed real-space views on the effect of molecular alignment on surface reac-
tions. As an example, the electron-induced dissociation of CH3SSCH3 molecules
adsorbed on a gold surface is illustrated in Fig. 10.1 [45]. The adsorption structure
of a CH3SSCH3 molecule is depicted in Fig. 10.1a. Following a low-current voltage
pulse that is applied between the STM tip and the sample the CH3S fragments are
separated along the parent direction of the S–S bond by two lattice spacings (5.5 Å)
and the S–C bond directions in the CH3S species match closely those of the parent
CH3SSCH3 molecule as can be seen from Fig. 10.1b. Therefore, the authors call the
dissociation of CH3SSCH3 bond-aligned because the products are ejected along the
S–S bond direction as well as surface-aligned because the products are trapped on
the surface sites aligned with the breaking bond [45].

In a succeeding investigation also reactions of the emerging CH3S fragments
could be observed [51]. For this purpose, CH3SSCH3 molecules were allowed to
self-assemble into linear chains on the gold surface. The electron-induced dissocia-
tion reaction of individual molecules in the self-assembled structures subsequently
led to a propagating chemical reaction along the molecular chain in which S–S
bonds were broken and then reformed to produce new CH3SSCH3 molecules.

Comparable localized atomic reactions have been reported by the Polanyi group
as well [52–55]. In addition, it has been realized that the alignment effect can be
utilized to imprint self-assembled molecular patterns on surfaces [56, 57].

In their seminal contribution Zewail and Polanyi already proposed that such an
adsorbate surface alignment also presents an ideal starting structure for coherent
excitation and fs-time-resolved dynamical investigations. A prospective schema for
transition state spectroscopy by fs-laser excitation of the surface-aligned reaction
H + H2S → H2+ HS induced in co-adsorbed H2S molecules on LiF(001) is illus-
trated in Fig. 10.2.
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Fig. 10.1 STM images and
structural models (below) of
(a) the undissociated
CH3SSCH3 molecule on
Au(111) (red line is the
direction of the S–S bond,
blue dots mark the gold atoms
in the lattice) and (b) the
trans-pair of CH3S fragments
produced by electron-induced
dissociation of (a). The
models show the schematic of
the surface-aligned
dissociation of CH3SSCH3.
The width of the STM images
is 12 Å (adapted from [45])

Fig. 10.2 Schematic representation of the prospective surface-aligned femtosecond photoreaction
in the system H2S/LiF(001) starting at time t0 via fs-laser excitation. The molecular adsorption
structure provides the necessary restriction of the initial state geometry with the atomic distances
r1(H–H), r2(HS–H), the collision angle Θ , and the impact parameter b (adapted from [4])

The initial photodissociation of one H2S molecule at time zero, t0, defines the di-
rection, in which the reactive H-atom is released, while the co-adsorbate geometry
restricts the possible impact parameters and thus the observable trajectories of the
reaction dynamics which is subsequently probed by time-delayed product detection.
However, the direct time- and mass-resolved monitoring of the transition state and
the product formation dynamics of such a surface-aligned reaction has only been re-
alized recently via surface pump-probe fs-laser mass spectrometry as already stated
above [27, 28].

Whereas most surface femtochemistry investigations so far have been performed
on metal surfaces, for the surface-aligned femtochemistry approach presented in
this chapter an insulating magnesium oxide substrate is used to ensure direct pho-
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Fig. 10.3 TPD spectra of the molecular desorption of (a) CH3I and (b) CH3Br from sub-mono-
layer coverages on 8 ML MgO(100)/Mo(100) (heating rate: 2 K/s) [68]. The numbers indicated at
the spectra represent the exposure in units of Langmuir (1 L = 1 · 10−6 torr s = 0.25 ML for both
molecules [36, 69]). The insets illustrate the proposed molecular adsorption structures. Please see
text for more details

toexcitation of the adsorbate molecules. In the following section the properties of
the employed photochemical model system of methyl halide molecules adsorbed at
sub-monolayer coverages on MgO(100) will be discussed.

10.1.2 Molecular Adsorption on a Single Crystalline Oxide
Surface

In the experiments presented here, the molecular reaction dynamics on weakly inter-
acting oxide surfaces is addressed by studying methyl halide molecules (CH3I and
CH3Br) as photochemically well characterized models systems (see, e.g., [58–63]
and references therein). These molecules are adsorbed at sub-monolayer coverages
on a single crystalline MgO(100) surface. This surface is prepared in situ as an insu-
lating ultrathin film on a Mo(100) single crystal substrate [28, 64]. For the genera-
tion of the MgO(100) films (typical thickness: 8–10 monolayers (ML)) magnesium
metal is evaporated (0.15 ML/min) in an atmosphere of 2 · 10−7 mbar of oxygen
with the substrate held at 600 K [65–67]. The MgO films grow epitaxially on the
Mo(100) surface with a lattice mismatch of 5.4 % [65]. The (100) plane of MgO is
parallel, but rotated by 45°, with respect to the (100) plane of Mo(100).

Temperature programmed desorption (TPD) spectroscopy is employed to char-
acterize the interaction of the adsorbate molecules with the surface as a function of
the molecular coverage. Both investigated molecules exhibit very similar desorption
properties as can be seen from the graphs in Fig. 10.3.

Figure 10.3a displays TPD spectra recorded after dosing different amounts of
CH3I onto an MgO/Mo(100) film at 90 K substrate temperature [26, 68]. Methyl
iodide adsorbs molecularly on the MgO(100) single crystal surface and desorbs
without decomposition [69] already below 200 K which reflects the weak bond-
ing of these molecules to the insulating oxide surface. The maximum of the CH3I
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desorption signal in Fig. 10.3a shifts with increasing coverage to lower tempera-
tures indicating a desorption activation energy that further decreases with increas-
ing coverage. On MgO single crystals [69–71] the similar temperature dependence
was interpreted in terms of a repulsive adsorbate-adsorbate interaction due to an
adsorbate structure with the CH3I symmetry axis and hence the permanent dipole
moment of the molecules aligned parallel to each other and parallel to or slightly
tilted from the surface normal. On bulk magnesia an adsorption structure with the
I-atom facing the surface was proposed earlier [70, 71]. On magnesia ultrathin films
on Mo(100), however, an orientation was reported previously with the methyl group
heading toward the substrate surface [26]. This adsorption geometry is in accor-
dance with the time-resolved investigations and it is illustrated schematically in the
inset of Fig. 10.3a. However, it has to be noted that neither the adsorption site, nor
the exact tilt angle of the molecules with respect to the surface normal are known
[27].

In Fig. 10.3b a series of TPD spectra are shown that have been recorded af-
ter dosing different amounts of CH3Br onto an 8 ML MgO/Mo(100) film at 90 K
[68]. No evidence for methyl bromide dissociation subsequent to adsorption on the
MgO/Mo(100) substrate was found. No reaction products such as ethane or molec-
ular bromine, which could be formed due to methyl bromide dissociation on the
surface, were observed. Hence, methyl bromide also adsorbs molecularly on the
MgO/Mo(100) surface and desorbs without decomposition. Also in the case of
methyl bromide the maximum of the desorption signal shifts to lower temperatures
with increasing coverage indicating a repulsive adsorbate-adsorbate interaction be-
tween the molecules. The same behavior had been observed previously for CH3Br
adsorbed at low coverages on bulk MgO(100) [36] and on LiF(100) [72]. However,
angular distributions of methyl fragments emerging from CH3Br photodissociation
on MgO(100) lead to the assignment of an adsorbate structure in which the C–Br
axes of the adsorbed CH3Br molecules lay close to the plane of the substrate surface
as indicated by the inset in Fig. 10.3b [36].

10.1.3 Laser-Induced Molecular Desorption and Reaction
on the Magnesium Oxide Surface

The adsorbate alignment on the surface that has been discussed in the previous sec-
tion determines the photoinduced reaction dynamics of the methyl halide molecules
on magnesia. Light-induced fragmentation and photoreactions are commonly stud-
ied experimentally via angularly resolved time-of-flight quadrupole mass spectrom-
etry. This technique has also been applied by several groups in the past to investigate
the photoreaction of methyl iodide molecules adsorbed on a magnesium oxide sin-
gle crystal surface [70, 71, 73–77]. For sub-monolayer coverages [70, 71], the most
striking experimental observation was the considerably reduced I∗/I branching ra-
tio as compared to the gas phase photodissociation, indicating a particular substrate
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Fig. 10.4 (a) Methyl photofragment translational energy distribution derived from a time-of-flight
profile (here 10 ML dose), collected at an angle of 20° from the surface normal. Dotted lines are
fits to the three components of photodissociation: DIR, IND(1), and IND(2). The total fit is also
shown as a solid line. Full widths at half-maximum (FWHM) for each component are indicated by
horizontal arrows. (b) Schematic illustrations of the dynamics involved in the three photodissoci-
ation channels. Top: DIR CH3 escapes without collisions with neighboring adsorbate molecules.
Middle: IND(1) CH3 are formed in an exchange reaction, preserving the prior Br–C bond direc-
tion. Bottom: IND(2) CH3 undergo nonreactive inelastic collisions which broaden their energy and
angular distributions (adapted from [36])

induced de-excitation mechanism for I∗ in the methyl iodide photochemistry on
magnesia [78–82]. This issue will be addressed again in Sect. 10.3.2 below.

The photoreaction pathways of methyl bromide adsorbed at different insulat-
ing substrates have been investigated in detail as well [72, 83–91]. For the case
of CH3Br on MgO(100) Polanyi and co-workers performed photodissociation ex-
periments at 193 nm wavelength [36]. As an example, the result of this study is
illustrated in Fig. 10.4. Via TPD spectroscopy and angularly resolved photofrag-
ment detection it could be shown that the CH3Br molecules are adsorbed with their
C–Br axis lying down, i.e., at an angle approximately parallel to the surface plane
[36] (see also the previous section and the inset in Fig. 10.3b). The translational en-
ergy distribution of the emerging methyl fragments after photoexcitation that result
from such an adsorption structure is presented in Fig. 10.4a. Clearly, three distinct
pathways for the production of CH3 from CH3Br/MgO(100) are apparent from the
measured energy profile. These three reaction channels have been observed for all
investigated methyl bromide coverages from sub-monolayer up to 10 ML.

The direct ejection channel (termed DIR in Fig. 10.4) has a translational energy
distribution comparable to that of the gas phase dissociation. This suggests that these
photofragments did not suffer strong collisions as they departed the adsorbate layer.
This is illustrated in the top graphics of Fig. 10.4b. In addition, two indirect methyl
desorption channels have been assigned to the measured energy distribution. The
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IND(1) pathway exhibits a maximum at a translational energy 1.2 eV below that
of the DIR channel. This shift was attributed to a strong collision suffered by the
CH3 on leaving the molecular layer. In addition, the IND(1) fragments exhibit a
similar angular dependence as those of the DIR channel (peaking around 40° from
the surface normal for 0.75 ML coverage). This means that the IND(1) CH3 main-
tain the memory of the prior Br–C bond direction, similar to the DIR CH3, despite
having collided strongly enough to lose 45 % of their initial translational energy. A
molecular mechanism that would be consistent with these observations is a methyl
exchange reaction as shown schematically in the middle graphics of Fig. 10.4b.

Finally, the methyl fragments produced via the third pathway IND(2) exhibit the
lowest translational energy. More importantly, however, the angular distribution of
these fragments has been determined to be broad with approximately a cos2 dis-
tribution, which indicates that these fragments did not retain memory of the prior
Br–C bond direction. These photofragments were attributed to CH3 escaping from
adsorbed CH3Br molecules with their C–Br bond axes nearly parallel to the sur-
face plane, which inevitably leads to strong collisions with neighboring adsorbate
molecules prior to desorption. Potential exchange reactions might also be feasible
as illustrated in the bottom graphics of Fig. 10.4b.

This example demonstrates that photoreactions induced in surface-aligned ad-
sorbate layers might indeed exhibit fairly complex, yet nevertheless distinguishable
reaction pathways. The question whether the corresponding molecular reaction dy-
namics in these systems can be revealed by coherent excitation and time-resolved
detection on the timescale of the molecular motion, namely with fs resolution, will
be addressed in Sect. 10.3 of this chapter. For this purpose, in the subsequent section
an experimental technique will be put forward which permits to monitor surface-
aligned reactions with fs-time-, mass-, and fragment velocity-resolution.

10.2 Surface Pump-Probe Fs-Laser Mass Spectrometry

The major novelty of the experimental time-resolved laser-spectroscopy approach
presented in this chapter consists in the detection of neutral photoreaction products
via fs time-delayed multi-photon ionization directly at the surface. A schematic il-
lustration of the experimental arrangement used for the surface pump-probe fs-laser
mass spectrometry investigations is presented in Fig. 10.5.

The experiments are carried out in an ultra high vacuum (UHV) surface science
apparatus (base pressure < 1 × 10−10 mbar) equipped with standard tools for sur-
face preparation and analysis [92]. The fs-laser light is produced with a commercial
Ti:Sapphire oscillator continuously pumped by a 6 W Spectra Physics Millennia
Nd:YVO4 laser. The 800 nm laser pulses are amplified with a Nd:YLF laser pumped
Ti:Sapphire amplifier (Spectra Physics Spitfire XP) to yield 35 fs pulses with a typ-
ical power of 3 W at a repetition rate of 1 kHz. The pump laser pulses at 266 nm
are generated by frequency tripling of the fundamental wavelength in a homebuilt
third harmonic generator. The probe laser beam is tuned to a central wavelength
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Fig. 10.5 Schematic layout of the experimental arrangement employed for the investigation of
ultrafast reactions at oxide surfaces (see text for more details). The inset shows a magnified view
of the TOF-MS head and of the surface position

of 333 nm (for resonant methyl radical detection) by means of a commercial opti-
cal parametric amplifier (Spectra-Physics OPA-800). The average laser power at the
surface is 1–2 mW/cm2 and 60–600 mW/cm2 for pump and probe, respectively. The
pump and probe laser beams collinearly irradiate the surface at an incidence angle of
45°. The temporal width of the pump and the probe laser pulses are about 80 fs and
both laser beams are p-polarized. The time zero in the experiments is determined in
situ by monitoring of the integral pump-probe time dependent two photon electron
emission signal from the molybdenum single crystal surface [28].

A homebuilt Wiley/McLaren-type time-of-flight mass spectrometer (TOF-MS)
[93] is employed to analyze both the mass and the relative velocity of the pho-
toreaction products. The crystal surface is an integral part of the mass spectrome-
ter because it constitutes the repeller electrode of the TOF-MS. It is grounded and
positioned perpendicular to the spectrometer axis at a distance of 8 mm from the
first spectrometer electrode. A bias voltage of 500 V is applied to this spectrometer
entrance, which creates a static electric field (first acceleration region). Hence, sub-
sequent to ionization, the reaction products are instantaneously removed from the
sample surface and attracted into the TOF-MS. A second acceleration of the ions is
accomplished inside the spectrometer. Depending on the relative acceleration field
strengths the spectrometer can be operated either in optimal “mass-resolution” mode
or in a “velocity-resolution” mode to analyze initial kinetic energy differences be-
tween ions of similar mass (see, e.g., [58, 94]).

After acceleration, the ions pass the field free drift tube with different velocity
according to their mass to charge ratio and to their initial kinetic energy (in the
“velocity-resolution” mode) and are detected by a micro-channel plate (MCP) am-
plifier detector arrangement as a function of their flight time. The time-of-flight
signal acquisition is carried out by a multi-channel scaler electronics.
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Fig. 10.6 Transient recording routine: (1) Methyl iodide is admitted to the surface by the pulsed
valve. During the admission time the laser beam is blocked; (2) the non-adsorbed molecules are
pumped and the delay time �t between the pump and the probe laser pulses is adjusted. The
laser beam remains blocked; (3) the surface is exposed to laser light and the methyl mass peak
intensity is integrated until all molecules are dissociated/desorbed from the irradiated area. The
initial surface coverage in this experiment was 0.5 ML and the laser exposure time 5 s (5000 laser
pulses) [28]

To monitor in real-time the methyl halide dissociation dynamics at sub-
monolayer coverage on the magnesia ultrathin films, the following transient record-
ing routine, which is exemplified here for the methyl iodide molecule (illustrated in
Fig. 10.6), is applied while the MgO/Mo(100) surface is positioned in the front of
the TOF-MS (as shown in Fig. 10.5) and cooled to 90 K. (1) An initial coverage
of 0.25 ML to 0.5 ML CH3I is dosed onto the surface with the pulsed valve while
the laser is blocked by a computer controlled mechanical shutter (see Fig. 10.5)
so that no methyl signal can be detected by the mass spectrometer as indicated in
Fig. 10.6. (2) A short pumping brake of a few seconds follows. (3) Subsequently, the
laser shutter is opened and the mass peak of interest (methyl cation in Fig. 10.6) is
detected and summed over 2500 to 5000 laser shots at one fixed pump-probe delay
time.

After 2500 to 5000 laser shots, depending on the initial coverage, essentially
all molecules are dissociated and desorbed from the irradiated surface area. Sub-
sequently the laser beams are blocked again and the surface is covered with an
identical amount of molecules as before. During the following short pumping brake
the pump-probe delay time is adjusted and the described data acquisition proce-
dure is repeated for a new pump-probe delay time [28]. Several of the thus obtained
transients were averaged to yield the data shown below.

10.3 Femtosecond Dynamics of Surface Aligned Reactions

The technique of surface pump-probe fs-laser mass spectrometry is now applied to
reveal in real-time the photoinduced reaction dynamics of methyl halide molecules
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that are adsorbed in a surface aligned geometry on the magnesium oxide substrate
(cf. Sect. 10.1.2). In the following, the employed laser excitation schema is first
discussed for the case of methyl iodide molecules on MgO. Time-delayed prob-
ing of the emerging methyl fragments enables the monitoring of the unimolecu-
lar decomposition dynamics of the adsorbed molecules. The thus obtained results
are then compared to the unimolecular decomposition dynamics of methyl bromide
molecules on the same substrate to elucidate the influence of the different initial
adsorption geometries. Furthermore, also light-induced bimolecular reactions are
detected in these model systems and in the final section the dynamics involved in
the formation of the halide molecules (I2 and Br2) on the surface will be discussed.

10.3.1 Unimolecular Photodissociation

10.3.1.1 Methyl Iodide on MgO(100)/Mo(100)

To monitor the real-time dissociation dynamics of the methyl iodide molecules
adsorbed at sub-monolayer coverage on the MgO/Mo(100) surface, the following
pump-probe schema is applied. The pump laser pulse is centered at a wavelength of
266 nm to electronically excite the adsorbed methyl iodide molecules to the A-band
by means of direct one photon adsorption. In Fig. 10.7a the measured spectrum of
the pump laser beam is presented. The one photon absorption spectrum of methyl
iodide in the A-band region [95] is also displayed in Fig. 10.7a.

The relevant potential energy curves of the methyl iodide molecule are depicted
in Fig. 10.7c. As the exact influence of the surface on the methyl iodide potentials
is not known, and because the methyl iodide molecules do only weakly bind to the
magnesia surface [78], the shown gas-phase potentials are assumed to be almost un-
perturbed by the surface to a first approximation. The A-band dissociation of CH3I
(see recent contributions [58, 59, 61, 96–103] and references therein) is prompt and
involves primarily the two dissociative excited electronic states denoted as 3Q0+
and 1Q1 by Mulliken [104]. One 266 nm photon (pump) excites the CH3I molecule
almost exclusively to the 3Q0+ state of the A-band and prepares the initial wave
packet at time zero. Close to the point of the initial excitation, at a C–I bond dis-
tance of 2.35 to 2.40 Å, the 3Q0+ potential leading to CH3 and spin-orbit excited
I∗(2P1/2) crosses the 1Q1 potential that correlates diabatically with CH3 and ground
state I(2P3/2). At this point a bifurcation of the wave packet is possible and an ex-
perimental gas phase I(2P3/2) yield of about 30 % [107] points toward an efficient
coupling between the 3Q0+ and 1Q1 states.

In previous photodissociation experiments with methyl iodide adsorbed at sub-
monolayer coverage on MgO(100) single crystal surfaces the direct photoexcitation
(in contrast to a surface mediated excitation) has been shown to be the exclusive
excitation mechanism [70, 71]. In the present experiments, an ultrathin magnesia
film on Mo(100) has been employed instead of a magnesia single crystal. Still, all
experimental evidence indicates that the direct photoexcitation clearly dominates
over a surface mediated process [28].
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Fig. 10.7 (a) Single photon adsorption spectrum (A-band) of methyl iodide near the region of
excitation by the pump pulse (adapted from Ref. [95]). The peak highlighted in blue represents the
measured pump laser beam spectrum employed for the methyl iodide dissociation. (b) Two pho-
ton resonant ionization spectrum of CD3 radicals (adapted from Ref. [105]) displaying the three
vibronic transitions in the probe wavelength region. The measured spectrum of the probe laser
beam is represented by the spectrum highlighted in light blue. (c) Potential energy diagrams of
free methyl iodide [98, 106]. The curved red arrows illustrate the propagation of the wave packet
after photodissociation. The vertical arrows represent the excitation and the detection laser pulses
(detection energies not drawn to scale). The potential S reflects the Lennard-Jones interaction be-
tween the methyl group and the magnesia surface [82]. The inset shows a magnification of the
methyl iodide A-band excitation region [28] (Color figure online)

Subsequent to the A-band dissociation, the probe pulse at a central wavelength
of 333 nm is employed to sensitively detect the methyl fragments through resonance
enhanced multi-photon ionization ((2 + 1)-REMPI) [59, 60, 105]. The experiments
have been performed with both deuterated and non-deuterated methyl iodide [26]
(333.4 nm for CH3 and 333.9 nm for CD3 detection, respectively). Two photons
are employed for excitation from the 2p2A′′

2 ground state to the 3p2A′′
2 Rydberg

state, followed by absorption of a third photon to ionize the methyl fragments. Fig-
ure 10.7b displays the probe laser beam spectrum together with the (2 + 1) REMPI
transitions of CD3I around 333 nm [105]. Due to the bandwidth of 8 nm (FWHM),
the probe pulse is able to excite simultaneously the 00

0, 21
1, and 22

2 vibronic transi-
tions (cf. Fig. 10.7b).

It should be emphasized that the experiment in this way is able to probe the
dynamics of neutral products emerging from photoexcitation and dissociation at the
surface. The REMPI process occurs only when the electronic states of the methyl
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Fig. 10.8 Time-of-flight
mass spectrum obtained from
0.25 ML CD3I adsorbed on
10 ML MgO/Mo(100) at
130 fs pump-probe delay
time. The inset presents a
magnified view of the mass
spectrum between 10 and
12 µs flight time [28]

fragment involved in the resonant transitions are not perturbed, neither by the iodine
fragment nor by the substrate. Consequently, the real-time evolution of the REMPI
probability reflects the dynamics of the methyl liberation from the iodine and surface
force fields.

A time-of-flight mass spectrum obtained at 130 fs pump-probe delay time from
methyl iodide adsorbed on MgO/Mo(100) is displayed in Fig. 10.8 [28]. Apart from
an intense methyl ion peak, small peaks corresponding to iodine atoms and methyl
iodide molecules are present.

By monitoring the intensity of the methyl cation signal as a function of the pump-
probe delay time transients were obtained that reflect the photodissociation dynam-
ics of CH3I and CD3I adsorbed on MgO/Mo(100), respectively. Figure 10.9a shows
the result for CH3I molecules on MgO/Mo(100) measured with a probe laser power
of 70 mW/cm2. The transient signal exhibits a steep rise starting at zero time de-
lay with a maximum reached around 130 fs. It subsequently decays but does not
reach the initial value measured at negative delay times again. Instead, a small but
clearly apparent offset is observed which stays constant at longer positive delay
times. Fitting of a kinetic exponential ‘rise and decay’-model (with subsequent off-
set) to the experimental data gave similar time constants of τ1 = τ2 = 90 fs for
the rise and the decay component of the observed peak, respectively. The transient
signal obtained for CD+

3 at comparable laser conditions is displayed in Fig. 10.9b.
The appearance is identical to the CH+

3 signal in Fig. 10.9a: a peak followed by
a signal offset at positive delay times. Fitting of the ‘rise and decay’-model to the
peak structure also resulted in identical time constants as in the non-deuterated case.
No clear indication for the expected isotope mass effect of about 20 % on the dy-
namics could be detected within the accuracy of the time resolution of the experi-
ment.

Figure 10.9c shows the transient CD+
3 signal recorded with the same pump power

as above, but with the probe power increased to 600 mW/cm2. While the peak struc-
ture at short delay times is still present, the offset at longer delay times is now
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Fig. 10.9 Left column: Transients obtained by monitoring the methyl cation signal as a func-
tion of the pump-probe delay time. (a) CH3I transient (pump laser power: 1 mW/cm2; probe:
70 mW/cm2). (b) CD3I transient obtained with comparable laser conditions (pump: 2 mW/cm2;
probe: 70 mW/cm2). (c) CD3I transient obtained with 600 mW/cm2 probe laser power (pump
power: 2 mW/cm2). The solid lines are the best fit of the sum of an exponential ‘rise and decay’-
and a ‘delayed exponential rise’-model to the experimental data (convoluted with the pump-probe
autocorrelation function). The separated components corresponding to the two models are indi-
cated by the dashed lines. The time constants τ1 and τ2 result from the fitting of the ‘rise and de-
cay’-model which are identical for all three transients. The initial delay �t0 and the time constant
τ3 of the ‘delayed exponential rise’-component are indicated in (c). Right column: Dependence of
the methyl cation signal on the laser power (n represents the slope of the linear fit to the data):
(a) Pump laser beam intensity variation (130 fs pump-probe delay time; 2500 fs (not shown) is
similar). (b) Probe laser beam intensity variation at 130 fs pump-probe delay time; (c) probe laser
beam intensity variation at 2500 fs pump-probe delay time [26, 28]

considerably enhanced and exhibits an exponential rise. The strong probe pulse en-
ergy dependence of this latter rising signal supports its attribution to the resonant
ionization ((2 + 1)-REMPI) of methyl fragments resulting from the A-band disso-
ciation.

To quantify this effect, the dependence of the CD+
3 signal intensity on the pump

and the probe laser power was measured at pump-probe time delays of 130 fs and
of 2500 fs (corresponding to the maximum intensity of the peak structure and to the
plateau in the CD+

3 transient, respectively). The results are displayed in Fig. 10.9d–f
in a double-logarithmic representation. The slope n of the linear fit to the measured
data reflects the number of photons involved in the respective excitation and de-
tection processes. No indications of saturation effects have been observed at the
employed laser intensities. From these investigations it can be concluded that the
excitation of the methyl iodide that initiates the molecular dissociation requires one
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pump photon (Fig. 10.9d), while the detection of the methyl signal through ioniza-
tion involves two probe photons at 130 fs time delay (Fig. 10.9e) and three probe
photons at 2500 fs delay time (Fig. 10.9f) [28].

The fitting of a ‘rise and decay’—in conjunction with a ‘delayed exponential
rise’-model to the transient in Fig. 10.9c resulted in similar rise and decay time con-
stants for the peak as in Figs. 10.9a and 10.9b. For the exponential rise at longer
delay times, a time constant of τ3 = 680 ± 50 fs with an initial coherent delay of
�t0 = 170 fs was obtained from the fitting procedure. The two separate compo-
nents of the fit, peak and delayed rise, respectively, are indicated by the dashed
lines in Fig. 10.9c. Identical fitting parameters with adjusted amplitudes also fitted
the transient CD+

3 signal obtained at lower probe laser power (see dashed curves
in Fig. 10.9b). For the interpretation of these transient data the gas phase dissocia-
tion dynamics reported in the literature in conjunction with the respective potential
energy curves displayed in Fig. 10.7c will be considered.

First gas-phase time-resolved investigations of CH3I photodissociation dynamics
via A-band employing fs pump-probe technique in conjunction with mass spectrom-
etry were performed by Zewail and coworkers [58, 102]. The transient data obtained
in these experiments indeed exhibited a similar appearance of a peak structure fol-
lowed by an exponential rise as the transients shown in Fig. 10.9, however, with
completely different time constants [58]. In the gas-phase investigations, the peak
structure was attributed to the dynamics of the dissociating excited transition state of
methyl iodide, CH3I∗‡, which was directly ionized by the probe pulse immediately
after A-band excitation. Subsequent, rapid decomposition of the CH3I+∗ ion leads
to the observed CH+

3 fragment. The escape of the wavepacket from the CH3I∗‡ tran-
sition state Franck-Condon region was determined to be about 50 fs or even faster
[58, 62, 102].

In contrast, the delayed rise of the transient signal was attributed to the direct
REMPI detection of the emerging neutral fragments (I [58, 102] or CH3 [59, 60])
reflecting the dynamics of their liberation from the force field of each other in coher-
ent motion along the dissociative potential energy surfaces (cf. Fig. 10.7c). A disso-
ciation time of 120 fs could be established for the CH3 + I∗ channel by monitoring
the I+ signal intensity by means of (2 + 1) REMPI detection at 304 nm [58].

Recent gas-phase investigations performed by Bañares and coworkers employ-
ing fs-laser pump-probe spectroscopy in conjunction with velocity map imaging
have monitored several well defined channels of the C–I bond breakage of the
CH3I molecule via A-band excitation by detecting the methyl radical via (2 + 1)
REMPI at 333.5 nm [59, 60]. Bañares and coworkers, found that the CH3I dissoci-
ation yielding vibrationless methyl radicals as well as ground and spin-orbit excited
iodine atoms occurs in 40 fs and 80 fs, respectively. The CH3I dissociation yielding
the iodine fragments in the ground state and vibrationally excited methyl radicals
(CH3(11

1)) occurs in 135 fs.
Because of the similar appearance of the measured methyl transient signals (cf.

Fig. 10.9a–c), our interpretation is based on the gas-phase explanation of the molec-
ular dynamics of transition state and emerging fragments, respectively. On the basis
of this assignment and by considering the potential energy diagram of methyl iodide
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(Fig. 10.7c) an interpretation of the measured reaction times of the methyl iodide
surface reaction will be proposed in the following discussion.

First, the peak structure with the rise and decay time constants of 90 fs, apparent
in all observed transients (cf. Fig. 10.9a–c), will be discussed. In accordance with
the gas-phase interpretation, the peak structure is assigned to the ionization of the
excited methyl iodide before complete decomposition according to the schema:

CH3Iads
266 nm−→ CH3I∗‡

ads → CH3I+∗ 2×333 nm−→ CH+
3 + I (10.1)

The peak structure of the methyl ion signal therefore reflects the passage of the
wave packet initially launched on the 3Q0+ state through the transition state Franck-
Condon region of the two-photon ionization (cf. Fig. 10.7c). The methyl iodide
cation thus generated immediately decomposes leading to the observed methyl ion
signal

In the direct gas-phase dissociation the CH3I∗‡ transition state was detected in-
stantaneously after excitation and decayed faster than 50 fs [58, 60, 102]. In the
case of methyl iodide adsorbed on MgO, however, a 90 fs rise is observed with a
maximum signal around 130 fs followed by a 90 fs decay. This indicates that the
presence of the magnesia surface has a fundamental impact on the dynamics of the
transition state: (1) It influences the excited electronic state structure of methyl io-
dide so that the optimal Franck-Condon window for CH3I∗‡ detection is reached
only after 130 fs. (2) The process of methyl iodide dissociation is considerably de-
layed by the presence of the surface. This indicates a strong inelastic interaction of
the CH3I∗‡ transition state with the surface prior to decomposition. (3) If the methyl
iodide molecules would be adsorbed with the iodine facing the magnesia surface
[70, 71], the dissociation of CH3I∗‡ would lead to the prompt ejection of the light
methyl fragments resulting in a time constant for the CH3I∗‡ decay identical to the
gas-phase [78–80]. Thus, the observed dynamics support the adsorption structure
with the methyl heading toward the surface. Further evidence in this respect is pro-
vided by the measured dynamics of the methyl fragments emerging from the A-band
dissociation, which will be presented in the following.

The second part of the discussion will be concerned with the delayed exponential
rise that is particularly apparent at high probe laser flux (see Fig. 10.9c). It is as-
signed, again in accordance with the gas-phase interpretation, to the (2 + 1) REMPI
detection of methyl radicals emerging from the A-band dissociation of the adsorbed
methyl iodide molecules according to the reaction schema (cf. Fig. 10.7c):

CH3Iads
266 nm−→ CH3I∗‡

ads → CH3I + I/I∗ (2+1)×333 nm−→ CH+
3 + I/I∗ (10.2)

The initial delay of �t0 = 170 fs (cf. Fig. 10.9c) of this part of the methyl ion
signal reflects the liberation of the methyl fragments from the molecular force field
and from the force field of the magnesia surface. Gas-phase investigations showed
a 120 fs coherent delay in the methyl fragment appearance [59, 60]. Because of the
considerably prolonged initial delay observed here, the direct ejection of methyl as
in the free molecule can be ruled out. Instead, the data are again in favor of a CH3I
adsorption structure with the methyl facing the magnesia substrate (cf. Fig. 10.3a).
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The extended time needed for the liberation of the methyl thus reveals the effect
of the magnesia surface that manifests itself in the trapping of the CH3I∗‡ tran-
sition state. The subsequent growth of the methyl signal with a time constant of
τ3 = 680 fs (Fig. 10.9c) is consequently interpreted as the average lifetime of all
trajectories leading from the transition state to the release of the methyl fragment.
For the free molecule, due to the strongly repulsive nature of the dissociation and
thus well focused wave packet, this rise is instantaneous [58, 59].

At the surface, however, the wave packet spreads due to the inelastic interaction
with the surface. The corresponding trajectories therefore include the motion of
methyl toward the surface leading to the inelastic collision and the recoil away from
the surface followed potentially by a collision with the slowly moving, heavy iodine
atom. This interaction with both, the surface and the iodine atom, was predicted
theoretically and was termed as ‘chattering’ motion [78–80]. The scenario might
proceed until the methyl trajectory is rotated away from the iodine trajectory far
enough so that the fragment can escape.

In addition to the mass-resolved detection, the time-of-flight technique also en-
ables the measurement of the relative initial velocity of the reaction products, i.e.
here, of the methyl fragments emerging from the methyl iodide photodissociation
at different reaction times [58, 94]. In this way, additional information concerning
the dynamic processes of the supported molecules can be obtained. In the present
work the velocity-resolved detection is accomplished by lowering the acceleration
voltage between the surface and the mass spectrometer entrance electrode by about
a factor of 4 compared to the settings for optimal mass resolution (cf. Fig. 10.5). Un-
der these experimental conditions, the shape and the relative position of a mass peak
reflect the initial kinetic energy distribution of the corresponding reaction products
[58, 94].

Figure 10.10 displays the methyl ion time-of-flight mass signal recorded under
these ‘velocity-resolved’ conditions as a function of the pump-probe delay time in
a contour as well as a 3D-surface plot representation. A longer ion flight time (ToF-
scale in Fig. 10.10) corresponds to a smaller initial ion velocity or initial kinetic
energy, respectively. Clearly, the peak and the exponential rise structures originate
from methyl ions with different initial kinetic energy. This strongly supports the
above interpretation that the methyl transient signal reflects the concurrency of two
different processes occurring at different delay times ((10.1) and (10.2), respec-
tively) after photoexcitation at surface.

The liberated methyl radicals in the two processes would, in addition, be expected
to appear with two different initial kinetic energies corresponding to the two dissoci-
ation channels along the 3Q0+ and the 1Q1 potentials, respectively (cf. Fig. 10.7c).
However, this difference is not resolved in the data of Fig. 10.10 which might be due
to the energy loss during the interaction with the surface. In contrast, the heavy io-
dine atoms are assumed to remain almost immobile during the dissociation time pe-
riod and might be released in the spin-orbit excited as well as the electronic ground
state.
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Fig. 10.10 Enlarged methyl
cation time-of-flight (ToF)
mass signals as a function of
the pump-probe time delay.
The normalized signal
intensity is color coded in the
contour and the 3D-surface
plot representation from blue
(0 %) to red (100 %). In order
to enable the velocity
resolution of the
spectrometer, the first
accelerating potential of mass
spectrometer was reduced (cf.
Fig. 10.5) [27, 28]

10.3.1.2 Methyl Bromide on MgO(100)/Mo(100)

The technique of surface pump-probe fs-laser mass spectrometry was applied in
a similar manner also to study the photodissociation dynamics of methyl bromide
molecules adsorbed on a MgO ultrathin film surface [68]. The pump laser wave-
length was again 266 nm and the probe laser was tuned to the center wavelength of
333 nm to sensitively detect the methyl fragments [105]. The resulting time-of-flight
mass spectrum measured at 2 ps pump-probe delay time is displayed in Fig. 10.11a.
The exclusive reaction product observed in the mass spectrum in this case is the
methyl fragment. No other reaction products are detected under these conditions
independent of laser intensity or pump-probe delay time.

The temporal evolution of the methyl cation signal intensity a function of the
pump-probe delay time is shown in Fig. 10.11b (open circles). No transient signal
is observed up to 150 fs. Subsequently, the CH+

3 signal presents an exponential rise
with the maximum reached around 1.2 ps. Through fitting of the experimental data
by a ‘delayed exponential rise’-model (solid line in Fig. 10.11b) a time constant of
τ = 320 ± 60 fs was obtained for the rise of the methyl cation transient.

The known electronic structure of the free CH3Br molecule will now be consid-
ered here as well to discuss the molecular surface photodissociation because to a
first approximation the methyl bromide molecules are also only weakly disturbed
by the interaction with the magnesia surface as evidenced by TPD (Fig. 10.3b).

In contrast to methyl iodide, which was extensively studied in the past, few re-
ports are available on the methyl bromide photodissociation. Previous investiga-
tions [108, 109] assumed that the potentials of methyl bromide and methyl iodide
molecules are similar, but due to the shorter C–Br bond length of methyl bromide
(1.939 Å) compared to the C–I bond length of methyl iodide (2.1396 Å), the A-band
maximum of CH3Br is shifted to higher energy. The A-band of CH3Br, i.e. the first
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Fig. 10.11 (a) Time-of-flight mass spectrum obtained after photoexcitation of methyl bromide
adsorbed at sub-monolayer coverage (0.25 ML) on 8 ML MgO/Mo(100) at 266 nm (6 mW/cm2)
and probing at 333 nm (600 mW/cm2, 2 ps pump-probe delay time) through (2 + 1)-REMPI via
the 3p2A′′

2 Rydberg state [105]. Upper inset: Methyl cation signal intensity as a function of the
266 nm pump power. Lower inset: Methyl cation signal intensity as a function of the 333 nm probe
laser power (both also measured at 2 ps pump-probe delay time, both in a double logarithmic
representation). The slopes n of the linear fits to the data are indicated in the plots. (b) Temporal
evolution of the methyl cation signal as a function of the pump-probe delay time (open circles).
The solid line represents the best fit of a single exponential rise model to the data [68]

absorption continuum, can be accessed in the 170–270 nm spectral range with an
absorption maximum around 200 nm [95, 110].

The excitation of methyl bromide to the A-band also leads to two dissociative
channels: (1) the Br-channel giving rise to the formation of a methyl radical and a
bromine atom in the ground state (Br(2P3/2)), and (2) the Br∗-channel giving rise
to methyl and a bromine atom in the spin-orbit excited state (Br(2P1/2)). Five disso-
ciative electronic states are correlated with these two channels. Using the Mulliken
notation [104, 111, 112], these states are labeled in ascending energy order 3Q2,
3Q1, 3Q0+, 3Q0−, and 1Q1. The 3Q1 and 1Q1 states can be accessed from the
ground state via single photon excitation in a perpendicular electric dipole transi-
tion and they adiabatically correlate with the Br-channel. The 3Q0+ state can be
accessed in a parallel transition by single photon excitation and it is correlated with
the Br∗−channel. The single photon excitation of the 3Q2 and 3Q0− states is elec-
tric dipole forbidden. A curve crossing occurs between the 1Q1 and 3Q0+ states
[113, 114] which is possible due to the different symmetries of these states. How-
ever, in contrast to the methyl iodide molecule, where the A-band absorption oc-
curs mainly via a parallel transition to the 3Q0+ state which correlates with I∗ (cf.
Fig. 10.7c), in the case of methyl bromide, magnetic-circular-dichroism investiga-
tions show that the 1Q1 state is more strongly populated than the 3Q1 and 3Q0+
states [115].

In order to clarify the initial excitation mechanism that eventually leads to the
dissociation of methyl bromide adsorbed on the magnesia surface, the CH+

3 yield at
2 ps pump-probe delay time was monitored as a function of the pump laser power.
The result is displayed in the upper inset of Fig. 10.11a and clearly shows that the
photodissociation process requires more than one single photon. The slope value
of 1.8 ± 0.2 of a linear fit to the measured power dependence data in the double
logarithmic plot indicates that the photodissociation is most likely initiated by two
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pump photons. According to Ref. [113], a 3A1 dissociative A-band state can be
accessed near the C–Br equilibrium distance by two-photon excitation at 266 nm.
When spin-orbit interactions are considered, this 3A1 state gives rise to two states
corresponding to 3Q0, and 3Q1, respectively. As discussed in detail previously [68],
these states represent the most probable two-photon excitation channel of the CH3Br
molecule which lead to dissociation.

The emerging methyl radicals are subsequently detected via (2 + 1) REMPI at
a wavelength of 333 nm. This is confirmed by the probe power dependence mea-
surements shown in the lower inset of Fig. 10.11a. Similar to CH3I/MgO, the initial
coherent delay of �t0 = 150 ± 50 fs of the methyl ion signal emerging from CH3Br
(Fig. 10.11b) is proposed to reflect the liberation of the methyl fragments from the
molecular force field and from the force field of the magnesia surface. The sub-
sequent growth of the methyl signal with a time constant of τ = 320 ± 60 fs is
consequently interpreted as the average lifetime of all trajectories leading form the
initial excitation to the release of the methyl fragment.

Surprisingly, the time constant of τ = 320 ± 60 fs for the rise of the CH+
3 signal

in Fig. 10.11b is considerably shorter compared to the one obtained for the exponen-
tial rise of the methyl cation signal in the case of CH3I photodissociation on MgO
(680 ± 50 fs, see previous section). As mentioned above, no direct measurement of
the CH3Br photodissociation time has been performed until now. However, based on
the method provided by Sander and Wilson [116] to calculate the lifetime of a dis-
sociative state using the anisotropy parameter β which is deduced from the angular
distribution of the photofragments, Gougousi et al. [117] estimated that the lifetime
of the CH3Br A-band is 120 ± 40 fs. If this method is applied to CH3I, an upper
limit for the lifetime of the A-band of 70 fs can be estimated [118]. This means that
in the gas-phase the methyl bromide A-band photodissociation takes longer than the
methyl iodide A-band photodissociation. However, in the present investigation the
methyl bromide appears to photodissociate faster than methyl iodide, if adsorbed on
MgO.

In Sect. 10.1.3, the investigations of Polanyi and coworkers of the 193 nm pho-
todissociation of CH3Br adsorbed on a bulk MgO(100) surface by means of angu-
lar resolved time-of-flight quadrupole mass spectrometry have been discussed [36].
This experiment indicates that the emerging methyl photofragments can be either
directly liberated into the gas-phase (DIR CH3 fragments; see Fig. 10.4) or they
can lose a significant part of their total kinetic energy released from the A-band
photodissociation in a collision process with neighboring molecules (IND(1) and
IND(2) CH3 fragments; see Fig. 10.4). These latter indirect mechanisms represent
the dominant methyl release channel in this system in which the escaping methyl
fragments have to experience a collision with adjacent molecules due to an adsorp-
tion geometry in which the C–Br axis is nearly parallel to the surface (cf. inset in
Fig. 10.3b and Fig. 10.4b). These results provide the basis for a reasonable expla-
nation why the methyl photofragment appearance time on MgO, measured in our
experiment, is much faster for methyl bromide (320 ± 60 fs) compared to methyl
iodide (680 ± 50 fs) despite of the theoretical prediction of a longer dissociation
time for free CH3Br.
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The different appearance times can be connected to the different adsorption ge-
ometries of the methyl halide molecules on the magnesia surface. As discussed in
Sect. 10.1.2 methyl iodide molecules are proposed to be adsorbed with the methyl-
end heading toward the surface. This leads to a trapping of the methyl group between
the MgO surface and the I atom subsequent to the photodissociation and the liber-
ation of the methyl fragment from the surface takes a considerable time in the case
of methyl iodide. In contrast, according to Polanyi and coworkers [36], the methyl
bromide molecules are adsorbed with their C–Br axis almost parallel to the MgO
substrate. Therefore, the methyl photofragment can escape much easier and faster,
suffering in most cases only one collision with the adjacent molecule, which would
explain the faster appearance time of 320 ± 60 fs for CH3Br. This time constant
thus reflects the integral methyl desorption dynamics represented by the three re-
action channels illustrated in Fig. 10.4b. The distinction of the DIR, IND(1), and
IND(2) mechanisms in the time-resolved experiment should now be possible due to
the clearly distinguishable translational energy of the emerging methyl fragments
(see Fig. 10.4a) and work is in progress to apply surface pump-probe fs-laser mass
spectrometry in the velocity-resolution mode (cf. Fig. 10.10) to accomplish this task.

10.3.2 Bimolecular Surface Reactions

The formation of a new chemical bond in, or between, molecules that are attached
to a substrate constitutes the elementary step of a bimolecular surface chemical re-
action and also occurs on the ultrafast timescale of nuclear motion. The compre-
hension of the involved molecular dynamics is fundamental to the perception of
chemical reaction mechanisms on surfaces of, e.g., catalytic materials [1]. The key
to a molecular level insight of a bimolecular reactive encounter, however, is the
knowledge about the structure and the dynamics of the transition state of the reac-
tion [3, 4].

Employing the model system of methyl iodide adsorbed at sub-monolayer cov-
erages on a magnesia ultrathin film it could be demonstrated that with the technique
of surface pump-probe fs-laser mass spectrometry it is indeed possible to directly
probe the transition state and the product formation dynamics of a bimolecular sur-
face reaction by time-, mass-, and velocity-resolved multi-photon ionization on the
surface [27]. The starting configuration is again obtained by a well defined reactant
adsorption geometry that represents the initial ‘collision complex’ of the reactive
bimolecular encounter as proposed by Polanyi (see Sect. 10.1.1 [4, 5, 10]). In the
following it will be shown that in this way unprecedented insight into the elemen-
tary steps of a complex bimolecular surface chemical reaction mechanism can be
obtained.

Methyl iodide adsorption layers were prepared under similar conditions as de-
scribed in the previous section at which the mass spectrum displayed in Fig. 10.8
was obtained at a pump-probe delay time of 130 fs. If the delay time was changed
to 2 ps, the mass spectrum shown in Fig. 10.12a could be recorded (photoexcita-
tion with 266 nm, 1 mW/cm2, and multi-photon ionization detection with 333 nm,
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Fig. 10.12 (a) Time-of-flight fs-laser desorption/ionization mass spectrum obtained from 0.25 ML
of (deuterated) methyl iodide on MgO/Mo(100). The conditions are comparable to those of
Fig. 10.8, however, the spectrum was recorded at a pump-probe delay time of 2 ps. (b) Intensity of
the I2 signal as a function of the squared probe pulse energy at 2 ps delay time. Open circles rep-
resent the experimental data; the solid line is a linear fit to the data. The bottom graphs display the
time-resolved signal intensity of I2 at early delay times (c) and up to 40 ps pump-probe delay (d).
Open circles represent the experimental data; the solid lines are fits of a kinetic exponential rise
and decay model (please see text for more details) [27]

600 mW/cm2). In addition to the signals observed at 130 fs delay time (Fig. 10.8),
a pronounced peak of molecular iodine, I+2 , is apparent in Fig. 10.12a. This signal
exhibits a quadratic probe laser power dependence as can be seen from Fig. 10.12b.
This indicates that the I+2 signal is due to a two-photon ionization process, which
will be important to the interpretation below.

The temporal evolution of the I+2 mass signal is displayed in Fig. 10.12c and d.
Iodine molecules are detected after a pump-probe delay time of about 200 fs. Sub-
sequently, the signal rises exponentially and reaches its maximum value at 1.2 ps.
The fit of an exponential growth model (convoluted with the pump-probe autocorre-
lation function, solid line in Fig. 10.12c) to the experimental data yields a rise time
constant of τ1(I2) = 310 ± 30 fs. However, the signal only stays constant until a few
ps and then decays again with a time constant of τ2(I2) = 5.0 ± 0.3 ps as can be
seen from Fig. 10.12d.

The interpretation of these data is based on the respective (gas phase) potential
energy curves of methyl iodide and molecular iodine as displayed in Fig. 10.13
[98, 106, 119]. It is again assumed that the weak interaction of the molecules with
the insulating substrate does, to a first approximation, not influence the relevant
potentials. Photoexcitation of adsorbed methyl iodide with 266 nm leads to the dis-
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Fig. 10.13 Potentials of
CH3I (left) and I2 (right)
[98, 106, 119]. The solid
arrows illustrate the
propagation of the wave
packet. The dashed arrows
represent the excitation and
the detection laser pulses
(detection energies not drawn
to scale). The potential S
reflects the Lennard-Jones
interaction between the
methyl group and the
magnesia surface [82]. The
inset shows a magnification
of the CH3I–A-band
excitation region [27]. Please
compare also to Fig. 10.7c

sociative A-band states as detailed above (cf. Fig. 10.13, left hand side). Two of the
thus generated I-atom fragments might now be assumed to recombine in order to
form the observed I2 molecules. This assumption is, however, contradicted by the
measured laser power dependences. Most strikingly, the probe power dependence
depicted in Fig. 10.12b shows that the I+2 signal is due to a two-photon ionization
process. Yet, the X- and A-states of I2 are both not accessible for two-photon ion-
ization with 333 nm.

Therefore, it is most likely that the I+2 signal originates from the ionization of
iodine molecules in the electronically excited B-state. The respective potential en-
ergy curves are displayed on the right hand side of Fig. 10.13 [119]. I2(B) might be
formed in a bimolecular reaction of emerging spin-orbit excited I∗ with ground state
I atoms (indicated by the dashed arrow connecting the CD3I with the I2 potentials in
Fig. 10.13). However, power dependent measurements of the I2 signal also indicate
the predominance of a single photon excitation (pump) mechanism for the bimolec-
ular reaction [27]. In previous gas phase experiments with methyl iodide clusters,
a four-center bimolecular reaction had been proposed to account for the observed
I2 formation [102]. In this mechanism two adjacent methyl iodide molecules act as
reaction center with the photoexcitation leading to a cooperative nuclear motion of
both C–I bonds via a transition state of the form [CD3–I∗–I–CD3]‡ finally resulting
in the elimination of I2(B).

The transient data in Fig. 10.12c and d thus are interpreted to reflect the real-
time dynamics of the bimolecular interaction of I∗ with I via a favorable surface-
aligned geometry that enables the four-center transition state. The fastest release of
I2 molecules in this reaction is observed within 200 to 300 fs. The average time
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constant for all trajectories leading from the bimolecular transition state to I2 is
represented by the 310 fs rise of the molecular iodine signal.

Molecular iodine is bound in the B-state and the radiative lifetime of the molecule
in this state is on the order of microseconds [120]. However, the transient data in
Fig. 10.12d exhibit a decay of the I+2 signal starting after several ps. This decay is
attributed to a coupling between the B-state and a 1Πu dissociative state induced by
the presence of the surface in the vicinity of the iodine molecule (see Fig. 10.13).
Thus, the breaking of the D∞h symmetry of I2 at the surface leads to molecular pre-
dissociation on the ps timescale [121]. As a result, only ground state iodine atoms
are released after several ps. Interestingly, this also provides a new mechanism for
the previously observed pronounced and puzzling I∗ quenching in surface photodis-
sociation experiments (cf. Sect. 10.1.3 [71]).

Thus, the mass spectrometric detection of intermediates and products in a pump-
probe scheme is able to reveal rich details of the bimolecular surface photoreaction
dynamics. In this respect the influence of the insulating surface on the reaction dy-
namics can be shown to manifests itself in the unimolecular decomposition by (1)
the alignment of the reactants prior to photoreaction, (2) the trapping of the dis-
sociative transition state preventing direct decomposition as in the gas-phase and
in this way (3) enhancing the possibility for a non-adiabatic transition of the wave
packet through the conical intersection. Furthermore, the presence of the substrate
(4) provides an additional energy dissipation pathway for the bimolecular reaction to
proceed, and finally (5) leads to a breaking of the molecular symmetry of the I2(B)
state to enable predissociation and thus opening a new channel for I∗ de-excitation
at the surface.

Also in the case of a methyl bromide adsorption layer on a magnesia surface the
bimolecular reaction of the emerging halide atoms could be detected [68] and a sim-
ilar reaction dynamics as in the case of methyl iodide might be assumed. However,
the assignment of the bimolecular dynamics, i.e. of the actual detection excitation
pathways, remains so far to be confirmed by detailed laser power and wavelength
dependent measurements.

10.4 Conclusion and Prospects

In this contribution it was demonstrated that fs-laser induced excitation of a surface-
aligned molecular adsorbate layer on an oxide surface in conjunction with time de-
layed direct ionization and mass spectrometric detection of reaction products on
the surface can provide detailed insight into the molecular surface reaction dynam-
ics. As examples the photoreactions of methyl iodide and methyl bromide adsorbed
on ultrathin MgO(100) films on Mo(100) have been studied. A pronounced differ-
ence in the appearance times of the methyl radical fragments was observed for the
two different methyl halides. This observation was related to the different molec-
ular adsorption structures on magnesia. Furthermore, the adsorption geometry on
the surface also defined the alignment of the encounter complex for the observed
bimolecular formation of the halide molecules I2 and Br2.
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The findings presented here demonstrate the potential of the new experimental
technique of surface pump-probe fs-laser mass spectrometry to reveal the detailed
dynamics of a wide variety of bimolecular surface-aligned reactions. The unique
possibility to measure directly the surface transition state and product formation dy-
namics is of importance to the revelation of even complex reaction mechanisms in
surface chemistry and heterogeneous catalysis. In recent experiments the investiga-
tions were extended to reactions on metallic surfaces [122, 123] and oxide supported
metal particles [92, 124]. Furthermore, future investigations will include different
co-adsorbate molecules like O2, N2O and CO2 in addition to the methyl halides.
In this respect it could be shown most recently that the irradiation of co-adsorption
layers of CH3I and CH3Br lead to the detection of IBr molecules. This result con-
firms that the observation of a reaction dynamics involving fragments from different
adsorbates is indeed feasible [68].
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Chapter 11
Optical Diagnostics with Ultrafast and Strong
Field Raman Techniques

Frederic Chaussard, Bruno Lavorel, Edouard Hertz, and Olivier Faucher

Abstract In this chapter, we will discuss some coherent techniques, namely Ra-
man Induced Polarization Spectroscopy (RIPS) and femtosecond Coherent Raman
Anti-Stokes Spectroscopy (fs-CARS). We will demonstrate their ability to be used
as non-invasive optical diagnostic tools for temperature, density, or concentration
measurements, as well as a means of testing collision induced energy transfer mod-
els (in a low field regime), and studying the so-called inhomogeneous lineshape
effects that are particularly enhanced in the case of hydrogen. We will also show
how molecular alignment achieved in a strong field regime can provide additional
information about collisional relaxation processes. In all cases, a precise knowledge
of the collisional effects is required, and so a general modeling of collisional relax-
ations will be detailed.

11.1 Introduction

Nonlinear coherent interactions of molecules with ultrashort laser pulses re-
main outstanding means to deduce the properties of gas-phase species (such as
spectroscopic constants), as well as to get information about the environment
of molecules. This is generally performed in a low field regime (perturbative
regime). On the other hand, with intense laser fields, the spatial manipulation of
molecules, especially molecular alignment and orientation, becomes possible, even
under field-free conditions. Though seemingly different at first sight, these top-
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ics share in common similar techniques, which rely on the coherent superposi-
tion of rovibrational states, created by a very short laser pulse, resulting in quan-
tum beats that can be recorded over time. The different dephasing processes ex-
perienced by the molecules affect the dynamics of such wave packets that can
be tracked on a picosecond time scale in order to access to the relevant informa-
tion.

In the first part of this chapter, we will discuss the use of such coherent tech-
niques for temperature and concentration diagnostics in the low field limit by fo-
cusing on Raman Induced Polarization Spectroscopy (RIPS) [1, 2] and femtosec-
ond Coherent Anti-Stokes Raman Spectroscopy (fs-CARS) [3]. The principle of
the two techniques relies on the impulsive electronically non-resonant Raman ex-
citation of a manifold of rotational states with an ultrashort polarized pump laser.
In both cases, the signal contains information about the molecular structure, the
density, the temperature, and the concentration. In the former, the initial vibra-
tional level of the molecule (generally the ground one) is not changed and the
rotational superposition of states leads to transient alignments appearing with a
time period determined by the rotational constant B . In the latter, the signal arises
from the interferences between rovibrational transitions [4] and exhibits recur-
rences with a time period, which in the case of Q-branch transitions is given by
Tr = 1/2αe, where αe is the first order rotational anharmonicity of the potential.
RIPS is suitable for molecules such as N2, CO2, O2, or N2O with small rota-
tional constants and for which rotational transitions are in the range of tenths of
wavenumbers, whereas CARS will be preferred in the case of lighter molecules
such H2 with a larger rotational constant and a rotational spectrum spreading over
a large wave number domain. Moreover, in contrast to RIPS or other techniques,
CARS is able to probe not only the ground state, but also the dynamics of excited
states.

Besides the oscillating contribution coming from the interferences, the molecules
undergo collisions and collisional relaxation, which manifests itself on the signal by
a time decay. Taking precisely into account these complex mechanisms is of great
importance for temperature and pressure measurements.

The case of hydrogen will be discussed apart. Indeed, this molecule exhibits
unusual behaviours due to the speed-dependence of the collisional parameters and
requires specific models to describe the CARS time response.

In the second part of this chapter, we will explore the extension of short pulse
induced alignment to dissipative environments. Although there are a real funda-
mental interest and practical applications of alignment in a dissipative medium,
field-free alignment has been mainly studied in low-density conditions. We will
show that performing measurement in a dissipative medium is a way to get inde-
pendent information about the rotational population relaxation and the pure phase
decoherence effects. In this context, a quantum mechanical density matrix formal-
ism, using the Liouville equation and the relaxation matrix, will be described. Re-
sults obtained on the CO2 molecule in mixture with Ar at room temperature will be
presented.
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11.2 Optical Diagnostic by Means of Femtosecond Spectroscopy

11.2.1 Temperature and Concentration Measurement in Gas
Mixtures Using Rotational Coherence Spectroscopy
Techniques

11.2.1.1 Raman Induced Polarization Spectroscopy (RIPS)

Principles In a RIPS experiment, the principle of the measurement relies on the
observation of the depolarization experienced by a weak probe pulse, due to the
birefringence resulting from the alignment rephasing of the molecules induced by
the pump pulse. In a homodyne detection scheme, the detected RIPS signal is given
by [1, 2]

I ∝
∫ +∞

−∞
∣∣Es(t)

∣∣2dt, (11.1)

with Es(t) being the signal electric field. Its envelope is directly proportional to the
third order nonlinear polarization P (3)(t), and can be written as [1, 2, 5]

Es(t) ∝ ωP (3)(t) ∝ ωEd(t)

∫ +∞

−∞
∣∣Ep(τ )

∣∣2R(t − τ)dτ. (11.2)

In this equation, R(t − τ) is the rotational molecular response, Ed(t) the probe time
envelope, Ep(τ ) the pump electric field, and ω the pulsation of both electric fields.

The rotational nonlinear response R(t − τ) of a given linear molecule i in a
mixture of n molecules can be expressed as

Ri(t − τ) ∝ Ni

∑
Ji

�α2
i (ρJi

− ρ
J

′
i
)gJi

(Ji + 1)(Ji + 2)

(2Ji + 3)
exp
[−γJi

(t − τ)
]

× sin
[
ωJi

(t − τ)
]

(11.3)

when absorption is neglected.
In this expression, Ni is the partial gas density, �αi is the difference between the

polarizabilities along the molecular symmetry axis and along any axis perpendicu-
lar to the former (�αi = α|| − α⊥), Ji and J

′
i are the rotational quantum numbers

(�J = J
′
i − Ji = 2 for a S-branch Raman transition), ρJi

= exp(−EJi
/T )/Qi the

population density with EJi
being the rotational energy and Qi the rotational par-

tition function, and gJi
is the nuclear spin degeneracy factor. ωJi

is the frequency
of the Raman S-branch transition given by ωJi

= 4πBi(2Ji + 3) (with Bi the rota-
tional constant of the vibrational level in which the superposition state is excited)
when the centrifugal distortion is neglected, which can be no longer the case at high
temperature if accurate calculations are needed. γJi

is the linewidth of the mentioned
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transition, which can be described by the usual linear mixing rule for a mixture of n

molecules

γJi
=

n∑
k=1

ckγ
k−i
Ji

(11.4)

where ck are the mole fractions of molecules k, γ i−i
Ji

are the self-perturbed

linewidths, and γ k−i
Ji

are the linewidths of molecule i perturbed by molecule k.
As it can be seen in Eq. (11.3), the signal measured in a gas mixture is the sum of

each component contributions (consisting in series of transients) whose amplitudes
are proportional to the square anisotropy polarizability �αJi

and their concentra-
tions Ni . The latter can thus be deduced from the experimental total signal, as soon
as the anisotropy polarizabilities �αi are known, whereas the temperature can be
determined thanks to the signal dependence versus the population distribution and
linewidth parameters.

Accidental temporal coincidences between transients of two or more molecules
due to the value of their molecular constants can exist and lead to macroscopic inter-
ferences, which exhibit a more sensitive shape with respect to the concentration [6].
When no such overlaps occur, it is still possible to induce them by using a multiple
pump pulses sequence and tuning the delay between these pulses so as to improve
the concentration dependence on the resulting transient [7].

In order to calculate the RIPS signal using Eqs. (11.1)–(11.3), the values of col-
lisional linewidths γJ are needed. These ones are the diagonal elements of the real
part of the relaxation matrix W, whereas the off-diagonal elements kJJ ′ describe the
coupling of the lines through rotational energy transfer. Such transfers are important
when the pressure is increasing and one observes then the so-called line-mixing ef-
fect, which results in the fact that in the frequency domain the lineshape is not the
sum of individual lines. The relaxation matrix is usually obtained by inversion of ex-
perimental or calculated linewidths with fitting or scaling laws. There exist several
relaxation models to do so, but one of the most suitable is based on the energy cor-
rected sudden (ECS) formalism [8]. Following this formalism, the relaxation matrix
is written as

kJJ ′ = Re(WJJ ′) = (2J ′ + 1
)ρJ>

ρJ

∑
L

(2L + 1)

(
J L J ′
0 0 0

)2
ΦL(ωJJ ′)2

ΦL(ωL0)2
QL,

(11.5)
with

γJ = Re(WJJ ) = −
∑
J ′ �=J

Re(WJJ ′), (11.6)

where (11.6) is known as the sum rule. In this expression, ρJ is the population of the
J level, J> is the upper value of (J, J ′), L is the coupled angular momentum be-
tween J and J ′, ΦL is an adiabatic correction term accounting for the finite collision
duration [8], and

( · · ·
· · ·
)

is a 3J -symbol.
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Fig. 11.1 Setup for RIPS experiment: Pi polarizers, M mirror, BS beam splitter, CC corner cube,
L lens, PM photomultiplier. The polarizations of the beams are called back at the top right

Equation (11.5) also depends on a subset of state to state rates QL obtained either
through experiments or modeled with semi-empirical scaling laws [9], among which
the ECS-P law, using a polynomial law for the basis relaxation rates, or the ECS-E
using an exponential law, or a mix of the two ECS-EP. In all cases, the expressions
of the basis rates QL are parametrized and the values of these parameters are fitted
on experimental or calculated values.

As it shows, RIPS can be a powerful tool to get accurate information about col-
lisional relaxation, as it has been shown in the case of N2 and CO2 [5].

Experimental Procedure The experimental arrangement for RIPS measure-
ments is a standard pump-probe set-up (Fig. 11.1). The pump and the probe beams
are derived from a chirped pulsed amplified Ti:Sapphire femtosecond laser. They are
both linearly polarized at 45◦ with respect to each other and are crossed at a small
angle in the cell containing the studied species. The pump-probe delay is tuned
thanks to a corner cube reflector mounted on a motorized stage. The probe signal
is detected by a photomultiplier through an analyzer oriented at 90◦ with respect to
the initial polarization of the probe beam.

Results As an example of the potential of RIPS for simultaneous temperature and
concentration measurements, some results on CO2–N2 mixtures are shown [10]. Ex-
periments were performed at three temperatures: 297, 423, and 573 K for pressures
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Fig. 11.2 RIPS signal as a
function of pump-probe delay
in a CO2–N2 mixture. The
pressure was 1.21, 1.52, and
1.73 bar from top to bottom.
The concentration of CO2
was 0.1478, deduced from
measurements of partial
pressures

Fig. 11.3 RIPS signal as a
function of pump-probe delay
in N2O–CO2–O2–N2 mixture
at 1.21 bar and room
temperature. The fitted
concentrations are
C(N2O) = 0.058,
C(CO2) = 0.127,
C(O2) = 0.164, and
C(N2) = 0.637, whereas the
concentrations deduced from
measurements of partial
pressures are 0.064, 0.124,
0.162 and 0.635

below 2 bar, and CO2 concentration of roughly 15 %. Figure 11.2 shows the com-
parison between the experimental and the theoretical signals. The temperature was
compared to the temperature given by a thermocouple, and the actual concentration
was obtained from partial pressures measurements. As it can be seen, the fitting
procedure led to concentration and temperatures in good agreement with the actual
ones.

Measurements of concentration in three and four molecular components mix-
tures have also been performed [11]. The case of N2O–CO2–O2–N2 is presented in
Fig.11.3. The time response consists of many transients that have been assigned to
the four components of the mixture. The fitted concentrations were in good agree-
ment with the actual ones.
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11.2.1.2 Coherent Anti-Stokes Raman Spectroscopy (CARS)

Principles In femtosecond Coherent Anti-Stokes Raman Spectroscopy, synchro-
nized pump and Stokes pulses create a coherent superposition of Q-branch transi-
tions (�J = 0) between the ground and the first vibrational state (�v = 1) of H2.
Each transition oscillates with a frequency ωJ = �EJ /�, with �EJ the energy of
the Raman transition. The time evolution of the coherent excitation is probed by
a time-delayed third pulse, which under phase matching conditions completes the
CARS scheme and leads to the anti-Stokes signal.

If the lineshapes are described by Lorentzian profiles in the frequency domain,
the CARS signal at a given delay τ is given by [4, 12]:

ICARS(τ ) ∝
∣∣∣∣∣
Jmax∑
J=0

fJ exp

(
i
�EJ

�
− 2πγJ

)
τ

∣∣∣∣∣
2

. (11.7)

The weighting coefficients fJ are proportional to the rotational population and to
the convolution of the pump and the Stokes pulses in the frequency domain. For a
diatomic molecule the Q-branch Raman transitions energies �EJ can be expressed
by the molecular constants ωe, ωexe, αe, βe, and the density shift coefficients.

As said above, when the pressure increases, line overlaps occur in the frequency
domain, leading to the so-called line-mixing effect. As a consequence, the non-
diagonal terms of the matrix cannot be neglected anymore. The most convenient
way to include those off-diagonal terms is to use the G-matrix formalism [13], in
which the G-matrix, given by

G = iωJ I − W, (11.8)

where I is the identity matrix and W is the relaxation matrix defined in Eq. (11.5).
This G matrix can be diagonalized so as to have the following form:

G̃ = A−1GA = (iω̃J − 2πγ̃J )I. (11.9)

In this expression, A is the change of basis matrix constructed from the eigenvectors
of G, ω̃J are the new shifted eigenvalues of the transition frequencies, and γ̃J are
the new eigenvalues for the collisional linewidths.

The final CARS signal can then be written as [14]

ICARS(τ ) ∝
∣∣∣∣∣
Jmax∑
J=0

(bA)J
(
A−1Pb

)
J

exp
[
(iω̃J − 2πγ̃J )τ

]∣∣∣∣∣
2

, (11.10)

where P is a diagonal matrix which accounts for the initial population difference,
and b is a vector including the transition strength.

As the RIPS technique, fs-CARS happens to be a powerful tool to investigate
collisional relaxation processes, as well as to measure temperature, pressure, and
concentration for instance in combustion media. Several works have been devoted
to these issues, especially in the case of nitrogen (see for example [14–17]).
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Some experimental results will be presented in the next section, in which we will
focus our attention on the case of molecular hydrogen.

11.2.2 Hydrogen Rovibrational Femtosecond CARS

Over the past decades, a lot of frequency-resolved spectroscopic studies have been
performed to determine the vibrational line profiles of pure or foreign gas broad-
ened H2, because of its particular interest in combustion diagnostic, especially in
thermometry in H2/air flames. Moreover, H2 is a particular molecule that exhibits
unusual spectral features. The origin of these spectral signatures has unambiguously
been found in the radiator speed dependence of the collisional parameters, coupled
to the velocity and speed (velocity modulus) changes due to collisions [18–20].
Though these effects also exist in other molecules, the lightness of H2 enhances
them and makes this molecule an ideal candidate for a detailed study of such colli-
sional processes. For example, the collisional shifting value is particularly important
(more than two times the broadening) and strongly depends on the relative speed.
As a consequence, the spectral lines become asymmetric for weak concentration of
H2 in mixtures, and the broadening coefficients are no longer linear functions of
the perturber mole fraction. None of the usual profiles such as the weighted sum of
Lorentzian or Voigt profiles can correctly model the frequency response and would
lead to important errors if used for temperature diagnostic, these effects being en-
hanced when the temperature increases. Several lineshape models have been de-
veloped in the frequency domain to describe these effects [18, 19, 21, 22], and a
particularly interesting approach to derive such lineshapes relies on the use of a
kinetic model based on the time evolution of the autocorrelation function, which
uses the so-called Keilson-Storer function [23] and the concept of speed-memory
to model the velocity and speed changes due to collisions. Corresponding extended
approaches have been developed to model the CARS time response in the whole
density range, running from the low density or Doppler regime, to the high den-
sity or collisional regime [22, 24]. They will be briefly recalled in the following
subsection.

11.2.2.1 Modelization of Collisional Effects: KS-3D Biparametric Model

Following the works of Keilson et al. [23] and Robert et al. [22, 24], the modeliza-
tion of the time response uses the so-called memory function f (v|v′) = fKS which
describes the probability per time unit for the optically active molecule, with ve-
locity v′ to have a velocity v after a collision. As a generalization of Eq.(11.7), the
temporal response takes the form

ICARS(τ ) ∝
∣∣∣∣∑

J

fJ dJ (τ ) exp
[
(i�EJ /�)τ

]∣∣∣∣
2

, (11.11)
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where dJ (τ ) is the normalized autocorrelation function of the polarizability respon-
sible for the J line. dJ (τ ) is given by the integration over the radiator velocity v of
the corresponding quantity dJ (v, τ ). The time evolution of the former is given by
the following equation:

dJ (v, t)

dt
= −[νVC + ik.v + Γ coll

J (v) + i�coll
J (v)

]
dJ (v, t)

+
∫ ∫ ∫

fKS

(
v,v′)dJ

(
v′, t
)
d3v′, (11.12)

where νV C is the frequency of velocity changing collisions (independent of v), ik.v
is the dephasing due to the Doppler effect, Γ coll

J (v) and �coll
J (v) are respectively the

speed-dependent collisional width and shift of the optical transition.
Molecular dynamic simulations have shown [25] that in general, and especially

in systems such as H2–X (X = N2, Ar, He), the orientation and the modulus change
with very different time scales, and thus cannot be described with a unique phe-
nomenological parameter characterizing the strength of the collision in the memory
function fKS . For this reason, Bonamy et al. have developed a biparametric memory
model in which the memory function fKS(v,v′) is written as a product of a function
describing the changes of the modulus and a function describing the changes of the
orientation [24, 25]

fKS

(
v,v′)= νV Cfm

(
x, x′)fo

(
vo,vo′)

(11.13)

with

fm

(
x, x′)= f M(x)

∑
n

γ 2n
m L

1/2
n (x)L

1/2
n

(
x′) (11.14)

and

fo

(
vo,vo′)=∑

l,m

γ l
oYl,m(θ,ϕ)Y ∗

l,m

(
θ ′, ϕ′), (11.15)

with x = (v/ ṽ)2 = mv2/2kT , x′ = (v′/ ṽ)2 = mv′2/2kT , f M(x) = 4e−x/
√

π ,

Yl,m(θ,ϕ) the spherical harmonics, and L
1/2
n (x) the Laguerre polynomials [26, 27].

fm and fo depend respectively on the memory parameters γm and γo describing the
radiator velocity changes (in modulus and orientation). The values of those param-
eters have been calculated by molecular dynamic simulations [25]. In the case of
systems such as H2–X, they have only a slight dependence versus temperature, and
therefore this dependence can be neglected.

When considering the limit case νV C = 0 one retrieves the usual speed dependent
Voigt profiles [28], or the simple Voigt profiles when neglecting the speed depen-
dence of Γ coll and �coll. When the orientation changes can be disregarded (as it
is the case in the high density limit), the memory function only depends on one
memory parameter, γ , and yields the KS-1D model [22]. The limit values for the
memory parameter are then
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Fig. 11.4 Setup for CARS experiment: Pi polarizers, M mirror, BS beam splitter, CC corner cube,
L lens, PM photomultiplier. The folded BOXCARS configuration is recalled on the left

• γ = 0, that corresponds to the hard collision approximation [29];
• and γ = 1, corresponding to the soft collision model [30].

The values of νV C and of the collisional parameters Γ coll and �coll have been de-
termined from previous studies performed in the frequency domain [19, 20, 31, 32].

Experimental Procedure In the CARS experiment on molecular hydrogen [33,
34], the frequencies of the synchronized pump and Stokes pulses are chosen so as
their difference matches a Q-branch transition (v = 0, J ) → (v = 1, J ) frequency.
This excitation process creates a Raman coherence in the medium, monitored by
a time-delayed probe pulse which mixed with the pump/Stokes pulses generates
an Anti-Stokes signal described by the interaction with the third order non-linear
polarization of the medium.

A scheme of the experimental set-up is shown on Fig. 11.4. The laser system is
a chirped pulsed amplified Ti:Sapphire laser (pulse duration 100 fs, repetition rate
1 kHz) centered at 800 nm. The output beam is split into two parts, one of which
serves as a Stokes beam (800 nm), while the second after frequency doubling, is
used as a pumping beam for a noncolinear optical parametric amplifier (NOPA)
(which does not appear on the scheme). The laser beam from the NOPA (pulse du-
ration 30–40 fs) is centered at 600 nm and split into two parts to yield the pump
and the probe beam for the CARS signal generation. The beams, linearly polarized
and parallel to each other, are focused with a first lens and crossed at a small angle
in the gas cell. In order to satisfy the phase-matching condition the folded BOX-
CARS configuration [35] is used. In this condition, the anti-Stokes signal, centered
at 480 nm propagates in a different direction from that of the incoming beams and
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Fig. 11.5 CARS signal of 20 % H2 diluted in 80 % of N2 at 900 K and a density of 9.25 amagat.
The dash line represents the experimental signal, the full one represents the calculated signal by
the Lorentzian profile (a) and by the KS-1D model (b) [NB: An amagat (Am) is a practical unit of
number density. It is defined as the number of ideal gas molecules per unit volume at 1 atm and
273.15 K. One has, for an ideal gas, n(atm) = [T (K)/273.15] × n(Am)]

thus can be easily selected by a diaphragm, collimated by a second lens, and then
detected by a photomultiplier.

Results So as to evidence the role and influence of the speed-effects on the CARS
signal, and therefore on the temperature and/or density diagnostic, several examples
can be shown.

In the high density limit [33], comparisons between experimental signals and cal-
culated ones using the KS-1D model [22] have been made, depending on the value
of the memory parameter γ : γ = 0 for the Lorentzian limit (no speed-effect) or the
γ value deduced from molecular dynamics simulations [25, 36]. As it can be seen
on Fig. 11.5, a strong disagreement between the experimental signal and the calcu-
lated signal from the Lorentzian model is observed, whereas this disagreement is
strongly reduced when using the KS-1D model with the adequate value of γ . Tem-
perature can also be deduced from the experimental signals through three kind of
thermometry procedures: using the Lorentzian limit and neglecting or not the speed-
dependence of the collisional parameters, or using the KS-1D model. The results are
reported in Table 11.1. The higher the N2 concentration, the more important is the
discrepancy between the temperature deduced with the Lorentzian models and the
reference value. On the contrary, when fully taking into account the speed-effects
using the KS-1D model, the discrepancy is strongly reduced and falls down to 2 %.
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Table 11.1 Thermometry procedure in H2–N2 mixtures, using the KS-1D model (TKS−1D), or
the Lorentzian limit without the speed-dependence of the collisional parameters (TLorentz(1)), or
with the speed-dependence of the collisional parameters (TLorentz(2)). The reference temperature is
measured by a thermocouple. The values in parentheses are standard deviations

H2–N2 5 % H2, 95 % N2 50 % H2, 50 % N2

TTh 593 899

TLorentz(1) 741(1) 929(8)

TLorentz(2) 557(5) 864(7)

TKS-1D 602(5) 885(7)

Fig. 11.6 CARS signal of 20 % H2 diluted in 80 % of N2 at 296 K and a density of 0.893 amagat.
The dash line represents the experimental signal, the full one represents the calculated signal by
the Voigt profile (a) and by the KS-3D biparametric model (b)

In the low density regime [26], density retrievals from measured signals can be
performed, using two similar procedures as above, namely with or without taking
into account the influence of the velocity effects. When neglecting the velocity mem-
ory effects, the KS-3D [24] yields the usual speed-dependent Voigt profile, and as
it can be seen on Fig. 11.6 a quite important disagreement can be observed between
the experimental signals and the calculated ones, especially at long delay ranges.
When retrieving the total density through a least squares fitting procedure with the
KS-3D biparametric model, the results exhibit a relatively good agreement with the
measured ones (which are calculated from the gas state equation using the second
Virial correction), as it is shown on Fig. 11.7
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Fig. 11.7 Densities (full
circles) obtained by fitting
experimental CARS signals
using the KS-3D biparametric
model, in function of the
measured densities (see text
for details)

11.3 Field-Free Molecular Alignment in Dissipative
Environment and Strong Field Regime

11.3.1 Alignment in a Dissipative Medium

Manipulating external degrees of freedom of molecules by intense laser fields is of
great importance for chemistry, nonlinear and molecular optics, or quantum pro-
cesses. For all these fields, molecular alignment plays a key role. It is known for
long that an anisotropic polarizability allows for aligning molecules by nonresonant
pulses, and one can distinguish between two kinds of regimes, the adiabatic one for
which the pulse duration is longer than the rotational period of the molecule, and the
nonadiabatic or sudden regime for which it is the opposite. In the latter, a periodic
alignment is observed even after the pulse turns off, corresponding to the rephasing
of the rotational wavepacket created by a pump pulse through the nonresonant Ra-
man excitation of the molecular polarizability [37]. So far, most of experiments of
short-pulsed induced alignment have been performed in a low density regime, al-
though it is of practical interest to work at higher densities, and generally speaking
in dissipative media.

Such an extension to dissipative media has been theoretically proposed by Ra-
makrishna and Seideman [38–40]. In particular, the authors highlighted the ability
of such studies to get independent informations about the rotational population re-
laxation and the pure-phase decoherence effects. They developed a theory of nona-
diabatic alignment in dissipative media using a quantum mechanical density matrix
formalism that will be briefly recall in the following subsection.
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11.3.1.1 Theoretical Description: Liouville-von Neumann Equation

It is usual to quantify the degree of alignment by using the mean value of cos2 θ ,
where θ is the angle between the molecular axis and the polarization direction of
the laser field. In order to describe the influence of the surrounding environment,
it is convenient to use the framework of the density operator ρ(t) which can be
expanded in terms of the rigid rotor eigenstates |J,M〉. Within this framework, the
expectation value 〈cos2 θ〉 is given by Tr[ρ(t) cos2 θ ] where Tr stands for the trace
of the operator. The time evolution of the density operator is assumed to obey the
Liouville-von Neumann equation [41]. Within the multilevel Bloch-Redfield model,
it writes [38]

dρ(t)

dt
= − i

�

[
H0 + H1(t), ρ(t)

]+(dρ(t)

dt

)
diss

, (11.16)

where [·, ·] indicates a commutator. In this expression, H0 is given by H0 =
BJ 2 − DJ 4, H1(t) = −1/4E2(t)�α cos2 θ is the interaction term, J is the angular
momentum operator, B is the rotational constant, D is the centrifugal distortion, �α

is the polarizability anisotropy, and E(t) is the envelope of the laser electric field,
which will be assumed to be Gaussian in our case.

The last term of Eq. (11.16) describes the dissipation due to elastic and inelastic
collisions between the aligned molecule and its perturbers. It can be split into two
sets of coupled differential equations, corresponding to off-diagonal and diagonal
elements of the density operator:(

dρJMJ ′M ′

dt

)
diss

= −1

2

∑
(J1,M1)�=(J,M)

[KJMJ1M1 + KJ ′M ′J1M1]ρJMJ ′M ′(t)

− γ
(pd)

JMJ ′M ′ρJMJ ′M ′(t), (11.17)(
dρJMJM

dt

)
diss

= −
∑

(J1,M1)�=(J,M)

[
KJMJ1M1ρJMJM(t) − KJ1M1JMρJ1M1J1M1

]
.

(11.18)

The coefficients KJMJ ′M ′ are the rate of population transfer from state |J,M〉 to
state |J ′,M ′〉. The additional term γ

(pd)

JMJ ′M ′ is the pure decoherence rate of phase
between |J,M〉 and |J ′,M ′〉.

The decomposition of the Liouville equation into diagonal and off-diagonal ele-
ments leads to recast 〈cos2 θ〉(t) as〈

cos2 θ
〉
(t) = 〈cos2 θ

〉
p(t) + 〈cos2 θ

〉
c(t) (11.19)

The first term of the second member of the above egality is referred as the permanent
alignment and gives rise to the time evolution of alignment due to the population of
the rotational states, whereas the second one leads to the time evolution of alignment
due to coherence and is referred as the transient alignment. Before laser excitation, at
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thermal equilibrium, one has 〈cos2 θ〉p = 1/3 and 〈cos2 θ〉c = 0. After the coherent
excitation of the rotational levels, 〈cos2 θ〉p goes beyond the 1/3 isotropic value,
whereas 〈cos2 θ〉c �= 0. In a non-dissipative media, 〈cos2 θ〉p remain constant, and
〈cos2 θ〉c oscillates at the rotational period as long as the coherence is maintained,
but in presence of collisional relaxation, both decay to their equilibrium values.

If one makes the assumption of M-independent KJMJ ′M ′ [38] (i.e., the orienta-
tion of the angular momentum is randomize by collisions), then the latter can be
constructed with the usual ECS approach [8] and Eq. (11.6) can be applied. Using
Eqs. (11.17)–(11.18), one can write

d〈cos2 θ〉p(t)

dt
= −
∑
J,M

γJ ρJMJM(t)VJMJM +
∑
J,M

∑
J ′M ′

KJ ′MJMρJ ′MJ ′MVJ ′MJM

(11.20)
and

d〈cos2 θ〉c(t)

dt
= −

∑
J �=J ′,M

(
1

2
[γJ + γJ ′ ] + γ

(pd)

JJ ′

)
ρJMJ ′MVJMJ ′M (11.21)

where VJMJ ′M are the elements of the cos2 θ operator. In the case of CO2, the
collisional linewidths γJ only depend slightly on the J value, so that they can be
replaced by an averaged value γ .

As expected from Eqs. (11.20)–(11.21), 〈cos2 θ〉c should not decay at the same
rate as 〈cos2 θ〉p, the latter decreasing with a time constant of 1/γ , the former decay-

ing with a time constant of 1/(γ + γ (pd)) (if one replaces the γ
(pd)

JJ ′ by an averaged
value). Thus, it would be possible to experimentally evidence these two different
temporal decays, providing the contribution of γ

(pd)

JJ ′ term can be separately pre-
dicted.

Thanks to a classical approach [42, 43], it is indeed possible to disentangle the
elastic and inelastic contributions to the collisional linewidths, and then to construct
the relaxation rates by fitting the scaling laws mentioned in Sect. 11.2.1 on the in-
elastic part only. Comparing computed values of 〈cos2 θ〉(t) with experimental data
should therefore provides a way of questioning the calculated value of γ

(pd)

JJ ′ .

11.3.1.2 Experimental Procedure and Results

The time evolution of the alignment is monitored by a technique based upon a bire-
fringence measurement and thus the same setup as the RIPS experiment [44] de-
picted in Fig. 11.1 is used. It is indeed possible to show that the detected signal (in
the case of an homodyne detection) is given by [44]

IAlign(τ ) ∝
[(〈

cos2 θ
〉
(t) − 1

3

)2

⊗ E2
probe(t)

]
t=τ

(11.22)
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Fig. 11.8 Homodyne alignment signal versus pump-probe delay recorded in CO2–Ar mixture
with 10 % CO2 at room temperature and 5 bar, for a peak intensity of 54 TW/cm2. The straight

lines correspond to numerical simulations with setting the elastic contribution γ
(pd)

JJ ′ to 0 or includ-

ing a Boltzmann J -averaged value of γ
(pd)

JJ ′

Fig. 11.9 Same as Fig. 11.9, but at a pressure of 15 bar and a peak intensity of 51 TW/cm2

where ⊗ refers to a convolution product and Eprobe is the electric field of
the probe beam. The signal is then directly related to the degree of align-
ment.

Preliminary experiments and analysis have been performed for CO2–Ar mix-
tures, at pressures up to 20 bar. As depicted on Figs. 11.8 and 11.9, the decay of
both permanent and transient components of the signal is observable. The model
described in the previous subsection reproduces to a relatively good extend the ex-
perimental signal, especially the shape of the transients, and the signal decay as
long as the pressure is not too high (up to 5 bar in this case). Obviously the agree-
ment is slightly improved whatever the pressure when the elastic contribution is
included. However, one can also noticed on Fig. 11.9 that the decay of the per-
manent alignment remains uncorrectly described with an over damped calculated
value.

It is noteworthy that in the model used for the numerical simulations, the as-
sumption is made that collisions totally randomize the orientation of the angular
momentum, leading to consider that the relaxation rates KJMJ ′M ′ do not depend on
the quantum number M . On the opposite, an alternative approach [45] would be to
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assume that the orientation of the angular momentum is preserved by the collisions
(more precisely the M/J value is conserved). The use of classical molecular dy-
namics calculations could be a way to assess the validity of either one or the other
assumption [45].

11.4 Conclusion

In this chapter, we have reviewed some time-resolved ultrafast nonlinear coher-
ent techniques and their application to the diagnostic of concentration/temperature,
and their reliability to provide information about collisional relaxation processes,
the knowledge of the latter being crucial for the success of practical applica-
tions. Owing to the large spectral width of femtosecond pulses, a superposition
of rotational or rovibrational states can be prepared through a non-resonant Ra-
man excitation resulting in a coherent wavepacket that can be probed over time
and that provides dynamical information on the system. Besides, strong fields
values offer the possibility to investigate specific processes such as molecular
alignment. Due to the absence of resonance conditions, Raman Induced Polar-
ization Spectroscopy (RIPS) is particularly suitable to the detection of several
number of molecules simultaneously, providing they have a anisotropic polariz-
ability. In this case, a simultaneous thermometry procedure is also possible. The
RIPS signal being sensitive to pure rotational relaxation, the accuracy of the di-
agnostic will directly depends on that of the relaxation processes description. At
the same time it can be a powerful tool to precisely get information on colli-
sional relaxation by allowing to test rotational energy transfer models. When RIPS
measurements are not possible, as for molecular hydrogen, femtosecond Coher-
ent Anti-Stokes Raman Spectroscopy (fs-CARS) is an alternative technique which
proves to be not only a tool for accurate temperature diagnostics, but also capa-
ble to study sophisticated effects such as the consequences of collision-induced
radiator velocity changes and of the speed dependence of collisional parame-
ters.

When using strong fields values, the production of molecular alignment happens
to be a unique way of probing the dissipative properties of the studied media and
yielding information which are difficult if not inaccessible to obtain by conventional
frequency-resolved and low field techniques. In particular, it should be possible to
disentangle the elastic and inelastic contributions of the relaxation rates within a
single measurement, and get insight on the reorientation of the angular momentum
under collisions.
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