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Preface

The rapid development of micro–nano fabrication is driving the MOSFET

downscaling trend that evolves from planar channel to nonplanar FinFET.

However, silicon-based CMOS technology is expected to face fundamental limits

in the near future, and therefore, new types of nanoscale devices for the quantum

effect of the carrier transport are being investigated aggressively. The main objective

of this book is to create a platform for knowledge sharing and dissemination of the

latest advances in novel areas of the quantum FinFET and to provide a comprehen-

sive introduction to the field and directions for further research.

“Toward Quantum FinFET” reviews a range of quantum phenomena in FinFET,

including quantized conductance of 1D transport, single electron effect, tunneling

transport, and so on. Therefore, the book is organized as follows. Chapter 1

provides the basic tools involved in the nonequilibrium Green’s function formalism

(NEGF) simulation of the quantum ballistic transport in FinFETs. The NEGF

provides a rigorous description of quantum transport in nanoscale devices. Chapters

2 and 3 analyze the electron mobility in the FinFET structure. Chapter 2 focuses on

the fundamentals of this mobility in the framework of the SNM (simple, novel,

malleable) model for quantum-confined nanowires. Chapter 3 systematically inves-

tigates the impact of the surface orientation, strain, fin doping, and gate stack on

SOI double-gate FinFET mobility.

Chapters 4–8 cover various phenomena with an influence on the characteristics

of FinFET. Chapter 4 focuses on full Two-Dimensional (2D) Quantum Mechanical

(QM) analytical modeling in order to evaluate the 2D potential profile within the

active area of FinFET structure. This approach is applied to a detailed study of the

threshold voltage and its variation with the process parameters. Chapter 5 analyzes

the impact of line-edge roughness (LER) and work-function variations (WFV) on

FinFET electrical performance through extensive Monte Carlo (MC) ensemble

simulations compared with simplified models for variability estimation. Chapter 6

simulates a 16 nm multi-fin FinFET device and its circuit characteristics by solving

a set of 3D quantum-mechanically corrected transport equations coupled with

circuit nodal equations self-consistently. Chapter 7 provides an introductory

overview of process variability in modern fabrication and investigates in detail

v
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how LER and RDF affect inversion-mode (IM) and junctionless (JL) FinFET

performance variability for sub-32 nm technology nodes. Chapter 8 mainly

discusses the impacts of nonnegligible quantum confinement in multi-gate devices

on random telegraph noise (RTN) characteristics. Chapter 9 reports transport

properties of poly-Si nanowire transistors which are fabricated by a simple and

low-cost method.

Chapters 10 and 11 explore FinFET technology in future applications.

Chapter 10 highlights the importance of the drain extended class of high voltage

MOS devices for advanced implementations of System on Chip (SoC) applications

using FinFET or other tri-gate technologies. Chapter 11 reports a compact model

for FinFETs with double-gate configuration and a physics-based hot carrier effect

model for prediction of FinFETs performance degradation due to the interface state.

Chapters 12–15 talk about single-electron transistors from silicon to graphene

and their applications. Chapter 12 reports a successful implementation of a CMOS-

compatible room-temperature single-electron transistor by ultrascaling a FinFET

structure down to an ultimate limiting form, resulting in the reliable formation of

a sub-5 nm silicon Coulomb island. Chapter 13 focuses on transport characteristics

arising from single-electron tunneling via individual dopant atoms, the basic

operation mode of single-dopant transistors. Chapter 14 talks about all kinds of

graphene-based quantum dot devices, including single dot, single dot with

integrated single electron transistor (SET) charge detector, double dot in series,

and double dot in parallel, and investigates the properties of devices by doing the

low temperature quantum transport measurement. Chapter 15 analyzes the terahertz

response in Schottky warp-gate controlled single electron transistors.

The Editors are extremely grateful to all of the chapter authors for their great

efforts and outstanding chapters. It has taken us nearly one year to complete the

manuscript of the book, but we are confident that the result is a fundamental bridge

between quantum FinFET and nanotechnology that can stimulate readers’ interest

in developing new types of nanoscale transistors for semiconductor technology.

Beijing, China, People’s Republic Weihua Han

Beijing, China, People’s Republic Zhiming M. Wang
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Chapter 1

Simulation of Quantum Ballistic

Transport in FinFETs

Yasser M. Sabry, Mohammed M. El-Banna, Tarek M. Abdolkader,

and Wael Fikry

Abstract Quantum effects play a vital role in determining the transistor

characteristics of FinFET devices. Quantum confinement, coherent ballistic trans-

port, and quantum mechanical tunneling are a few examples. The nonequilibrium

Green’s function formalism (NEGF) provides a rigorous description of quantum

transport in nanoscale devices. Depending on the chosen space for representation

of the wave function, real-space and mode-space representations are widely used. In

this chapter, the basic tools involved in the NEGF simulation of the quantum ballistic

transport in FinFETs are provided. The different techniques applied in either the real-

or the mode-space representations are discussed. In this chapter, a comparison of the

NEGF methods in the real-space representation considers the recursive Green’s

function method, the Gauss elimination method, and the contact block reduction

method and then highlights the computational efficiency of these methods. A com-

parison between the fully coupled, the partially coupled and the uncoupled methods

in the mode-space representation is also given considering their accuracy and

computational efficiency.
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1.1 Introduction

Scaling the CMOS technology down to and less than the 22-nm gate length regimes

unveiled the limitations of the planar bulkMOSFETs andmade it increasingly sound.

Short-channel effects (SCEs), variability in transistor performance, poor electrostatic

control of the gate on the channel, and high leakage currents are a few examples [1].

Consequently, device and process engineers started to search for possible successors to

the planar bulk transistor. Early in the 1990s a UCBerkeley team led by ChenmingHu

proposed the double-gate (DG) MOSFET structure shown in Fig. 1.1a where the

SCEs are significantly suppressed by keeping the gate capacitance in closer proximity

to the channel capacitance [2]. To satisfy a better performance, the structure shown is

rotated 90� and the two sides of the gate are contacted forming a “fin” as shown in

Fig. 1.1b. This results in what is called a FinFET structure. The FinFET transistors

are promising candidates to pursue the scaling taking advantage of their superior

features. They have thin channel region eliminating subsurface leakage paths. Their

DG structure sandwiching the channel strengthens the gate control on the channel

suppressing the SCEs, sets the threshold voltage of the transistor independent of the

channel doping [3], and consequently reduces the variability due to random dopant

fluctuation effect [1]. Indeed, the electrostatic integrity of the FinFET is higher owing

to the tighter control of the channel potential by multiple gates wrapped around

channel body [4]. From the switching application perspective, the FinFETs can be

37% faster while consuming smaller amount of dynamic power and cutting down the

static leakage as much as 90 % [2]. The FinFETs made their way to the industry in

2011when Intel started its 22-nmFinFET technology [5]. On the other hand, it should

be noted that FinFETs have high parasitic resistances and capacitances that may lead

to a degradation of their analog performance [6].

Scaling the transistor dimensions to a few tens of nanometers necessitates accurate

device simulation with predictive capability to guide future designs [7, 8]. Significant

Quantum Mechanical Effects (QMEs) arise [9], which need a quantum-mechanical-

based device simulation tools. Even if the classical simulation tools with sophisti-

cated quantum corrections are available, their predictability is limited by a continuous

need for calibration [7]. Numerical device simulation is performed mainly by the

self-consistent solution of the electrostatic Poisson’s equation and the transport

model equations. The nonequilibrium Green function formalism (NEGF) provides

a distinct and an accurate method for the solution of the quantum transport problem

in nanoscale devices [10]. The quantummechanical phenomena are incorporated in

an intrinsic way. The solution is, however, done with a huge computational burden

unless some applicable approximations are assumed.

In this chapter, we will explain the different techniques used in the NEGF to

simulate quantumFinFETs. In Sect. 1.2, a brief overview of the quantum-mechanical

effects in FinFETs is given. In Sects. 1.3 and 1.4, the self-consistent solution method

and the elements of the NEGF are introduced and applied on the FinFETs in the real-

space domain. A comparison between the different techniques used in the real space

2 Y.M. Sabry et al.



is carried out in Sect. 1.5. In Sect. 1.6, the mode-space representation is introduced

and the methods based on full coupling, partial coupling, or uncoupling of the modes

are explained and compared. Finally, Sect. 1.7 provides a conclusion for the chapter.

1.2 Quantum Effects in FinFETs

In FinFET devices, the transport of the charge carriers occurs in a silicon film of a

thickness in the order of a few nanometers. This nanometric film is surrounded by

an isolation layer of oxide, i.e., a high potential barrier. This results in significant

QMEs which cannot be ignored in the device modeling and simulation. In fact,

these QMEs can be grouped into three categories: (1) Quantum confinement across

the transistor channel, (2) quantum-mechanical tunneling across the gate oxide, and

(3) quantum transport of the charge carriers along the channel. These effects are

briefly reviewed hereinafter.

1.2.1 Quantum Confinement

FinFETs with fin thickness below 20 nm exhibit QM confinement of the charge

carriers across the channel [11]. Figure 1.2a shows a vertical cross section, and

Fig. 1.2b shows a horizontal cross section of a FinFET device. The confinement of

carriers originates from both structural [12] and electrical confinement [13]. The

confinement leads to a dramatic change in the device behavior. The energy levels

available for motion in the y- and z-direction are quantized with a continuum for

motion in the x-direction. This quantization is accompanied with the presence of the
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modes (or subbands), each mode with a certain band energy distribution along the

channel and a certain charge carriers probability distribution across the channel.

These modes are the heart of the mode-space approach that will be described in

Sect. 1.4. The separation between these modes in energy as well as the energy of the

lowest order mode becomes larger for smaller values of TSi and HSi and for larger

gate bias voltage. Therefore, the threshold voltage can be controlled using TSi and,
thus, a lightly doped or intrinsic channel can be used. In this chapter, we will assume

the channel is intrinsic while the source and the drain are heavily doped such that

their intrinsic series resistance can be ignored. Inmany practical cases and in order to

have a sufficient current flowing along the channel,HSi is made much larger than TSi
such that the confinement effect can be considered in one direction only.

1.2.2 Quantum-Mechanical Tunneling

Two QM tunneling effects are likely to occur in FinFETs, tunneling through the

gate oxide and source-to-drain tunneling along the transistor channel. Gate oxide

tunneling is unavoidable for oxide thickness smaller than 7 nm [14]. For the

FinFETs, the oxide thickness is typically less than 2 nm, and the direct tunneling

mechanism dominates the other mechanisms [15]. For this reason, high-k dielectric

material is used instead of silicon oxide such that their physical thickness can be

larger while their effective thickness, corresponding to the oxide capacitance, is the

same [15]. The gate leakage current can be accounted for within the NEGF quantum

transport simulation in the real-space representation. The source-to-drain tunneling

current becomes important for channel lengths below 5 nm [16]. Indeed, this

mechanism is automatically accounted for within the NEGF calculation of the

source to drain current without paying any extra attention.
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1.2.3 Ballistic Transport and Quantum Interference

The phase breaking length is defined as the distance over which the electron wave’s

phase is destroyed by some process. It was estimated to be in the range of 50 nm for

silicon [13]. The phase breaking process arises from the interaction of the electron

with phonons (lattice vibrations), photons (electromagnetic vibrations), or other

electrons. For macroscopic devices, phase randomizing scattering dominates, and

electrons wave’s phase is randomized by collisions and lose their phase during the

transport process. Therefore, quantum interference effects can be neglected in

macroscopic devices, and a semiclassical approach based on Boltzmann transport

equation can be used to describe the transport [17]. In the nanometric devices the

dimensions of which are much larger than the atoms but smaller than scattering

events, the electrons may transport ballistically from one side of the device to

the other side without scattering. In this case, the phase of the electrons wave nature

plays an important role in the transport process because electrons can interfere

instructively or destructively. It was shown that carrier density oscillations can

be found near the channel barrier edges especially at low temperature [14]. At room

temperature or higher, the interference effect is washed out by the statistics.

Ballistic transport and carrier interference are intrinsically accounted for in the

NEGF transport simulation.

1.3 Self-Consistent Field Method

Device simulation process is based on solving two main problems, the electromag-

netic problem and the carrier transport problem. At steady state, electromagnetic

becomes electrostatic and treated by solving Poisson’s equation. Poisson’s equation

describes the dependence of the electrostatic potential in the device on the distribu-

tion of fixed charges (e.g., dopant ions) and free carriers (electrons and holes). For

inhomogeneous material device, like a FinFET, Poisson’s equation is written as:

∇ �∇ εVð Þ ¼ �q p� nþ Nþ
D � N�

A

� �
, (1.1)

where V is the electrostatic potential, q is the electronic charge, ε is the permittivity

of the medium, p and n are the hole and electron concentrations, respectively, and

Nþ
D and N�

A are the ionized donor and acceptor doping concentrations, respectively.

The electrostatic and carrier transport problems are coupled together; i.e., to

determine the electrostatic potential by Poisson’s equation, we need the carrier

distribution and at the same time, the carrier distribution is obtained from transport

equations, which depend on the electrostatic potential. Therefore, the solution of the

NEGF and Poisson’s equation is carried out by the self-consistent field method [18].

It is an iterative method that starts by assuming an initial guess for the potential

distribution in the device as shown in Fig. 1.3. According to this potential, the NEGF

1 Simulation of Quantum Ballistic Transport in FinFETs 5



is used to calculate the electron and hole concentrations in the device. With the

known electron and hole concentrations, Poisson’s equation can be solved yielding

a new potential distribution. The new potential is compared to the old potential, and

the solution cycle is repeated until a self-consistent solution for the potential is

obtained. The self-consistency criterion is that the difference in potential between

two successive iterations drops below a certain tolerance.

1.4 The NEGF in Real-Space Representation

The rigorous description for the NEGF can be found in the literature where it is

described using an advanced language in the quantum mechanics, namely the

second quantization language [19]. Fortunately, a simpler description can be also

found in the literature [20–22]. Here, we are following the latter description and

implementing it on the FinFET directly. Consider the FinFET structure shown in

Fig. 1.2. The following assumptions are made:

1. The channel length is short enough such that the device is operating in the

ballistic limit [21]

2. The top-gate oxide thickness is assumed to be much thicker than the side gate

oxide such that channels are formed under the side-gate oxides only. Conse-

quently, the simulation domain is assumed to be two-dimensional (2D)

3. Huge metal contacts; i.e., reservoirs, where thermal equilibrium is maintained

and the Fermi level in these regions is determined by the applied voltage [21]

4. n-Channel transistor where holes contribution, to both the transport and the

electrostatic problems, can be neglected

5. No electron penetration in the insulator region

6. A single band effective mass Hamiltonian [22, 23] is used to model the electron

transport, and the concept of the “envelope” wave function is applied

NEGF 

V old → n, p

Poisson’s equation 

n, p → V new

No 

Assume initial guess for the potential V

Yes 

Calculate I

|V new-
Vold |<δ

Fig. 1.3 Flow chart

illustrates the self-

consistent field method used

in NEGF device simulation
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In the NEGF treatment, a suitable space is chosen where the operators and the

physical quantities are represented. The envelope wave function ψ(x,y,z) is

expanded in terms of the orthonormal basis ψ x; yð Þexp jkzð Þ= ffiffiffiffiffiffiffi
HSi

p
where the

quantum number kz corresponds to the transverse eigenenergy Ekz ¼ k2z /2m
�
z , and

m�
z is the electron effective mass in the z-direction. The eigenstates in the z-direction

are plane waves because of the assumption of invariant potential in that direction.

The 2D wave function ψ(x,y) is obtained from the solution of the 2D Schrödinger

equation:

� �h2

2

1

m�
x

∂2

∂x2
þ 1

m�
y

∂2

∂y2

 !
þ Ec x; yð Þ

" #
ψ x; yð Þ ¼ Elψ x; yð Þ, (1.2)

where m�
x andm

�
y are the electron effective mass in x- and y-directions, respectively,

Ec is the conduction band edge, and El is the longitudinal energy due to motion in

x- and y-directions. Upon finite difference discretization of (1.2) using Nx and Ny

mesh points in the x- and y-directions, respectively, a set of linear equations is

obtained and can be cast in the matrix form:

Hl½ � ψf g þ Ec½ � ψf g ¼ ElI½ � ψf g, (1.3)

where

Hl¼
α β 0 � � �
β α β � � �
0 � � � ⋱ � � �
0 0 � � � β

0

0

⋮
α

2
664

3
775
NxNy�NxNy

α¼
2txþ2ty �ty 0 � � �
�ty 2txþ2ty �ty � � �
0 � � � ⋱ � � �
0 0 � � � �ty

0

0

⋮
2txþ2ty

2
664

3
775
Ny�Ny

β¼
�tx 0 � � � 0

0 �tx ⋮ 0

⋮ � � � ⋱ ⋮
0 � � � � � � �tx

2
664

3
775
Ny�Ny

Ec¼
Ec1 0 � � � � � �
0 Ec2 0 � � �
⋮ � � � ⋱ ⋮
0 0 0 � � �

0

0

⋮
EcNxNy

2
664

3
775
NxNy�NxNy

ψ ¼
ψ1

ψ2

⋮
ψ

NxNy

8>><
>>:

9>>=
>>;

NxNy�1

tx ¼ �h2

2m�
x Δxð Þ2 ty ¼ �h2

2m�
y Δyð Þ2 ,

where Δx and Δy are the finite-difference grid spacing in the x- and y-directions,
respectively. The solution of (1.3) gives the closed boundary solution of the FinFET

device without interaction with the outside world. The real problem has an open

boundary and a current flowing into and drawn from the device. The NEGF

accounts for that open boundary using the self-energy matrix Σ. The self-energy

has two main differences that distinguish it from normal potential energy encoun-

tered in quantum mechanics [20]. The first difference is that Σ is energy dependent.

Because of that, it is more convenient to think of the energy as an independent
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variable and we want to know the response of the device to the incident electrons

with different energies. This is always the case for an open system rather than

for the isolated one which has certain eigenenergies. The second difference between

Σ and normal potential is that Σ is not Hermitian. This makes the effective

Hamiltonian [H–Σ] has complex eigenvalues and the imaginary part of these

eigenvalues broadens the density of states and gives the eigenstates a finite lifetime.

In case of non-ballistic transport where a scattering events occur within the device,

a scattering self-energy matrices have to be incorporated into the simulation [20].

The retarded Green’s function of the active device represents the response of

the device at one point due to a unit impulse excitation at another point. The device

is susceptible to an excitation due to its open boundaries. The retarded Green’s

function is given by:

G ¼ ElI�H� ΣS � ΣD½ ��1
, (1.4)

where H ¼ Hl + Ec; ΣS and ΣD are the self-energy matrices accounting for the

open boundary at the source and drain contacts, respectively, and given by [25]:

ΣS ¼
βgSβ 0 � � � 0

0 � � � � � � ⋮
⋮ � � � � � � ⋮
0 � � � � � � 0

2
664

3
775
NxNy�NxNy

ΣD ¼
0 � � � � � � 0

⋮ � � � � � � ⋮
⋮ � � � � � � 0

0 � � � 0 βgDβ

2
664

3
775
NxNy�NxNy

,

(1.5)

where gS and gD are the surface Green’s functions of the source and drain contacts,

respectively [26]. In (1.4), no electron penetration in the insulator region was

assumed such that the boundary is assumed close at the gates. More details about

the inclusion of the gate self energy can be found in [27].

In the NEGF, the broadening function Γ determines the electron exchange rates

between the contact and the device. It is responsible for the broadening of the

energy levels and the states finite lifetime. If the self-energy matrices are purely

real, then there is no exchange rate between the device and the contacts, and the

effective Hamiltonian is Hermitian with real eigenvalues. In this case, the real self-

energy just shifts the eigenvalues of the device as if it was a normal potential. The

broadening functions, ΓS and ΓD, are calculated by:

ΓS ¼ i ΣS � Σþ
S

� �
ΓD ¼ i ΣD � Σþ

D

� �
: (1.6)

The retarded Green’s function G is obtained using (1.4) and the spectral

functions, which can be considered the NEGF version of the density of states, are

filled by the source/drain contacts and can be afterwards obtained as:

AS ¼ GΓSG
þ AD ¼ GΓDG

þ : (1.7)
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Then, the energy resolved electron density is given by the diagonal of the

correlation function where the latter is calculated by:

Gn Elð Þ ¼ AS Eð ÞF El;EfSð Þ þ AD Eð ÞF El;EfDð Þ, (1.8)

where EfS and EfD are the Fermi levels of the source and drain contact, respectively,

and the function F is given by:

F E;Efð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2m�zkBT

π�h2

r
I�1=2

Ef � E

kBT

� �
, (1.9)

where I�1=2 is the Fermi–Dirac integral of order �1/2. The longitudinal-energy-

resolved electron density at a grid point i is obtained by:

n i;Elð Þ ¼ Gn i; i;Elð Þ
2πΔxΔy

: (1.10)

The longitudinal energy resolved electron density n(i;El) is, further, summed

over the silicon six conduction band valleys [28] and, finally, the total electron

density n(i) is obtained by integration over the longitudinal energy.

The transmission coefficient from the source contact to the drain contact is

defined in terms of the Green’s function and the broadening function as:

TSD ¼ Trace ΓSGΓDG
þ� �

: (1.11)

The longitudinal-energy-resolved terminal current in the ballistic limit is, after-

wards, obtained as:

I Elð Þ ¼ q

2π�h
TSD F El;EfSð Þ � F El;EfDð Þ½ �: (1.12)

The terminal current is, further, summed over the six conduction band valleys

and, finally, integrated over the longitudinal energy.

1.5 Computationally Efficient Methods in the Real Space

The retarded Green’s function is a central quantity in the NEGF. As seen from (1.4),

it is calculated by means of matrix inversion for the effective Hamiltonian matrix.

The effective Hamiltonian matrix size is the same as the number of points in the

grid which is Ngrid ¼ NxNy for 2D device. Numerical matrix inversion consumes a

large number of operations in the order of N3
grid. Moreover, the Green’s function

should be calculated for each energy point considered in the simulation. This makes

total number of operations scales as Nop ¼ NEN
3
grid, where NE is the number of
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energy points. Therefore, efforts have been exerted to develop computationally

efficient methods to reduce the computational burden. In this section, three methods

are considered: the Recursive Green’s Function (RGF) algorithm [21, 29, 30], the

Contact Block Reduction (CBR) method [23, 31], and Gauss Elimination (GE)

method [24].

1.5.1 The Recursive Green’s Function Algorithm

The RGF algorithm builds up the Green’s function recursively without full inver-

sion of the Hamiltonian matrix [21]. It can be used only if the effective Hamiltonian

matrix [EI � H � Σ] is block tri-diagonal. This means it allows only nearest

neighbor layers coupling in the RS. Unfortunately, a lead couples all the layers

connected to it [31] and, therefore, the RGF works when the device has no more

than two contacts and, therefore, the gate leakage current cannot be accounted for.

The RGF detailed algorithm steps can be found in [21]. The operation count of this

algorithm scales approximately as N3
y Nx. The dependence on N3

y arises because

matrices of the sub-Hamiltonian of the device vertical layers should be inverted,

and the dependence on Nx corresponds to one such inversion for each of the layers.

These operations are carried out for each energy step and, therefore, the total

number of operations is estimated as Nop ¼ NEN
3
y Nx.

1.5.2 The Contact Block Reduction Method

There are three key points in the CBRmethod that makes it computationally efficient

relative to the traditional NEGF [31] (1) Dyson’s equation is used together with a

clever splitting of the simulation domain that makes the elements of the Green’s

function to be calculated with inversion of a relatively small matrix, (2) the isolated

device eigenstates are used as a basis for the transport problem, and the number of

eigenstates needed to maintain acceptable accuracy is greatly reduced by applying

von Neumann boundary condition for the isolated device Hamiltonian, and (3) the

use of the leads propagating modes as a basis instead of the real-space basis in single

band case where only propagating modes contribute to the current.

In the CBR method, the Greens’ function of the isolated device G0 is given by its

spectral representation [31]:

G0 i; j;Eð Þ ¼
XNeigen

α¼1

ψα ið Þψ�
α jð Þ

E� εα þ iη
, η ! 0, (1.13)

where ηi ψα are the eigenfunctions of the isolated device, εα are the corresponding
eigenenergies, i and j are the grid point’s indices in real space. The simulation
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domain is spitted into two sub-domains, the interior part of the device and the

boundary region that connects the interior parts to the contacts. The spectral

function filled by the source/drain contacts, AS,D is given by [31]:

AS,D i; j;Eð Þ ¼
X
α, β

ψα ið Þψ�
β jð Þ

Trace ψβψþ
α B

�1
C ΓS,D

C B�1
C

� �þ	 

E� εα þ iηð Þ E� εβ þ iη

� � , η ! 0, (1.14)

where BC ¼ I � ΣCG
0
C and the subscript C means calculated for the boundary

region. The aforementioned splitting of the simulation domain and the application

Von Neumann boundary condition requires the modification of the Hamiltonian

matrix given in (1.3) to:

Hl ¼

αþ β 0 β 0 � � � � � � � � � � � � 0

0 αþ β 0 � � � � � � � � � � � � � � � β
β 0 α β 0 � � � � � � � � � 0

0 0 β α β 0 � � � � � � 0

⋮ 0 0 ⋱ ⋱ ⋱ ⋱ � � � ⋮
⋮ � � � � � � ⋱ ⋱ ⋱ ⋱ ⋱ ⋮
⋮ � � � � � � � � � ⋱ ⋱ ⋱ ⋱ 0

⋮ � � � � � � � � � � � � 0 β α β
0 β 0 � � � � � � � � � 0 β α

2
6666666666664

3
7777777777775
: (1.15)

And the corresponding self-energy matrix is given by:

X
¼

ΣS 0

0 ΣD

� �
NC�NC

0

0 0

2
4

3
5
Ngrid�Ngrid

, (1.16)

where ΣS ¼ βgSβ � β and ΣD ¼ βgDβ � β.
The double summation on the eigenstates in (1.14) is composed of two terms, the

first one is energy independent but position dependent and the second one is the

opposite. Therefore, the number of operations can be estimated asNop ¼ N2
eigenNE +

N2
eigenNgrid [31] where Neigen is the number of eigenstates to be used. The Numerical

calculation effort of the transmission function and the spectral function can be

further reduced in the single-band case by transforming the Green’s function and

the self-energy into a basis of the leads mode space [31]. The idea behind choosing

these modes as a basis is that since the potential is constant inside a given lead, then

its modes are truly uncoupled which results in diagonal self-energy matrices.

Besides diagonal self-energy matrices, only few modes contribute to the transmis-

sion at a given energy [31]. Therefore, the number of operations can be estimated as

Nop ¼ NENeigenNmodesNgrid [23] in which higher orders of Ngrid or Neigen are absent.
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1.5.3 The Gauss Elimination Method

The idea in this method is based on the sparse nature of the broadening function

which can be seen from (1.5) and (1.6). Consequently, the entire Green’s function

isn’t needed to calculate the spectral functions in (1.6) and (1.7). Instead, the

spectral functions are calculated using the following equations [24]:

AS ¼ GS β gS � gþS
� �

β
� �

Gþ
S AD ¼ GD β gD � gþDð Þβ½ �Gþ

D , (1.17)

where GS and GD are submatrices of the retarded Green’s function and can be

obtained using Gauss elimination method by the following equations:

GS ¼ ElI�H� ΣS � ΣD½ � \ IS GD ¼ ElI�H� ΣS � ΣD½ � \ ID, (1.18)

where A\B denotes division of the B by A using Gauss elimination method; IS and ID
are given by:

IS ¼

1 0 � � � 0

0 1 ⋱ ⋮
0 0 ⋱ 0

⋮ ⋱ ⋱ 1

⋮ ⋱ ⋱ ⋮
0 � � � � � � 0

2
6666664

3
7777775
NxNy�Ny

ID ¼

0 � � � � � � 0

0 ⋱ ⋱ ⋮
1 0 ⋱ ⋮
⋮ ⋱ ⋱ 0

⋮ ⋱ 1 ⋮
0 � � � � � � 1

2
6666664

3
7777775
NxNy�Ny

: (1.19)

In fact, using this technique, we calculate only NxNy � 2Ny elements of the

Green’s function instead of calculating NxNy � NxNy elements.

1.5.4 Computational Efficiency Comparison

The three methods discussed previously were implemented and integrated into the

FETMOSS simulator [18]. Their computational efficiency is calculated and com-

pared relative to the traditional NEGF. For this purpose, the four methods (the

traditional NEGF, the RGF algorithm, the CBR method, and the GE method) were

used to simulate the device with the parameters given in Table 1.1. The drain

voltage was kept constant at 0.7 V, and the gate voltage was swept from 0.0 to 0.7 V

with a step of 0.1 V. Thus, we have eight bias points. For the first bias point; i.e.,

VGS ¼ 0.0 V, the initial guess was taken to be the zero potential at various grid

points in the device. The initial guess for any other bias point was taken from the

solution of the preceding bias point, for example, initial guess for VGS ¼ 0.1 V was

taken from the solution of VGS ¼ 0.0 V. It is important to mention that, the

traditional NEGF, the RGF algorithm, and the GE method are all giving exactly

the same current for the same applied voltage. This is because neither the RGF
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algorithm nor the GE methods trades off the accuracy with the simulation speed

while the CBR method does. A key parameter in the CBR method is the number of

eigenstates Neigen used in the simulation. The lesser the eigenstates, the faster the

simulation and the lesser accurate are the results. It has been demonstrated that the

needed percentage of eigenstates for a given acceptable accuracy (less than 5 % in

the terminal current) is bias dependent and can vary from 6 % in the on-state to

40 % in the off-state [13]. For this reason Neigen was decreased gradually from 40 %

at VGS ¼ 0.0 V to 6 % at VGS ¼ 0.7 V.

Figure 1.4 depicts the self-consistent error versus simulation time for the tradi-

tional NEGF, the RGF algorithm, and the GE method while the CBR method has a

slightly different error [32]. A solution is found when the error drops below 1 mV.

Once this criterion is met, the terminal current is calculated and a new bias point is

initiated. This causes the error to jump to a larger value, and the error starts

decreasing again with the iterations until the solution of the new bias point is

found. The cycle was repeated until the eight bias points were completed. The

simulation time differs considerably from one method to another. The traditional

NEGF with full matrix inversion has the greatest simulation time while the CBR

method has the smallest one. A summary of the total simulation time (ttotal), average
simulation time per bias point (tbias), and the average simulation time per iteration

(titeration) is presented in Table 1.2. These simulations were carried out on a home PC:

Intel® Pentium 4 CPU 2.4 GHz, 768 MB RAM. Using the RGF algorithm or the GE

method introduces about 1 order of magnitude reduction in simulation time below

that traditional NEGF. The CBR method yields the smallest simulation time with

about 2 orders of magnitude reduction. By such a great reduction in the simulation

Table 1.1 The simulated devices dimensions, doping concentration, material parameters, simu-

lator options, the finite difference grid spacing, and the supply voltage

Category Parameter Value

Dimensions Channel length L 5 nm

Source and drain length LS, LD 5 nm

Oxide thickness Tox 1 nm

Silicon (body) thickness TSi 2 nm

Doping Channel doping 1010 cm�3

Source and drain doping 2 � 1020 cm�3

Junction doping profile Step

Material Silicon relative permittivity εSi 11.7 εo
Oxide relative permittivity εox 3.9 εo
Top and bottom gate work function Øm 4.5 eV

Longitudinal electron effective mass m�
l 0.91 mo

Transverse electron effective mass m�
t 0.19 mo

Self-consistence tolerance δ 10�3 V

Poisson’s tolerance 10�6 V

Grid Vertical node spacing 0.1 nm

Horizontal node spacing 0.2 nm

Supply voltage VDD 0.7 V
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time, theCBRmethodmakes it practical to simulate and design FINFETs using theRS

simulations. Themain disadvantage of theCBRmethod is the necessity to dynamically

determine the number of eigenstates to achieve the desired accuracy [33]. This is not

necessary in either the RGF algorithm or the GE method.

1.6 The NEGF in Mode-Space Representation

Although the real-space representation is considered the most accurate approach

within the NEGF, the simulation time is a main obstacle for its usage in device

simulation due to the huge size of the Hamiltonian matrix of the device region for

2 or 3D calculations. Alternatively, the Mode-Space (MS) approach has been

proposed in which the wave functions are expanded in terms of the device

eigenfunctions and the transport calculation can be simplified to a 1D problem

along the transport direction [25, 34, 35]. The Uncoupled-Mode Space (UMS) is the

fastest approach ignoring the coupling between all the device’s modes and treating

the transport problem of each mode separately [36, 37]. The Schrödinger equation

is calculated based on analytical approximation [38], numerically for one slice

perpendicular to the transport direction [39], or for many slices [37]. Unfortunately,

Fig. 1.4 The self-

consistent error versus time

using the traditional NEGF,

the RGF algorithm, and the

GE method

Table 1.2 The simulation

time comparison between

the traditional NEGF,

the GE method, the RGF

method, and the CBR

method

Method ttotal (h) tbias (h) titeration (h)

Traditional NEGF 75.7218 9.4652 1.2022

The GE method 11.6525 1.4566 0.1850

The RGF algorithm 5.0872 0.6359 0.0807

The CBR method 0.8661 0.1108 0.0135

These simulations were carried out on a home PC: Intel®

Pentium 4 CPU 2.4 GHz, 768 MB RAM
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the approach is limited to ultrathin devices in which TSi is less than 5 nm [35, 36].

More accurately, the Coupled-Mode Space (CMS) fully accounts for the coupling

terms between the modes resulting in more accurate simulation where the CMS

computational burden is in between the real-space and uncoupled MS [39, 40].

Recently, a novel approach was proposed for solving the NEGF transport problem

by incorporating partial coupling between the modes. In this way, the proposed

approach combines the advantage of the CMS in accuracy and uncoupled MS in the

same efficiency [41–42]. The proposed as well as the CMS approach were

implemented into the FETMOSS simulator [18]. In this section, we first review

the CMS approach theory in brief; then the recently proposed Partial-Coupled

Mode Space (PCMS) is introduced and benchmarked against the CMS.

1.6.1 Coupled Mode-Space Approach

In the CMS representation, the wave function ψ(x,y) is expanded in the form:

ψ x; yð Þ ¼
X
n

ϕn xð Þχn x; yð Þ, (1.20)

where ϕn(x) are the expansion coefficients and χn(x,y) are the modes associated

with confinement in the y-direction. The modes are obtained by solving a 1D wave

equation in the y-direction within each vertical slice of the device along the

x-direction:

� �h2

2m�
y

∂2χn x; yð Þ
∂y2

þ Ec x; yð Þχn x; yð Þ ¼ En xð Þχn x; yð Þ, (1.21)

where En(x) represents the bottom of the mode n. Substituting (1.20) into (1.21),

multiplying by χ�m(x,y), and integrating over y to get [40]:

� �h2

2m�
x

∂2ϕ mð Þ xð Þ
∂x2

þ E mð Þ xð Þ � El

h i
ϕ mð Þ xð Þ

¼
Xn¼Nm

n¼1

amn xð Þ þ bmn xð Þ½ �ϕ nð Þ xð Þ, (1.22)

where amn xð Þ ¼ � �h2

2m�
x

ð
dyχ� mð Þ x; yð Þ ∂2

∂x2
χ nð Þ x; yð Þ

" #

and bmn xð Þ ¼ � �h2

2m�
x

2

ð
dyχ� mð Þ x; yð Þ ∂2

∂x2
χ nð Þ x; yð Þ

" #
.

1 Simulation of Quantum Ballistic Transport in FinFETs 15



Nm is maximum number of subbands (modes). For each mth mode, the right-hand

side of (1.22) involves a summation over all other modes including the mth mode

itself. This summation gives rise to coupling between the modes. Only a few of the

lowest modes are occupied and need to be included in the simulation due to

quantum confinement. Equation (1.22) implies a set of Nm equations that is in the

matrix form:

HCMS½ � ϕ mð Þ
n o

¼ EιI½ � ϕ mð Þ
n o

,

where

HCMS½ �¼

h11 h12 h13 ��� h1Nm

h21 h22 h23 ��� h2Nm

h31 h32 h33 ��� h3Nm

⋮ ⋮ ⋮ ⋮ ⋮
hNm1 hNm2 hNm3 ��� hNmNm

2
66664

3
77775
Nm�Nm

, ϕ mð Þ
n o

¼

ϕ1 xð Þ
ϕ2 xð Þ
ϕ3 xð Þ
⋮

ϕNm xð Þ

8>>>><
>>>>:

9>>>>=
>>>>;

Nm�1

(1.23)

and

hmn xð Þ ¼ � �h2

2m�
x

∂2

∂x2
þ Em xð Þ

" #
δm,n � amn xð Þ � bmn xð Þ ∂

∂x
, (1.24)

where hmn matrix dimension is (Nx � Nx), Nx is the number of grid points in

x-direction, and δm,n is the Kronecker delta function. Indeed, the CMS formalism

is equivalent in accuracy to the real space, if all the modes are included in the

summation, i.e., Nm ¼ Ny. However, by using a smaller number of modes, the

Hamiltonian matrix size can be reduced from (NxNy � NxNy) to (NxNm � NxNm)

and a considerable gain in the simulation time is achieved. Finally, the NEGF

framework calculates the electron density and current after the device Hamiltonian

is obtained [14, 28, 39, 43]. The CMS fully account for the different terms of (1.22)

while the UMS completely ignores the right-hand side of this equation and set to

zero. In the next section, we show that only partial coupling between the modes is

needed, for accurate simulation, depending on whether the mode shape (or index)

is odd or even.

1.6.2 Partial-Coupled Mode-Space Approach

The PCMS approach combines the advantage of the CMS and the UMS based on

two criteria [44]. The first one is the choice of the suitable number of modes

contributing to the charge density and terminal current calculations. The second

one is the elimination of some coupling terms between modes that have no

contribution in calculating the charge and the current.
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The coupling effect of the mth mode on the nth mode is defined by the coupling

term that was defined in (1.22):

Cmn Eι; xð Þ ¼ amn xð Þ þ bmn xð Þ½ �ϕ nð Þ x;Eιð Þ: (1.25)

It depends on both the longitudinal energy and the x-position along the transistor
channel. The coupling terms are used as indicator of whether the coupling between

the modes is important or can be neglected. The simulator FETMOSS was modified

to calculate these terms for assessing their importance [18, 32, 37].

For this study, we select five devices to cover the ITRS targets from the year

2013 up to the year 2021 [45]. Table 1.3 lists the parameters of these devices. All

devices were subjected to PCMS and CMS simulation. The transistor channel is

intrinsic and the gate metal work function is 4.65 eV. For source and drain regions,

doping was selected to be 2 � 1020 cm�3 while length was 5 nm.

As previously mentioned, the quantum confinement creates discrete steps

between the subband energy of one mode and the higher order one. For high energy

levels, Fermi–Dirac statistics tells that the mode is almost not occupied by electrons

and, therefore, has negligible effect on the simulation results. Thus, a criterion for

determining the suitable number of modes is needed. After several iterations, we

found that taking modes with charge density �10�3 of the lowest order mode’s

charge density is sufficient for charge and current calculations. An example is shown

in Fig. 1.5 where device 3 is simulated and the 2D charge density for different modes

is depicted. The needed number of modes in this case is 4. By using the same criteria,

the numbers of modes are 7, 6, 4, and 3 for devices 1, 2, 4, and 5, respectively. The

use of larger number of modes will increase the simulation time without adding

value to the accuracy.

To determine the eliminated coupling terms according to the second criteria, we

will consider the maximum absolute values of the coupling terms |Cmn|max. The

value of these quantities was studied at different bias conditions. The on-state

(VGS ¼ VDS ¼ VDD) of the device is presented here because the same observations

were found for different conditions. The coupling terms |Cmn|max are calculated and

presented in Table 1.4 for device 1 in the on-state. The common observation among

all modes is that there is (are) always one or two dominant term(s) where the other

terms are order of magnitude smaller and can be neglected. For example, C13|max is

the dominate term for the first order mode, C24|max for the second order mode,

C13|max and C35|max for the third order mode, and so on. In fact the same observation

was found for all other devices under study.

Table 1.3 Device

parameters list used in

simulation

Device 1 2 3 4 5

Year of production 2013 2015 2017 2019 2021

Channel length L (nm) 13 10 8 6 5

Si thickness TSi (nm) 7.5 6 4.5 3.8 3.2

Oxide thickness Tox (nm) 0.6 0.6 0.55 0.5 0.5

Supply voltage VDD (V) 0.9 0.8 0.7 0.7 0.65
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The existence of a few dominant terms among the coupling terms in symmetric

FinFETs structure indicates that there is no need for considering full coupling

among the modes. One can deduce that the problem can be decoupled into two

smaller problems, where modes number 2, 4, and 6 have to be solved together due

to their significant coupling. At the same time, modes number 1, 3, 5, and 7 follow

the same case. Therefore, we have one problem in three unknowns and another one

in four unknowns. Generally, the problem with Nm unknowns can be divided into

two smaller problems: one for the odd modes and the other one for the even modes.

The size of these problems is Nm /2 and Nm /2, if Nm is even or (Nm � 1)/2 and

(Nm + 1)/2, if Nm is odd. Since the solution of a linear system of N unknowns

involves N3 operations [46], the proposed PCMS relative operations count with

respect to the CMS is:

Nrel ¼ 2 Nm=2ð Þ3=N3
m ¼ 25%, if Nm iseven

Nrel Nm � 1ð Þ=2½ �3 þ Nm þ 1ð Þ=2½ �3
n o

=N3
m, if Nm isodd: (1.26)

Fig. 1.5 2D electron

density of different modes

along the channel in

x-direction for device 3 in

on-state

Table 1.4 |Cmn|max for

device 1 in on-state with

dominant terms highlighted

m
n 1 2 3 4 5 6 7

1 0.01 0.07 0.31 0.02 0.05 0.01 0.01

2 0.07 0.01 0.02 0.36 0.01 0.01 0.00

3 0.33 0.02 0.02 0.03 0.33 0.01 0.06

4 0.02 0.35 0.03 0.02 0.01 0.26 0.00

5 0.05 0.01 0.34 0.01 0.02 0.01 0.23

6 0.01 0.07 0.01 0.30 0.01 0.02 0.01

7 0.02 0.00 0.07 0.00 0.26 0.01 0.01
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In the language of the NEGF, the PCMS involves the division of the Hamiltonian

matrix in (1.23) into two separate Hamiltonians Hodd and Heven given by:

Hodd ¼

h11 h13 h15 � � � h1i
h31 h33 h35 � � � h3i
h51 h53 h55 � � � h5i
⋮ ⋮ ⋮ ⋱ ⋮
hi1 � � � � � � � � � hii

2
66664

3
77775
p�p

, Heven ¼

h22 h24 h26 � � � h2j
h42 h44 h46 � � � h4j
h62 h64 h66 � � � h6j
⋮ ⋮ ⋮ ⋱ ⋮
hj2 � � � � � � � � � hjj

2
66664

3
77775
q�q

: (1.27)

where i ¼ Nm � 1, j ¼ Nm, p ¼ Nm/2 and q ¼ Nm/2, if Nm is an even number,

while i ¼ Nm, p ¼ (Nm + 1)/2, j ¼ (Nm � 1), and q ¼ (Nm � 1)/2, if Nm is an

odd number. The terms connecting even and odd modes are all neglected. The

electron density and terminal current can be then calculated normally within the

NEGF [43], one time for the odd modes and a second time for the even modes, and

their contributions are added.

1.6.3 Validation of the PCMS Approach

A broad study was carried out on the devices given in Table 1.3 with the purpose of

validating the PCMSwith respect to the CMS and to evaluate the practical reduction

in simulation time with (1.26). The simulation was carried out on a home PC with

3 GHz, Core 2 Quad 64 bit AMD processor, and 8 GB RAM memory. The solution

of Schrödinger equation in the transverse direction (y-direction) results in subband

energies which values vary in the channel direction. Figure 1.6a depicts well

matching of the profiles of subband edges along the channel (x-direction) for device
3 in on-state for the four lowest subbands in the primed valley using PCMS and

CMS approaches. The four subbands are chosen according to the first criteria

mentioned before.

The occupation of the different subbands with carriers is calculated from the 2D

subband carrier density N2D (cm�2). Figure 1.6b illustrates the 2D electron density

of the lowest subbands along the channel for device 3 in on-state. In comparing

PCMS with respect to CMS approaches, the maximum percentage error equal 0.2 %

with 72.6 % reduction in simulation time according to second criteria.

For example, Fig. 1.7 illustrates a sample IDS � VDS characteristics at different

VGS for device 3. The drain voltage was swept from 0 to 0.7 V with steps of 0.1 V

while the gate voltage was swept from 0.3 to 0.7 V in steps of 0.1 V. According to

the first criteria, the curves predict matching results between the PCMS and the

CMS approaches.
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The percentage difference in terminal current and electron charge density

(3D distribution) between PCMS and CMS were calculated and tabulated in

Table 1.5 for the various simulated devices. They are defined as:

ΔI ¼ ICMS � IPCMS

ICMS










� 100, Δn ¼ max

nCMS � nPCMS

nCMS










� 100: (1.28)

Fig. 1.6 (a) Subband

energy profile and (b) 2D

electron density along the

channel for device 3 in

on-state for the four lowest

subbands in the primed

valley using PCMS and

CMS approaches

Fig. 1.7 IDS–VDS family

of curves for device 3 at

different VGS using PCMS

and CMS approaches
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The simulation was repeated many times for different bias conditions to check

the relative accuracy of PCMS. Excellent agreement was found between the PCMS

and the CMS in all bias conditions and for all the simulated devices. Among these

bias conditions, the cases of off- and on-states are given in Table 1.5. We define the

relative time consumed by the PCMS simulation and the CMS simulation by:

trel ¼ tPCMS

tCMS

� 100: (1.29)

The simulation time in both cases was recorded, and the relative was calculated

and listed in Table 1.5. The predicted value from (1.26) was also calculated and

tabulated. The computational burden reduction ranges from 75 to 65 %. The

predicted and recorded values from the simulation agree well. The small difference

between them can be due to other operations that don’t scale well with N3.

1.7 Conclusion

Simulation of quantum ballistic transport in FinFET devices using the nonequilib-

rium Green’s function formalism (NEGF) was discussed in details. The NEGF

provides a rigorous method for simulation of the various phenomena occurring in

FinFET devices. Thus, the NEGF enables design optimization of the FinFETs and

accurate prediction of their characteristics with further futuristic scaling. A com-

parison was carried out between the different simulation methods in both the real-

space representation of the wave function and the mode-space representation. In the

real space, the contact block reduction (CBR) method was shown to be the most

computationally efficient approach enabling about 2 orders of magnitude reduction

in the simulation time with respect to the traditional NEGF. Therefore, one expects

that the CBR method will make it practical to simulate and design true 2D and 3D

devices on a home PC. The mode-space representation offers a greater computa-

tional efficiency but on the expenses of its inability to account for all type of

scattering within the device or for the gate leakage current. A recent approach

was presented that allows for partial coupling between the eigenfunctions and

Table 1.5 Accuracy and computations reduction of the PCMS relative to CMS

Device 1 2 3 4 5

Nm 7 6 4 4 3

Δn off-state 7 � 10�1 5 � 10�1 1 � 10�1 2 � 10�3 3 � 10�3

Δn on-state 1 � 10�1 3 � 10�2 2 � 10�2 2 � 10�3 2 � 10�3

ΔI off-state 6 � 10�3 9 � 10�4 3 � 10�5 10 � 10�4 3 � 10�4

ΔI on-state 1 � 10�2 5 � 10�3 3 � 10�5 2 � 10�4 3 � 10�5

Nrel 27.2 25 25 25 33.3

trel off-state 26.8 28.6 27.6 26.5 34.9

trel on-state 26.9 26.1 27.4 26.4 35.1

1 Simulation of Quantum Ballistic Transport in FinFETs 21



dividing the large problem into two smaller ones. Using this method, a reduction of

70 % in the simulation time was achieved compared to the full coupling method,

without loss of accuracy.
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Chapter 2

Model for Quantum Confinement

in Nanowires and the Application

of This Model to the Study of Carrier

Mobility in Nanowire FinFETs

Arif Khan, Saeed Ganji, and S. Noor Mohammad

Abstract FinFETs represent exciting new technology. Nanowire FinFETs are more

promising than the bulk-silicon FinFETs. As they have the gate capacitance in closer

proximity to the whole of the channel, they control the short-channel effects very well

and also suppress the leakage current. Key to the superior performance of these

devices is high carrier mobility. The focus of this chapter is the fundamental of this

mobility in the framework of the SNM (simple, novel, malleable) model for

quantum-confined nanowires. Extensive investigation has been carried out to address

the role of quantum confinement and dielectric confinement on mobility enhance-

ment in nanowire FinFETs. Impacts of ionized impurity scattering, acoustic phonon

scattering, and dislocation scattering on the carrier mobility have been examined.

Calculated results have been compared with available experiments. These results

have also been used to suggest possible modifications in the design of nanowire

FinFETs.
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2.1 Introduction

FinFET is a typical nonplanar transistor built first at the University of California,

Berkeley, on semiconductor-on-insulator. It is a generic fin-based transistor

[1] regardless of the number of gates. The conducting channel of it is wrapped

around thin silicon “fin,” which constitutes the main structure of the device. The

effective length Lchnl of this channel is about 25 nm or less; it is determined by the

dimension of the fin. Among various FinFETs, nanowire FinFETs are very

promising. They have capability to suppress short channel effects, to have reduced

drain-induced barrier lowering, and to provide excellent scalability. Although

nanowires are one-dimensional in character, nanowire FinFETs can have three-

dimensional architecture. They can be configured by depositing nanowire on an

insulating substrate surface and then creating source and drain contacts at the ends

of the nanowire. The Si-FinFETs are quite unique; they have high heat dissipation

at the Si substrate, provide no floating body effect, and exhibit low defect density.

They possess key advantages of the silicon-on-insulator architecture. They have

generally top gate, sidewall gates, and special gate extensions under the silicon

substrate. They are field-effect transistors with the gate covering almost the entire

body. They are fabricated by employing conventional CMOS-like processes.

Nanowires are attractive building blocks for ultra large-scale hierarchical assem-

bly of integrated (ULSI) nanoelectronic devices [2, 3]. Billions of these nanowire

devices can be packed together in an area of a few square centimeters to manufac-

ture ULSI circuits. The thinner the nanowires, the denser is the integration and the

higher is the speed of the circuits. Depending on the nanowire surface, the carrier

scattering during carrier transport through these nanowires can be suppressed. The

size, composition, morphology, and electronic properties of the nanowires are

therefore superior enough to ensure the best ULSI operations. Electrical transport

would obviously be the center of the ULSI operations. A number of investigations

[4–12] carried out so far demonstrate conflicting electrical transport through thin

nanowires. The correlation between electrical transport and nanowire structural

characteristics has not been established well. There is a lack of consistency among

various data. This can however be alleviated with fundamental understanding of the

structure–property relationship of nanowires.

The first-principle simulations of carrier momentum relaxation rates for various

carrier scatterings [4–12] are the most widely employed routes for the study of carrier

mobility and related properties. Despite some variations, they make use of self-

consistent Poisson–Schrödinger–Monte Carlo solver to account for carrier

scatterings. A recent model for quantum confinement in nanowires [13] is distinctly

different from them. This model is new and quite relevant to experiments. It is simple

and malleable (extendable). We call it simple, novel, malleable (SNM) model. The

Focus of this model has primarily been to establish a conceptual framework between

nanowire surface amorphicity and quantum confinement. The SNM model is quite

straightforward and suitable even for nonexperts in the field. Our focus in this chapter

is therefore the SNM model [13]. The objective of this investigation is to understand

scattering by charged impurities, dislocations, and lattice vibrations, and to determine
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resistivity and carrier mobility in nanowires in the framework of the SNM model. To

quantify this objective, the dependence of carrier mobility on temperature T, doping
density ND, and the nanowire diameter dNW is examined. For these, surfaces and

interfaces, which are key nanowire elements, are carefully studied. It is noteworthy

that only a relatively small percentage of atoms are at or near a surface or interface of

a bulk material. In contrast, many atoms, even half or more of them, are near the

surface (interface) of a nanowire. Because of this, parameters such as energy levels,

electronic structure, and reactivity of a nanowire surface are all quite different from

those in the interior of a bulk material. Indeed the material properties of a nanowire

are quite different from those of a bulk material. For the present study, it is assumed

that the nanowires are cylindrical and have radius rD ¼ dNW/2.

2.2 Surface Energy

Nanowires are grown on nanoparticles [14, 15]. Surface energy of these nanoparticles

is considered to be important for nanowire properties such as carrier transport in

nanowires. These nanoparticles could be metals (Fe, Ni, Co, Al, Au, etc.),

semiconductors (Si, Ge, SiGe, etc.), oxides (Al2O3, SiO2, CaO, etc.), ceramics, or

polymers. Based on available experiments [16–18], the melting temperature TM of a

nanoparticle is larger for larger diameter. The surface energy of this nanoparticle is

dependent on also the nanoparticle diameter. It is substantiated by available

experiments. For example, Lamber et al. [19] showed that the surface energy

(6.0 � 0.9 J/m2) of Pd seed in a polymer matrix is three times larger than the surface

energy (1.808 J/m2) of the Pd bulk. Goldstein et al. [20] found that the surface energy

(1.74–2.50 J/m2) of CdS seed is two to three times larger than the surface energy

(0.75 J/m2) of the bulk CdS. The surface energy of PbS seed is 2.45 J/m2, but the

surface energy of PbS bulk [21] only 0.0383 J/m2. The surface energy of free Ag seed

[22] is 7.2 J/m2, but the surface energy of the Ag bulk is only 1.065–1.54 J/m2. All

these demonstrate that the surface energy increases with decreasing nanoparticle

diameter. For the present study, the surface energy of a nanoparticle is modeled by

making use of coordination number Zb of the nanoparticle’s bulk atoms, coordination

number Zs of the nanoparticle’s surface atoms, and the diameter datom of the nanopar-

ticle atoms to arrive at the formula [23]

γnano ¼ γatom 1þ αnanoTð Þ 1þ λnanobdatom
Dnano

� �
, (2.1)

where [24, 25]

γatom ¼ 2� Zs=Zbð Þ � Zs=Zbð Þ1=2
2NTSarea

" #
Ecohb: (2.2)
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Ecohb is the cohesive energy of an atom in the bulk, λnanob is a suitable parameter,

αnano is the coefficient of thermal stress of the seed, and NT is the Avogadro number.

Also, Zs ¼ 9, Zb ¼ 12, and Sarea ¼
ffiffiffi
3

p
a2L=4 for the (111) surface; Zs ¼ 6, Zb ¼ 12,

and Sarea ¼
ffiffiffi
2

p
a2L=2 for the (110) surface; Zs ¼ 8, Zb ¼ 12, and Sarea ¼ a2L/2 for the

(100) surface; and Zs ¼ 9, Zb ¼ 12, and Sarea ¼
ffiffiffi
3

p
a2L=2 for the (0001) surface,

where aL is the lattice constant of the atoms of the nanoparticle. We calculated the

surface energy of nanoparticles by making use of (2.1) and (2.2) and the parameters

listed in Table 2.1. Variation of surface energy with the nanoparticle diameter Dnano

for Mo (110), Fe (110), and Cu (110) nanoparticles are shown in Fig. 2.1a.

Variations of surface energy with the nanoparticle diameter Dnano for Ni (110)

nanoparticle at 300, 600, and 900 �C, respectively, are shown in Fig. 2.1b. Both

Figs. 2.1a, b indicate that the smaller the nanoparticle, the larger is the surface

energy, and that the surface energy increases with increasing temperature. They are

all consistent with the available experiments [19–22].

2.3 Thermodynamic Imbalance

Nanoparticles experience thermodynamic imbalance Ξsurf during nanowire growth at

the growth temperature T. Owing to very small dimension, nanoparticles have large

surface-to-volume ratio. Also, they have bulk atoms surrounded all around by

neighboring atoms. Obviously, the surface atoms have fewer neighboring atoms,

but the bulk atoms have larger number of neighboring atoms. All the atoms of a

Table 2.1 Various parameters used for FECAs for the present calculations

Nanoparticle Ecohb (kJ/mol) aL (Å) datom (Å) γnanob (J/m
2) Tmelt (

�C) Ωnano (cm
3/mol)

Ni 428 3.58 2.48 2.38 1,453 6.59

Fe 413 2.87 2.52 2.42 1,535 7.09

Co 424 2.53 2.50 2.80 1,495 6.67

Re 775 2.76 2.74 2.00 3,180 8.81

Ag 284 4.18 2.88 1.25 962 10.335

Mn 282 3.53 2.70 1.54 1,245 7.35

Pt 564 4.02 2.78 2.49 1,772 9.10

Pd 376 3.85 2.74 2.00 1,552 8.78

Au 368 4.20 2.92 1.51 1,064 13.60

Al 327 4.05 2.86 1.14 660 9.50

Ca 178 5.62 3.94 0.50 839 29.9

Si 446 7.71 2.64 1.14 1,410 12.058

Ge 372 8.10 2.74 0.88 937 13.62

Bulk surface energy is γnanob, bulk cohesive energy is Ecohb, lattice constant is aL (which, is the

lattice constant a of the conventional lattice constants, a, b, and c), atom diameter is datom,
nanoparticle diameter is Dnano, melting temperature is Tmelt, and atomic volume is Ωnano
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nanoparticle have cohesive energy, which is the energy shared by a bond of an atom

with a bond of the neighboring atom. Surface atoms, with fewer neighboring atoms

and fewer bonds, have lower cohesive energy. So the cohesive energy of a surface

atom is lower even than the surface energy of an atom in the core of this nanoparticle.

The cohesive energy of an atom is proportional as well to the thermal energy required

Fig. 2.1 Dependence of

surface energy γnano on the

diameter Dnano of (a) Mo

(110), Fe (110), and Cu

(110) nanoparticles at

300 �C, 600 �C and 900 �C
and (b) Ni (110)

nanoparticle at 900 �C
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to free this atom from the nanoparticle. This means the surface atoms with lower

cohesive energy have higher tendency to dissociate from the nanoparticle. Following

Lindemann’s criterion [26], cohesive energy of a nanoparticle is proportional also to

the melting temperature of this nanoparticle. Therefore, a nanoparticle with lower

cohesive energy has lower melting point at the peripheral surface than in the core of

it. This nanoparticle may, in general, be assumed to be spherical and to have a

diameter Dnano. The nanoparticle atoms may also be spherical. Let the number of

these atoms be n0, the coefficient of average surface energy of the nanoparticle, as

given by (2.1), γnano, the melting point of the nanoparticle bulk Tnanob, and the melting

point of the nanoparticle surface Tnano. Then the ratio Tnano/Tnanob may be given

by [27]

Tnano

Tnanob

¼ 1� πγnanod
3
atom 1þ αnanoTð Þ
EcohbDnano

: (2.3)

We used (2.3) to study the variations of the thermodynamic imbalance

Tnano/Tnanob with the nanoparticle diameter Dnano for Si, Be, Al, Fe, and Pd

nanoparticles. The results are presented in Fig. 2.2. Various parameters used for

the calculations for Tnano/Tnanob are listed in Table 2.1. Figure 2.2 indicates that the
thermodynamic imbalance of a nanoparticle varies inversely with the nanoparticle

diameter Dnano. Although not shown in this figure, the thermodynamic imbalance

varies however directly with the temperature T and the surface energy γnano. And
these are in line with the observations by Coombes [28], who found Tnano/Tnanob to
increase with increasing diameter Dnano. Coombes found, for example, for Pb

nanoparticle, that Tnano/Tnanob � 0.65 for Dnano ¼ 10 nm, but Tnano/Tnanob � 1.0

for Dnano ¼ 80 nm. Similarly, Nanda [29] found for Bi nanoparticle that Tnano/
Tnanob � 0.7 for Dnano ¼ 6 nm, but Tnano/Tnanob � 0.93 for Dnano ¼ 20 nm.

If the thermodynamic imbalance leads to lattice disturbance and lattice disorder

in the entire seed, the nanoparticle may be fractured into grains, which are shown

schematically as Ω1, Ω2, Ω3, Ω4, Ω5, Ω6, Ω7, Ω8, etc. in Fig. 2.3a. Alternatively,

the nanoparticle, particularly of circular cross-section, may have concentric

regions A, B, C, D, E, and F (see Fig. 2.3b), and each of these regions experiences

some distinct thermodynamic imbalance. No doubt, the thermodynamic imbalance

of the F region at the peripheral surface is the highest, and the thermodynamic

imbalance of the A region at the core is the lowest. The E, D, C, and B regions have

decreasing thermodynamic imbalance. The A, B, C, D, E, and F regions may be

distributed uniformly throughout the nanoparticle or just in locations close to its

peripheral surface. They may also be distributed nonuniformly. Interestingly, these

are all supported by available experiments. We cite one example. While carrying

out laser ablation of a compressed mixture of carbon, BN, SiO, and Li3N, Zhang

et al. [30] observed the formation of a number of concentric shells. They also

observed that each of these shells has distinct material composition and plausibly

thermodynamic imbalance and electrical potential.
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2.4 Nanowire Surface Disorder

We assumed that the melting temperature, the diffusion activation energy, the

Debye temperature, and the vacancy formation energy of a nanoparticle are Tmelt,

Eact, Θnano, and Evac, respectively. Similarly, the melting temperature, the diffusion

activation energy, the Debye temperature, and the vacancy formation energy of the

corresponding bulk (core) of the nanoparticle are Tmeltb, Eactb, Θnanob, and Evacb,

respectively. The Lindemann’s criteria [26] is then given by

Fig. 2.2 Variation of

thermodynamic imbalance

Tnano/Tnanob with the

nanoparticle diameter Dnano

for Si, Be, Al, Fe, and Pd

nanoparticles at 700 �C

C D E B A F 

Ω1 

Ω2

Ω3

Ω4

Ω5 Ω6

Ω7

Ω8

Ω9

Ω10

a b

Fig. 2.3 Schematic diagram of nanoparticlesmediating nanowire growth. Nanoparticle (a) fractured

under the influence of thermodynamic imbalance and (b) exhibiting concentric regions distributed

uniformly throughout the seed structure. The thermodynamic imbalance and surface energy are

different in regions A, B, C, D, E, and F. Each of the regions A, B, C, D, E, F feels the same

temperature as differently
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Tnano

Tnanob

¼ Tmelt

Tmeltb

¼ Eact

Eactb

¼ Θnano

Θnanob

¼ Evac

Evacb

: (2.4)

Due to thermodynamic imbalance, the degree of fluctuation Ξsurf at the nanopar-

ticle surface is related to the degree of fluctuation Ξcore at the nanoparticle core.

Ξcore/Ξsurf is given by [23]

Tnano

Tnanob

¼ Ξcore

Ξsurf

: (2.5)

For the sake of convenience, a parameter R may be defined as [23]

R ¼ πγnanod
3
atom

1þ αnanoT

EcohbDnano

� �
: (2.6)

This allows us to critically examine (2.5) and (2.6) in the light of the finding that

the surface energy γnano at the peripheral surface of a nanoparticle is larger than that at
the bulk of this nanoparticle. What we find from this is that even though the

temperature in the entire nanoparticle is identical, the surface periphery of this

nanoparticle feels this temperature to be higher than the temperature of its central

core. Equation (2.5) indicates that the surface periphery of the nanoparticle has higher

degree of fluctuation than the core of this nanoparticle. Due to this fluctuation, the

lattice at the peripheral surface of the nanoparticle may be looser than that of its core.

As Evac < Evacb [see (2.4)], the peripheral surface of the nanoparticle may have

lattice vacancies. The peripheral surface may therefore be disturbed, disordered,

amorphous, semi-amorphous, or amorphous-like, which is induced onto the nanowire

thus produced on it. By disturbed, disordered, amorphous X region of a nanowire we

mean that a region, which appears even to be single-crystalline, has interatomic

interactions weaker than those in the central bulk (core). If the amorphicity of the

X region (X ¼ A, B, C, D, E, and F) be denoted in general by αamor(X),then in

Fig. 2.2b, αamor(F) > αamor(E) > αamor(D) > αamor(C) > αamor(B) < αamor(A).

Equation (2.5) indicates that the melting point of the peripheral surface of a

nanoparticle is much lower than the melting point of the central core of it. It suggests

that, while the peripheral surface of the nanoparticle is semimolten, the central core of

it is solid. The bulk diffusion of the nanowire species (e.g., Si atoms for Si nanowire

growth, Ga and N atoms for GaN nanowire growth, and Zn and O atoms for ZnO

nanowire growth) into the nanoparticle depends on the nanoparticle’s structural

condition. This diffusion is higher in the molten (semimolten) peripheral surface

than in the solid central core of a nanoparticle.

Recall that nanowires are created on nanoparticle when it is converted into

droplet. Depending on growth condition, this droplet may though have many

different characteristics [31]. If the nanoparticle employed for nanowire growth is

fractured and has grains as shown in Fig. 2.3a, thin component nanowires are grown

from each of the grains Ω1, Ω2, Ω3, Ω4, etc. of the nanoparticle. The nanowire

produced by the entire nanoparticle thus consists of a number of thin component
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nanowires, which may be aligned in the same direction, as shown in Fig. 2.4a.

However, if the nanoparticle seed has concentric A, B, C, D, E, and F regions of

surface energies EAS, EBS, ECS, EDS, EES, and EFS, respectively (EAS < EBS < ECS

< EES < EFS), as shown in Fig. 2.4b, the characteristics of the A, B, C, D, E, and F

regions are induced into the nanowire grown from this nanoparticle. The nanowires

produced by the nanoparticle have different lattice structure and interatomic bond-

ing in different concentric regions A0, B0, C0, D0, E0, and F0, as shown in Fig. 2.4b.

Each of them has stress and amorphicity (semi-amorphicity, amorphous-like fea-

ture), different from those of others.

Wang et al. [32] carried out a comparative study of the CVD growth of carbon

nanotubes employing iron/tantalum (Fe/Ta) and iron/silicon dioxide (Fe/SiO2)

catalysts. Among these catalysts, Ta has a high surface energy [e.g., ~5.01 J/m2

in the (111) surface], but SiO2 has a low surface energy (e.g., ~0.32 J/m2 at

1,000 �C). Yang et al. [32] found that under identical growth conditions, densities,

size distributions, and morphologies of the Fe nanoparticles on Ta were distinctly

different from those of the Fe nanoparticles on SiO2. Obviously Ta and SiO2 had

different surface energies. Fe nanoparticles on Ta support had higher surface energy

induced by the Ta support. But Fe nanoparticles on SiO2 support had lower surface

energy induced by the SiO2 support. As a result, the carbon nanotube growth

catalyzed by Fe/SiO2 had a low growth rate of less than 100 nm/min. In contrast,

the carbon nanotube growth catalyzed by Fe/Ta had a high growth rate exceeding

1 μm/min. This experiment justifies the basic tenet of the SNM model that a

nanowire may have different characteristics in different regions if it is produced

on a nanoparticle having different characteristics in different regions.

A'

A'

  F'C'
Top and bottom edges of a  
   component nanowire  E'

B'  D'

a bFig. 2.4 Schematic

diagrams of nanowires

produced on disturbed

(disordered) nanoparticles;

nanowires (a) comprising

thin, interacting component

nanowires and (b) having

concentric shells of varied

amorphicities. These

concentric shells are

denoted by A0, B0, C0, D0, E0,
and F0, respectively
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Obviously, the thermodynamic states and the degree of amorphicity of the

nanowire would depend on experimental conditions. They would, in a FinFET

environment, depend also on the highly tensile stress and strain. While the thermo-

dynamic states may be high in some nanowires, they may be low in some other

nanowires. They may even be absent in some other nanowires. Ho et al. [33] grew

nanowires made of thin component nanowires. On the other hand, Cui et al. [34],

Dan et al. [35], and Bogart et al. [36] produced nanowires exhibiting crystalline

core, but amorphous shell. The amorphous shell had plausibly component shells of

different amorphicities.

Available results from photoemission and X-ray absorption studies [37] shed

light on the long-range order of Si. These studies show that this long-range order

undergoes gradual degradation in going from bulk Si to Si nanowires to porous

silicon. Microscopic ab initio calculations by Bruno et al. [38] on the diameter-

dependent electronic and excitonic band gaps of Si nanowires (dNW < 2 nm)

indicate that the dimension-dependent Si nanowire excitonic band gap is in good

agreement with the dimension-dependent excitonic band gap of porous silicon

derived from photoluminescence experiments [39, 40]. The calculations by Bruno

et al. [38] made use of density functional theory (DFT) within the local density

approximation. These calculations suggest that thin nanowires do exhibit disturbed,

disordered, amorphous, semi-amorphous, or amorphous-like porous structure. They

are more amorphous if they are thinner.

The energy band gap of a semiconductor material is dependent on its amorphicity.

In general, the higher the amorphicity, the larger is the energy band gap of this

material. Street [40] found that single-crystal Si has room-temperature energy band

gap of 1.12 eV; but highly amorphous Si (a-Si) has room-temperature energy band

gap of 1.6 eV. Experiments byMa et al. [41], and calculations by Nolan et al. [42] and

Scheel et al. [43] indicate that the energy band gap of Si nanowires is higher for

thinner nanowire. These investigations (e.g., experiments and calculations) imply that

thinner nanowires are more amorphous or amorphous-like than thicker nanowires.

2.5 Quantum Confinement

Note that the electron motion in thin nanowires is restricted in directions normal to

the nanowire axis. Also, the quantum confinement quantizes the energies associated

with the in-plane motion of carriers. The lowest level of these energies may, roughly

be given by [44]

ΔE � π2�h2

m�
ed

2
NW

, (2.7)

where m�
e is the in-plane effective mass of electrons. The motion of carriers is not

restricted along the nanowire axis, and as a result, the electrons have a dispersion

relation [44] for small kl
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Enm klð Þ ¼ εnm þ �h2k2l
2m�

l

, (2.8)

where εnm is the quantized energy level (at kl ¼ 0) determined by two quantum

numbers (n, m), kl is the wave vector of the electron wave functions, and m�
l is the

effective mass for electrons in the lth subband for electrons flowing along the

nanowire axis. Again, the quantized subband energy εnm and the effective mass m�
l

are along the nanowire axis; they are the two most important parameters governing

almost every electronic property of nanowires. The effective-mass density of states

Delec for electrons, as a function of the energy E, may be [45, 46]

Delec Eð Þ ¼
ffiffiffiffiffiffiffiffi
2m�

e

p
π�h

1

E� Enm

� �1=2
: (2.9)

There can be an analogous formula for the density of states for holes.

The structural disorder [37] of a nanowire influences the luminescence efficiency

of this nanowire. This luminescence efficiency is higher in amorphous silicon

nanowire than in crystalline silicon nanowire. The luminescence depends also on

the structural dimension. If this dimension is very small, there is enhancement in

emission intensity. And this enhancement may be explained by quantum confinement

[47–50], which is quite significant for dimension smaller than the thermal de Broglie

wavelength of carriers. If kB is the Boltzmann constant and T is the temperature, the

de Broglie wavelength is λDB ¼ �h=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2m�

ekBT
p

; λDB is approximately 150 Å at room

temperature. We emphasize again that, in quantum-confined nanowires, a reduction

in the dimension accompanies restructuring of the density of states. Due to this

dimension reduction, there occurs an upward shift of the conduction band edge EC

and a downward shift of the valence band edge EV. The energy band gap EG(dNW)
¼ EC–EV of amorphous Si (e.g., a-Si) nanowire is, as a result, be given by [13]

EG dwð Þ ¼ EGB þ π2�h2

2dbNW

1

m�
e

þ 1

m�
h

� �
, (2.10)

where m�
e and m�

h are the in-plane electron and hole effective masses, b is a

parameter, and EGB is the energy band gap of the corresponding bulk. First principle

calculations are generally based on b ¼ 2. To be specific, Fonoberov and Balandin

[8] considered bulk-like phonons and observed that the decrease in room-

temperature electron mobility μFE with decreasing nanowire diameter follows the

proportionality:

μFE / d2NW:

Scheel et al. [43], however, found that b, for Si nanowires, may be 1.4 for the

[001] orientation, 1.8 for the [110] orientation, and 1.3 for the 11�2½ � orientation,
depending on effective mass of the orientation.
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An important attribute of the SNM model [13] is that quantum confinement

influences the energy levels differently in different concentric regions of a nanowire.

It is true particularly in regions at and near the peripheral surface. An increase in

quantum confinement of the concentric regions at and near this peripheral surface

arises from an increase in surface energies and thermodynamic imbalances of the

concentric regions. In principle, quantum confinement influences every electronic

state within a nanowire. However, due to differences in surface energies and thermo-

dynamic imbalances of the different concentric regions of the nanowire, quantum

confinement differently influences the electronic state of different concentric regions

within the nanowire. Also, carriers are confined differently in different concentric

regions of a nanowire that have different energy levels within the nanowire. Recently

Yi et al. [51] studied the impact of quantum confinement on channel conductance

and transconductance in ultrathin Si nanowire transistors. They observed that one-

dimensional (1D) subband structures are quantized and have one-dimensional density

of states. They also observed regions of different channel conductance within

the nanowire. Niquet et al. [52] found quasiparticle subband structure as key to the

understanding of charge transport in semiconductor nanowires. They noted that

current–voltage or conductance characteristics are directly related to the subband

energies. These may all be consistent with the basic concept of concentric regions in

thin nanowires.

Dunstain and Boulitrop [53] suggested that the enhanced luminescence process

in amorphous materials is the result of recombination of hole–electron pairs in the

deepest band-tail states, and that it is distributed randomly in space. It is exponential

in energy within a critical volume. If EL is the luminescence energy, EU is the

Urbach energy, and aU, bU are constants (aU ¼ 50.56 � 0.06 eV and bU ¼ 3.11

� 0.40), which depend on the critical radius, then following Searle and

Jackson [54]

EG � EL ¼ aU þ bUEU: (2.11)

This equation, together with (2.10), yields

EL dwð Þ ¼ EG0 þ π2�h2

2dbW

1

m�
e

þ 1

m�
h

� �
� aU � bUEU dNWð Þ: (2.12)

Equation (2.12) indicates that the luminescence varies inversely with the nanowire

dimension, but directly with the quantum confinement. Interestingly, if the increase in

EU with decrease in nanowire diameter dNW is linear due to enhanced structural

disorder, then choosing m�
e ¼ 0.2 and m�

h ¼ 0.1, the luminescence energy predicted

by (2.12) is in line with the experimental results given by Giorgis et al. [55]. This is a

good demonstration of a relationship between amorphicity and quantum confinement,

which is a key to the SNM model [13].

36 A. Khan et al.



2.6 Energy Band Gap as Function of Nanowire Diameter

Amorphicity of the peripheral surface regions, together with the size and surface

effects dictate physical properties of nanowires. Also note that the broken bond at

the surface and the surface-relaxation-induced strain at the surface contribute to the

surface reconstruction [56],which increase the cohesive energy. There is an increase in

the elastic energy of inner atoms [57] by the surface stress. Electrons in the conduction

band and holes in the valence band are, as a result, spatially confined by the potential

barrier of the surface. A decrease in the nanowire diameter leads to an increase in the

surface-to-volume ratio δ and the internal pressure Pin. The immediate result of this is

the disturbance, weakening of interatomic interactions, and even generation of thin

parallel component nanowires, each of them of distinct electronic properties, such as

energy level, energy band, and density of states, and all of them within the parent

nanowire. Each of these component nanowires is quantum confined. The energetic

state of the nanowire atoms near the nanowire surface is alsomodified.And it gives rise

to an increase in the transition energy from the valence band to the conduction band

leading to an increase in the energy band gap. The mean cohesive energy Ecoh and the

bulk cohesive energyEcohb per atomof a nanomaterial, based on the liquid dropmodel

[58, 59], are related by

Ecoh ¼ Ecohb � 3v0γsurf
rnano

� �
, (2.13)

where γsurf is the surface energy per unit area, rnano is the radius, and v0 is the atomic

volume of the nanomaterial. If this material is spherical, Ecoh is in eV, rnano in nm,

and γsurf is the surface energy in eV/nm2, then v0 ¼ 4πr3A/3, where rA as the radius

of each atom of the nanomaterial. Also, the total surface energy is

Esurf ¼ 4πγsurfr
2
A: (2.14)

If the nanomaterial is nanowire, rnano ¼ rD. Equations (2.13) and (2.14),

together with the relation v0 ¼ 4πr3A/3, give [13]

Ecoh

Ecohb

¼ 1� rAEsurf

rnanoEcohb

� �
: (2.15)

Equation (2.15) is similar to the equation given by Rose et al. [60, 61]. Based on

the bond energy model [62], Rose et al. obtained the equation

Ecoh

Ecohb

¼ 1� 4:5n
�1=3
A ¼ 1� 4:5rA=rnano, (2.16)

where nA is the total number of atoms in the nanomaterial. Equation (2.16) is very

similar to (2.17) given by Sun et al. [63], which is
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Ecoh

Ecohb

¼ 1� 6rA
rnano

: (2.17)

The activation energy Eact of (2.4) is related to the energy band gap of a

nanomaterial, including nanowire, as [56]:

Eact

Eactb

¼ 1� ΔEG

EGB

, (2.18)

where ΔEG is the change in energy band gap: ΔEG ¼ EG–EGB. A comparison of

various equations presented above yields

ΔEG

EGB

¼ rAEsurf

rDEcohb

: (2.19)

Equation (2.19) may further be simplified to

EG ¼ EGB þ ϑNW
dbNW

, (2.20)

where b ¼ 1 and

ϑNW ¼ 2EGBEsurfrA
Ecohb

: (2.21)

Equation (2.20) is identical to the one derived for Si nanowires by Delerue

et al. [64] (ϑNW ¼ 3.73 eV nm and b ¼ 1.39) and Wu et al. [65]. The observations

by Delerue et al. [64] and Wu et al. [65] thus validate (2.20). A striking feature of this

equation is that the energy band gap of a nanowire is inversely proportional to the

nanowire diameter dNW. The parameter ϑNW has its genesis in EGB, Esurf, rA, and
Ecohb. It may, for example, be obtained from a comparison of (2.20) with the available

experimental EG vs. dNW plots [66, 67]. The ϑNW values thus obtained with b ¼ 1 are

listed in Table 2.2. Some other parameters [68] relevant to ϑNW for nanowires are also

Table 2.2 List of various

parameters defining the

diameter dependence

(b ¼ 1) of nanowire

band gap

Nanowire

Energy band gap

EGB (eV) Ecohb (kcal/mol) ϑ (eV nm)

GaAs 1.424 155 1.8

InP 1.344 159 1.3

InN 1.9 277 1.8

CdS 2.5 132 1.2

CdTe 1.61 96 1.7

ZnSe 2.822 125 1.5

CdSe 1.74 114 0.8

ZnS 3.68 147 1.2

ZnTe 2.394 106 1.4

38 A. Khan et al.



listed in this table. The experimental and theoretical plots for ΔEG ¼ EG–EGB for

CdSe and CdTe nanowires are compared in Figs. 2.5a, b. These figures show a very

good agreement between the calculated and the experimental results. They demon-

strate that (2.20) is indeed reasonably good. There is no fixed value for b. While Wu

et al. [65] found it to be 1.1–1.6; Ma et al. [41] found it to be 2.1, and Scheel et al. [43]

Fig. 2.5 Comparison of the

observed and the calculated

variations of the energy

band gap with nanowire

diameter (b ¼ 1) for

(a) CdSe nanowires and

(b) CdTe nanowires
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found it to be between 1.3 and 1.8. Nevertheless, b ¼ 1 yields results in good

agreement with the available experiments.

2.7 Formula for Amorphicity

As suggested in Section 2.6, surface amorphicity of a nanowire is a major cause of

quantum confinement of this nanowire. An approximate formula for amorphicity is

therefore needed to quantify the relationship between amorphicity and quantum con-

finement. There are many different experiments showing the variation of the

amorphicity αamor with the energy band gap EG. These variations are either linear or

near-linear.Oneof themdue toRotaru et al. [69] for silicon is near-linear and is given by

αamor � EG � C2ð Þ
σ2

, (2.22)

where C2 and σ2 are suitable parameters: C2 � 1 eV and σ2 ¼ 0.4 eV for

Si. Equation (2.22) indicates that αamor ¼ 0 for EG ¼ 1.12 eV, but αamor ¼ 1

(e.g., maximum) for EG � 1.6 eV. These are in line with experiment. The highest

limit of amorphicity αamor for nanowires of smallest diameter (dNW � 2 nm) may

be ~1.0. However, even very thick nanowires may have some residual amorphicity,

suppose αamor � 0.1. Taking all these into consideration, we obtain

αamor � σ�1
NW EGB � CNW þ ϑNW

dbNW

" #
, (2.23)

where σNW and CNW are suitable parameters: σNW ¼ 1 eV, b ¼ 1. CNW ¼ 1.0 eV

for Si nanowires and 3.3 eV for GaN nanowires. This equation is approximate but

reasonably good for dNW 	 2 nm. A close look at (2.23) indicates that the

amorphicity αamor of a nanowire increases with decreasing nanowire diameter,

and this increase in the amorphicity αamor may be a reflection of the increase in

quantum confinement. Indeed Chen et al. [70] noted that the dependence of αamor on

dbNW [see (2.20)] is essentially identical to the dependence of quantum confinement

on d�b
NW. Chen et al. [70] observed that the quantum confinement in ZnO nanorods

depends on d�1:0
NW , which is identical to that in (2.20) and (2.23). The finding by Chen

et al. [70] justifies the validity of (2.20) and (2.23).

The dielectric environment of a nanowire is also important for confinement, which

is measured by its dielectric constant. The dielectric constant εNW of a nanowire

describes the ability of the nanowire to concentrate electric flux, and this electric flux

changes with changes in dielectric environment. A dielectric coating of a thin

nanowire blocks the field lines that tend to leak out of it into the surrounding. If nrin
is the refractive index, Nion is the number of ions per unit volume, q is the electronic

charge, Ztec is the transverse effective charge,mion is the reduced ion mass, andωTO is
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the frequency of the transverse optical phonon, the dielectric constant εNW of the

coated nanowire may be given by [71, 72]

εNW ¼ n2rin þ
Nionq

2Z2
tec

mionω2
TO

: (2.24)

The dielectric coating tends also to suppress the vibration of the transverse optical

phonon of the nanowire. As a result, the frequency ωTO is reduced and the dielectric

constant εNW is increased. This increase depends though on the nanowire material

and the conditions for the growth of this material. It may therefore be different for

different nanowire materials and have different functional forms. One plausible

form among them may be [13]

εNW � εNW0 1þ vαamorð Þ, (2.25)

where εNW0 is the dielectric constant of the nanowire in the absence of nanowire

coating, and ν is a parameter.

2.8 Models for Carrier Scattering

There may be five different scattering mechanisms for carriers in thin nanowires.

These are the ionized impurity scattering, acoustic phonon scattering, dislocation

scattering, deformation potential scattering, and surface roughness scattering.

Among them, the deformation potential scattering is sensitive to the temperature

range 170 K � T � 280 K, and the surface roughness scattering is ineffective for

very thin nanowires. It is similar in nature as the phonon scattering. The acoustic

phonon scattering should also have similar characteristics as the electron–phonon

scattering. Considering that the nanowire devices operate at T > 273 K, one may

consider primarily the ionized impurity scattering, acoustic phonon scattering,

dislocation scattering, and deformation potential scattering for carrier transport in

nanowire FinFETs. Carrier mobility due to these scatterings should though be

modified by assuming that the amorphicity αamor is a rough measure of quantum

confinement.

Making use of the model by Lee and Spector [73], the electron momentum

relaxation rate for the ionized impurity scattering may be calculated by

τ�1
imp klð Þ ¼ 2πm�

l Nionr
2
D

�h3kl

zionq
2

2πεNW

� �
ln klrDð Þ½ �2, (2.26)

where Nion is the concentration of the impurities, and zion is the integral ionic

charge, zion ¼ 1. Salfi et al. [74] and Motayed et al. [75] observed that

temperature-dependent carrier mobility by impurity scattering in nanowires varies
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as T3/2, which is the same as the temperature-dependent carrier mobility by impurity

scattering in the bulk. Cimpoiasu et al. [76] also observed that the doping-

dependent carrier mobility in nanowires may be described by a model for the

bulk. These are interesting findings suggesting that carrier mobility due to ionized

impurity scattering in nondegenerate amorphous-like semiconductor nanowires

may also be given by [77]

μion ¼
128αamor

ffiffiffi
2

p
ε2NW kBTð Þ3=2

Nionz2ionq
3m

1=2
n ln 1þ λndg

� �� λndg= 1þ λndg
� �	 
 : (2.27)

Equation (2.27) is a classical model but takes the effect of quantum confinement

into account. Also,

λndg ¼ 24εNWmn kBTð Þ2
�h2q2nsm

, (2.28)

where nsm is the carrier concentration in semiconductor nanowires. If λdeg is defined
by [77]

λdeg ¼ 4εNW�h2 3nsmπ8ð Þ1=3
q2mn

, (2.29)

the carrier mobility due to ionized impurity scattering in degenerate semiconductor

nanowires would be [77]

μion ¼
24αamorπ3ε2NW�h3nsm

Nionz2ionq
3m2

n ln 1þ λdeg
� �� λdeg= 1þ λdeg

� �	 
 : (2.30)

Note that Nion � ND for a fully ionized doping level, but Nion < ND for partially

ionized doping level. The intervalley acoustic phonon scattering rate is given by

[78]

)(
)1(

21

2
)(

22

*2
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finalnpbfinal
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soundcrys

lacB
lac E

EE

E

v

mTk
k QÁ

+

+

ú
ú
û

ù

ê
ê
ë

é Ã
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x
x

r
t

�
ð2:31Þ

where ℘ac is the acoustic deformation potential, ρcrys is the crystal density, vsound is
the sound velocity, ξnpb is the non-parabolity parameter, Efinal is the final kinetic

energy of the carriers, and Θ(Efinal) is the Heaviside step function. Also, Inm is the

electron–phonon wave function overlap integral. The mobility due to acoustic

phonon scattering may alternatively be given by [77]
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μaco ¼
ffiffiffiffiffi
8π

p
εNWq�h4Clec

3αamorEdsm
5=2
n kBTð Þ3=2

, (2.32)

where Clec is the average longitudinal elastic constant of the nanowire and Eds is the

displacement of the edge of the band per unit dilation of the lattice.

Nanowires may suffer from dislocation density. The electron mobility due to

scattering by dislocations may be given by [79–81]

μdisl ¼
30

ffiffiffiffiffi
2π

p
αamorε2NWd2acep kBTð Þ3=2

Ndislq3f
2
rateλscreenm

1=2
n

, (2.33)

where nsm is the net carrier concentration, Ndisl is the dislocation density, dacep is the
distance between acceptor centers (dangling bonds), frate is the occupation rate of

the acceptor centers, and λscreen is the Debye screening length given by

λscreen ¼ εNWkBT

q2nsm

� �1=2

: (2.34)

Generally nsm ¼ ND. A close look of (2.33) indicates that the electron mobility

due to scattering by dislocations increases with increase in net carrier concentration.

2.9 Calculated Carrier Mobility

The carrier mobility is often governed by more than one scattering mechanism.

Following Matthiesen’s rule, the possible carrier mobilities may therefore be

calculated with

μ�1
inac ¼ μ�1

ion þ μ�1
aco, (2.35a)

μ�1
dsin ¼ μ�1

disl þ μ�1
ion, (2.35b)

μ�1
dsac ¼ μ�1

disl þ μ�1
aco, (2.35c)

and

μ�1
dsacin ¼ μ�1

disl þ μ�1
aco þ μ�1

ion: (2.35d)

Various parameters used for the calculations of mobilities for silicon nanowires

are listed in Table 2.3.

The influence of quantum confinement and dielectric confinement on the carrier

mobilities μion, μaco, and μdisl in silicon nanowires is shown in Fig. 2.6a. One can see
from this figure that μion and μdisl decrease, while μaco increases with increasing
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nanowire diameter dNW. The μion and μdisl have small values for dNW > 5 nm but

large values for dNW < 3 nm. The μaco has, on the other hand, smaller value for

dNW < 3 nm and larger values for dNW > 5 nm. They are larger for nanowires with

quantum confinement (see, Fig. 2.6a, curves 1A and 3A) and dielectric confinement

but smaller for nanowires with only quantum confinement (see, Fig. 2.6a, curves 1B

and 3B). These curves show that the dielectric confinement and quantum confine-

ment lead together to elevate enhancement in carrier mobility than that just by the

quantum confinement. Figure 2.6a depicts that the mobilities μion and μdisl increase
indeed significantly for dNW < 4 nm, which is attributed to the Coulomb and

the dislocation potentials tuned by the dielectric environment more in thinner

nanowire than in thicker nanowire. These are in line with experiments by Cui

et al. [82] and Koo et al. [83], who found carrier mobility higher in thin nanowires

than in thin films. These are in line with also the calculations by Sakaki et al. [9] and

measurements by Takagi et al. [84]. The very trend of the increase in μaco with

increasing nanowire diameter resembles the Monte Carlo calculations by Fonoberov

and Balandin [8]. Electron–phonon scattering rate is higher in the presence of spatial

confinement than that in the absence of spatial confinement. Thinner nanowire is

affected more than thicker nanowire by lattice vibration. Also, the displacement Eds is

directly proportional to the lattice vibration but inversely proportional to the mobility

μaco. Carrier mobility in nanowire devices depends on electric field. An increase in

mobility is caused by decrease in carrier concentration under the influence of this

electric field.

Figure 2.6a demonstrates that the carrier mobility in a nanowire is determined by

a competition of the ionized impurity scattering and dislocation scattering on one

hand and the acoustic phonon scattering on the other. The carrier mobility increases

Table 2.3 Various parameters used for the calculation of carrier mobilities in silicon nanowires

Parameter Value

Effective electron mass mn 0.98

Dielectric constant in absence of coating εNW0 11.7

Energy band gap of bulk Si 1.12 eV

Amorphicity parameter σNW 1 eV

Amorphicity parameter CNW 1.0 eV

Integral ionic charge zion 2.0

Occupation rate of acceptor centers frate 1.0

Distance between acceptor centers dacep 1.0 nm

Nanowire dislocation density Ndisl 1.0 
 1010 cm�2

Nanowire doping density ND 5 
 1016 cm�3

Ionized impurity level Nion 5 
 1016 cm�3

Carrier concentration nsm 5 
 1016 cm�3

Average longitudinal elastic constant Clec 1.0 
 1017 cm�3

The parameter βds 200 K/T

Displacement of the edge of the band Eds (3.0 
 10�5 βds) eV
Band gap reduction parameter ϑNW 1.76 eV nm

Avogadro number NT 6.02214179 
 1023 mol�1
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with increasing nanowire diameter if the acoustic phonon scattering dominates over

the ionized impurity scattering and dislocation scattering. It decreases, in contrast,

with increasing nanowire diameter. These are all in line with experiments by

Motayed et al. [75] and Ford et al. [85]. Both of these experiments indicate that

carrier mobility increases with increasing nanowire diameter. Experiment by

Fig. 2.6 Diameter-

dependent carrier

mobilities. Comparison of

(a) μion, μdisl, and μaco and
(b) μinac, μdsin, μdsac, and
μdsacin in the absence and

the presence of dielectric

confinement εNW ¼
εNW0(1 + vαamor),

εNW0 ¼ 11.7. Various

parameters used for the

calculations of μion and μdisl
are zion ¼ 2, frate ¼ 1,

dacep ¼ 1 nm, Ndisl ¼
1.0 
 1010 cm�2, and

ND ¼ 5.0 
 1016 cm�3.

Various parameters used for

the calculations of μaco are
ND ¼ 5.0 
 1016 cm�3,

Cale ¼ 1.0 
 1017 cm�3,

βds ¼ 200 K/T, and
Eds ¼ (3.0 
 10�5 βds) eV,
respectively
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Trivedi et al. [86] depicts the same exact phenomena (e.g., increase in carrier

mobility with decreasing nanowire diameter). To be more specific, Trivedi

et al. showed that the mobility is 1,235 cm2/V s for dNW ¼ 3.4 nm, 737 cm2/V s

for dNW ¼ 4.3 nm, and 300 cm2/V s for the bulk. Figure 2.6b compares calculated

mobilities μinac, μdsin, μdsac, and μdsacin as function of the nanowire diameter dNW. It
indicates that μaco can indeed be significant, and the mobilities μinac, μdsac, and
μdsacin can be lower than the mobility μdsin for nanowires of diameter dNW < 4 nm.

The mobility μdsacin due to the combined effect of ionized impurity scattering,

dislocation scattering, and the acoustic phonon scattering is quite low for nanowires

of diameter dNW < 4 nm. It is true even at temperature as high as T ¼ 500 K. These

findings are interesting; they suggest that, any nanowire used for FinFETs must be

grown in a way that its acoustic phonon scattering is low.

The impact of dielectric confinement on nanowire mobilities is shown in

Fig. 2.7a, b. While Fig. 2.7a is for the mobility μion, Fig. 2.7b is for the

mobility μdsacin. Both of these figures show that carrier mobilities increase with

increasing dielectric confinement [see (2.25)], and this increase is though higher for

smaller dNW due to quantum confinement.

The influence of doping on the mobilities μion and μdisl of nanowires of two

different diameters (dNW ¼ 2 nm and 5 nm) is shown in Fig. 2.8a. One can see

that, in both of these nanowires, the higher the doping density, the lower is the

mobility μion. But in both of them, the higher the doping density, the higher is the

mobility μdisl. This supports the measurements by Cimpoiasu et al. [76] which

underscored the dominance of impurity scattering over phonon scattering. And this

is important for nanowire devices, because these devices from lightly doped

nanowires (ND � 5 
 1016 cm�3) are preferred [87] for ultra large-scale integration.

Interestingly, quantum confinement plays an important role in lowering the maxi-

mum achievable doping concentration in thin nanowires [88]. Since quantum con-

fined nanowires may not be doped heavily, these nanowires can gratifyingly be free

from scattering by dislocations. Figure 2.8b shows the dependence of the carrier

mobilities μinac, μdsin, μdsac, and μdsacin on the nanowire doping. It indicates that, due

to quantum-confinement-induced suppression of impurity scattering and phonon

scattering, lowly doped nanowires (ND < 5 
 1016 cm� 3) are very suitable for

very high carrier mobility μinac. These lowly doped nanowires may however have

low mobility μdsac due to the combined influence of μaco and μdisl. The mobility μdsacin
is lowly dependent on the doping concentration, and it is consistent with the

observations by Cimpoiasu et al. [76] and Huang et al. [89], which show that mobility

versus doping concentration plots are quite insensitive to the choice of doping level.

The influence of temperature on carrier mobilities is shown in Fig. 2.9a, b.

Figure 2.9a shows that increase in temperature accompanies increase in the

mobilities μion and μdisl but decrease in the mobility μaco. Recall that the doping

becomes increasingly nondegenerate at higher temperature. The inevitable result of

this is the increase in mobility μion with increasing temperature. Remarkably, Ford

et al. [85], Chang et al. [90], and Stern et al. [91] observed decrease in mobility with

increasing temperature. The characteristics of the mobility versus temperature plot
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by these researchers are very similar to those of curve 2 of Fig. 2.9a, and this is due

to the fact that the mobility by Ford et al. [85] was dominated by phonon scattering.

The dependence of the mobilities μinac, μdsin, μdsac, μdsacin on temperature is

presented in Fig. 2.9b. This figure shows that mobilities μdsin, μdsac, and μdsacin
increase with increasing temperature, but the mobility μinac is almost independent of

temperature. The near-temperature-independence of curve 1 of Fig. 2.9b is

Fig. 2.7 Impact of

dielectric confinement on

the carrier mobility in Si

nanowires. (a) μdsin
vs. Dnano plots and (b)

μdsacin vs. Dnano plots for

v ¼ 0, 1, and 2, respectively

[see (2.25)]
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particularly noteworthy. With the mobility μdsin disregarded, the mobility μinac is
not only high but also covers a wide temperature range. This is not unreasonable, as

Cheng et al. [92] demonstrated that carrier mobility can indeed be almost indepen-

dent of temperature over a temperature range of 5 K � T � 300 K.

Fig. 2.8 Doping-dependent

carrier mobilities taking

both the quantum

confinement and the

dielectric confinement into

account. (a) Comparison of

μion and μdisl for nanowires
of diameters dNW ¼ 2 nm

and 5 nm, respectively.

(b) Comparison of μinac,
μdsin, μdsac, and μdsacin,
respectively, at 300 K
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2.10 Conclusions

The SNMmodel for quantum confinement in nanowires and the applicability of this

model to the electrical transport in semiconductor nanowires for FinFETs have

been studied. Quantum confinement, as depicted by the SNM model has recently

been observed by Rustagi et al. [45, 46] in Si nanowires. These authors noted that

Fig. 2.9 Temperature-

dependent carrier mobilities

taking both the quantum

confinement and the

dielectric confinement

(v ¼ 3) into account. (a)

Comparison of the carrier

mobilities (a) μion, μdisl, and
μaco, respectively; (b) μinac,
μdsin, μdsac, and μdsacin,
respectively
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the energy levels Enm for different diameters of a nanowire in a FinFET-like

environment are very discrete, and there is an increase in separation of energy

levels with decrease in the nanowire diameter. It was found that the SNM model

provides a distinctly new route for enhanced carrier transport in nanowires. This

route is quite aligned with experiments. On-current is about 700 μA/μm in bulk-Si

FinFET, about 850 μA/μm in strained-Si FinFET, but about 4,000 μA/μm in Si

nanowire FinFET [93]. Such an enormous increase in on-current in Si nanowire

FinFET is due to enhanced carrier mobility, as demonstrated by the SNM model.

The SNM model considers b ¼ 1, and yet the yields in carrier mobility in thin

nanowires is extremely well. It also correctly predicts that the nanowire carrier

mobility is dependent on impurity scattering [74, 75] and is a function of T3/2. But
the nanowire carrier mobility is dependent on phonon scattering [85] and is a

function of ~T�3/2. The present investigation addresses the impact of both quantum

confinement and dielectric confinement of nanowires on nanowire mobility. It

predicts that carrier mobility may be vastly enhanced if influenced by both quantum

confinement and dielectric confinement. It takes only three dominant scattering

mechanisms into account. It is though generally enough to take other scattering

mechanisms into account. Good agreement of calculated results with available

experiments suggests that the three scattering mechanisms taken into account for

the present calculations are dominant.

The present results are in line with also those by Khanal et al. [11], who predicted

that both calculated and measured carrier mobilities decrease exponentially or near-

exponentially with increasing doping concentration due to ionized impurity scatter-

ing. Monte Carlo calculations by Jin et al. [94] suggest that carrier mobility decreases

monotonically with decrease in nanowire diameter due to surface roughness scatter-

ing.Wang et al. [6] however predicted an opposite trend in the mobility as function of

nanowire diameter. Khanal et al. [11] argued that surface roughness scattering limits

mobility only under very high internal electric fields, and the electric field decreases

with decrease in nanowire diameter. This is probably the reason of why Neophytou

and Kosina [95] found the surface roughness scattering in thin nanowires to be quite

insignificant. Persson et al. [96] made use of tight binding approximations to study the

effect of charge impurity scattering on carrier mobility in Si [110] nanowires in a

gate-all-around geometry. They concluded that the carrier mobility increases with

decreasing nanowire diameter. Koley et al. [97] also observed that the measured

carrier mobility increases with decreasing nanowire diameter. Figure 2.6a

demonstrates the impact of acoustic phonon scattering on carrier mobility. In

shows that carrier mobility increases linearly with increasing nanowire diameter.

Murphy-Armando et al. [98] and Zhang et al. [99] studied the effect of

electron–phonon scattering on carrier mobility and also found that carrier mobility

increases almost linearly with nanowire dimension. The investigations by Murphy-

Armando et al. [98] and Zhang et al. [99] thus suggest that the carrier mobility due to

electron–phonon scattering is similar to the carrier mobility due to acoustic phonon

scattering. They all attest to the strength and novelty of the SNM model. The SNM

model [13] predicts that a doping ND < 5 
 1016 cm� 3, temperature 300 K � T
� 600 K, and nanowire diameter dNW < 4 nm are most suitable for achieving high

carrier mobility in nanowires.
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Rev. B 73, 165319 (2006)

53. Boulitrop, F., Dunstain, D.J.: Phys. Rev. B 28, 5923 (1983)

54. Searle, T.M., Jackson, W.A.: Philos. Mag. B 60, 237 (1989)

55. Giorgis, F., Pirri, C.F., Vinegoni, C., Pavesi, L.: Phys. Rev. B 60, 11572 (1999)

56. Yang, C.C., Li, S.: Phys. Rev. B 75, 165413 (2007)

57. Liu, D., Zhu, Y.F., Jiang, Q.: J. Phys. Chem. C 113, 10907 (2009)

58. Naher, U., Bjrnholm, S., Frauendorf, S., Garcias, F., Guet, C.: Phys. Rep. 285, 245 (1997)

59. Nanda, K.K., Sahu, S.N., Behera, S.N.: Phys. Rev. A 66, 013208 (2002)

60. Rose, J.R., Vary, J.P., Smith, J.R.: Phys. Rev. Lett. 53, 344 (1984)

61. Rose, J.R., Smith, J.R., Ferrante, J.: Phys. Rev. B 28, 1835 (1983)

62. Qi, W.H., Wang, M.P., Xu, G.Y.: Chem. Phys. Lett. 372, 632 (2004)

63. Sun, C.Q., Shi, Y., Li, C.M., Li, S., Yeung, T.C.: Phys. Rev. B 73, 075408 (2006)

64. Delerue, C., Allan, G., Lannoo, M.: Phys. Rev. B 48, 11024 (1993)

65. Wu, Z., Neaton, J.B., Grossman, J.C.: Phys. Rev. Lett. 100, 246804 (2008)

66. Li, S., Wang, G.W.: Appl. Phys. Lett. 95, 073106 (2009)

67. Li, M., Li, J.C.: Mater. Lett. 60, 2526 (2006)

68. Verma, A.S.: Phys. Status Solidi (b) 246, 345 (2009)

69. Rotaru, C., Nastase, S., Tomozeiu, N.: Phys. Status Solidi (a) 171, 365 (1999)

70. Chen, C.-W., Chen, K.-H., Shen, C.-H., Ganguly, A., Chen, L.-C., Wu, J.-J., Wen, H.-I., Pong,

W.-F.: Appl. Phys. Lett. 88, 241905 (2006)

71. Robertson, J.: Eur. Phys. J. Appl. Phys. 28, 265 (2004)

72. Robertson, J.: Rep. Prog. Phys. 69, 327 (2006)

73. Lee, J., Spector, H.N.: J. Appl. Phys. 54, 3921 (1983)

74. Salfi, J., Philipose, U., Aouba, S., Nair, S.V., Ruda, H.E.: Appl. Phys. Lett. 90, 032104 (2007)

75. Motayed, A., Vaudin, M., Davydov, A.V., Melngailis, J., He, M., Mohammad, S.N.: Appl.

Phys. Lett. 90, 043104 (2007)

76. Cimpoiasu, E., Stern, E., Cheng, G., Munden, R., Sanders, A., Reed, M.A.: Braz. J. Phys. 36,

824 (2006)

77. Nag, B.R.: Electrical transport in compound semiconductors. Springer, New York, NY (1980)

78. Ramayya, E.B., Valiseska, D., Goodnick, S.M., Knezevic, I.: IEEE Trans. Nanotechnol.

6, 113 (2007)

79. Read, W.T.: Philos. Mag. 45, 775 (1954)

80. Read, W.T.: Philos. Mag. 46, 111 (1954)

81. Podor, B.: Phys. Status Solidi 16, K167 (1966)

82. Cui, Y., Zhong, Z., Wang, D., Wang, W.U., Lieber, C.M.: Nano Lett. 3, 149 (2003)

83. Koo, S.M., Fujiwara Han, A.J.P., Vogel, E.M., Richter, C.A., Bonevich, J.E.: Nano Lett.

4, 2197 (2004)

84. Takagi, S., Koga, J., Toriumi, A.: Jpn. J. Appl. Phys. 37, 1289 (1998)

85. Ford, A.C., Ho, J.C., Chueh, Y.L., Tseng, Y.C., Fan, Z., Guo, J., Bokor, J., Javery, A.: Nano

Lett. 9, 360 (2009)

86. Trivedi, K., Yuk, H., Floresca, H.C., Kim, M.J., Hu, W.: Nano Lett. 11, 1412 (2011)

87. Thelander, C., Agarwal, P., Brongersma, S., Eymery, J., Feiner, L.F., Forchel, A., Scheffer,

M., Riess Ohlsson, W.B.J., Goesel, U., Samuelson, L.: Mater. Today 9, 28 (2006)

52 A. Khan et al.



88. Khanal, D.R., Yim, J.W.L., Walukiewicz, W., Wu, J.: Nano Lett. 7, 1186 (2007)

89. Huang, Y., Duan, X., Cui, Y., Lauhon, L.J., Kim, K.H., Lieber, C.M.: Nano Lett. 2, 101 (2002)

90. Chang, C.-Y., Chi, G.-C., Wang, W.-M., Chen, L.-C., Chen, K.-H., Ren, F., Pearton, S.J.:

Appl. Phys. Lett. 87, 093112 (2005)

91. Stern, E., Cheng, G., Cimpoiasu, E., Klie, R., Guthrie, S., Klemic, J., Kretzschmar, I.,

Steinlauf, E., Turner-Evans, D., Broom-field, E., Hyland, J., Koudelka, R., Boone, T.,

Young, M., Sanders, A., Munden, R., Lee, T., Routenberg, D., Reed, M.A.: Nanotechnology

16, 2941 (2005)

92. Cheng, G., Stern, E., Turner-Evans, D., Reed, M.A.: Appl. Phys. Lett. 87, 253103 (2005)

93. Jiang, Y., Liow, T.Y., Singh, N., Tan, L.H., Lo, G.Q., Chan, D.S.H., Kwong, D.L. In: IEEE

Symposium on VLSI Technology Digest of Technical Papers, p. 34 (2008)

94. Jin, S., Fischetti, M.V., Tang, T.W.: J. Appl. Phys. 102, 083715 (2007)

95. Neophytou, N., Kosina, H.: Solid State Electron. 70, 81 (2012)

96. Persson, M.P., Mera, H., Niques, Y.-M., Delerue, C.: Phys. Rev. B 82, 115318 (2010)

97. Koley, G., Cai, Z., Quddus, E.B., Liu, J., Qazi, M., Webb, R.A.: Nanotechnology 22, 295701

(2011)

98. Murphy-Armando, F., Fagas, G., Greer, J.C.: Nano Lett. 10, 869 (2010)

99. Zhang, W., Delerue, C., Niquet, Y.-M., Allan, G., Wang, E.: Phys. Rev. B 82, 115319 (2010)

2 Model for Quantum Confinement in Nanowires and the Application. . . 53



Chapter 3

Understanding the FinFET Mobility

by Systematic Experiments

Kerem Akarvardar, Chadwin D. Young, Mehmet O. Baykan,

and Christopher C. Hobbs

Abstract The impact of the surface orientation, strain, fin doping, and gate stack

on SOI double-gate FinFET mobility is systematically investigated. Impact of

channel material, temperature, and fin width were also touched upon to better

understand the trends. For the unstrained case, the (110) sidewall electron mobility

is very close to the (100) sidewall electron mobility irrespective of the fin doping

level and gate stack. This weak dependence of electron mobility to surface orienta-

tion distinguishes the FinFETs from the bulk planar MOSFETs, where (100)

electron mobility is systematically reported to be much higher than that of (110).

On the other hand, the (110) sidewall hole mobility is substantially higher than the

(100) sidewall hole mobility in FinFETs, as in the planar case. Both the (100)/

<100> and (110)/<110> FinFET electron mobility can be improved with tensile

strain. It is also confirmed that the (110)/<110> FinFET hole mobility can be

significantly improved with compressive strain while the (100)/<100> hole mobil-

ity is sensitive to neither compressive nor tensile strain. Compared to Si, the use of a

SiGe channel increases the hole mobility drastically, and even further improvement

is achievable by external compressive stress. Overall, the experimental results in
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this chapter suggest that the (110)/<110> Si FinFETs conventionally built on

standard (100) wafers offer simultaneously high electron and hole mobility,

which can be further improved by tensile and compressive stress, respectively.

3.1 Introduction

Long channel MOSFET mobility remains a relevant measure of nanoscale transport

efficiency due to its correlation with the short channel current drive and injection

velocity [1–4]. Considering that FinFETs are in production from the 22 nm node

onwards [5], a thorough understanding of mobility in these devices is critical. To

this end, we provide systematic mobility data on double-gate (DG) silicon-on-

insulator (SOI) FinFETs fabricated at SEMATECH Albany, NY. Our purpose is

twofold: (1) Provide experimental reference data that can be used to verify or

calibrate TCAD or custom mobility models, and (2) Guide the FinFET device

design for transport optimization.

All of the experimental data presented in this chapter uses the same FinFET

baseline (summarized in Fig. 3.1a), hence forms a coherent set in terms of sensitivity

to device splits. The flow starts by thinning (100) SOI films down to 40 nm on top of

140 nm buried oxide. Then fins are patterned and etched using a nitride hard mask on

top of a thin buffer oxide. This is followed by an H2 bake to smooth the fins. Next, an

ALD HfO2 (~2 nm)/ALD TiN (10 nm) gate stack is formed. Subsequent steps are

nitride spacer formation, source–drain (S/D) implantation (directly into the fins), and

activation anneal. NiPt silicidation and Cu metallization finalize the gate-first flow.

An exemplar fin cross-section featuring 22 nm fin width and 37 nm fin height is

shown in Fig. 3.1b. Note that gate stack is deposited without the hard mask being

removed, yielding a double-gate structure where the transport is through the fin

sidewalls. In majority of our experiments, both the conventional fins with (110)

sidewalls/<110> fin direction and the 45� rotated fins with (100) sidewalls/<100>
fin direction were characterized (Fig. 3.1c).

In the following subchapters, we will start by the most basic configuration

featuring undoped and unstrained fins with high-K/metal gate (HK/MG). The

impact of surface orientation will be first characterized for this configuration.

Then we will individually analyze the impact of strain, fin doping, and finally the

gate stack. In the greater part of the cases, our electrical data will involve both

conventional and rotated fins. Fins with alternative channel material will also be

briefly touched upon when we analyze the impact of strain.

For the long-channel mobility extraction (Lg ¼ 1 or 10 μm), split CV technique

[8] with capacitance–voltage measurements at 100 kHz and current–voltage

measurements at VDS � 50 mV is used. FinFETs with 200 fins in parallel enabled

the measurement of a high enough capacitance for parameter extraction. The fin

widths used in this work were varied between 20 and 45 nm. Figure 3.1d shows the

representative layout (with only two fins) that is used to generate the data in this

chapter unless otherwise mentioned.
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3.2 Impact of Surface Orientation

Figure 3.2 shows the overall trend in orientation-dependent mobility for undoped

HK/MG CMOS FinFETs. Consistent with the prior experimental results [10–13]

[23], the (110) hole mobility in Fig. 3.2a is substantially (~2� at high field) better

than the (100) hole mobility. Therefore, on standard (100) surface, DG FinFETs

that are conventionally laid out along the <110> direction (hence having a (110)

sidewall) present significantly higher unstrained hole mobility compared to their

planar counterparts with a (100) surface and <110> channel direction (which is

reported to be an even worse combination than (100)/<100> in terms of unstrained

hole mobility [14, 15]).

The orientation dependence of electron mobility, on the other hand, exhibits a

trend that contradicts with the well-established findings from the planar MOSFETs

[10–13] [23] (Fig. 3.2b): the conventional (110)/<110> FinFET electronmobility is

very high in absolute value and very close to the (100)/<100> electron mobility

Fig. 3.1 (a) SOI undoped DG FinFET gate-first flow summary [6], (b) typical Si fin cross-

section under HfO2/TiN/aSi gate stack [6], (c) sidewall surface orientations and fin channel

directions for “conventional” and “rotated” fins on the standard (100) wafer with <110> notch

[7]. (d) Conventional layout that is used to generate the data in this chapter unless otherwise

mentioned: W is the fin width (~20 nm), Lg is the drawn gate length, Lsp is the spacer width

(25 nm), Lext is the gate to S/D pad distance (100 nm)
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measured on rotated FinFETs. Similar results on 11 nm-wide undoped FinFETs with

a SiO2/TiSiN gate stack were also reported in [16] where (110)/<110> NFET

transconductance was measured even higher than that of (100)/<100> at high

field. Our results also correlate with [17] where very high (110)/<110> electron

mobility was reported on 26 nm-wide SiO2/polyFinFETs.

Since planar MOSFET (100)/<100> and (100)/<110> unstrained electron

mobilities are comparable [14], it follows that conventional unstrained DG FinFET

electron mobility is competitive with the conventional planar (100)/<110> electron

mobility. The key result from the data in Fig. 3.2 is that for the unstrained case,

conventional (110)/<110> DG FinFETs built on standard (100)/<110> wafers

have simultaneously very high hole and electron mobility. This, combined with

the possibility of undoped body, favors FinFETs in terms of transport for future

technology nodes where the efficiency of stress enhancement techniques is reduced

due to scaled gate pitch.

Figure 3.3 shows the capacitance–voltage (C–V ) and linear drain current (I–V)
characteristics that were used to extract the mobility in Fig. 3.2. Clearly the

capacitance, hence equivalent insulator thickness, Tinv, is very similar for (110)

and (100) sidewalls for the employed high-K deposition process, and the difference

in drain current correlates directly with the difference in respective channel

mobilities rather than any charge difference.

In order to evaluate the dominant scattering mechanisms for different

orientations, we extracted the peak and the high field electron and hole mobilities

at cryogenic temperatures (Fig. 3.4). Power-law exponents (α) for the peak electron
mobility (Fig. 3.4a) were found to be very high in absolute value—as high as the

phonon scattering limited bulk mobility exponents [18, 19] and well above the

coefficients extracted on planar MOSFETs [12, 20–22]. This result is especially

Fig. 3.2 Undoped PFET (a) and NFET (b) mobility as a function of carrier density for conven-

tional and rotated DG Si FinFETs [9]
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surprising given the possibility of additional carrier scattering from the HfO2

[12, 23, 24]. Such a high α suggests that phonon scattering is the dominant

mechanism governing the low-field mobility in our FinFETs. Also, coefficients

for (110)/<110> and (100)/<100> devices are very close to each other suggesting

similar scattering rates for the two combinations. Temperature coefficients at high

field are also very close for the conventional and rotated NFETs but slightly

reduced compared to peak mobility due to the impact of surface roughness scatter-

ing, which reduces the overall mobility per Mathiessen’s rule [8].

Fig. 3.3 Undoped PFET and NFET C–V (a), and I–V (b) characteristics [7] that were used to

extract the mobility vs. carrier density data in Fig. 3.2 using split CV method

Fig. 3.4 Undoped NFET (a) and PFET (b) peak and high field mobility as a function temperature

for conventional and rotated DG Si FinFETs [7]
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The fact that both the absolute value of electron mobility and the scattering

rates are similar for (110)/<110> and (100)/<100> implies that the conductivity

effective masses (m�
cond;avg) should be similar for these two combinations [7]. This is

indeed confirmed by the sp3d5s* tight-binding band structure calculations coupled

with self-consistent Schrodinger–Poisson simulations on 20 nm-wide undoped

FinFETs: when the non-parabolicity in confinement mass of Δ2 valley of (110)

conduction band (m�
z ) is properly taken into account, (110)/<110> m�

cond;avg gets

closer to (and can even be lighter than) the (100)/<100> m�
cond;avg, especially at high

inversion carrier density (Fig. 3.5) [25]. By contrast, the parabolic confinement mass

approach [26] results in majority of electrons to occupy Δ4 valley for (110), leading

to a significantly higher m�
cond;avg for (110) compared to (100).

Low temperature trends for FinFET hole mobility are shown in Fig. 3.4b.

Power-law exponents for (110) and (100) peak hole mobilities suggest again

the dominance of phonon scattering for both orientations [20]. On the other hand,

for (110)/<110>, there is a slight reduction from peak to high field hole mobility

exponents, owing to the impact of increased surface roughness scattering. At

high-field, α for (100) is lower than the α for (110), similar to what has been

observed in [12] on planar bulk MOSFETs with HfO2 or SiO2/poly-Si gate stack.

Given the similarity of measured electron mobility in (100) and (110) FinFETs

and its theoretical foundation reported in [25], the repeatedly measured inferior

electron mobility on bulk planar (110) MOSFETs [11–13] [Krishnan’08] is puzzling.

In fact, the electron mobility disadvantage of bulk planar (110) surface is so widely

acknowledged that it gave rise to the consideration of alternative CMOS solutions

such as “Hybrid Orientation Technology,” where planar NFETs and PFETs are

exclusively built on (100) and (110), respectively [11]. The empirical modeling

closely matching the experimental temperature dependent mobility data on planar

and FinFET devices in [27] shows that the discrepancy between the “low” planar and

Fig. 3.5 Average

conductivity effective mass

as a function of inversion

electron density calculated

with parabolic and

non-parabolic confinement

mass methods for

conventional and rotated

undoped DG FinFETs

(Wfin ¼ 20 nm) [25]
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“high” FinFET (110) electron mobility could be explained as follows: for (110) bulk

planar MOSFETs, Coulomb scattering (at low field) and surface roughness scattering

(at high field) are significantly higher than in FinFETs and (100) planar MOSFETs

where the phonon scattering is the dominant mechanism that limits mobility.

Before we complete this subsection, it is worth to mention that the high (110)

electron mobility measured in FinFETs is essentially insensitive to fin width

(Fig. 3.6). This, together with the fact that even the narrowest fin considered here

is wider than 20 nm, suggests that quantum confinement or volume inversion [28]

does not play a visible role in high (110) electron mobility measured on our devices.

3.3 Impact of Strain

In this subsection, we will first analyze the strain sensitivity of FinFETs using

compressive and tensile contact etch stop liners (CESLs) that were deposited post-

silicidation. Although this method is ineffective for the advanced technology nodes

with tight gate pitches [29], it is still a good fundamental learning vehicle if

transistor test structures with a single gate or wide enough gate pitch are available.

The stress transfer from the CESL to the MOSFET channel is reported to occur

from the fin extensions at the S/D regions [30]. Accordingly, this method gets more

effective as the channel length scales. Usually no mobility change is observed in

conventional long channel devices (Lg � � 1 μm) and one should focus on short

channel MOSFETs to observe the impact of CESL stress on transport.

Compressive (3 GPa) and tensile (1 GPa) CESL strain response of (110)/<110>
and (100)/<100> FinFETs is investigated in Fig. 3.7, where peak transconductance

(Gmmax) and drain current (IDlin and IDsat) gains compared to neutral CESL case

are shown for various channel lengths. In (110)/<110> FinFETs, the impact of

CESL stress gets more significant with Lg scaling as expected. However, this is

surprisingly not the case for rotated FinFETs suggesting that the stress may directly

be transferred through the gate, leading to Lg-insensitivity. Otherwise it is observed

Fig. 3.6 (110)/<110>
undoped FinFET electron

mobility for various fin

widths [7]

3 Understanding the FinFET Mobility by Systematic Experiments 61



that IDlin and Gmmax trends are very similar and hence interchangeable for all

combinations. Also, the impact of CESL stress is observed to be more remarkable

on IDlin than on IDsat.
Starting with p-channel FinFETs, one clear trend is the appreciable strain sensi-

tivity of (110)/<110> and insensitivity of (100)/<100> to external compressive

stress. So, the (100)/<100> orientation not only presents a very low PFET mobility

but also does not show any improvement with compressive stress. By contrast, the

(110)/<110> orientation which has a high mobility to begin with, shows an even

further improvement with compressive stress. On the other hand, (100)/<100>
p-channel FinFETs are insensitive to tensile strain while (110)/<110> FinFETs

show degradation with tensile CESL strain. Different than the p-channel FinFETs,

n-channel FinFETs appear to show higher sensitivity to stress for (100)/<100> than

for (110)/<110> [33]. The surface orientation dependent trends in Fig. 3.7 are

essentially consistent with the CESL-induced stress simulation results on FinFETs

using bulk-Si piezoresistance coefficients [34].

In order to monitor the change in short-channel mobility with CESL stress,

either a substantial number of short-channel FETs in parallel with high capacitance

are needed for split CV measurements (which is impractical), or a full DC method

Fig. 3.7 Gain in peak transconductance, linear current, and saturation current with tensile (1 GPa)

and compressive (3 GPa) CESL as a function of Lg for conventional and rotated complementary

undoped DG SOI FinFETs [31]. Data generated using the layout at the inset where the gate

overlaps with S/D pads by Lov ¼ 30 nm and Lg ¼ L corresponds to the fin length between the

S/D pads [32]
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needs to be used. In what follows, we show how the “Y-function method” [35] can

be used to assess to the first order the impact of stress on short-channel MOSFET

mobility.

To obtain Y function we start with the basic linear drain current expression in

strong inversion:

Id ¼ Wdevice � Cox

Lg

μ0
1þ θ VGS � VTð Þ½ 	 VGS � VTð ÞVd, (3.1)

where Wdevice is the device width, Cox is the oxide capacitance, μ0 is the low-field
mobility, VGS � VT is the gate overdrive voltage, and θ is the mobility attenuation

factor. Using (3.1), Y function is defined as:

Id

g
1=2
m

¼ Wdevice

Lg
Coxμ0Vd

� �1=2

VGS � VTð Þ, (3.2)

which is independent of θ and presents a linear variation in strong inversion

as a function of (VGS � VT) [35]. Assuming that Wdevice, Lg, and Cox remain

unchanged with CESL stress, the strained to unstrained low field mobility ratio is

given, from (3.2), by:

μ0, strained
μ0,unstrained

¼ Slope Ystrainedð Þ
Slope Yunstrainedð Þ
� �2

: (3.3)

Note that (3.3) does not require the exact value of Wdevice, Lg, and Cox to study

the dependence of mobility improvement on those parameters. Figure 3.8

exemplifies the use of proposed methodology to extract the μ0 improvement by

3 GPa compressive CESL on p-channel FinFETs as a function drawn gate length.
Again, consistent with the CESL stress transfer mechanism, no improvement is

Fig. 3.8 Low-field hole mobility improvement with 3 GPa compressive CESL over neutral CESL

case as a function of drawn gate length for conventional and rotated undoped DG p-channel Si

FinFETs. Conventional devices have three different fin widths [31]
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noticed for long-channel (1 and 10 μm) devices. The ineffectiveness of CESL in

long-channel devices is confirmed independently by split CV measurements. For

shorter channel lengths, compressive CESL gets gradually effective and improves

μ0 up to 50–60 % for the shortest channel (100)/<110> FinFETs irrespective of the

fin width. By contrast, the (100)/<100> FinFETs exhibit no improvement with

cCESL, consistent with the data in Fig. 3.7.

Unlike the CESL or embedded SiGe S/D-induced stress, the substrate-induced

stress is effective in long-channel as well as in short-channel FETs assuming no

relaxation occurs during the downstream flow. In FinFETs, substrate induced

biaxial stress transforms into uniaxial stress along the channel post-fin formation

[36]. Hence, substrate-induced stress is more beneficial when fabricating uniaxially

strained FinFETs than planar FETs under biaxial stress due to additional band

bending induced transport mass reduction and greater suppression of phonon

scattering rates. In the following, we will consider SiGe p-channel FinFETs built

on thin SOI seed films [37, 38] as an example of 3D devices benefitting from the

substrate-induced stress.

Figure 3.9a shows the fin formation flow for SiGe fins on SOI with 25 % Ge

content [37]: after the SOI film is thinned down to ~5 nm, single crystal, 35 nm

Si0.75Ge0.25 is grown by epitaxy. Since at this point SiGe film has the same lattice

constant as Si perpendicular to the growth direction, it is under biaxial compressive

Fig. 3.9 (a) Strained SiGe fin formation on SOI, (b) strained SiGe fin cross-section post gate stack

formation, (c) typical long-channel I–V and C–V curves for p-channel strained SiGe PFETs on

SOI [39]
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stress. Note that 35 nm is beyond the critical thickness for 25 % Ge [40] such

that SiGe layer is in metastable state. Subsequent fin formation relaxes the stress

along the fin width [41] and enables to uniaxial compressive stress along the SiGe

fin channel (fin formation also reduces the total energy and improve robustness of

SiGe against relaxation along the fin during downstream processes). The rest of the

flow is similar to the Si FinFET flow described in Fig. 3.1a.

SiGe fin cross-section post full flow is shown in Fig. 3.9b, where a clear TEM

contrast between the bottom seed Si and the upper channel SiGe is noticed.

Figure 3.9c shows the typical long-channel I–V and C–V characteristics for SiGe

as well as for the control Si FinFETs. The SiGe device has a ~350 mV lower VT than

the Si FinFET due to the Si-to-SiGe valence band offset and a possible contribution

from additional charge at the high-K interface. The conduction of SiGe/Si stack

FinFET in Fig. 3.9b is dominated by the top SiGe layer which has much lower VT

than the bottom Si. A high temperature anneal could be used to diffuse germanium

to the bottom Si while still retaining the strain [42]. Note that the seed Si turn-on

is noticeable on SiGe curve with a hump (which does not show up in I–V curves

plotted at logarithmic scale [37]).

Figure 3.10 shows the long-channel (110)/<110> hole mobility characteristics

of Si0.75Ge0.25 and control Si FinFETs for different fin widths. A substantial

improvement of 70–85 % with SiGe fins is noticed at high carrier density of

1013 cm�2. Such a remarkable enhancement would not be possible without the

substrate-induced uniaxial compressive stress of ~1.2 GPa, since it is known that

low Ge% relaxed SiGe suffers from the alloy scattering and not expected to provide

significant benefit—if any—over Si [19]. One of the biggest integration challenges

for SiGe devices lattice matched to Si is the retention of substrate-induced strain

down to the shortest channel lengths [43].

MOSFETs that already benefit from the substrate-induced strain can be

further stressed using process-induced techniques such as embedded SiGe S/D

(in PFET case). The sensitivity of uniaxially strained SiGe FinFETs to “external”

stress is investigated using again the compressive CESL layer and analyzed

based on Y function methodology described above: Fig. 3.11 indicates an extra

20–30 % low field mobility boost at the shortest channel irrespective of the fin

Fig. 3.10 Hole mobility

comparison for conventional

(110)/<110> strained SiGe

and Si fins for various fin

widths [39]
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width. These numbers are consistent with the linear and saturation current

improvements reported in [37]. Note that this improvement is less than what is

reported for Si FinFETs in Fig. 3.8 since the SiGe FinFET already leverages a

substantial amount of stress from the seed Si on insulator.

While the SiGe PFETs on Si perform well, the situation is the opposite for SiGe

NFETs since, as in the Si FinFET case shown in Fig. 3.7, compressive stress

degrades the NFET performance substantially. Even though some of the electron

mobility can be recovered by process-induced techniques, compressively strained

SiGe NFETs remain behind their Si counterparts in terms of current drive. Accord-

ingly for full CMOS integration, combining compressively strained SiGe PFETs

with tensile-strained Si NFETs is recommended [37].

3.4 Impact of Fin Doping

Besides being a valuable MOSFET physics study tool, the technological relevance

of FinFET doping comes from its apparent simplicity for FinFET threshold voltage

(VT) tuning. In undoped FinFETs, VT adjustment requires modulation of the metal

gate (MG) work function (WF) [44, 45], whose integration may be complex due to

different N/PFET VT requirements, 3D fin configuration, unconventional work

function metals or cap materials, and challenging device reliability. Compared to

WF tuning, doping the fins is in principle easier to integrate; however, it gets less

manufacturable with scaled fin width due to reduced sensitivity of electrical

characteristics to doping and random dopant fluctuation [6]. Basic analytical

models show that for aggressively scaled (5 nm-wide) fins, the impact of single

dopant atom on VT can be as high as 25 mV, severely challenging the viability of

the technique towards the end of roadmap, especially if ion implantation (rather

than a conformal doping technique) continues to be used [6].

Doped fins considered in this study were obtained using a blank “doping-first”

approach where the implant and anneal processes preceded the fin formation [6, 46].

For the same doping conditions, this scheme is confirmed to provide more heavily

doped and uniform fins compared to the case where the implant is done after fins

Fig. 3.11 Low-field hole mobility improvement with 3 GPa compressive CESL over neutral

CESL case as a function of channel length for conventional (110)/<110> SiGe p-channel

FinFETs, which are already under uniaxial compressive stress (>1 GPa) from the substrate [39]
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are formed. This is probably because in the former scenario, all the species were

implanted into Si and then uniformly distributed via anneal whereas in the second

scheme, the species that do not hit the Si fins to begin with have substantially

reduced probability to get redistributed into Si post-anneal. The rest of the doped fin

flow was as outlined in Fig. 3.1a.

The maskless doping at the beginning of flow enabled inversion-mode

(IM) FinFETs of one type and accumulation mode (AM) FinFETs of the opposite

type on the same wafer. In Fig. 3.12, the I–V and C–V curves for As-doped AM

n-channel and IM p-channel FinFETs were shown as an example. As I–V curves

clearly show, VT is lowered in NFETs and increased in PFETs with increased

As doping. In IM devices, there is a corresponding shift in CV curves with doping.

In AM FETs the CV behavior is more complicated than a bare shift of the

characteristics and involves also a stretch-out associated with the modulation of

the depletion charge inside the fin.

SIMS results from the planar samples that received an implant dose of

8.1013 cm�2 indicate in Fig. 3.13 nearly uniform P, As, and B profiles along the

majority of SOI film as shown in Fig. 3.13. Dopant concentrations are in the

1019 cm�3 range, which is significantly higher than the doping extracted from

the FinFET VT values. This difference suggests dopant out-diffusion from the fins

or deactivation during post-processing and/or incomplete activation [57].

Fig. 3.12 Current–voltage and capacitance–voltage characteristics of the As-doped Accumula-

tion Mode (AM) n-channel FinFETs and inversion mode (IM) p-channel FinFETs for various As

doses [6]
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Comparing the n-type dopants, As is observed to modulate the VT more effectively

than P for the same implant dose. The reason for this is not clear; however,

considering the profiles in Fig. 3.13, one potential reason is the dopant segregation

at Si/BOX interface that is observed only in P-doping case.

The variation of FinFET accumulation/inversion electron and hole mobility as a

function of carrier density is shown for various B and P doses and for (110) and

(100) surface orientations in Fig. 3.14. Compared to the undoped case, mobility

Fig. 3.13 SIMS data from the planar SOI samples doped with various species at a dose of

8.1013 cm�2. The energy and anneal conditions are the same as those used in P, As, or B-doped

FinFETs [6]

Fig. 3.14 Mobility versus carrier density (Ns) plots for various B (top left and bottom right) and P

(top right and bottom left) doses [46]
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reduces with doping to a greater or lesser extent for all combinations considered.

At low carrier density, mobility degradation with fin doping is due to Coulomb

(ionized impurity) scattering in both IM and AM. In inversion-mode devices,

mobility degradation with fin doping is visible even at high carrier density because

the effective gate field, Eeff, needed to achieve a given carrier density (Ns) increases

with doping (i.e., with the depletion charge) and consequently leads to increased

surface roughness scattering at that Ns. By contrast, in accumulation-mode devices,

mobility curves tend to merge at high Ns since there is no depletion-charge at the on

state, and Eeff (hence the intensity of surface roughness scattering) is similar for

various doping densities. The absence of depletion charge and the consequent

reduction in vertical field is one of the advantages of AM compared to IM [47].

It should be noted however that, in highly doped AM FETs, the sensitivity to

channel doping may be significant even at high carrier density provided that the

number of volume (body) carriers is comparable to the number of carriers

accumulated at the interface. For example, the mobility in “junctionless” FETs

[48] exhibits strong doping dependence for the entire range of operation since this

category of (JFET-like) devices relies solely on volume (body) conduction.

The high field mobility trends in Fig. 3.14 are summarized in Fig. 3.15 by

plotting the mobility at Ns ¼ 1013 cm�2 as a function of the P and B doses.

MOSFET electron mobility clearly degrades more with doping than does the hole

mobility. This is similar to the bulk mobility case [8]. Also, at fixed carrier density,

inversion mode NFETs and PFETs show higher amount of degradation with doping

compared to their accumulation mode counterparts due to the extra field required to

deplete the surface. Otherwise, the similarity of (110) and (100) electron mobilities

reported in Sect. 3.2 remains valid for all doping values from AM and IM. Hence,

the discrepancy between the surface orientation sensitivities of electron mobility

in planar and FinFET cases cannot be explained by doping.

Fig. 3.15 IM/AM P/NFET mobility at Ns ¼ 1013 cm�2 as a function of B and P implant doses,

summarizing the mobility trends at high carrier density shown in Fig. 3.14 [46]
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On the other hand, the strong surface orientation dependence shown in Fig. 3.2a

for undoped PFET mobility remains valid for doped FinFETs from inversion to

accumulation modes (Fig. 3.15). An interesting observation in Fig. 3.15 is that

the majority carrier AM hole mobility degrades substantially less than does the

minority carrier IM electron mobility with the fin doping such that, at high B

doses, AM PFET mobility is equal to or better than that of IM NFET [49].

This is even true even for (100) surface, where the mobility difference between

electrons and holes is substantial (~3�) for undoped fins. As a sanity check to

our mobility extraction, the variation of peak transconductance (proportional to

low-field mobility, μ0) is shown as a function of implant doses for IM/AM

n/p-channel FinFETs in Fig. 3.16. which confirmed that the general trends are

similar to those of high field mobility.

Figure 3.17 shows the IM FinFET electron and hole mobilities for various

implant doses as a function of effective field given by:

Eeff ¼ Qdj j þ η Nsj j
εSi

, (3.4)

whereQd ¼ (NfinWfin)/2 is the depletion charge, η is the empirical coefficient enabling

a “universal” (e.g., doping, substrate bias, and gate oxide thickness-independent)

mobility vs. effective field behavior, and εSi is the Si permittivity [51]. At high

enough Eeff, where surface roughness scattering dominates the IM FET mobility,

(100) and (110) electron mobilities are in agreement with Takagi’s universal

(100) electron mobility if η ¼ 1/2 is used for both orientations (Fig. 3.17a)

(η ¼ 1/3, the recommended value for (110) poly/SiO2 planar NFETs [51], did

not yield a doping-independent trend for (110) IM n-channel FinFETs hence

not used; similar experimental findings were also reported in [1]). At high Eeff,

there is also agreement between (100) hole mobility data and universal (100) hole

mobility curve for η ¼ 1/3, Fig. 3.17b [51]. Interestingly, for Eeff > 0.2 MV/cm

and η ¼ 1/3, (110) hole mobility also exhibits a doping-independent trend.

Fig. 3.16 IM/AM P/NFET

peak transconductance as a

function of B and P implant

doses [31]
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Figure 3.18 shows the minority carrier (inversion mode) mobility at fixed effective

field as a function of fin doping. For doping values smaller than about 1018 cm�3, the

inversion carrier density Ns is high, surface roughness scattering dominates, and

mobility is doping independent. For higher fin doping, the inversion carrier density

is not high enough to screen the depletion charge, hence ionized impurity scattering

dominates, lowering the mobility with increased fin doping. As in Fig. 3.15, fixed Eeff

comparison in Fig. 3.18 also confirms that (110)/<110> minority carrier electron

mobility is very close to that of (100)/<100> whereas (110)/<110>minority carrier

hole mobility is about twice as high as that of (100)/<100>.

In order to elucidate the mobility behavior of doped FinFETs even further,

low temperature measurements on IM n-channel FinFETs implanted with a B

dose of 4.1013 cm�3 were performed. Figure 3.19 shows the variation of high

field and peak mobility values down to 50 K for (100)/<100> and (110)/<110>
devices. Compared to the undoped channel low temperature data in Fig. 3.4, it is

observed that the exponents are decreased by more than 2�, confirming that in

doped FinFETs the mobility should indeed be limited by a mechanism other than

the phonon scattering. In this case, the limiting mechanism is ionized impurity

Fig. 3.17 IM FinFET (100) and (110) electron and hole mobilities versus Eeff. η ¼ 1/2 for

electrons and η ¼ 1/3 for holes were assumed irrespective of the surface orientation [46]. (100)

universal curves were plotted using compact models in [50]

Fig. 3.18 Inversion mode

electron and hole mobility

versus fin doping (extracted

from threshold voltage data

from the same fins) at

constant Eeff of 1 MV/cm

for electrons and

0.7 MV/cm for holes. U(n)
and U( p) designate the
(100) universal mobility

values at the respective

Eeff [46]
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scattering. Accordingly a decreased sensitivity to surface orientation and vertical

field is also visible irrespective of the temperature. Note, in particular, that at

1.1 MV/cm, the (100) and (110) doped FinFET electron mobilities are essentially

the same across the entire temperature range under study.

3.5 Impact of Gate Stack

As a parallel experiment to the fin doping study, undoped SOI FinFETs with various

gate stacks (TiN/HfO2, TiN/HfO2/SiO2, TiN/SiO2, poly/SiO2, and poly/SiON) were

fabricated. Electron and hole mobilities for (110) and (100) sidewalls, along with

the corresponding gate stack splits are shown in Fig. 3.20. From one split to another,

TiN, poly-Si deposition and their etch processes were identical. Only the insulator

etch had to be individually tuned for each split. For experiments using intentional

thermal SiO2 growth, the intended SiO2 thicknesses are provided in Fig. 3.20.

For splits involving HfO2 without thermal oxidation, an interfacial SiOx layer

(chemical oxide) in the range of 1 nm was present between Si and HfO2. The

“two-step high-K” split mentioned in Fig. 3.20 enables a reduction of the equivalent

insulator thickness in inversion (Tinv) due to a combination of both compositional

and structural changes as a result of the deposition/anneal/deposition/anneal

sequence (rather than a single deposition and anneal) [52]. As mentioned in

Introduction, the target physical thickness was 2 nm for HfO2 and 10 nm for TiN.

For all stacks, surface orientation dependence of electron mobility is observed

to be weak, and surface orientation dependence of hole mobility is observed to

be very strong as in the case of doped fins reported in the previous subchapter.

In particular, (110)/<110> electron mobility is very high (�240 cm2/V s at

Ns ¼ 1013 cm�2) and remains within 15 % of the (100) electron mobility

irrespective of the gate stack. This result does not correlate with [53] where the

closeness of (110)/<110> and (100)/<100> electron mobilities were attributed

to metal gate (TiSiN) stress that only improves (110)/<110> electron mobility

without having substantial impact on (100)/<100> electron mobility.

Fig. 3.19 Doped IM n-channel

DG Si FinFET peak and high

field mobility as a function

temperature for (110)<110>
and (100)<100>
combinations [9]
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When a thermal SiO2 layer is intentionally grown at the interface (bottom four

splits in Fig. 3.20), it is observed that the peak electron mobility is essentially the

same for the (110)/<110> and (100)/<100>. In the poly/SiO2 and poly/SiON

devices, the (110) electron mobility degrades visibly faster with Ns than does the

(100) electron mobility, suggesting that the surface roughness scattering is more

significant for a (110) than for a (100) surface for those particular gate stacks

[10]. Accordingly at high Ns, the difference between (100) and (110) electron

mobility can be expected to increase with fin doping (compared to undoped fin

case) in doped poly/SiO2 and poly/SiON FinFETs (which were not a part of this

Fig. 3.20 Conventional and rotated undoped DG FinFET electron and hole mobilities for various

gate stacks [46]
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study). Figure 3.21 shows the long-channel NFET I–V and C–V curves that were

used to extract the electron mobility in Fig. 3.20.

Figure 3.22 summarizes the mobility trends in Fig. 3.20 as a function of

Tinv at a constant carrier density (arbitrarily taken as Ns ¼ 1013 cm�2 for electrons

and Ns ¼ 7.1012 cm�2 for holes). Again, Fig. 3.22a confirms that electron mobility

values for (100) and (110) are very close to each other for all gate stack

combinations. Polygate devices have the lowest mobility among all stacks. A

possible yet speculative reason for reduced electron mobility in poly gate FinFETs

compared to metal gate FinFETs is the absence of beneficial tensile metal-gate

stress and/or additional scattering mechanisms. However, if the metal gate

improvement hypothesis is correct, this would imply that the metal-gate stress

improves the electron mobility for both (110)/<110> and (100)/<100>, which

does not correlate with the orientation-dependent improvement assumption of [53,

54]. TiN/SiO2 FinFETs exhibit the highest electron mobility possibly because they

benefit from the metal-gate stress while being immune to additional scattering

mechanisms from high-K [24]. Otherwise for all TiN gate FinFETs, a tradeoff

between electron mobility and Tinv is observed [55].

With regard the PFET trends, Fig. 3.22b confirms again that the dependence to

surface orientation is substantial for all gate stacks [56], while the dependence to

Tinv is weak except the degradation when high-K is directly deposited on fins.

Tensile metal-gate stress that we speculated to improve the electron mobility

compared to polygate devices (Fig. 3.22a) does not degrade the hole mobility that

Fig. 3.21 n-Channel conventional and rotated undoped DG FinFET long-channel C–V and I–V
curves that were used to extract the electron mobility in Fig. 3.20 for various gate stacks [31]
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is observed to be insensitive to the gate electrode if SiO2 is used as gate insulator.

This is consistent with the very low sensitivity of hole mobility to tensile CESL

stress, shown in Fig. 3.7.

Another observation from Fig. 3.22 is that when a thermal SiO2 or SiON

layer is intentionally grown at the interface, (110) FinFETs tend to have a

higher Tinv than do the (100) FinFETs due to higher oxidation rate on (110)

[10, 11]. However, this trend breaks down for high-K/metal gate (HK/MG)

FinFETs where Tinv is extracted to be very similar/the same for different surface

orientations as confirmed by the CV data in Fig. 3.21. The effectiveness of the

two-step ALD (“dep-anneal-dep-anneal process” [52]) HfO2 in terms of Tinv scal-
ing, compared to single-step (DA) process, is also worth noticing together with the

indication of increased gate leakage in Fig. 3.21.

Fig. 3.22 (a) Electron mobility versus Tinv at Ns ¼ 1013 cm�2 (Tinv is extracted from NFET

CV curves at VGS ¼ 1.1 V. Dashed line is the best fitting line to TiN gate FinFET data points

and illustrates the tradeoff between mobility and Tinv). (b) Hole mobility versus Tinv at Ns ¼
7 � 1012 cm�2 (Tinv is extracted from PFET CV curves at VGS ¼ �1.5 V) [46]
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3.6 Conclusion

The impact of the surface orientation, strain, fin doping, and gate stack on SOI

double-gate FinFET mobility is systematically investigated. Impact of channel

material, temperature, and fin width were also touched upon to better understand

the trends. For the unstrained case, (110)/<110> electron mobility is within

10–15 % of (100)/<100> electron mobility irrespective of the fin doping level

and gate stack. In contrast, (110)/<110> hole mobility is ~2� higher than

the (100)/<100> hole mobility for all conditions. Both the (100)/<100> and

(110)/<110> electron mobility can be improved with tensile strain. It is also

confirmed that (110)/<110> FinFET hole mobility can be significantly improved

with compressive stress while (100)/<100> hole mobility is sensitive to neither

compressive nor tensile stress. Switching from Si to SiGe channel (leveraging

the inherent substrate induced compressive stress) increases the hole mobility

drastically and even further improvement is available by process-induced compres-

sive stress. Overall, the experimental results in this chapter suggest that the (110)/

<110> Si FinFETs conventionally built on standard (100) wafers offer simulta-

neously high electron and hole mobility, which can be further improved by tensile

and compressive stress, respectively.
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Chapter 4

Quantum Mechanical Potential Modeling

of FinFET

Balwinder Raj

Abstract This chapter focus on a full Two-Dimensional (2D) Quantum Mechani-

cal (QM) analytical modeling in order to evaluate the 2D potential profile within the

active area of FinFET structure. Various potential profiles such as surface, back to

front gate, and source to drain potential have been presented in order to appreciate

the usefulness of the device for circuit simulation purposes. As we move from

source end of the gate to the drain end of the gate, there is substantial increase in

the potential at any point in the channel. This is attributed to the increased value of

longitudinal electric field at the drain end on application of a drain to source

voltage. Further, in this chapter, the detailed study of threshold voltage and its

variation with the process parameters is presented. A threshold voltage roll-off with

fin thickness is observed for both theoretical and experimental results. The fin

thickness is varied from 10 to 60 nm. From the analysis of S/D resistance, it is

observed that for a fixed fin width, as the channel length increases, there is an

enhancement in the parasitic S/D resistance. This can be inferred from the fact as

the channel length decreases, quantum confinement along the S/D direction

becomes more extensive. For our proposed devices a close match is obtained

with the results through analytical model and reported experimental results, thereby

validating our proposed QM analytical model for DG FinFET device.

4.1 Introduction

The scaling of CMOS structure is approaching its limits; multiple gate architecture

such as Double Gate FinFET structure presents significant advantages to fulfill

long range International Technology Roadmap for Semiconductors (ITRS) [1]

requirements. The Poisson’s equation-based numerical modeling of Double Gate
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FinFET device has been carried out by many workers [2–6] which presents generic

implicit surface potential solution for FinFET device. For nanoscale multi-gate

devices, two-dimensional analytical approach would be required which will be

valid under Quantum Mechanical (QM) domain of FinFET device under study.

For this purpose, we present a fully quantum mechanical surface potential model

for the channel region of FinFET device using analytical modeling.

For a CMOS technology to keep pace with downscaling, improved carrier

transport and low parasitic source/drain resistance are required. Pei et al. [7]

investigated FinFET simulation and analytical modeling. Double gate FinFET has

been considered as one of the most promising candidate for sub-50 nm designs. But

double gate structure suffers from possible misalignment between source/drain with

gate region, thereby increasing the overlap capacitances as well as source to drain

series resistance. This would result in a slower device, and hence high frequency

operation of the device would be restricted. Fin height and Fin thickness are

modified in order to achieve optimized operation of the device. Potential in the

active area of FinFET device and threshold voltage have also been evaluated. Dixit

et al. [8] used a 45 nmFinFET structure to understand the implication of source/drain

resistance on the device characteristics. Sub-20 nm FinFET using SiGe as a gate

material was developed by Hisamoto et al. [9]; they showed the ease of fabrication

using planer MOSFET process technology. Double Gate FinFET structure offers

higher driving capabilities and reduces SCE [10, 11]. To develop sub-50 nm

MOSFETs, double gate FinFET structure has been widely studied [12–14]. For

the double gate MOSFETs, the gate controls the energy barrier between source and

drain effectively [1, 12, 15–17]. Further studies have shown [18–22] that controlling

threshold voltage and parasitic for ultrathin body is a difficult task.

The threshold voltage of a transistor is one of the key parameters in the design of

FinFET circuits. Katti et al. [23] have modeled fully depleted SOI MOSFETs using

the solution of three-dimensional (3-D) Poisson’s equation. As the device dimensions

continue to scale down to deep sub-micrometer regime to obtain better performance,

analytical modeling of these devices becomes even more challenging. Although

Kedzierski et al. [24] have addressed this issue and proposed a technology solution,

an analytical understanding of parasitic series resistance in the FinFET device is

desirable. In this chapter, a full quantum mechanical analytical modeling for FinFET

structure has been carried out. The subsequent section dealswith 3DFinFET structure

followed by quantum mechanical potential modeling, threshold voltage modeling,

and source/drain (S/D) resistance modeling. The results obtained based on our model

are compared and contrasted with reported, experimental, and simulated results for

the purpose of validation and verification of our proposed analytical model.

4.2 FinFET Structure

Figure 4.1 shows 3D view of FinFET. The gate “wraps” over the thin Si Fin,

yielding a quasi-planar symmetrical double-gate FinFET structure with two inver-

sion channels that are charge coupled. Both the front and back gates might have the
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same work function. They are further tied to same applied potential. The key

challenges in the fabrication of Double Gate FinFET devices are [25–28] self-

alignment of the two gates and formation of an ultrathin silicon film. In FinFET

device, the fin is a narrow channel of silicon patterned on an SOI wafer. The gate

wraps around the fin on three faces. The top insulator is usually thicker than the

side insulators; hence, the device has effectively two channels. The top insulator

may be reduced in thickness in order to control the channel as well.

4.2.1 FinFET Design Parameters

FinFET parameters are indicated in the Fig. 4.1. The definitions of the various

parameters are: Leff: effective channel length of FinFET, which is the actual

distance between source and drain region, Hfin: height of silicon fin defined by

the distance between top gate and buried oxide, Tfin: thickness of silicon fin defined
as the distance between front and back gate oxides,Wfin: geometrical channel width

defined as: Wfin ¼ (2 � Hfin) + Tfin. When the thickness of silicon film (Tfin) is
much larger than its height (Hfin) or when top gate oxide is much thinner than the

front and back oxides, FinFET can be approximately treated as single-gate fully

depleted (FD) SOI MOSFET [7, 29, 30].

On the other hand, when height of the silicon film (Hfin) is much larger than its

thickness (Tfin) or top gate oxide is much thicker than the front and back oxides,

FinFET can be approximately treated as Double Gate FET device. The two limits of

FinFET, namely, FD-FET and DG-FET have been widely studied and well under-

stood [3, 20, 21, 31, 32]. To our understanding in the regime where both fin height

and thickness have control over short channel effects (SCE), the dependence

Fig. 4.1 Structure of FinFET
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of SCE on device dimensions is not well extracted or known. For the purpose of

understanding the dependence of output characteristics of FinFET with respect to

various device/process parameters, a full quantum mechanical analytical potential

modeling is carried out in the next section.

4.3 Quantum Mechanical Potential Modeling

In order to extract full two-dimensional potential profile within the active area

of the device, QM solution is carried out. For this purpose, several methods have

been proposed [33–36], where the potential function is divided into two parts, the

first one being the long channel solution and the second one, a short channel

evaluation. But the evaluation of short channel term takes into account the func-

tional dependence of device parameters, which is a complicated issue and takes

large computational time. For the purpose of simplification and also to have a

reduced complexity in time, we have assumed the following dependence of poten-

tial, where two-dimensional potential is broken down into 1D surface potential and

a 2D function [37] as given below:

ψ x; yð Þ ¼ ψ s xð Þ � A x; yð Þ (4.1)

where ψ s(x) is the surface potential and A(x,y) is the vertical distribution of the

envelop function.

A(x, y) as given in (4.1) can be written as [37]:

A x; yð Þ ¼ Z x; yð Þ
Z x, y ¼ 1ð Þ (4.2)

where Z(x, y) can be written as [37]

Z x; yð Þ ¼ ψ0 xð Þ � 2

β
ln cos

ffiffiffiffiffiffiffiffiffiffiffiffiffi
q2ni
2kTεSi

s
e

β ψ0 xð Þ � VF xð Þð Þ
2 y� Tfin

2

� �2
4

3
5

8<
:

9=
; (4.3)

The behavior of center potential ψ0(x) as a function of effective gate voltage is

given as [3]:

ψ0 xð Þ ¼ U �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
U2 � Vgs � VFB

� �
ψ0max xð Þ

q
(4.4)

where ψ0max(x) is the maximum potential that can be obtained at the center of the

channel under a given bias at the terminal and U is given as

U ¼ 1

2
Vgs � VFB

� �þ 1þ rð Þψ0max xð Þ� �
(4.5)
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ψ0max(x) can be evaluated as:

ψ0max xð Þ ¼ VF xð Þ þ 1

β
ln

2π2εSikT

q2niT
2
fin

� �
(4.6)

where r in (4.5) is defined as smoothing parameter which weakly depends on oxide

and silicon thickness and quasi-Fermi potential which is given by [37]:

r ¼ Atox þ Bð Þ C

Tfin

þ D

� �
e�EVF xð Þ (4.7)

The optimized value of A, B, C, D, and E are given as 0.0267 nm�1, 0.0270,

0.4526 nm, 0.0650, and 3.2823 V�1 respectively. The optimized values obtained

are for the device dimensions of tox < 10 nm and Tfin > 5 nm [37]. Extensive

numerical simulations show that quasi-Fermi potential also depends on gate volt-

age, effective channel length, and fin thickness and is given by a semiempirical

relationship as

VF xð Þ ¼ 2kT

q

m

n
ln exp �Vds m=nð Þ�1

kT=q

 !
� 1

 !
x

Leff

� � c
Vgs�VFB þ 1

" #�1

� a� Tfinð ÞVds3c (4.8)

where m/n ¼ 2 + b(Vgs � VFB), a ¼ 0.2 nm�1
, b ¼ 7.5 V�1, c ¼ 1 V, and Vds is

the applied drain voltage. The quasi-Fermi potential given in (4.8) is a function of

position along the channel length and drain voltage Vds. Substituting the value of

ψ0(x) from (4.4) and VF(x) from (4.8) in (4.3), we obtain Z(x, y) as:

Z x;yð Þ¼ U�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
U2� Vgs�VFB

� �
ψ0max xð Þ

q� �

�2

β
ln cos

ffiffiffiffiffiffiffiffiffiffiffiffiffi
q2ni
2kTεSi

s
e

β U�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
U2� Vgs�VFB

� �
ψ0max xð Þ

q� �
�

2kT

q

m

n
ln exp �Vds m=nð Þ�1

kT=q

 !
�1

 !
x

Leff

� � c
Vgs�VFB þ1

" #�1

� a�Tfinð Þ
Vds
3c

0
@

1
A

0
@

1
A

2 y�Tfin

2

� �
2
66666664

3
77777775

8>>>>>>>><
>>>>>>>>:

9>>>>>>>>=
>>>>>>>>;

(4.9)

An expression of Z(x, y) is used to obtain the analytical solution of the function

A(x, y). The solution of one-dimensional Poisson equation is:

ψ s xð Þ ¼ C1exp m1xð Þ þ C2exp �m1xð Þ � R

m2
1

(4.10)

where C1, C2, m1, and R are calculated by putting the following boundary

conditions based on the physics of the device as:

ψ s x ¼ 0ð Þ ¼ ϕs and ψ s x ¼ Leffð Þ ¼ ϕs þ Vds
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We obtained the values of the parameters as:

C1 ¼
ϕS 1� exp �m1Leffð Þ½ � þ Vds þ R 1�exp �m1Leffð Þ½ �

m2
1

2sinh m1Leffð Þ (4.11)

C2 ¼ �
ϕS 1� exp þm1Leffð Þ½ � þ Vds þ R 1�exp þm1Leffð Þ½ �

m2
1

2sinh m1Leffð Þ (4.12)

R ¼ η

εSiTfin

qNaTfin � 2Cox Vgs � VFB � ϕF

� �� �
(4.13)

m1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
2ηCox

εSiTfin

r

where η is a fitting parameter which incorporates the effects of the variation of the

lateral field on the depleted film under the channel. As demonstrated by Harrison

et al. [38], η is lower than 1 for Vgs � Vth and depends on the channel doping

concentration and thickness. Therefore, this parameter has to be calibrated for each

technology. Cox ¼ εox/tox is the oxide capacitance per unit area, and Na is the

channel doping. Substituting the value of C1, C2, and R in (4.10), surface potential,

ψ s(x), is obtained as:

ψ s xð Þ ¼
ϕS 1� exp �m1Leffð Þ½ � þ Vds þ R 1�exp �m1Leffð Þ½ �

m2
1

2sinh m1Leffð Þ

0
@

1
A exp m1xð Þ½ �

þ
ϕS 1� exp þm1Leffð Þ½ � þ Vds þ R 1�exp þm1Leffð Þ½ �

m2
1

2sinh m1Leffð Þ

0
@

1
A exp �m1xð Þ½ �

�
η

εSiTfin
qNaTfin � 2Cox Vgs � VFB � ϕF

� �� �	 

m2

1

(4.14)

From (4.2) and (4.14), we obtained the full QM two-dimensional surface poten-

tial as:

ψ x; yð Þ ¼
ϕS 1� exp �m1Leffð Þ½ � þ Vds þ R 1�exp �m1Leffð Þ½ �

m2
1

2sinh m1Leffð Þ

0
@

1
A exp m1xð Þ½ �

2
4

þ
ϕS 1� exp þm1Leffð Þ½ � þ Vds þ R 1�exp þm1Leffð Þ½ �

m2
1

2sinh m1Leffð Þ

0
@

1
A exp �m1xð Þ½ �

�
η

εSiTfin
qNaTfin � 2Cox Vgs � VFB � ϕF

� �� �	 

m2

1

3
5� Z x; yð Þ

Z x, y ¼ 1ð Þ :

(4.15)
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4.4 Threshold Voltage Modeling

The threshold voltage of a FinFET can be defined as that voltage (gate) which

would be able to invert all the channels within the Fin structure simultaneously. We

can derive the QM threshold voltage, Vth,QM, of the DG FinFET as [39]:

Vth,QM ¼ VFB þ ψ s invð Þ �
Qb

2Cox

þ ΔVth,QM (4.16)

where ψ s(inv) is the surface potential at threshold, and ΔVth,QM is the threshold

voltage change due to QME’s, which can be approximated as a function of the ratio

of the carrier effective mass in the direction of confinement to the free electron mass

and silicon film thickness which is given as [40]:

ΔVth,QM ffi S

kT=qð Þln 10ð Þ �
0:3763

mx=moð ÞT2
fin

(4.17)

where S is the subthreshold slope, Tfin is fin thickness, and mx/mo is the ratio of

the carrier effective mass in the direction of confinement to the free electron mass

(e.g., 0.92 for electrons and 0.29 for holes).

The bulk charge Qb is given as:

Qb ¼ �qNaTfin (4.18)

When considering the quantum-mechanical confinement of inversion-layer

carriers, Vth,QM of (4.16) should be augmented with ΔVth,QM. The surface potential

at threshold is given by:

ψ s invð Þ ¼ 2ψb (4.19)

ψb ¼
kT

q
ln

Na

Ni

� �
(4.20)

Substituting the value of ψb from (4.20) into (4.19), we obtained:

ψ s invð Þ ¼ 2
kT

q
ln

Na

Ni

� �� �
(4.21)

Substituting the value of Qb from (4.18), ψ s(inv) from (4.21) and ΔVth,QM from

(4.17) into threshold expression (4.16), the final expression for the threshold

voltage with QM corrections is obtained as:

Vth,QM ¼ VFB þ 2
kT

q
ln

Na

Ni

� �� �
� �qNaTfinð Þ

2Cox

þ S

kT=qð Þln 10ð Þ

� 0:3763

mx=moð ÞT2
fin

(4.22)
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4.5 Source/Drain Resistance Modeling

The quasi-nonplanar devices suffer from a high parasitic resistance due to narrow

width of their source/drain (S/D) regions. The series resistance in the S/D regions

of a FinFET has contributions from its components arising from different parts of

the S/D geometry. The enhanced total resistance of FinFET reduces the driving

capability of the device at all applied biases. We analyzed the parasitic S/D

resistance and the total resistance of FinFET device using analytical model. The

sheet resistance Rsh in the S/D extension is given by [8]:

Rsh ¼ ρext
Wsp

Hfin �Wfin

� �
(4.23)

where ρext is the resistivity of the S/D extension, and Wsp is the length of S/D

extension.

Spread resistance (Rsp1) is due to the spread of current from the thin accumula-

tion layer into the S/D extension which can be written as [8]:

Rsp1 ¼ 1

2
� 2ρext

πHfin

ln 0:75
Wfin

2

� �
xc

 !" #
(4.24)

where xc is the channel thickness. Rsp2 is the resistance due to the spread of current

from S/D extensions into the wider Heavily Doped S/D (HDD) region and is given

as [8].

Rsp2 ¼ ρhdd � ln 0:75ð Þ þ ln Wsdð Þ � ln Wfinð Þ½ �
π Hfin þ TSEG � TSILð Þ (4.25)

where TSIL is the thickness of the S/D silicide and TSEG is S/D SEG thickness.

Rsd has been modeled as series combination of two resistances, R1 and R2, and is

given as:

Rsd ¼ 2� R1 þ R2ð Þ (4.26)

R1 is the resistance between the gate and S/D spacer edge.

R1 ¼ Rsp1 þ Rsh (4.27)

Substituting the value of Rsh and Rsp1 from (4.23) and (4.24) in (4.27), we get the

value of R1 as:

R1 ¼ 1

2
� 2ρext

πHfin

ln 0:75
Wfin

2

� �
xc

 !" # !
þ ρext

Wsp

Hfin �Wfin

� �� �
(4.28)
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Also R2 is the parallel combination of resistance of plane A–A0 and plane B–B0

(Fig. 4.2) and is given by

R2 ¼ Ra � Rb

Ra þ Rb
(4.29)

Ra ¼ RconA and Rb ¼ Rsp2 + RconB; RconA is contact resistance of plane A–A0

and RconB is contact resistance of plane B–B0.
Contact resistance in plane A–A0 (Fig. 4.2) is given:

RconA ¼ ρint
Wfin � TSIL

(4.30)

where ρint is the contact resistivity. Contact resistance in plane B–B0 (Fig. 4.3) is
given by:

RconB ¼ ρint
Ltransfer �Wsdð Þ coth

Lcon
Ltransfer

� �
(4.31)

Fig. 4.2 Geometry of the

FinFET device [8]

Fig. 4.3 Surface potential

variations along the channel

length for comparing

our quantum result and

through reported simulation

result [37]
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where Lcon is the physical length andWsd is the width of HDD region. In case of the

current conduction parallel to a semiconductor–metal interface, a minimum contact

length exists before this conduction current is actually transferred from the semi-

conductor to the metal. This length is known as transfer length (Ltransfer).
Substituting the value of R1 and R2 from (4.28) and (4.29) in (4.26), we get the

S/D resistance (Rsd) as:

Rsd ¼ 2� 1

2
� 2ρext

πHfin

ln 0:75
Wfin

2

� �
xc

 !" # !
þ ρext

Wsp

Hfin �Wfin

� �� � !
þ Ra �Rb

Ra þRb

� � !

(4.32)

The total resistance is obtained as:

Rtotal ¼ Vds

Is
¼ Rch þ Rsd (4.33)

where Rch is the resistance of channel region. From (4.32), substitute the value of

Rsd in (4.33). The final expression for the total resistance is obtained as given below:

Rtotal ¼ Rch þ 2� Rsp1 þ Rsh

� �þ Ra � Rb

Ra þ Rb

� �� �� �
(4.34)

4.6 Results and Discussion

A full two-dimensional potential analytical modeling scheme taking into consider-

ation various quantum mechanical effects has been presented for FinFET structure

for a channel length of 30 nm, fin thickness of 10 nm, and fin height of 30 nm. For

the purpose of validation of our analytical model, the results obtained have been

compared and contrasted with reported simulated results as well as experimental

results.

Figure 4.3 shows the variation of surface potential with distance along the

channel length obtained on basis of our model and reported simulation results.

The device parameters used for the analysis are shown within the figure. It can be

seen from the figure that there is a good match between the reported result and result

obtained through our modeling at any point along the channel length from source to

drain. It can be observed that the potential initially falls to a minimum value at

around the center of channel length and then monotonically increases at the drain

end. At any point along the channel length, our model predicts a lower value of

surface potential as compared to the simulated results. The small deviation seen in

the results might be due to variation of carrier mass due to quantum confinement at

an applied drain and gate voltage of 0.4 V and 1 V, respectively.

Figure 4.4 shows the variation of three-dimensional surface potential profile in

the active region of the device. It can be seen from the figure that there is an increase

in the potential along the channel length toward the drain end. It can be also be
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observed that the potential variation from the gate to gate at drain is more pro-

nounced as compared to the variation at the source end. This is due to a large

transverse as well as longitudinal direction electric field within the channel near the

drain end as compared to source end.

The variation of channel potential from front gate to back gate at various

distances from source side for fixed drain and gate bias is shown in Fig. 4.5. The

gate length, fin height, and thickness have been taken as 30 nm, 30 nm, and 10 nm,

respectively. It can be seen from the figure that as we move from source end of the

gate to the drain end of the gate, there is substantial increase in the potential at any

point in the channel. This is attributed to the increased value of longitudinal electric

field at the drain end on application of a drain to source voltage. It can be further

observed that near the source end, the potential is almost constant as one moves

from front to back gate. But near the drain end, the variation of potential near either

of the gates is very drastic. This is because of larger effective gate voltage at the

drain end of the device as compared to the source end. This also implies that the

Fig. 4.5 Potential

variations from front gate to

back gate at various

positions along the channel

length

Fig. 4.4 3D potential plot

of FinFET for 30 nm

channel length
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longitudinal electric field is enhanced near the Si–SiO2 interface due to its proxim-

ity to metal gates.

Variation of threshold voltage with fin thickness for our quantum mechanical

model, classical model, and experimental results has been shown in Fig. 4.6 for the

purpose of comparison. A threshold voltage roll-off with fin thickness is observed

for both theoretical and experimental results. The fin thickness is varied from 5 to

55 nm. The percentage roll-off for our model is 77 % and that for experimental

result it is 75 %. It can be inferred, therefore, that there is a close match of

percentage variation between our results and experimental measurement, given

the fact that the device process parameters undergo fluctuations at such low

dimensions.

Figure 4.7 shows the variation of threshold voltage with fin thickness for varying

fin height. It can be seen from the figure that as the fin height increases, the rate of

reduction of threshold voltage with fin thickness also increases. Moreover, the

Fig. 4.6 Variation of

threshold voltage with Fin

thickness for our proposed

QM model, classical model,

and experimental reported

result [7]

Fig. 4.7 Variation of

threshold voltage with fin

thickness for various fin

height
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absolute value of threshold shows an enhancement with larger fin thickness. This is

because at larger fin thickness, the top gate of the fin is able to control the channel

charge to a lesser amount. Hence, there is an increase in threshold voltage. It can be

further seen that as fin thickness increases, the transverse electric field reduces and

hence a larger gate voltage is reduced in order to form channel, thereby increasing

threshold voltage.

The Variation of threshold voltage with fin height for varying fin thickness is

shown in Fig. 4.8. From this figure, it may be seen that as the fin thickness increases,

the rate of reduction of threshold voltage with fin height also increases. This is

because as the fin thickness increases, the effective area under the gate also

increases, thus increasing threshold voltage.

Figure 4.9 shows the variation of parasitic S/D resistance with varying fin width

for our proposed analytical model and reported numerical result [8] for the purpose

Fig. 4.9 Variation of

parasitic S/D resistance

with varying fin width for

proposed analytical model

and reported result [8]

Fig. 4.8 Variation of

threshold voltage with fin

height for various fin

thickness
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of validation for all fin width. A close match is found between the two results for

channel length of 30 nm.

It can be seen from the figure that as the fin width increases, there is a decrease in

the parasitic resistance for all values of channel length. As the fin width increases,

the total area through which drain current flows also increases. This results in a

decrease in the parasitic resistance. Further it is observed that for a fixed fin width,

as the channel length increases, there is an enhancement in the parasitic S/D

resistance. This can be inferred from the fact as the channel length decreases,

quantum confinement along the S/D direction becomes more extensive. This results

in an enhancement in the mobility of charge carriers which in turn increase the drain

current and hence the parasitic S/D resistance decrease.

Figure 4.10 shows the variation of total resistance between S and D with

variation of gate voltage. The results obtained by our analytical model have been

compared with the reported numerical result [8] for Wfin ¼ 18 nm. The variation is

also shown for fin width ofWfin ¼ 40 and 80 nm. It is observed that as the fin width

increases, there is almost linear decrease in the total resistance for a fixed applied

gate voltage. Further for large gate voltage, the total resistance becomes almost

independent of applied gate voltage.

4.7 Conclusion

In this chapter, a full 2D quantum mechanical analytical modeling has been

presented in order to evaluate the 2D potential profile within the active area of

FinFET structure. The key issues related to device parameters and structures are

also shown in the chapter. The variation of potential from gate to gate is also

reported in this chapter. For potential profile, there is close match between our

results and reported experimental results. The results obtained would be useful to

design device and for fabricating future nanoscale devices. Various potential

Fig. 4.10 Variation of total

resistance with variation of

gate voltage for varying fin

width
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profiles such as surface, back to front gate, and source to drain potential have been

presented in order to appreciate the usefulness of the device for circuit simulation

purposes. Further, in this chapter, the detailed study of threshold voltage and its

variation with the process parameters is presented for our proposed devices and a

close match is obtained with the results through analytical model and reported

experimental results.
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Chapter 5

Physical Insight and Correlation Analysis

of Finshape Fluctuations and Work-Function

Variability in FinFET Devices

Emanuele Baravelli

Abstract One of the major challenges that technology evolution has been facing in

the last few years is the increasing severity of variability associated with the

discrete nature of charge and the atomicity of matter, which become relevant in

aggressively scaled devices. This is even more critical as device architecture has

evolved from the conventional planar CMOS technology into three-dimensional

multi-gate structures such as FinFETs. The 3D nature of FinFETs is reflected in

an enhanced impact of geometry fluctuations in various dimensions: line-edge

roughness (LER) in these devices affects both the top and sidewall gate profiles,

as well as the fin thickness. Furthermore, different orientations of metal grains

which appear in modern metal-gate electrodes result in undesired work-function

variations (WFV). The impact of LER and WFV on FinFET electrical performance

is studied in this chapter through extensive Monte Carlo (MC) ensemble

simulations compared with simplified models for variability estimation. Relevant

electrical parameters are correlated with representative descriptors of the various

roughness or gate granularity configurations. The analysis provides insight on the

physical phenomena that cause fluctuations as well as indication on critical device

features to be optimized for improved variation tolerance. The presented investiga-

tion has general validity and its conclusions are expected to apply to both current

and future generations of multi-gate devices.

5.1 Introduction

Scaling of the CMOS technology has seen a number of revolutionary milestones

over the last few years. The 45nm technology generation has been characterized by

a mainstream introduction of high-κ/metal gate (HK/MG) stacks [1, 23] instead of
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the conventional SiO2/polysilicon-based structure. The second remarkable step has

been the introduction of tri-gate architectures at the 22 nm node [8]. Continued

employment of conventional CMOS technology had become increasingly difficult

due to a number of limiting factors, including short-channel effects (SCEs), leakage

and variability issues in devices approaching the atomic scale [29]. On the other

hand, three-dimensional (3D) architectures offer a much tighter electrostatic control

over the channel and hence reduced SCEs. When combined with a proper selection

of high-κ and metallic materials for the gate stack, these architectures help with

resuming a healthy trend of channel length scaling, limiting gate leakage and setting

the device threshold voltage without recurring to increased channel doping. Metal is

needed in modern gate electrodes due to incompatibility of polysilicon with the HK

stack. The adoption of metal gates has the fortunate implication of eliminating poly-

depletion issues.

One of the major challenges that technology evolution has been facing in the last

few years is the increasing severity of variability associated with the discrete nature

of charge and the atomicity of matter, which become relevant in nanoscale

devices [4]. Major sources of fluctuations in recent generations of planar

CMOS devices are related to the intrinsic nature of the employed materials and

interfaces (e.g., polysilicon granularity, PSG [4, 5, 12], as well as fixed and trapped

charges at the channel to gate dielectric interface, FTC [3, 4]), or are introduced at

various process steps (line-edge roughness, LER [7, 26], oxide thickness variation,

OTV [6, 24], random dopant fluctuations, RD [2, 4, 24]). Some of these fluctuations

have been suppressed (e.g., PSG), or significantly reduced with the adoption of

HK/MG stacks [1]. The use of undoped channels in multiple-gate structures such as

FinFETs has also significantly reduced the impact of RD. However, other

variability sources have emerged with these new technologies. The 3D nature of

FinFETs is reflected in an enhanced impact of geometry fluctuations in various

dimensions: LER in these devices affects both the top- and sidewall-gate profiles, as

well as the fin thickness [10,31, 32, 34]. Moreover, different orientations of metal

grains which appear in MG electrodes result in undesired work-function variations

(WFV) [13].

The aim of this chapter is to study how LER and WFV affect the electrical

performance of FinFET devices. Extensive Monte Carlo (MC) ensemble

simulations will be compared with simplified models for variability impact estima-

tion in order to assess their robustness and propose suitable alternatives to optimize

the trade-off between computational effort and statistical confidence. Performance

sensitivity to local variations in different device regions will be highlighted, thus

providing insight on the physical phenomena involved as well as indication on

critical device features to be optimized for improved variation tolerance. This will

be done by correlating electrical parameters with representative descriptors of the

various roughness or gate granularity configurations. Although conducted with

reference to a specific FinFET structure, this analysis has general validity and its

conclusions are expected to apply to future generations of multi-gate devices.
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5.2 Modeling Approach

The reference device considered in this chapter for analysis of LER- and

WFV-induced fluctuations is a transistor architecture that was originally designed

for low-voltage/low-power applications at the 32 nm technology node, where

mainstream employment of these devices was first expected [17]. Although tech-

nology has further evolved and multi-gate devices have been introduced later at the

22 nm generation, considerations stemming from the presented analysis still have

general validity in assessing the relative importance of the investigated sources of

fluctuations and the different physical mechanisms through which they affect

device performance. Hence, conclusions of this study can be applied to current

and future technology generations as well.

The LSTP-32 nm compatible FinFETs considered throughout this chapter have

nominal geometry and doping specifications described in Table 5.1. Symbols in this

table have the following meaning. Geometrical parameters are the gate length

(Lgate), fin width (Wfin), fin height (Hfin), and equivalent oxide thickness (EOT).
Doping concentrations are specified for the channel (Nch), source (S), and drain

(D) pads (Nhdd), as well as for the extension regions of the n-type (Next,n) and p-type

(Next,p) device. Relevant electrical parameters are the drain current in the on (ION)
and off state (IOFF), the saturation threshold voltage (VT,sat), and the subthreshold

slope (SSlope). Values reported in the table have been extracted considering an

n-channel device and a supply voltage VDD ¼ 1 V.

Technology Computer-Aided Design (TCAD) simulation [27] of the reference

device and of devices affected by variability has been performed with a hydrody-

namic transport model to provide a reasonably accurate description of the saturation

regime. Quantum confinement associated with the small fin widths considered has

been accounted for through a density gradient approximation (DGA). Mobility

degradation and velocity saturation effects in the presence of high electric fields

have also been included.

5.2.1 LER Modeling

A 3D representation of a considered FinFET device with superimposed LER is

shown in Fig. 5.1d. Roughness contributions affecting the fin, top-, and sidewall-

gate edges are, respectively, illustrated in Fig. 5.1a–c. Rough features have been

Table 5.1 Reference device specifications

Geometry Doping Electrical parameters

Lgate ¼ 30 nm Nch ¼ 1 �1015cm � 3 ION ¼ 750 μA/μm
Wfin ¼ 10 nm Nhdd ¼ 1 �1020cm � 3 IOFF ¼ 10 pA/μm
Hfin ¼ 50 nm Next,n ¼ 5 �1018cm � 3 VT,sat ¼ 0. 36 V

EOT ¼ 1. 2 nm Next,p ¼ 2 �1019cm � 3 SSlope ¼ 69 mV/dec.
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generated using a Fourier synthesis technique [7, 10], whereby random sequences

with desired statistical properties are produced and superimposed to straight edges

to create LER patterns. Specifically, it has been shown that the power spectrum

obtained from LER measurements can be modeled through a Gaussian autocorre-

lation process whose characteristic parameters are the rms amplitude Δ and corre-

lation length Λ of the roughness. Values considered in this work for these

parameters are Δ ∈ 1–2 nm and Λ ∈ 10–30 nm, which fall within typically

measured ranges [7, 14]. The Fourier technique has been used to generate

ensembles of FinFET instances with unique LER patterns, whose simulation

provides distributions of electrical parameters to be analyzed statistically for

variability assessment. The typical ensemble size considered in the following

sections is 200 devices, which was found to provide sufficient accuracy for the

purpose of this study [11].

5.2.2 WFV Modeling

Work-function variability should be modeled by splitting the gate area of a device

according to realistic patterns of individual grains which form the metal gate

electrode. In FinFETs with narrow fin, the top gate is basically uninfluential and

the device width is set by the fin height Hfin. In our approach, the area of each

sidewall gate is randomly split into rectangles representing individual grains, as

depicted in Fig. 5.2d. Despite the rectangular shape approximation, this approach is

more accurate than the way WFV is treated in most of the literature [19, 35],

because the dimensions of each rectangle are not fixed in our simulations, but

normally distributed around a given average size. A 2D slice methodology is

adopted for device simulation to contain the computational cost. The approach is

to model the 3D FinFET in Fig. 5.2d as a parallel composition of two-dimensional

Fig. 5.1 TCADmodels of FinFETs with LER on the fin edges (a), top- (b), and sidewall-gates (c).

(d) Overall representation of the 3D structure
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structures like those shown in Fig. 5.2a–c. Large Monte Carlo ensembles of 2D

slices with random grain widths and orientations can thus be simulated, and drain

current vs. gate voltage (ID-VGS) curves of the composite 3D structures are then

calculated as a weighted sum of randomly selected 2D slice characteristics.

Weights represent the fraction of the fin height covered by each slice. The number

of slices and the number of grains in each slice both depend on the selected mean

value and spread of the grain size. The slice approximation is similar to the

approach used in [26] for gate-LER investigation in planar MOSFETs, which was

validated against 3D simulations, thus boosting confidence on its validity even in

the WFV framework considered here.

Work-function variations arise due to the fact that metal grains are characterized by

different WF values depending on their crystal orientation, and the number of possible

orientations is a property of the particular metal used. The associated occurrence

probabilities as well as the average grain size are strongly influenced by the fabrication

process, including deposition technique, temperature and duration, film thickness,

incorporation of other materials, and underlying HK stack [13, 33, 35]. As a result,

the average grain size, orientation probabilities, and respective WFs can vary signifi-

cantly [25]. In the present study, TiN has been selected for the metal gate, as it is one of

themost commonly usedmaterials. The granular structure of thismetal is characterized

by two possible crystal orientations, whose respective occurrence probabilities P1 and

P2 are summarized in Table 5.2, based on typically reported values [13]. The associated

work functions, indicated asΦ1 andΦ2 in the table, have been slightly tuned to account

for the dielectric stack and achieve the VT,sat value reported in Table 5.1 for a device

Fig. 5.2 WFV simulation approach: the 3D FinFET with random rectangular grains on the

sidewall-gate electrodes (d) is modeled as a parallel composition of 2D slices (a)–(c)

Table 5.2 TiN metal

properties
Crystal orientation WF value Occurrence probability

h200i Φ1 ¼ 4. 62 eV P1 ¼ 0. 6

h111i Φ2 ¼ 4. 42 eV P2 ¼ 0. 4
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with uniform orientation of gate grains along the h200i direction. Statistics related to

TiN metal granularity critically depends on process conditions. Average grain sizes in

the4� 22nm range have been reported [13, 16, 25], while themagnitude of deviations

around these values is not well assessed yet. Simulations presented in this chapter will

consider average grain sizes gs varying between 10 and 20 nm, with a 10% standard

deviation around the mean value.

5.3 Statistical Analysis of LER- and WFV-Induced

Fluctuations

Relative importance of the three main components of line-edge roughness in

FinFETs, i.e. fin-LER, top-gate LER, and sw-gate LER, has been compared by

simulating ensembles of devices similar to those in Fig. 5.1a, b, and c, respectively.

The considered ensemble size has been reduced from 200 to 100 in the latter case to

contain the computational cost of 3D simulations needed to fully account for the

sidewall-gate roughness, without severely compromising accuracy [11]. LER

parameters in this analysis are Δ ¼ 1. 5 nm, Λ ¼ 20 nm.

Standard deviations of saturation threshold voltage and on-current have been

extracted from the obtained transcharacteristics and are reported in Fig. 5.3 as a

percentage of nominal parameter values in Table 5.1. Comparison of different LER

contributions in Fig. 5.3 clearly indicates that fin-LER is the most critical issue for

both VT and ION variability, while top- and sidewall-gate-LER produce similar

fluctuations in electrical parameters. Fin-LER will therefore be studied more in
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Fig. 5.3 Comparison of

LER contributions to (a)

threshold voltage and (b)

on-current variability.

Corresponding standard

deviations are expressed as

a percentage of the nominal

VT,sat and ION values

reported in Table 5.1. LER

parameters are

Δ ¼ 1. 5 nm, Λ ¼ 20 nm
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detail in the remainder of this chapter due to its dominant importance, while gate-

LER issues will not be given further consideration. It should be added that the

results in Fig. 5.3 have been obtained assuming random uncorrelated roughness

of the two fin or gate edges, as in Fig. 5.1. Fin-LER could be mitigated by

using a spacer-based process for fin definition, which results in correlated edge

shapes [10, 14]. However, the worst-case situation of uncorrelated fin-LER is most

commonly encountered in practice and will be considered throughout this chapter.

Work-function variability has been analyzed with the slice composition

approach described in Sect. 5.2.1. A large ensemble of slice instances with random

gate composition has been simulated, and individual slices have been grouped to

form 200 pseudo-3D FinFETs. Resulting VT,sat and ION histograms are shown in

Fig. 5.4a,b, respectively, for an average grain size gs ¼ 15 nm. Distributions

associated with the fin-LER simulations discussed above are reported in

Fig. 5.4c,d for comparison. First, it can be observed that the mean value of VT,sat

is considerably reduced for the WFV distribution in Fig. 5.4a compared to the LER

data of Fig. 5.4c. This is due to the presence of metal grains with a lower work-

function Φ2 in the WFV ensemble, while a uniform gate WF of value Φ1 is

considered for LER evaluation. Moreover, WFV has a stronger impact than LER

on threshold voltage spread. An opposite situation is observed when comparing

on-current data in Fig. 5.4b,d. WFV-induced fluctuations for this parameter are

much less important than those produced by LER, although the mean value of ION is
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raised by the multiple grain orientations. Moreover, it is worth noting that the nature

of LER- and WFV-related statistics is substantially different. In the latter case,

fluctuations of electrical parameters cannot exhibit infinite tails as they are bounded

by the two extreme situations of equally oriented grains with either WF value

covering the whole gate area. Corresponding limits are indicated by solid vertical

lines in Fig. 5.4a,b, while no theoretical bounds exist for LER-induced distributions

in Fig. 5.4c, d. The presence of clearly identifiable corner cases is expected to

become relevant for circuit applications like SRAM, where distribution tails need to

be accurately monitored in order to achieve sufficient yield [18]. Finally, it can be

observed that the peaks of WFV histograms in Fig. 5.4a,b are not centered with

respect to the indicated boundaries due to the different orientation probabilities in

Table 5.2.

5.4 Correlation-Based Approaches for Variability

Estimation

Additional LER and WFV ensembles have been simulated using different values of

roughness parameters Δ and Λ, and of the average grain size gs. Correlation of the

resulting electrical parameters with characteristic geometrical features of the

associated device realizations is investigated in this section. For LER datasets, the

considered characteristic features are the average value of the fin width calculated

either over the whole fin length (hWfinitot) or in the channel region only (hWfinich).
Definition of these parameters is illustrated in Fig. 5.5a,b, respectively.

Fig. 5.5 Definition of

(a) overall average fin

width hWfinitot, (b) average
fin width in the channel

region hWfinich, and
(c) characteristic parameters

used to compute an

equivalent fin width Wequiv

for improved ION
correlation. These

parameters include the

source (Ws) and drain

end (Wd) of the gate and

the average extension

widths hWex,s i, hWex,di
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The representative parameter forWFV datasets is instead the average work-function

AWF, calculated as an area-weighted sum of work-functions associated with indi-

vidual grains present in each device realization.

5.4.1 Correlations and Sensitivity Analysis

Scatterplots of VT,sat and ION associated with the various datasets are shown in

Fig. 5.6. It can be seen from Fig. 5.6b that LER-induced threshold voltage

fluctuations are strongly correlated to hWfinich, i.e. LERmainly influences the device

VT by changing the average fin width in the channel, while roughness of the source

and drain extension regions has little relevance to this parameter [11] (see Fig. 5.6a).

Solid lines in Fig. 5.6a,b,d,e have been obtained by simulating straight-fin devices

with different fin widths, in order to compare the Monte Carlo approach with a

simplified sensitivity analysis (SA) of LER-induced fluctuations. Correlations

highlighted in Fig. 5.6b suggest that a simple sensitivity-based estimation of σ[VT]

might be fairly accurate for relatively small values of the roughness, as indicated by

the parallel trends of solid line and scatter data in the central portion of this figure.
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Fig. 5.6 Scatterplots of (a)–(c) threshold voltage, and (d)–(f) on-current associated with (a), (b),

(d), (e) LER datasets with different Δ and Λ values, and (c),(f) WFV datasets with different grain

sizes. LER data are plotted against the hWfinitot or hWfinich parameters defined in Fig. 5.5a,b, while

WFV data are ordered according to the area-weighted average work-function AWF of each device

instance
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However, it can be seen that corner situations are not properly captured through the

simple linear trend provided by the sensitivity analysis. Moreover, this simplified

approach tends to underestimate the mean value of VT, as indicated by the slight

negative shift between SA line and distributions centroid. A physical interpretation

of this phenomenon is provided in Sect. 5.4.3.

LER-induced drive current fluctuations aremuch less correlated to the average fin

width in the channel as compared to VT fluctuations, as can be seen by comparing

Fig. 5.6e,b. Correlation is increased by plotting ION data againsthWfinitot in Fig. 5.6d,
which indicates that FinFET on-current is also influenced by roughness of the

extensions. Moreover, fin-LER decreases the average drive current compared with

SA-based predictions represented by the solid lines.

As for the WFV datasets, the AWF parameter provides a good representation of

on-current fluctuations in Fig. 5.6f, which are anyway much less significant than

those associated with LER, even when the average grain size is varied. Instead,

threshold voltage points are much more scattered around the “uniform WF” line in

Fig. 5.6c, which describes the VT of devices with uniform gate work-function of

value equal to the AWF coordinate.

5.4.2 Simplified Approaches for Variability Estimation

Correlations highlighted in Fig. 5.6 can be exploited to achieve approximate

estimations of LER- and WFV-induced variability at a reduced computational

cost compared to ensemble Monte Carlo simulations.

5.4.2.1 Threshold Voltage Variability

The strong correlation of VT to hWfinich in Fig. 5.6b suggests that the full distribution
trend can be approximately represented through a linear interpolation between two

properly selected “corner” points. Basically, the idea is to generate the full ensem-

ble of devices affected by fin-LER, but choose a very small subset of these devices

for simulation and “corner” data extraction, based on the hWfinich parameter. The

selection must be done carefully to avoid outliers that could affect the resulting

statistical estimates. The whole procedure is described in detail in [11], where a

selection approach is proposed, which involves four simulations only.

VT variability estimation based on the “corner” approach is compared with

statistical analysis of full MC ensembles and with a conventional sensitivity

analysis in Fig. 5.7. The latter procedure is unable to model variations of the

mean VT, as shown in Fig. 5.7a, b, nor it can predict the impact of different

correlation lengths of the roughness, see Fig. 5.7e: the only effect sensitivity

analysis can track is the impact of various rms amplitudes, as can be seen from

Fig. 5.7d. At the same computational expense, the “corner” method fully accounts

for fin-LER impact on device threshold with a fairly good accuracy (maximum
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error ¼ 8% with respect to MC-based statistics obtained with a two orders of

magnitude higher computational cost). The “VT-raising” (i.e., higher mean value

than the nominal VT) is seen to increase with increasing Δ and with decreasing Λ in

Fig. 5.7a,b, respectively. Of course higher values of Δ also enhance the VT spread,

which is systematically underestimated by sensitivity analysis, as shown in

Fig. 5.7d. Moreover, Fig. 5.7e indicates that σ[VT] increases with increasing Λ as

well, because of a lower self-averaging of fin thickness variations within the

channel.

VT,sat statistics associated with work-function variations is quantitatively

presented in Fig. 5.7c,f, where LER data related to the ensemble with Δ ¼ 1. 5 nm,

Λ ¼ 20 nm are also reported for easier comparison, since y scales in these plots are
different from those in the rest of Fig. 5.7. It can be seen from Fig. 5.7c that the

lowering of threshold voltage compared with the case of a uniform WF of value Φ1

is not independent of the grain size, but becomes more pronounced as gs is

increased. Although this VT-lowering is partially contrasted by the VT-raising effect

produced by fin-LER, this is not sufficient to counterbalance the impact of metal

granularity. While confirming that WFV has a stronger impact than LER on VT

spread, as already observed in Sect. 5.3, Fig. 5.7f indicates that this issue can be

mitigated by enhanced self-averaging with grain size reduction through process
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Fig. 5.7 Impact of LER with different rms amplitudes (a), (d) and correlation lengths (b), (e) on

(a), (b) the mean value, and (d), (e) standard deviation of saturation threshold voltage. Full Monte

Carlo simulations are compared with simplified estimations of variability based on a conventional

sensitivity analysis, and on a “2-point estimation” exploiting identification of corner cases. (c), (f)

Impact of WFV with different grain sizes gs on the mean value and standard deviation of VT. LER

contribution for Δ ¼ 1. 5 nm, Λ ¼ 20 nm is also reported for comparison, along with a simplified

estimation based on the average work-function approach in (f)
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engineering. The most common technique to rapidly estimate the impact of WFV

on device electrical performance is through an area-weighted average work-

function (AWF) methodology [13]. In this simplified approach, the impact of

metal granularity is lumped into an effective gate work-function ΦM, which is

calculated as a weighted sum of individual work-functions associated with the

possible crystal orientations. Weights are random numbers representing the fraction

of gate area occupied by each grain orientation, thus resulting in a probabilistic

distribution of ΦM. Figure 5.7f shows that the AWF model provides similar trends

for σ[VT] to those obtained with full MC simulations; however, threshold voltage

spread is systematically underestimated by 10% or more with this simplified

approach. Thus, the AWF-based technique is a valuable tool for coarse predictions

of the impact of WFV, but extensive ensemble simulations are required when

higher accuracy is required.

5.4.2.2 Drive Current Variability

It was shown in Sect. 5.4.1 that FinFET drive current is scarcely correlated to the

average fin width in the channel hWfinich, while it exhibits a moderate correlation to

the overall average fin width hWfinitot. Scatter can be further reduced by reordering

ION data according to an equivalent fin width Wequiv. This parameter is defined as a

weighted sum of widths Wj in a few key regions of the fin, chosen among the

maximum, average and minimum fin thickness within the channel, source and drain

extensions, as well as the widths at the two gate ends. The best correlation is

obtained when selecting the two end points of the gate at the source (Ws) and

drain side (Wd) and the average width of the extensions hWex,s i, hWex,di, as depicted
in Fig. 5.5c. Weights used to combine these characteristic parameters into Wequiv

are estimated through a least mean square problem, as illustrated in [9]. Their

values indicate the relative importance of LER in different fin regions: it is found

that drive current is mainly influenced by the source side of the device. Similar

weights are obtained when considering datasets with different LER parameters,

thus confirming the physical foundation of this approach. Scatter plots of ION
vs. Wequiv are shown in Fig. 5.8a: improved correlation can be clearly seen when

comparing this figure to Fig. 5.6d. More specifically, correlation coefficients of ION
to Wequiv and hWfin i tot are reported in Fig. 5.8b,c as a function of Δ and Λ,
respectively. Correlation is improved by 10% or more with the Wequiv-based

reordering.

This increased correlation may be exploited to improve variability estimation of

drive current through a reduced ensemble, based on a “corner” approach similar to

that described above for VT, although the accuracy is expected to be lower here, due

to the still larger spread of ION data. AlthoughWequiv estimation would, in principle,

require simulation of all the available device instances to determine the proper

weights for a specific LER dataset, it has been verified that ION correlation is largely

insensitive to small changes in the weights. Average values of these parameters

have thus been calculated [9], which can be assumed as generally valid for the
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FinFET structure under investigation. Application of the “corner” method to both

the ION vs. hWfini tot and the ION vs. Wequiv distributions produces the results in

Fig. 5.9. It can be seen that theWequiv-based reordering improves estimation of ION
statistics in most of the considered cases, although “corner”-based predictions

significantly deviate from MC results at high rms amplitudes and small correlation

lengths of the roughness (see Fig. 5.9d,e), due to a higher data spread and to the

presence of more outliers. Like in the VT case, sensitivity analysis can only capture

the Δ-dependence of σ[ION]; in particular, it does not account for the significant

LER-induced lowering of the mean drive current observed in Fig. 5.9a,b.

On the other hand, WFV has an opposite effect on μ[ION]: this is shown in

Fig. 5.9c for various grain sizes. The amount of μ[ION] increase produced by

WFV is similar in magnitude to that of μ[ION] reduction provided by LER with

Δ ¼ 1. 5 nm, Λ ¼ 20 nm. Thus, the combined effect of the two fluctuation sources

might result in almost zero net shift of the average drive current from its nominal

value also reported in Fig. 5.9c. However, fluctuations of the drive current around its

mean value are much stronger when LER is considered, while theWFV contribution

to percentage ION variations is below 2.5% for gs smaller than 20nm, as shown in

Fig. 5.9f. Estimation of drive current variability cannot be directly obtained with a

simplified AWF model, which is only able to predict threshold voltage fluctuations.
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5.4.3 Physical Insight of Fin LER-Induced Threshold
Voltage Increase

As shown in previous sections, the impact of LER and WFV is not limited to

fluctuations of FinFET threshold voltage and on-current around the mean values

of the respective distributions, but is also manifested in a shift of these values

from the nominal VT and ION. These shifts should be studied in detail as they

provide physical insight into the way the analyzed fluctuation sources influence

the device behavior. Specifically, shifts of themeanVT are considered in this section,

while the on-current behavior is analyzed more thoroughly in the next section.

It was shown in Fig. 5.6a,b that line-edge roughness causes the mean value of

threshold voltage to increase compared with predictions based on a conventional

sensitivity analysis. This was confirmed by μ[VT] extraction as a function of LER

parameters in Fig. 5.7a,b. This “VT-raising” phenomenon, which has been observed

by several authors [34], is opposed to the VT-lowering effect produced by gate-

LER [7]. An explanation to it can be found by comparing the two situations [9]: as

shown in Fig. 5.10a, a transistor with rough gate edges can be represented as a

parallel combination of device slices with different gate lengths [26], where the

early turn-on of the shorter gate-length slices lowers the overall threshold. Instead,

fin-LER may be modeled through a series composition of fin slices with different
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widths, as in Fig. 5.10b: in this case, the overall conduction is determined by the

thinner slices, where higher electrostatic control and reduced SCEs contribute to

raising the device VT. This interpretation is able to explain trends of μ[VT] when

LER characteristic parameters are varied. Specifically, a higher rms amplitude of

the roughness decreases the minimum slice thickness, while a smaller correlation

length increases the probability of a thin slice occurring within the channel. Both

situations thus cause the average VT to increase based on the slice model: this is

confirmed by simulation results presented in Fig. 5.7a,b. Further investigation is

required to check whether the opposite effects of the fin and gate roughness on

FinFET threshold voltage can compensate each other.

It is also interesting to consider the impact of work-function variations on the

mean VT. Of course this parameter is significantly lower than the “nominal” case in

Fig. 5.7c, which refers to a uniform gate with the high WF value Φ1. However,

μ[VT] is not independent of the grain size, but is seen to increase with decreasing gs.
The parallel/series explanation can be applied to this situation as well: the 3D

FinFET in Fig. 5.2 is modeled as a parallel composition of slices, but each slice

contains a sequence of grains in a series configuration along the current flow

direction. Grain size reduction increases the probability of having at least a grain

with the high WF value within the gate, which tends to increase the overall device

threshold.

5.5 Asymmetric Impact of Localized Fluctuations

Fin-LER causes local thinning/thickening of the fin, and it was shown in Sect. 5.4

that the device behavior is sensitive to the locations where these width variations

occur. For example, specific fin regions highlighted in Fig. 5.5c give the highest

contribution to variations in the on-current, and asymmetric importance of the

source (S) and drain (D) side of the device has been detected. Similarly, the size

Fig. 5.10 Interpretation

of shifts in the mean VT

caused by (a) gate-LER

and (b) fin-LER
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and specific location of metal grains within the gate is expected to significantly

influence the device performance.

Simplified device structures shown in Fig. 5.11 are considered in this section to

gain physical insight into the way LER and WFV influence FinFET behavior. In

particular, a tapered structure is studied to better elucidate the local impact of

fin-width fluctuations. Wfin is varied linearly over the whole fin length

(Fig. 5.11a) or just in the channel (Fig. 5.11b) or extensions (Fig. 5.11c), while

keeping the overall average fin width fixed to 10 nm. The tapering is applied either

from S to D or vice versa. As for WFV, the impact of size and position of metal

grains with different orientations is analyzed on the basis of four experiments

conducted on a single device slice. In the first case (Fig. 5.11d) one of the gates

is split into two grains whose size is varied, while a single WF is used for the second

gate. The second and third configurations (Fig. 5.11e,f) account for the interaction

of nonuniform orientations in both gates, respectively, considering the same or

opposite area fractions for the two possible WFs in the two gates. The last

considered case (Fig. 5.11g) investigates the impact of varying the position of a

grain with fixed size.

Fig. 5.11 Simplified structures for the analysis of local fluctuations. Local fin thinning produced

by LER is studied by a device with tapering introduced in (a) the whole fin, (b) the channel region

only, or (c) the extensions only. The impact of metal grain position and size is studied through gate

configurations reported in (d)–(g), where d is the size of the h200i-oriented grain (g1) in “Gate 1”,
and x indicates its distance from the S gate end
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5.5.1 Impact of Local Fin Thinning

Changes in drive current and saturation threshold voltage as a consequence of the

tapering configurations of Fig. 5.11a–c are shown in the three columns of Fig. 5.12,

respectively. The x axis in these plots represents the fin thickness change per unit fin
length associated with different slopes of the inclined fin edge. Increasing slopes

correspond to a more pronounced constriction of the fin on one side of the device,

and to a proportionate thickening on the opposite side. Figure 5.12a–c indicate that

a local thinning of one fin end always degrades the ION with respect to the nominal

case, although it is compensated by an equal thickening at the other end. This

explains the LER-induced ION-lowering observed in Sect. 5.4.1 (see especially

Fig. 5.6d): any local thinning of the fin produced by LER patterns contributes to

reducing FinFET drive current. However, in the saturation regime where ION is

extracted, this degradation is strongly dependent on the tapering direction: geome-

try constrictions towards the source cause a strong reduction of ION, while drain

thinning is less critical, except for extremely small values of the minimum thickness

close to the D pad (see Fig. 5.12a). Figure 5.12d–f show that VT,sat is basically

insensitive to the tapering, because it is mainly determined by the average fin width

in the channel (as discussed in Sect. 5.4.1), and hWfinich is not changed by the

tapering. Therefore, the observed ION variability cannot be ascribed to threshold

voltage fluctuations. The ION-lowering is instead attributed to increased parasitic
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resistance in both the channel (Rch) and S/D extension regions (RS/D). The Rch

contribution seems to be dominant when comparing Fig. 5.12b,c. However, chan-

nel tapering also results in different widths of the S and D extensions (see

Fig. 5.11b), so the influence of RS/D is not completely eliminated in the data of

Fig. 5.12b.

To better decouple the role of channel and extension regions, the tapered structure

of Fig. 5.11b is compared with a device whose extensions are shortened from

Lext ¼ 45 nm to Lext ¼ 12 nm. Results in Fig. 5.13a,b reveal that the taper direction

has opposite effects on the two configurations, i.e. the FinFET with short extensions

experiences a more pronounced reduction of the on-current when the fin constriction

occurs at the drain side. This can be interpreted according to Lundstrom’s model for

quasi-ballistic transport [20]. In fact, geometrical constrictions in a nanoscale device

enhance quantization effects, thus raising the energy of subbands in the associated

cross sections. When the constriction occurs towards the D side of the FinFET, the

global effect on device electrostatics is a wider kT-layer, i.e. a less steep decay of the
potential energy along the channel compared to a device with uniform fin. This

results in a larger backscattering coefficient and therefore in a smaller injection

velocity at the virtual source (V.S.). Swapping the thinning direction is expected to
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aligned edge (see Fig. 5.11b), but similar trends were observed at different y positions
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produce an opposite effect and ideally improves drive current of the intrinsic (i.e., no
extensions) device with respect to the straight-fin case [28]. Figure 5.13c,d indeed

show a wider k T-layer in the “D thinning” case for both devices with long and short

extensions, which is expected to result in lower velocity at the V.S. compared to a

device with uniform fin width. This is confirmed by Fig. 5.13e,f. Opposite trends are

observed for the “S thinning” case. It can be deduced that conduction of the intrinsic
transistor is degraded when the fin thickness is reduced from the virtual source

towards the virtual drain (V.D.), and enhanced if the tapering direction is swapped.

However, tapering has an opposite effect on the parasitic S/D resistance, so even very

short extensions of length Lext ¼ 12 nm are sufficient to impede ION improvement in

the “S thinning” case (Fig. 5.13b), and longer extensions produce opposite effects of

the thinning direction compared to the intrinsic device (Fig. 5.13a).

This asymmetric impact of fin width fluctuations on the parasitic S/D resistance

can be explained by recalling that the sheet resistance Rsh is inversely proportional

to Wfin [15]. Decreasing the fin width in the S extension thus results in a higher Rsh

in this region, which in turn reduces the effective VGS and hence the drive

current [30]:

VGS;eff ¼ VGS � RSID (5.1)

The impact of RD is much lower because VGS,eff is not affected by this parameter.

The critical importance of extension resistances for FinFET variability is confirmed

by experimental data [22]. The highlighted asymmetry in roles of RS and RD is in

agreement with results of the correlation analysis in Sect. 5.4.1. The main conclu-

sion is that electrical fluctuations are especially sensitive to LER in the source side

of the device. Optimized extension engineering should be performed taking these

asymmetries into account in order to enhance FinFET robustness to fin-LER.

5.5.2 Impact of Grain Location and Size

Changes in FinFET performance as a consequence of different metal grain

configurations are analyzed with reference to the four situations illustrated in

Fig. 5.11d–g. The first case is that of a single grain boundary located at various

positions on “Gate 1,” while “Gate 2” is uniform with work-function equal to either

Φ1 or Φ2 in Table 5.2. The grain with high WF Φ1 in “Gate 1” is referred to as g1,
and its size d is increased from zero to the whole gate length Lg, starting from either

the S or the D side of the device The corresponding variation of saturation threshold

voltage is plotted in Fig. 5.14a, where solid and dashed lines have been obtained by

setting the WF of the second gate to Φ1 or Φ2, respectively. VT obviously increases

with d in all cases becauseΦ1 > Φ2, but the trends are nonlinear. This indicates that

the device threshold cannot be rigorously considered as proportional to an area-

weighted effective WF, in agreement with inaccuracies of the AWF model

discussed in Sect. 5.4.2.1. Figure 5.14a also reports higher VT,sat values when the
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grain with high WF is located at the S (instead of at the D) side of the device, with a

maximum difference of about 25mV. This results in a lower on-current, as shown in

Fig. 5.15a. Reducing the WF of the second gate from Φ1 to Φ2 shifts VT and ION to

lower and higher values, respectively, but does not change the discussed trends.

The second set of simulations considers the presence of a grain g1 with high WF

Φ1, whose (variable) size d is the same in both “Gate 1” and “Gate 2”, and whose

location with respect to the S is either the same (as illustrated in Fig. 5.11e) or

opposite (i.e., d increasing from S to D in “Gate 1” and from D to S in “Gate 2”).

Different trends are observed for VT,sat in Fig. 5.14b, depending on the relative

position of g1 in the two gates: the threshold voltage increases more rapidly with

d when g1 occupies the S end of both gates, while a more linear trend is observed

when g1 is located on opposite sides in “Gate 1” and “Gate 2.” Consequently, ION in

Fig. 5.15b has a roughly linear dependence on the grain size in the S–D configura-

tion, while it decreases more rapidly as d increases in the S–S case.

The configuration illustrated in Fig. 5.11f presents one grain boundary with the

same (varying) location in both electrodes, but opposite grain orientations in “Gate

1” vs. “Gate 2,” so that the total fraction of gate area with WF ¼ Φ1 is 0. 5
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Fig. 5.14 Changes in the saturation threshold voltage (VDS ¼ 1 V) with varying metal grain size

(d ) and position (x) in the four configurations of Fig. 5.11d–g. (a) Φ1(S) and Φ1(D) in the legend

indicate the position (source side or drain side) of the h200i-oriented grain (g1) in “Gate 1” of

Fig. 5.11d, and are followed by the WF of “Gate 2”. (b) Size d of g1 in the configuration of

Fig. 5.11e is increased from S to D in both gates (S–S), or in opposite directions in “Gate 1”

vs. “Gate 2” (S–D). (c) Impact of d in the configuration of Fig. 5.11f is compared with an

AWF-based estimate of VT,sat (dashed line). (d) VT change when distance x of g1 from the S is

varied while keeping its size fixed at d ¼ 15 nm
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regardless of d. Consequently, the AWF model predicts a constant value for each

electrical parameter when d is varied, as indicated by dashed lines in Figs. 5.14c,

and 5.15c. In contrast, simulations show a significant dependence of VT on grain

boundary position, with a threshold increase of up to 15–20 mV compared to AWF

predictions when the boundary is located around the gate center (Fig. 5.14c). The

strong inversion behavior is not severely affected by grain boundary location,

probably due to compensation from the opposite configurations of the two gates,

and ION is only slightly overestimated by the AWF model (Fig. 5.15c).

Finally, a worst-case situation is considered in Fig. 5.11g, where both gates

present the same configuration, i.e. a grain g1 with fixed size d ¼ 15 nm and various

positions along the gate (x ¼ distance from the S). Results in Figs. 5.14d and 5.15d

reveal that VT,sat is reduced by about 10% as g1 is moved from S to D, while ION
increases only slightly with x. Trends observed in the saturation regime may be

interpreted through the MOSFET transport model in [20], starting from the expres-

sion of drain current:

ID ¼ WQið0Þhvð0Þi (5.2)
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Fig. 5.15 Changes in the on-state current (VGS ¼ VDS ¼ 1 V) with varying metal grain size (d )
and position (x) in the four configurations of Fig. 5.11d–g. (a) Φ1(S) and Φ1(D) in the legend

indicate the position (source side or drain side) of the h200i-oriented grain (g1) in “Gate 1” of

Fig. 5.11d, and are followed by the WF of “Gate 2.” (b) Size d of g1 in the configuration of

Fig. 5.11e is increased from S to D in both gates (S–S), or in opposite directions in “Gate 1”

vs. “Gate 2” (S–D). (c) Impact of d in the configuration of Fig. 5.11f is compared with an

AWF-based estimate of ION (dashed line). (d) ION change when distance x of g1 from the S is

varied while keeping its size fixed at d ¼ 15 nm
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hv(0)iandQi(0) in Eq. (5.2) are the average carrier velocity and the inversion charge

at the S end of the channel, respectively. The latter is related to the threshold

voltage according to:

Qið0Þ ¼ qnsð0Þ ’ Ceff ðVGS � VTÞ (5.3)

where ns is the 2D inversion layer density and Ceff the effective dielectric capaci-

tance. Moving grain g1 away from the S, i.e. inserting a grain g2 with lower WF

Φ2 at the S side, gives rise to a larger inversion charge in the channel portion

beneath this grain, as indicated by electron density profiles at the Si/HK interface

in Fig. 5.16a. Higher values of the peak carrier density produced by increasing

the size of g2 correspond to an increase of Qi(0) for equal VGS, and hence to the

observed VT reduction and ID increase, through Eqs. (5.3) and (5.2), respectively.

Potential energy profiles at the Si/HK interface are shown in Fig. 5.16b and

reflect the gate configurations associated with different values of x. The kT-
layer tends to shrink as g1 is shifted away from the S, which should correspond

to higher injections velocities hv(0)i [20], thus further contributing to ID increase

according to Eq. (5.2). However, ION variation in Fig. 5.15d might be mitigated

by mobility degradation due to higher transverse fields close to the V.S. for larger

values of x.
The analysis presented in this section thus provides insight of WFV impact on

FinFET physics and a better understanding of statistical data discussed in previous

sections. Moreover, theoretical shortcomings of the AWF model are shown to

provide awareness of the limits to its applicability and of the degree of accuracy

that it can reach. Finally, the crucial role of grain orientation close to the source end
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of each gate is highlighted. Optimization of metal gates for WFV mitigation should

therefore seek ways to improve control over the polycrystalline structure of the

electrode portion close to the source, unless granularity-related issues can be further

suppressed by the use of amorphous metal gates [21].

5.6 Conclusions

The impact of line-edge roughness and work-function variability on FinFET

electrical performance has been studied by comparing extensive Monte Carlo

analysis based on TCAD simulation of large statistical ensembles with simplified

models for variability estimation. Relevant electrical parameters have been mon-

itored, including the saturation threshold voltage and on-state current. Simulation

results indicate roughness of the fin edges as the major source of ION variability,

while VT fluctuations are dominated by WFV. Moreover, full-MC simulations

reveal that fin-LER increases the average value of threshold voltage distributions

and degrades the on-current compared with simplified predictions based on a

conventional sensitivity analysis. Physical reasons for these effects have been

investigated and correlation of electrical parameters to specific geometrical

features has been highlighted, which provides approximate variability estimation

at the same computational cost as sensitivity analysis, but with improved accu-

racy. TCAD simulations also reveal strong sensitivity of VT to the position and

size of individual grains that form the metal gate. This results in a nonlinear

dependence of the threshold voltage on the area-weighted effective work func-

tion, thus highlighting limits to the applicability and accuracy of simplified WFV

estimations based on the AWF model.

Asymmetries in the impact of local fluctuations at the source and drain side of

the device have been investigated. Although any local thinning of the fin caused by

LER has a negative impact on ION, the degradation is found to be stronger when the
constriction occurs at the S end, due to the asymmetric role of parasitic S/D

extension resistances. Similarly, electrical performance fluctuations due to WFV

are mainly correlated to the orientation and size of grains at the source gate end. A

physical interpretation of this phenomenon has been suggested. Device optimiza-

tion for improved robustness to LER and WFV should therefore pay special

attention to engineering the source extension and to control polycrystalline struc-

ture of the gate electrode portion close to the source. In circuit applications where

yield depends on the far tails of device parameter distributions, the different nature

of WFV- and LER-related statistics is expected to play a crucial role, since

LER-induced distributions can have infinitely long tails, while WFV gives rise to

bounded distributions.
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Chapter 6

Characteristic and Fluctuation of Multi-fin

FinFETs

Hui-Wen Cheng and Yiming Li

Abstract As the gate length of a metal oxide semiconductor field effect transistor

(MOSFET) decreases, vertical channel transistors, such as the fin-typed field effect

transistors (FinFETs) have attracted much attention because of their promising

characteristics. In this chapter, we explore the electrical characteristics of 16 nm

multi-fin FinFETs with different fin aspect ratios [AR ¼ fin height (Hfin)/fin width

(Wfin)]. The 16-nm multi-fin FinFET device and circuits’ characteristics are

simulated by solving a set of 3D quantum-mechanically corrected transport

equations coupling with circuit nodal equations self-consistently. Device’s electri-

cal characteristics and their fluctuation are discussed with respect to the AR varying

from 0.5 to 2 including the number of silicon channel fins. Dynamic and transfer

characteristics of static random access memory, inverter, and analog circuits using

single-/multiple-fin FinFETs are further discussed, respectively.

6.1 Introduction

Shifting from a standard planar metal-oxide-semiconductor (MOS) device to a

multi-gate field effect transistor (FET) design provides a promising alternative in

semiconductor manufacturing. Intel® has first implemented 22-nm 3D MOSFET

technology in 2011 and successfully discloses third generation core processors,

codenamed Ivy Bridge [1] in 2012 due to having ten times less leakage and

allowing chips with higher performance to operate at lower voltages [2–7]. Paying

attention to what’s happening with the technology, our studies of 16-nm 3D

transistors benefit the advanced transistor design. An introduction of this chapter

begins from the various methods of fluctuation suppression in nanoscale transistors,
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where the literature review of current research status and motivation are presented

briefly. The inevitable random dopant (RD)-induced threshold voltage (Vth) fluctu-

ation is one of the most critical challenges for the future of planar MOS devices

[8]. The random dopants along the channel regions are considered to be one of the

major sources of local threshold voltage fluctuation. Random dopants effects have

been recently studied [9–14]. These studies that showed characteristic fluctuations

caused by implantation processing are determined not only by a variation in an

average doping density, which is associated with a fluctuation in the number of

impurities, but also with a particular process-dependent random distribution of

impurities in the channel region. Among various fluctuation reductions, such as

doping profile engineering, vertical channel structure, and circuit topology, the

vertical channel structure is a promising and effective way to reduce the fluctuation.

The details will be discussed in this section.

6.1.1 Random Dopant Fluctuation

For estimating fluctuation, the planar and SOI single-fin FinFET structures we used

here are based on previous study [9, 10, 13, 14], as shown in Fig. 6.1a, b. Figure 6.1c

shows the RD, process variation effect (PVE), and work-function fluctuation

(WKF)-induced Vth fluctuation (σVth) of the 65-, 32-, and 16-nm-gate n-type

MOSFETs. The roll-off of the nominal Vth follows the gate length decreased

shown in black solid line with white dots, where the nominal Vth for the 16-, 32-,

and 65-nm-gate devices are 140 mV, 220 mV, and 280 mV, respectively.

Compared with these fluctuations, the RD fluctuation (RDF) dominates the σVth,

which may result in critical issue of stability, as shown in red line of Fig. 6.1c. The

σVth of 16-nm MOSFET is around four times larger than that of 65-nm, which

follows the trend of the analytical model

Source Drain

Silicon

oxide

Lg

Source Drain

oxide

a

b

c

Fig. 6.1 Schematic (a) planar and (b) SOI single-fin FinFET structures. (c) Plot of Vth and Vth’s

fluctuation induced by RDF, PVE, and WKF for different gate lengths of n-type MOSFETs
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σVth,RDFð Þ2 ¼ 3:19� 10�8 toxN
0:401
Affiffiffiffiffiffiffi
WL

p , (6.1)

where tox is the thickness of gate oxide, and W and L are the width and length of

transistor [14]. To find the most efficient way to reduce the RDF, we discuss

methods from device engineering points of view to achieve it. Here, we propose

those successful studies and then select one of them to continue the future fluctua-

tion study.

6.1.2 Reduction Techniques of Random Dopant Fluctuation

About implantation techniques, we have developed a Kinetic Monte Carlo (KMC)

model to simulate impurity implantation along the channel region of the devices.

Then the 3D physical positions of activated random discrete dopants within the

channel regions are extracted from the KMC model. Figure 6.2a shows a 3D

discrete random dopants distribution along the channel regions of a 15-nm device

with 3 � 1020 cm�3 as the source/drain doping concentration and 1 � 1015 cm�3

as the substrate concentration, where the drain voltage (VD) ¼ 0.8 V, the gate

length (Lgate) ¼ 15 nm, and the effective oxide thickness (Tox) ¼ 0.8 nm. To

study the fluctuations caused by the dopant number and the dopant position in the

channel region, the discrete impurities generated from KMC in a prescribed large

cube are mapped into device channel region for atomistic device simulation includ-

ing discrete dopants [9, 10]. The number of dopants varies from 3 to 17, as shown in

Fig. 6.2b, c. The device characteristic is simulated by solving a set of 3D density-

gradient equations coupled with Poisson equation and electron–hole current conti-

nuity equations [15–17], as shown below:

Δϕ ¼ q

εs
n� pþ Dð Þ, (6.2)

1

q
∇ � Jn ¼ R n; pð Þ, (6.3)

and

1

q
∇ � Jp ¼ �R n; pð Þ, (6.4)

where ϕ is the electrostatic potential and its unit is volt. n and p are classical

electron and hole concentrations, q is the elementary charge, and the net doping

concentration is D(x,y,z) ¼ Nþ
D(x,y,z) � N�

A (x,y,z). The R(n, p) is the net recombi-

nation rate. The carrier’s currents densities are given by
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J
*

n ¼ �qμnn∇ϕþ qDn∇n� qnun∇γn, (6.5)

J
*

p ¼ �qμpp∇ϕþ qDp∇p� qnup∇γp, (6.6)

where μn and μp are the electron mobility and hole mobility. The diffusion

coefficients, Dn and Dp, satisfy the Einstein relation. γn and γp are the quantum

potentials for electrons and holes. γn ¼ 2bn ∇ 2n1/2/n1/2, γp ¼ 2bp ∇ 2p1/2/p1/2, bn
and bp are density-gradient coefficients for electrons and holes. bn ¼ ℏ2/(12qm�

n)

and bp ¼ ℏ2/(12qm�
p). m

�
n and m

�
p are effective masses for the electrons and holes. ℏ

is the Planck constant. bn and bp in (6.5) and (6.6) are the density gradient

coefficient which determines the strength of the gradient effect in the electron

and hole gas. The last terms in the right-hand side of (6.5) and (6.6) are referred

to as “quantum diffusion,” which makes the electron continuity equation a fourth-

order partial differential equation. The large-scale statistical device simulation is

performed in our parallel computing system [18]. The density-gradient approxima-

tion is used to smooth the singularities of Coulomb potential by properly

introducing related quantum-mechanical effects [10]. The statistical results are

summarized in Table 6.1. For the n-type MOSFETs, the σVth of FLA is reduced

from 74 to 71 mV by using LSA. The LSA is more attractive in p-type MOSFETs,

in which the Vth is reduced from 110 to 70 mV. However, the reduced σVth by using

LSA is insufficient. The more reduction on the characteristic fluctuation in circuit is

necessary [19–21]. For example, the fluctuation in static random access memory

Fig. 6.2 (a) Discrete active dopants distribution along the channel regions of a 15-nm MOSFET

device. The number of dopants varies from (b) 17 to (c) 3
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(SRAM) is saturated as the gate length is decreased, as shown in Fig. 6.3. Among

fluctuations, the RDF is the most critical issue in improving stability of SRAM,

where an SRAM cell is seen as two equivalent inverters with the noise sources insert

between the corresponding inputs and outputs, as shown in Fig. 6.4a. Both series

voltage noise sources (Vn) have the same value and act together to upset the state of

the cell. For example, while a noise signal which magnitude equal to +Vn, is applied

on node Vout1, the Vout2 will correspond a negative noise signal. Therefore, it shifts

the transfer characteristic. Then it can be operated in write, read, or hold mode. Here,

the read operation of SRAM is briefly introduced. As we know, each SRAM cell is

composed by 4 n-type MOSFETs and 2 p-type MOSFETs, where M1 and M2 are

Table 6.1 Summaries of mean (μ) and standard deviation (σ) of the estimated saturated Vth for the

n- and p-type MOSFETs with FLA and LSA processes

n-type MOSFET p-type MOSFET

Vth,sat FLA LSA FLA LSA

μ 0.355 0.462 0.493 0.488

σ 0.074 0.071 0.110 0.070

μ/σ 20.8 15.3 22.4 14.3

Fig. 6.3 Plot of SNM and

SNM fluctuations that are

induced by RDF, PVE, and

WKF for different gate

lengths of SRAM cells

Fig. 6.4 (a) and (b) are the operation block diagrams and architecture of a 6T-SRAM Cell. (c)

Plot of moving the static characteristics vertically or horizontally along the side of the maximum

nested square until the curves intersect at only one point [22]
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driver MOSFETs, M3 and M4 are load MOSFETs, and M5 and M6 are access

MOSFETs shown in Fig. 6.4b. We assume that the content of the memory is a

logical 1 and stored atVout1, in this condition,M2 andM3 are turned off. The first step

is to charge both bit lines to a logical 1, and then assert the word line. It will enable

the access MOSFETs (M5 and M6). Then the MOSFETs M4 and M6 will remain the

bit line voltage at the precharged level (logical 1). Also the load capacitance of BL0

will be discharged and pulled BL0 toward logical 0. One of the important factors of a

SRAM cell is the cell ratio (CR), which is defined as the ratio of width over length

between driver and access MOSFETs, and will affect the performance of read

operation. The stability of SRAM cell is often related to the static noise margin

(SNM), due to the cell is most vulnerable to noise during a read access since the “0”

storage node rises to a voltage higher than ground due to a voltage division along the

access and inverter pull-down n-type MOSFET devices between the precharged bit

line (BL) and the ground terminal of the cell [22]. There are several definitions of the

SNM; the commonly used approach to estimating SNM is first proposed byHill [23],

where the SNM is defined as the minimum noise voltage present at each of the cell

storage nodes necessary to flip the state of the cell shown in Fig. 6.4c. Developed

from circuit design viewpoint, we have found that the planar 6T-SRAM with

CR ¼ 2 and planar 8T-SRAM require 30 % extra chip area, where the architecture

of an 8T-SRAMCell is shown in Fig. 6.5a. Unlike the 6T-SRAM, the access devices

of 8T-SRAM can be turned off when data reading and the data will be gathered

through M7 and M8 which can avoid direct flow between the bit line and the stored

data and then increase the noise margin. The planar 8T-SRAM exhibits interesting

SNM and σSNM because of the turnoff of the access devices when data reading. For

planar devices with Vth ¼ 140 mV, the SNM of 8T-SRAM could be enlarged to

233 mV, and the σSNM is reduced to 9.5 %, as shown in Fig. 6.6f.

The circuit improvement approach can provide large SNM and is without

changing the fabrication process. Therefore, 8T architecture could be considered

for SRAM design with a compromise between performance and chip density. To

keep a minimal chip area comparable with the conventional planar 6T-SRAM, the

design approach from device engineering has to be developed. By adjusting the Vth

to 350 mV, the SNM of the planar 6T-SRAM can be enhanced to 92 mV with

41.7 % σSNM, as shown in Fig. 6.6b. Using doping profile engineering can further

Fig. 6.5 (a) Architecture of an 8T-SRAM cell, where the additional MOSFETs M7 and M8 in

8T-SRAM are used to avoid the impact; thus, they increase the read stability. (b) Illustration of the

vertical doping profile from the surface to substrate which follows a normal distribution
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reduce the RDF-induced σSNM to 30.5 %, as shown in Fig. 6.6c. The key technique

of vertical doping profile engineering is to control fewer dopants near the current

conducting path, as shown in Fig. 6.5b. However, the SNM is reduced to 71 mV

because of the serious short channel effect. To have a large SNM with sufficient

small σSNM, the explored SOI single-fin FinFETs 6T-SRAM exhibits a sufficiently

large SNM (125 mV) with 5.3 % σSNM, as shown in Fig. 6.6d, where the structure of
SOI single-fin FinFET is shown in Fig. 6.1b. From this study, we find that the SOI

single-fin FinFET structure is not only without a cost of 30 % extra chip area but

also suppresses RDF to 5.3 % significantly. Hence, the SOI FinFET structure is

adopted in this chapter for further fluctuation estimation. The device simulation

tasks are conducted using in-house device simulation programs [18, 24].

6.2 Effect of Channel Fin Aspect Ratio

The silicon on insulator (SOI) FinFET is studied owing to its high driving current,

good suppression of SCEs, high transconductance, ideal subthreshold swing, better

control over leakage, and manufacturing compatibility of planar MOSFETs. The

high performance of SOI FinFET is strongly depended on fin aspect ratio (AR).

Devices with multiple channel fin (multi-fin) were fabricated [25, 26]; computer

simulation of electrical characteristics depending upon the channel fin AR of multi-

fin devices will benefit the technology and design of multi-fin structures. A experi-

mentally validated three-dimensional quantum drift-diffusion device simulation

[27–30] coupled with device circuit simulation [30, 31] is simultaneously

conducted to explore the device and digital circuit characteristics of single- and

triple-fin structures with different fin aspect ratios (AR ¼ 2, 1, 0.5). The electrical

Fig. 6.6 Summary of intrinsic-parameter-induced normalized SNM fluctuation and nominal SNM

for different improvement techniques. (a)–(c) Planar 6T-SRAM with (a) CR ¼ 1, (b) raised Vth,

and (c) both raised Vth and doping-profile engineering. (d) 6T-SOI single-fin FinFET SRAM.

(e) Planar 6T-SRAM with CR ¼ 2. (f) Planar 8T-SRAM
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characteristics of the devices are studied in terms of the threshold voltage roll-off,

driving current, transconductance, gate capacitance, and intrinsic gate delay

characteristics. In addition, the static noise margin of the state-of-the-art SRAM

using six triple-fin FETs is investigated to examine the transfer characteristics. The

transient characteristics are also examined through the estimation of the delay time

of the inverter circuit with triple-fin structures.

We first discuss the DC and AC characteristics of the n-type single- and triple-fin

structures. Based on the results of n- and p-type MOSFETs, we examine the transfer

characteristics and SNM of the 16-nm gate single- and triple-fin SRAM circuits. We

further calculate the device capacitance for the analysis of the dynamic behavior of the

CMOS inverter using 16-nm gate single- and triple-fin structures. We notice that the

simulation timeofDCandACcharacteristics of triple fin are 2.5 and5h; the simulation

time of inverter and SRAMwith triple-fin devices are about 8 and 11 h, respectively.

6.2.1 Triple-Fin Devices

Figure 6.7a illustrates the structure of studied 3D triple-fin MOSFETs, where the

MOSFETs are with different AR. The ARs of FinFETs, tri-gate, and quasi-planar

MOSFETs are defined as 2, 1, and 0.5, respectively, as shown in Fig. 6.7b. The

dimensions of three fin shapes and adopted device parameters of n-type MOSFETs

are summarized in Tables 6.2 and 6.3; for p-type MOSFETs, not shown here, we

have similar parameters. Except estimating roll-off characteristics, the cross-

sectional areas of explored fins are fixed at about 128 μm2 for a fair basis, as

shown in Table 6.2. For devices’ gate length starting from 32 nm, all threshold

voltages of the explored transistors are first calibrated to 200 mV in order to

examine Vth roll-off. The similar cross-sectional area and Vth indicate having the

same control volume of the device channel under the same operation condition. The

device transport characteristics are then calculated by solving a set of 3D density-

gradient equations coupled with Poisson equations as well as electron–hole current

continuity equations [27–30] under our parallel computing system [18, 32]. Fig-

ure 6.7c shows that the simulated 6T SRAM and inverter circuit using the 16-nm

gate triple-fin structures are investigated for transfer and transient characteristics.

There is no well-established compact model for 16-nm gate triple-fin structures, so

the dynamic characteristic of the digital circuit is directly estimated using a coupled

device-circuit simulation approach [30, 31]. It is worth noting that the physical

models adopted in the 3D quantum-mechanically corrected device equations were

calibrated with the fabricated and measured samples for the best accuracy [28].

6.2.2 Roll-Off Characteristics

Figure 6.8a, b shows the Vth roll-off for the examined single- and triple-fin n-type

devices with respect to different ARs. The gate length varies from 32 to 16 nm.

The triple-fin FinFET structure with AR ¼ 2 is less sensitive to the gate length
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scaling. The alleviation of Vth roll-off implies that the FinFET possesses the better

channel controllability and resistance to the intrinsic device parameter variations.

Figure 6.9 shows the potential profile of the n-type triple-fin FinFET and quasi-

planar device. According to Coulomb’s law, the FinFET has larger perimeter

between two lateral gates. Therefore, it exhibits a more uniform potential profile

than quasi-planar structure. In addition, the longitudinal electric field within the fin

will increase as the fin height is scaled down; consequently, it degrades the carrier

Fig. 6.7 (a) A schematic and (b) cross-sectional view of the triple-fin structure. Three different

AR of channel fins are studied; they are FinFET (i.e., device with AR ¼ 2), tri-gate (AR ¼ 1), and

quasi-planar (AR ¼ 0.5) MOSFETs, respectively. (c) Inverter and SRAM are used as the tested

digital circuits, where BL and BL0 are bit lines; WL is word line

Table 6.2 The dimension of channel fin height and channel fin width corresponding to three fin

shapes: FinFET (AR ¼ 2), tri-gate (AR ¼ 1), and quasi-planar (AR ¼ 0.5)

AR ¼ Hfin/Wfin ¼ 0.5 AR ¼ Hfin/Wfin ¼ 1 AR ¼ Hfin/Wfin ¼ 2

Hfin (nm) 8 11.3 16

Wfin (nm) 16 11.3 8

Table 6.3 Summary of

device parameters for the

explored n-type MOSFET

Parameter Range

Lg (nm) 16–32

Tox (nm) 1.2

Channel doping (cm�3) 1.48 � 1018

S/D doping (cm�3) ~3 � 1020

Gate work function (eV) ~4.4
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mobility and limits the device saturation current. For output resistance of triple-fin

structures with different ARs, they are not sensitive to gate length scaling compared

with that of single-fin structures, as shown in Fig. 6.10. If the AR of single-fin

structure is smaller than 1, the output resistance is increased rapidly.

Gate Length (nm)
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V
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V
th

 (V
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Fig. 6.8 Plots of Vth roll-off characteristics for the 16-nm gate n-type (a) single-fin and (b) triple-

fin MOSFETs with different fin ARs

Fig. 6.9 Plots of on-state

potential distributions for

FinFET (AR ¼ 2) and

quasi-planar (AR ¼ 0.5),

where the gate length of the

device is 16 nm

Fig. 6.10 Plot of the total

output resistance (Rout)

versus the gate length

with respect to AR
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6.2.3 DC/AC Characteristics

For the considered n-type triple-fin MOSFETs, Fig. 6.11a, b shows the subthreshold

swing and the drain-induced-barrier-lowering (DIBL) of single-fin MOSFETs as a

function of effective fin width [¼2 � Hfin + Wfin]. The DIBL is defined as the

difference in threshold voltage when the drain voltage is increased from 0.05 to 1 V.

From the layout efficiency viewpoint, to design a multiple-gate device with suffi-

ciently suppressed SCEs, the FinFET exhibits the best layout area efficiency and its

better electrostatic integrity. For FinFET structure, the requirement on the height of

the fin to obtain a competitive layout density is achieved; for example, to design a

device with the SS < 70 mV/dec, the layout area of FinFETs is 1.67 and 1.33 times

smaller than those of quasi-planar and tri-gate structures. The FinFET may possess

a better channel controllability, higher driving current, and better layout efficiency

than structures with smaller AR. Figure 6.12a shows the on-state current (Ion, at the
bias condition: VD ¼ VG ¼ 1 V) of the explored 16-nm gate n-type MOSFETs,

whose Vth are calibrated. Equation (6.8) estimates the dependence of Ion on the fin

number and fin geometry:

Ion ¼ n 2Hfin þWfinð Þ � μ � Cox

L
VG � Vthð Þ2, (6.7)

) Ion ¼ n 2 � ARþ 1ð Þ �Wfin � μ � Cox

L
VG � Vthð Þ2, (6.8)

where n is the number of fins, Hfin is the fin height,Wfin is the fin width, as indicated

in Fig. 6.7b; Cox is the capacitance of per unit gate area, L is the gate length, μ is the
mobility, and VG is the gate voltage. The device with a higher AR and more number

of fins possesses a large on-state current. The FinFET structure provides 1.2 and 2.9

times larger Ion than the tri-gate and quasi-planar MOSFETs. Moreover, the triple-

fin FinFETs offer a 2.1 times better driving capability than that with a single-fin

structure. Figure 6.12b shows that the FinFET structure has the maximum transcon-

ductance (gm,max) among these explored structures, especially for the triple-fin

structure. Generally speaking, the triple-fin device with a larger AR results in a

larger on-state current as well as a smaller output resistance of the MOSFET which

is smaller than that of a single-fin device, as shown in Fig. 6.10. Likewise, not

shown here, we also have the simulated p-type MOSFETs. We note that theoreti-

cally, the on-state current obtained from equation is the approximation only in a

gradual channel. It can be used only for qualitative discussion when the problem

was solved using computer simulation. Figure 6.13a plots the gate capacitance (Cg)

of the explored 16-nm gate single- and triple-fin MOSFETs versus different ARs,

where Cg is one of the important indexes for channel controllability. The Cg of

16-nm gate triple-fin MOSFETs is about three times larger than that of single-fin

MOSFETs. It shows that the increase of AR and fin number increases the intrinsic

Cg of MOSFETs. Additionally, compared with the triple-fin quasi-planar structures,

the Cg of the triple-fin FinFETs is increased by a factor of 1.13. Though the large Cg
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of the triple-fin transistor with a large AR can enhance the channel controllability,

the increased Cg impacts the speed of the transistor. The trade-off between Ion and
Cg is very important. Therefore, the intrinsic gate delay of the transistor (τ ¼
CgVDD/Ion) is calculated, as shown in Fig. 6.13b. We find that the intrinsic gate

delay is dominated by Cg, and the single-fin transistor exhibits a smaller delay than

the triple-fin MOSFETs. For example, the intrinsic gate delay of the triple-fin

FinFET is 1.4 times slower than that of the single-fin FinFET structure. The

degraded intrinsic gate delay of the transistor may also impact the cutoff frequency

in high frequency applications.
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Fig. 6.11 Plots of the (a) SS and (b) DIBL for the single-fin MOSFET with the quasi-planar,

tri-gate, and FinFET structures, where the effective fin width (Weff) is calculated by

2 � Hfin + Wfin
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Fig. 6.12 Plots of the (a) on-state current and (b) maximum transconductance for the studied

16-nm gate n-type single- and triple-fin MOSFETs with respect to different ARs
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6.2.4 Characteristics of SRAM and Inverter

The calculated static noise margins of the 6T-SRAM with 16-nm gate single- and

triple-fin FinFETs are shown in Fig. 6.14a, b. Here, the Vth of all 16-nm gate

transistors has been calibrated to 200 mV. Based upon the 3D device simulation

transfer curves, we can obtain SNMs which are numerically calculated by drawing

and mirroring the inverter characteristics and find the maximum possible square

between them [33]. The relation between the device transconductance and SNM of

SRAM could be expressed as [22]

SNM /
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� Inx

gm,pmos

s
� Iax
gm,nmos

, (6.9)
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Fig. 6.13 Plots of the (a) device gate capacitance and (b) intrinsic gate delay for the studied

16-nm gate n-type single- and triple-fin MOSFETs with different AR
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Fig. 6.14 Plots of the SNM of the 6T-SRAM with the 16-nm gate (a) single-fin and (b) triple-fin

transistors, where Vout1 and Vout2 refer to the symbols, where SRAM circuit is as shown in Fig. 6.7c
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where Inx is the saturation drain current of the driver transistor of SRAM and Iax is
the saturation drain current of the access transistor. The large gm of triple-fin

FinFETs enlarges the SNM, as shown in Fig. 6.14b. The 6T-SRAM with 16-nm

gate triple-fin FinFETs has a relatively larger SNM (about 163 mV from the inset of

Fig. 6.14b) than that of single-fin FinFETs. Therefore, for the SRAM circuit, using

a triple-fin FinFET structure is an effective way to improve performance. As

described hereinbefore, the triple-fin FinFET possesses a better channel controlla-

bility, layout efficiency, driving current, and SNM than the transistors with smaller

AR, such as tri-gate and quasi-planar MOSFETs. It is known that the large Ion of
triple-fin FinFETs provides fast charge and discharge capabilities; however, it has

larger intrinsic Cg. From device viewpoint, the τ dominated by larger Cg has a lot of

compensation from Ion, as shown in Fig. 6.13b. Hence, it is important to understand

the impact of structure characteristics with different ARs on inverter behaviors.

Therefore, the inverters with single- and triple-fin structures with different ARs are

explored. Figure 6.15a, b is the high-to-low transition characteristics for single- and

triple-fin inverters with respect to different ARs, in which the transistor’s intrinsic

capacitance is used as the load capacitance (Cload). The solid lines are the output

signal of devices with different fin shapes; the dotted line is the input signal. The

rise time, fall time, and hold time of the input signal are 2 ps, 2 ps, and 30 ps,

respectively. The high-to-low delay time (tHL) is defined as the difference between

the times of the 50 % points of the input and output signals during the falling of the

output signal. The delay times of the studied single- and triple-fin MOSFETs are

summarized in the inset of Figs. 6.15a and 6.15b, respectively. As expected, both

single- and triple-fin FinFET inverters present smallest tHL among different ARs,

and show the benefits of the FinFET structure in both DC and transient

characteristics. Figure 6.16 shows a comparison of the single-fin and triple-fin

FinFETs with AR ¼ 0.5, 1, and 2 in terms of the fan-out of 4 (FO4) inverter

delay. For the single-fin MOSFET, as shown in Fig. 6.16a, delay time decreases

substantially as AR is increased. Increasing the number of fins and AR enhance

Time (s)
30x10-12 33x10-12

V
ou

t (
V

)

0.0

0.3

0.6

0.9

1.2

AR =0.5
AR = 1
AR = 2
VIN

Single-Fin 
Inverter

Time (s)
30x10-12 33x10-12

V
ou

t (
V

)

0.0

0.3

0.6

0.9

1.2

Triple-Fin 
Inverter

Delay time
     (tHL)

AR
tHL
(ps)

0.5 4.8
1 2.2
2 1.9

AR
tHL
(ps)

0.5 2.6
1 1.7
2 1.4

a b

Fig. 6.15 Plots of transient characteristics of (a) single- and (b) triple-fin inverters, where the

extracted rise time, fall time, and hold time of the input signal are 2, 2, and 30 ps, respectively
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driving ability and allow delay time to be further reduced, as shown in Fig. 6.16b.

The delay time of the triple-fin FinFET inverter is about 1.4 times smaller than that

of the single-fin FinFET inverter, for example.

In order to examine the associated delay time of the digital circuit, a load

capacitance (Cload) is further added on the inverter circuits which is composed of

the Cg of the n-type and p-type MOSFETs, as illustrated in Fig. 6.17a, b. For the

increased load capacitance, the required charge and discharge time are increased.

Completely different from Fig. 6.13b, the delay times of the triple-fin inverters are

smaller than those of the single-fin inverters, since the delay time is dominated by the

driving capability of structures. As shown in Fig. 6.17, the solid lines are the inverter

withmerely the intrinsic device gate capacitance; the dashed and dashed-dotted lines

are the inverter with the capacitive load of 1 fF and 10 fF, respectively. The delay

time increases significantly as the load capacitance increases. For the triple-fin

Fig. 6.16 Plots of gate delay for inverters with fan-out of 4 (FO4) using (a) single- and (b) triple-

fin structures
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FinFET inverter with Cload ¼ 10 fF, the delay time approaches 50 ps, which is

30 times larger than that of the inverter only with the intrinsic device gate capaci-

tance. Because the load capacitance dominates the overall capacitive load, the

difference of the device’s intrinsic gate capacitance resulting from the fin structure

becomes negligible. For the triple-fin FinFET inverter with Cload ¼ 10 fF, the delay

time is about two times smaller than that of the single-fin FinFETs. The triple-fin

structure provides a smaller transition delay than that of the single-fin structure due to

the increase of the driving current. In addition, the result shows that the triple-fin

transistor with the FinFET structure exhibits a smallest delay time to benefit the

timing of digital circuits. It is worth noting that the delay time for triple-fin FinFET

inverters increases by a factor of 50, as the load capacitance increases from the

device’s intrinsic capacitance to 10 fF. Nevertheless, the delay time increases

70 times for triple-fin quasi-planar inverters. The increased difference of the delay

time for the quasi-planar structure indicates that the high driving current of the

FinFETmitigates the impact of load capacitance variation frompassive components.

6.3 Channel Fin Aspect Ratio of Triple-Fin Structures

The 22-nm triple gate structure wraps the gate electrode around three sides of tall

and narrow silicon fin [26], which is of particular interest as it combines excellent

SCE immunity with high drivability per unit chip area. The vertical structure

[43, 44] theoretically improves channel control and results in a steeper subthreshold

slope [34] which can provide up to a 10� off-state leakage reduction [26]. Based on

our triple-fin SOI FinFET structure, we explore the electrical characteristics of

16-nm tri-gate MOSFETs with different geometric aspect ratio through the depen-

dence of SCEs of transistors on the device dimensions. To ensure the best accuracy,

the used physical models of the explored device have been carefully calibrated with

experimental data [27, 30, 35–37]. In this section, the electrical characteristics of

the studied 3D devices are estimated, discussed, and compared between the single-

and triple-fin structures with respect to different AR.

6.3.1 Roll-Off Characteristics of Triple-Fin Structure

In order to investigate the fin width impact on channel fin AR of triple-fin structure

characteristics, several major index of transistor performance, such as the Vth roll-

off, the on-state current (Ion), the Ion/Ioff ratio, the subthreshold swing, the maxi-

mum transconductance, the gate capacitance, the intrinsic gate delay (τ), and the

cutoff frequency (FT), are examined comprehensively. For the 16-nm FinFET and

the quasi-planar structures with a similar effective fin width, the potential differ-

ence inside the FinFET’s channel is about 1.5 times smaller than that of quasi-

planar device. The Vth roll-off characteristic for the triple-fin structure is then
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estimated from the different AR’s viewpoint, as shown in Fig. 6.18, in which the fin

width varies from 8 to 16 nm, and the device gate length varies from 16 to 32 nm,

where the Vth is determined exactly by a constant current (1 � 10�7 A) at the

intersecting point of tangent line of ID � VG. For triple-fin quasi-planar with

16-nm-width fin (the dash line with the square open symbols), as the gate length

scales from 32 to 16 nm, the Vth decrease from 0.3 to 0.093 V, as shown in

Fig. 6.18a. And the Vth difference is about 96 %. The Vth of triple-fin tri-gate with

8-nm-width fin decreases from 0.3 to 0.206 V as the gate length scales from 32 to

16 nm. The reduction of Vth is about 45 %. The tri-gate and FinFET exhibit similar

characteristics. The results reveal that the structure with a thinner fin width may

show less Vth roll-off characteristics due to the well gate control of fully depleted

channel. The Vth roll-off differences between the wide width (the case of 16 nm)

and the narrow one (the case of 8 nm) are increased with decreasing AR, which

indicates the requirement of narrow width structure for MOSFETs with small AR

design. However, we would like to mention that for devices with narrow width, the

narrow-width effect will be enhanced and introduce another source of fluctuation in

the threshold voltage. Besides the fin-width effect, for FinFETs and tri-gate

MOSFETs with 16-nm-width fin (the dash line with the solid triangles and the

dash-dot line with the solid triangles), as shown in Fig. 6.18b, c. The Vth differences

are about 60 % and 65 %, respectively. Comparing triple-fin structures with

Fig. 6.18 Plots of the Vth roll-off for the triple-fin (a) quasi-planar, (b) tri-gate, and (c) FinFET

structures
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different aspect ratio, the FinFET structure possesses a smallest Vth variation. The

Ion (VG ¼ 1 V and VD ¼ 1 V), the on/off current ratio (VG ¼ 0 V and VD ¼ 1 V),

and the SS ¼ d[log(ID)]/dVG of the explored devices are then investigated, shown

in Figs. 6.19, 6.20, and 6.21, respectively, where the structures with a thick fin

width exhibit a larger on-state current due to the decrease of channel resistance. The

on-state current of the 16-nm-fin width MOSFET is about two times larger than that

of the 8-nm-fin width device. The relation between driving current and AR could be

estimated by (6.8). The device with a higher aspect ratio may have a larger on-state

current. The conducted I–V curve simulation also verifies (6.8), where FinFET has a

higher on-state current. Though the increase of transistor’s fin width may enhance

the driving capability, the wider fin width of transistors also may loss the channel

controllability and then degrades the device performance, as shown in Figs. 6.20

and 6.21. The on/off current ratio and the SS for the wide transistors are degraded

significantly, which forms a trade-off with driving capability and should be

designed carefully. Moreover, for structures with 16-nm-gate length and 8-nm-fin

width, the on-state currents of the FinFET is about 1.65 and 2.24 times larger than

those of tri-gate and quasi-planar structures, respectively, as shown in Fig. 6.19. As

shown in Fig. 6.20, the triple-fin FinFET with 16-nm-gate-length and 8-nm-fin

width shows a larger ratio of the on/off current, which is about 1.94 and 4.43 times

larger than those of tri-gate and quasi-planar structures. As for the SS

Fig. 6.19 Plots of the on-state current versus the gate length for the triple-fin (a) quasi-planar, (b)

tri-gate, and (c) FinFET structures
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characteristics, the triple-fin FinFET shows 1.73 and 2.5 times smaller than those of

tri-gate and quasi-planar devices, as shown in Fig. 6.21. Figure 6.22 shows the

gm ¼ ∂ ID/∂ VG of the explored devices which increases as the gate length scales

and the increasing driving current. The thinner device exhibits a smaller gm due to

the smaller driving current. For devices with different AR, the gm of triple-fin

FinFET of 16-nm-gate-length and 8-nm-fin width shows 1.36 and 2.28 times larger

than those of tri-gate and quasi-planar structures, as depicted in Fig. 6.22, according

to the estimation of (6.8).

6.3.2 AC Characteristics of Triple-Fin Structure

The Cg is another important index for device characteristics. Figure 6.23 shows the

Cg for the explored triple-fin structures, where the Cg with thicker fin width is larger

than that of thinner fin width due to having more induced charges inside the channel

region. The Cg of 16-nm-fin width structure is about two times larger than 8-nm-fin

width one. For structures with different AR, the FinFETs possess the largest Cg,

where the Cg of triple-fin FinFET is about 1.53 and 2.07 times larger than those of

tri-gate and quasi-planar structures. The intrinsic gate delay and the cutoff

Fig. 6.20 Plots of ratio of Ion/Ioff versus the gate length for the triple-fin (a) quasi-planar, (b)

tri-gate, and (c) FinFET structures
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frequency characteristics are further investigated, as shown in Figs. 6.24 and 6.25,

to explore the effect of geometry aspect ratio on the 16-nm MOSFETs’ AC

characteristics. The definition of intrinsic gate delay is: τ ¼ CgVDD/Ion and the

cutoff frequency FT ¼ gm/2πCg. As the gate length scales, the device intrinsic gate

delay is decreased due to the smaller Cg and the larger on-state current. Similarly,

the cutoff frequency is increased due to smaller Cg and the larger gm. Since the

delay time and the cutoff frequency are dependent on the driving current and Cg, as

the device-fin-width decreases, the delay time is increased and the cutoff frequency

is decreased due to the significant decrease of driving current and gm, as shown in

Figs. 6.19 and 6.22. Comparing the structures with different AR, the FinFET

exhibits a smaller delay time and higher cutoff frequency than those of tri-gate

and quasi-planar structures because of its better driving capability. For devices with

16-nm-gate-length and 8-nm-fin width, the intrinsic gate delay of FinFET is 1.04

and 1.17 times smaller than those of tri-gate and quasi-planar structures, respec-

tively. As for the cutoff frequency, the FinFET is 1.05 and 1.11 times larger than

tri-gate and quasi-planar structures, respectively. However, we have to notice that

in design of triple-fin structures, although the device with narrower channel width

exhibits an even smaller Vth fluctuation because of the more uniform potential

Fig. 6.21 Plots of ratio of SS versus the gate length for the triple-fin (a) quasi-planar, (b) tri-gate,

and (c) FinFET structures
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distribution inside the device channel, the worse driving capability may degrade the

intrinsic gate delay and cutoff frequency of MOSFETs. Moreover, the narrow-

width effect will be enhanced and introduce another source of fluctuation in Vth.

6.4 Characteristic Fluctuation of FinFET Devices

From the studies above, we know the triple-fin FinFET shows the best performance

than tri-gate and quasi-planar FETs. We now study the electrical characteristic

fluctuation of FinFET devices induced by random sources. In this section, a coupled

device-circuit simulation [37, 39–42] is performed to study the device and circuit

characteristics of single- and triple-fin devices with different fin shapes (FinFET,

tri-gate, and quasi-planar MOSFETs). The estimated electrical characteristics

include threshold voltage, gate capacitance, delay time of the inverter, and static

noise margin of a six-transistor static random access memory. Random-dopant-

induced fluctuations in the aforementioned characteristics are further discussed

with respect to the different ARs. The results of this study indicate that the

structures with triple fins and a large AR may exhibit excellent characteristics

Fig. 6.22 Plot of ratio of transconductance versus the gate length for the triple-fin (a) quasi-

planar, (b) tri-gate, and (c) FinFET structures
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and fluctuation suppression. The accuracy of the three-dimensional quantum

mechanically corrected drift-diffusion device simulation performed was experi-

mentally verified [37].

6.4.1 Process Variation Effect

Figure 6.26a, b shows the gate-length-variation-induced Vth deviation (ΔVth) for the

single- and triple-fin structures with respect to different AR. The Vth deviation is

defined as the difference ofVth between the nominal case (i.e., the 16-nm-gate length)

and process variation altered cases (they could be 14.5-nm- or 17.5-nm-gate length),

as shown in the inset of Fig. 6.26a. The results show that the Vth deviation of the

triple-fin structure is significantly smaller than that of single-fin one. For example,

theVth variations of FinFET are 1.42 and 1.78 times smaller than those of tri-gate and

quasi-planar FETs due to having larger gate capacitance. For FinFET structure, the

Vth variations of triple-fin FinFET are much smaller than those of single-fin one, in

which the three sigma of the gate-length-variation including the line-edge-roughness

and the gate-length-deviation is about 1.5 nm according to the International Tech-

nology Roadmap for Semiconductors (ITRS) [38]. The normalized Vth variation for

Fig. 6.23 Plots of gate capacitance versus the gate length for the triple-fin (a) quasi-planar, (b)

tri-gate, and (c) FinFET structures
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the single- and triple-fin FETs is summarized in Table 6.4, where the normalized Vth

variation is defined as the difference of Vth between the 14.5-nm- and the 17.5-nm-

gate FETs. From the results of Fig. 6.9, the FinFET can possess the smallest Vth

variations among the explored devices due to a more uniform potential distribution

and well channel controllability.

6.4.2 Random Dopant Fluctuation in Digital Circuits

As aforementioned, the FinFETs exhibits excellent channel controllability and high

resistance to intrinsic parameter variations. The random dopant-induced fluctuation

will be investigated in this section. For example, the method to generate random

dopant in triple-fin FinFET is presented. A total of 375 dopants are randomly

generated in a 80 � 40 � 80 nm3 cube, yielding an equivalent doping concentra-

tion of 1.48 � 1018 cm�3, as shown in Fig. 6.27a. The 80 � 40 � 80 nm3 cube is

then partitioned into 125 subcubes of 16 � 8 � 16 nm3. The number of dopants in

the subcubes varies from zero to nine with an average of three. The 125 subcubes

Fig. 6.24 Plots of τ versus the gate length for the triple-fin (a) quasi-planar, (b) tri-gate, and (c)

FinFET structures
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are equivalently mapped into the channel region to simulate the sensitivity of the

device to the position and number of dopants, where the distribution of each fin of

triple-FinFET is independently shown in Fig. 6.27b. Similarly, the 125 subcubes of

11.3 � 11.3 � 16 and 8 � 16 � 16 nm3 are mapped into the channel region for

Fig. 6.25 Plots of frequency FT versus the gate length for the triple-fin (a) quasi-planar, (b)

tri-gate, and (c) FinFET structures

Fig. 6.26 Plots of threshold voltage deviation of (a) single-fin and (b) triple-fin MOSFETs with

the 14.5-nm- and the 17.5-nm-gate length FinFET, tri-gate, and quasi-planar structures, where the

Vth deviation is defined as the Vth difference between the nominal Vth (it is 150 mV for the 16-nm-

gate length) and Vth for the 14.5-nm- or 17.5-nm-gate length
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the tri-gate (AR ¼ 1) and the quasi-planar (AR ¼ 0.5) structures. Figures 6.15a

and 6.15b, respectively, show plots of the high-to-low transition characteristics of

both single- and triple-fin inverters at various ARs, with a power supply voltage of

1 V. The three solid lines represent the output signals of the devices with different

fin structures and the dotted line represents the input signal. The high-to-low delay

time (tHL) is defined as the time difference between 50 % points of the input and

output signals during the falling of the output signals. The insets in Figs. 6.15a and

6.15b, respectively, show plots of the high-to-low delay times (tHL) of the studied
single- and triple-fin structures, which are affected by the shape of the fins.

Table 6.4 Summary of normalized Vth variation for single- and triple-fin quasi-planar, tri-gate,

and FinFET structures, where the Vth variation is defined as the difference of Vth between the 14.5-

nm- and 17.5-nm-gate lengths, and the Vth variation is then normalized with respect to the nominal

Vth of 150 mV

AR ¼ 0.5 AR ¼ 1 AR ¼ 2

Normalized Vth variation of single-fin structure 33.3 % 26.7 % 18.7 %

Normalized Vth variation of triple-fin structure 27.3 % 20.0 % 11.3 %
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Fig. 6.27 (a) Illustration of the generated discrete models of FinFET, which follow a Gaussian

distribution and range from 0 to 9, with an average of value 3, then mapped into channel region. (b)

Plot of distribution of random dopant for each channel region of triple-fin FinFET
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As expected, both single- and triple-fin FinFET inverters have the smallest tHL for

various ARs, indicating the advantages afforded by FinFET in terms of both DC

and dynamic characteristics. Although the gate capacitance of the triple-fin struc-

ture is larger than that of the single-fin structure, it provides a smaller transition

delay because the increase in drive current is larger. Figure 6.28 shows the random-

dopant-induced threshold voltage fluctuation (σVth), and the gate capacitance

fluctuation (σCg) of the studied triple-fin structures. σVth is derived as

σVth ¼ q

Cox

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
NaWdm

3LW

r
, (6.10)

where Wdm denotes the maximum depletion width, Na denotes the background

doping concentration, L and W are the gate length and width, respectively, and Cox

is the oxide capacitance.

Because σVth is proportional to depletion width, the Vth of p-type MOSFET is

lower than that of n-type MOSFET because the depletion depth is small. The σVth

values of n- and p-type FinFETs are 1.5 and 1.9 times, respectively, smaller than that

of quasi-planar structures, as shown in Fig. 6.28a, suggesting that, for the same

channel volume, FinFET has a more uniform surface potential. The σCg of triple-fin

FinFETs is slightly higher than triple-fin tri-gate and quasi-planar MOSFETs

because its gate area is larger, as shown in Fig. 6.28b; the inset in Fig. 6.28b

shows a plot of the normalized on-state current fluctuation (σIon/Ion � 100 %).

Although the σCg of the triple-fin FinFETs is slightly higher than triple-fin tri-gate

and quasi-planar MOSFETs, the large on-state current reduces the στ of triple-fin
FinFETs, as shown in Fig. 6.29a. Figure 6.29b shows the σtHL and σtLH of triple-fin

device inverters. σtHL and σtLH are dominated by n-type MOSFET and p-type

MOSFET, respectively. Thus, σtHL exceeds σtLH because n-type MOSFETs have

a large σVth. Figure 6.14b shows a plot of the SNM of the triple-fin device SRAM

cells, where cell ratio and pull-up ratio are assumed to be unity in this determination.
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Fig. 6.28 (a) σVth and (b) σCg induced by random dopants versus AR for the triple-fin structure.

The two insets show the summarized σVth and normalized on-state current fluctuation (¼ σIon/
Ion � 100 %)
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The relation between the device transconductance and SNM of SRAM could be

expressed as (6.9). The calculated transconductances for AR ¼ 0.5, 1, and 2 are

0.0284, 0.0536, and 0.0752 mA/V, respectively. Consequently, among the explored

three structures, FinFET has the largest SNM owing to having the largest transcon-

ductance, as shown in Fig. 6.30a. Figure 6.30b shows the random-dopant-induced

SNM fluctuation (σSNM) of the triple-fin device SRAM cells. Triple-fin FinFETs

have the smallest σSNM because they have the smallest σVth. The table in the inset of

Fig. 6.30b shows the normalized σSNM.

6.4.3 Intrinsic Parameter Fluctuation in Current
Mirror Circuit

Figure 6.31a shows the structure of studied 3D transistors with different AR of

channel fin, where the gate oxide is 1.2 nm and the channel doping concentration is

1.48 � 1018 cm�3. The definition of fin shape is the ratio of fin height and fin width
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Fig. 6.31 (a) Schematic diagram of transistor with different AR. (b) Three fin types: quasi-planar

(AR ¼ 0.5), tri-gate (AR ¼ 1), and FinFET (AR ¼ 2). Variation sources of metal/high-κ gate

stack COMS: (c) process variation effect (PVE), (d) oxide thickness fluctuation (OTF), (e) work-
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and p-type current mirrors of analog circuit with the variation sources which induced current (IREF/
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which are FinFETs (AR ¼ 2), tri-gate (AR ¼ 1), and quasi-planar (AR ¼ 0.5)

FETs, as shown in Fig. 6.31b, respectively. The different AR of fin reflects the

different charge-control-capability and affects design of FETs with vertical

channels. To estimate the PVE (Fig. 6.31c) and OTF (Fig. 6.31d), the variation is

Gaussian distribution. To investigate the WKF (Fig. 6.31e) of explored current

mirror (Fig. 6.31g) with different fin shape transistor, we consider the metal grain

size and device gate area using a statistical-sound Monte Carlo approach based on

metal property. According to different AR of fin, the cube is partitioned into

125 sub-cubes which are then equivalently mapped into the 3D device channel

region for fluctuation analysis. For example, we take FinFET fin shape transistor;

the number of dopants inside the channel is ranged from 0 to 9, as shown in

Fig. 6.31f, where the volume of channel fin is 16 � 8 � 16 (nm)3. The analysis

of fluctuation induced by OTF, PVE, WKF, and RDF in current mirror circuit is

presented. And, the simulation results are compared under different AR of fin.

According to our previous work [3], the FinFET fin shape offers better performance

due to having larger driving current and more uniform potential in channel. In order

to explain the effect of gate oxide thickness on the performance of n- and p-type

current mirror, the computed variations of IOUT and IREF are plotted as shown in

Fig. 6.32a, b. The results show that the current mismatch of n-type current mirror is

larger than that of p-type due to higher mobility of electron. It is known that the

current mismatch can be decreased by increasing the AR. As the gate length

deviation is considered, the current mismatch of n-type current mirror is slightly

larger fluctuation than that of p-type, as shown in Fig. 6.33a, b.

Compared with OTF, the PVE-induced current mismatch is larger due to larger

fluctuation source. Due to being comparable with the grain size of the metal gate

electrode, WKF effects on device characteristic are interesting studies for device.

The gate material is TiN in n-type current mirror, whose grain orientations are

Normalized IREF

0.97 0.98 0.99 1.00 1.01 1.02 1.03

N
or

m
al

iz
ed

 I O
U

T

0.97

0.98

0.99

1.00

1.01

1.02

1.03
N-type AR = 0.5
N-type AR = 1
N-type AR = 2   

Normalized IREF

0.97 0.98 0.99 1.00 1.01 1.02 1.03
0.97

0.98

0.99

1.00

1.01

1.02

1.03
P-type AR = 0.5
P-type AR = 1
P-type AR = 2   

a b

Fig. 6.32 (a) The plot of normalized IOUT versus IREF in (a) n-type and (b) p-type current mirror

with AR ¼ 0.5, 1, and 2, respectively, where the fluctuation is induced by oxide thickness. The

green, red, and black solid circles indicate device with various ARs, respectively
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<200> and <111> and the associated work functions are 4.6 eV and 4.4 eV,

respectively. The possibility of grain orientations for <200> and <110> are 60 %

and 40 %, respectively, as shown in the table of Fig. 6.31e. Similarly, the probabil-

ity of grain orientations and associated work function is summarized in the table.

Figure 6.34a, b shows that the work-function fluctuation resulting in current

mismatch in p-type current mirror is quite larger than that in n-type one due to

larger deviation of grain size and work function. There are 758 dopants are first

randomly generated in a cube of side 80 nm, in which the equivalent doping

concentration is 1.48 � 1018 cm�3, as shown in Fig. 6.31a. The random dopant

effect in the 16-nm-gate CMOS circuits is significant. The 378 dopants in

80 � 40 � 80 (nm)3 cube is partitioned into 16 � 8 � 16 (nm)3 sub-cubes and
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Fig. 6.34 The plot of normalized IOUT versus IREF in (a) n-type and (b) p-type current mirror with

AR ¼ 0.5, 1, and 2, respectively, where the fluctuation is induced by work-function fluctuation
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Fig. 6.33 The plot of normalized IOUT versus IREF in (a) n-type and (b) p-type current mirror with

AR ¼ 0.5, 1, and 2, respectively, where the fluctuation is induced by process variation effect
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then equivalently mapped into the channel region of the device channel for current

mirror circuit, as show in Fig. 6.31f. The results show that the RDF dominates

current mismatch in n-type current mirror and is reduced by increasing AR, as

shown in Fig. 6.35. All the results are summarized in Fig. 6.36, where the current

factor is calculated by (|IREF/Inominal|
2 + |IOUT/Inominal|

2)0.5/2.

6.5 Conclusions

In this chapter, a coupled device-circuit simulation has been performed to study the

device and circuit characteristics of single- and triple-fin devices with different

shapes of fins (FinFET, tri-gate, and quasi-planar MOSFETs). The accuracy of the

three-dimensional quantum-mechanically corrected drift-diffusion device simulation
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Fig. 6.36 The summary of

current mismatch induced

by OTV, PVE, WKF, and

RDF in n-type and p-type

current mirror circuit with

various ARs
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Fig. 6.35 The plot of normalized IOUT versus IREF in (a) n-type and (b) p-type current mirror with

AR ¼ 0.5, 1, and 2, respectively, where the fluctuation is induced by random dopant fluctuation
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performed was experimentally verified. The estimated electrical characteristics

include threshold voltage, gate capacitance, the delay time of the inverter, and the

static noise margin of a 6T SRAM. The results of this study indicate that the triple-fin

FinFET (AR ¼ 2) has better channel controllability than the triple-fin tri-gate

(AR ¼ 1) and triple-fin quasi-planar (AR ¼ 0.5) FETs. A six-transistor static ran-

dom access memory using triple-fin FinFETs also provides the largest static noise

margin because it supports the highest transconductance in FinFETs. Although

FinFETs have a large effective fin width and driving current, their large gate capaci-

tance limits gate delay. The transient characteristics of an inverter with triple-fin

transistors have further been examined and compared with those of an inverter with

single-fin transistors. The triple-fin inverter has a shorter delay because it is

dominated by the driving current of the transistor. With respect to random-dopant-

induced fluctuations, the triple-fin FinFET suppresses not only the surface potential

but also its variation because it has a more uniform surface potential than the triple-fin

tri-gate and quasi-planar FET, and so the effects of random dopants on the circuits are

attenuated. In summary, the triple-fin structure has relatively smaller Rout, SS, DIBL,

tHL, and larger Ion, gm, SNM, compared with single-fin structures, especially for

FinFET structure. And for 8 nmWfin FinFET, it has larger Ion/Ioff and smaller SS and

Cg, compared with that of thickerWfin. Therefore, the Ion and gm of triple-fin structure

can be enhanced by thinner fin design. The characteristics of current mirror circuit

with different fin shape have been explored. For 16-nm-gate n- and p-type current

mirror, the fluctuations dominated by RDF and WKF are successfully suppressed by

increasing the AR, respectively.
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Chapter 7

Variability in Nanoscale FinFET

Technologies

Greg Leung and Chi On Chui

Abstract Stochastic process variability is a major obstacle to scaling field-effect

transistor (FET) dimensions toward the nanometer regime. The impacts of line edge

roughness (LER), random dopant fluctuation (RDF), oxide thickness fluctuation

(OTF), and work function variation (WFV) can significantly affect the performance

of individual transistors through random variations in device metrics such as

threshold voltage (VT), on-state drive current (Ion), off-state leakage current (Ioff),
subthreshold swing (SS), and drain-induced barrier lowering (DIBL). In this chap-

ter, we provide an introductory overview to process variability in modern fabrica-

tion and investigate in detail how LER and RDF affect inversion-mode (IM) and

junctionless (JL) FinFET performance variability for sub-32nm technology nodes.

The insights gained in this study will enable us to understand how different

variability mechanisms affect the fundamental operation of IM- and JL-FinFETs,

and also allow us to evaluate the viability of JL versus IM technology to meet future

design challenges in the nanoscale era.

7.1 Introduction

Continued scaling of modern field-effect transistor (FET) dimensions from 10 μm
feature sizes in 1970 to 22nm in 2012 has fueled the exponential growth of the

semiconductor industry over the past four decades. A reduction in transistor size
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increases device density, enables faster switching speeds, and reduces energy

consumption for the same wafer cost and is the primary motivator for technology

scaling. As individual devices are shrunk toward the nanometer regime and beyond,

however, the impact of random processing variations becomes more and more

significant to the point where device variability now plays a major obstacle to

further scaling. The reason for this is that processing variations typically do not

scale at the same rate as feature sizes do, so that any random fluctuations in

transistor size/shape/composition comprise a larger fraction of the original design.

Since most fluctuations are typically random in nature, a circuit designer will not be

able to predict the exact performance of any given device within the circuit, and

he/she will have to make larger allowances in the design margin to account for these

variations, especially at finer technologies. Thus, proper assessment of variability

effects in deeply scaled technologies will play a critical role in determining whether

the demands of future generations can be met using current state-of-the-art FET

designs and fabrication tools.

The effects of process variability have been studied extensively for planar metal-

oxide-semiconductor field-effect transistors (MOSFETs), but only recently have

variability effects been investigated for nonplanar devices such as multi-gate Fin

field-effect transistors (FinFETs). These sources of variability can be manifested in

the forms of line edge roughness (LER), random dopant fluctuation (RDF), oxide
thickness fluctuation (OTF), work function variation (WFV), and others. Due to the

shared process flows between traditional complementary metal-oxide-semiconduc-

tor (CMOS) technology and FinFET technology, FinFETs are expected to be

susceptible to the same forms of variability as planar FETs, albeit with some

differences which are related to the specific structure and design of nonplanar

FinFETs. Moreover, some types of FinFETs may inherently be more vulnerable

to LER, RDF, etc. than other types (again, depending on the device design)—this

will be explored later in the chapter when we compare inversion-mode (IM) and

junctionless (JL) FinFETs.

In this chapter, we will explore the effects of process variations on the variability

of nanoscale FinFETs implemented in IM and JL varieties. In Sect. 7.2, we provide

an introduction to some of the most common process variability mechanisms

encountered today, including LER, RDF, OTV, and WFV, and explain their

physical origins and various modeling approaches for use in statistical variability

studies. In Sect. 7.3, we specifically investigate the impacts of LER and RDF in

sub-32nm FinFET technologies (both IM- and JL-based) using technology

computer-aided design (TCAD) simulations in order to understand and assess the

vulnerability of these different FinFET technologies to random processing varia-

tions. Finally, we summarize our main conclusions regarding the significance that

process and device variability effects can have in determining the feasibility of

pursuing FinFET technology in the nanoscale era.
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7.2 Process Variability Mechanisms

7.2.1 Line Edge Roughness

When a printed feature contains sidewalls that are not perfectly smooth after the

fabrication process, it is said to exhibit line edge roughness or LER. An example of

this is illustrated in Fig. 7.1 for two different types of photoresist. Today, LER is

one of the most prevalent forms of process variation and is a major concern for

device designers because it directly alters the size and shape of important active

regions, such as the metallurgical gate length Lg and transistor width W in planar

transistors. In nonplanar transistors, LER can also result in random fluctuation of

the body thickness, which can result in a significant contribution to total device

variability in deeply scaled technologies.

7.2.1.1 Origins of LER

While there are many factors that can contribute to LER, the primary origins can be

traced back to the lithography and etching processes during fabrication. During the

lithography process, factors such as exposure contrast, shot noise, mask roughness,

and resist material properties can directly affect the quality of resist patterns.

Fig. 7.1 (Top) Atomic force microscope and (bottom) scanning electron microscope images of (a)

ZEP-520 and (b) SAL-601 resist patterns exhibiting LER along the sidewalls [1]. Copyright ©
1998 American Vacuum Society
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During the etching process, edge roughness on the resist sidewalls is partially

transferred to the etched feature, and the etching process may induce additional

roughness from random kinetics of the etching chemistry. In this section, we will

briefly review and discuss some of these factors.

In real world exposure systems, even unexposed photoresist areas receive a finite

exposure dose resulting from optical diffraction effects, thereby reducing the aerial

image contrast (AIC < 100%). Shin et al. [2] investigated the correlation between

AIC and LER produced by X-ray, extreme ultraviolet (EUV), and e-beam exposure

on UV6 and poly(methyl methacrylate) (PMMA) photoresists, and determined that

AIC values below 50% resulted in progressively higher LER. Above 50% AIC,

however, there was no significant correlation between AIC and LER. Sanchez

et al. [3] performed interferometric lithography on a variety of resists and reached

a similar conclusion that higher AIC resulted in lower LER. They also observed that

material properties of the resist such as polymer weight had influenced the depen-

dence of LER on AIC, with heavier resists producing even worse LER in the

presence of low AIC.

Shot noise has also been identified as a possible mechanism for LER when the

exposure dose is sufficiently low, in which statistical fluctuations of electron or

photon arrival rate can cause dosing variations along the feature profile. Leunissen

et al. [4] simulated shot noise effects in e-beam exposure on chemically amplified

resists and showed that the 3-sigma LER amplitude rises at low exposure doses

(<1,000 μC/cm2) and remains constant at higher doses, such that resist material

properties became the dominant factor.

Roughness or defects in masks can be directly transferred to photoresist layers

during exposure and may also be a source of LER. Reynolds and Taylor [5]

investigated the amount of LER produced in chemically amplified resists using

X-ray exposure masks with various amounts of sidewall roughness. They indeed

saw that rougher masks produced line patterns with higher LER (up to several nm

root-mean-square) compared to reference masks.

Resist material properties such as polymer weight/size, aggregate formation, and

photoacid diffusion play a critical role in the overall LER of resist patterns. The

discretization of resist polymers into chains of repeating monomer blocks becomes

significant as LER requirements approach the dimensions (1–2nm) of the mono-

mers themselves. Therefore, using polymers with reduced molecular size and/or

weight should reduce the LER effect from the finite resolution of discrete monomer

elements. Patsis et al. [6] used simulations based on a fast 2D/3D dissolution

algorithm to show that smaller polymer weight and size led to reduced LER in

resist patterns. Namatsu et al. [1] pointed to an “aggregate extraction model” as the

main cause of LER in resist patterns, in which large (20–30nm) entangled polymer

chains (aggregates) are not fully deprotected upon exposure and cannot be removed

during development. These large aggregates remain along the edge profiles

resulting in LER in the form of rolling bumps and valleys as shown in Fig. 7.2;

only until the surrounding resist matrix is dissolved can the aggregates then be

“extracted” or removed.
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Additionally, the effects of photoacid diffusion in chemically amplified resists

during postexposure baking (PEB) has also been studied by Yoshizawa and Moriya

[7]. In a chemically amplified resist, photon or e-beam exposure stimulates the

release of photoacids from photoacid generators (PAGs) which diffuse and cata-

lytically deprotect nearby resist molecules. They found that enhanced acid diffusion

had two competing effects: one is a smoothing effect which reduces LER by

averaging out the acid concentration along exposed/unexposed edges, and the

other is a loss in aerial image quality which increases LER and degrades critical

dimension control.

Until recently, there has been less attention on the etching process as a major

source of LER despite the fact that the roughness on the final etched layer—

typically a polysilicon gate line—is what dictates the overall device performance

and matching quality. Namatsu et al. [1] showed that roughness profiles on the

photoresist mask layer generally do transfer to the underlying etched layer in

anisotropic etching systems such as reactive ion etching (RIE), although some

attenuation in the amount of LER in the final etched layer may occur when

compared to the parent resist layer.

When high energy reactive ions and neutrals impinge on a surface to be etched,

morphological changes can take place resulting in surface and sidewall roughness

due to random collision events. Etched sidewalls tend to exhibit striations along the

vertical direction in which reactive species are accelerated, resulting in anisotropic

roughness along the feature sidewalls. Wet etching, on the other hand, produces

isotropic roughness typified by a globular morphology along the sidewalls.

Fig. 7.2 (Left) Schematic illustrations of the polymer “aggregate extraction model” leading to

LER in positive and negative tone resists. (Right) AFM images showing LER on resist sidewalls

after electron beam exposure and development [1]. Copyright © 1998 American Vacuum

Society
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Yahata et al. [8] used atomic force microscopy (AFM) to characterize sidewall

roughness on silicon trenches etched by RIE and observed the presence of these

vertical striations. They also noted the correlation between roughness in the resist

pattern and the final roughness of the trenches after RIE; rougher resists produced

rougher features after etching.

7.2.1.2 Modeling LER

LER is a stochastic (random) process, and hence, requires a statistical description. It

is typically characterized by a root-mean-square (RMS) amplitude σLER, a correla-
tion length λ, and a characteristic power spectrum shape (e.g., Gaussian, exponen-

tial, or other). In almost all cases, the most important LER metric is σLER since it

describes how large or small the roughness magnitude is. Typical values for σLER
are on the order of a few nanometers, with smaller values being better. When

discussing LER magnitude, some authors will refer to LER by its 3-sigma value

rather than its 1-sigma value; however, this is not a universally adopted convention.

In this chapter, we will always refer to LER amplitude by its 1-sigma RMS value

(i.e., σLER) unless otherwise stated.
At this point, it is important to distinguish between line edge roughness (LER)

and line width roughness (LWR): when LER exists along both sidewalls of a printed

line, the fluctuation of both line edges results in a net fluctuation of the printed line

width or critical dimension (CD), as depicted in Fig. 7.3.

Assuming the same amount of LER on both sides of a line pattern, the magni-

tudes of LER and LWR will be related by

σLWR ¼
ffiffiffi
2

p
σLER 1� ρXð Þ, (7.1)

where ρX is the cross-correlation coefficient and ranges between 0 (completely

uncorrelated) and 1 (completely correlated). Thus, if ρX ¼ 1, then σLWR ¼ 0 even

if σLER 6¼ 0. This can be achieved using spacer lithography in which sacrificial

spacers having correlated sidewall features are used as etch masks rather than

standard photoresist as used in resist lithography.

As device dimensions shrink to smaller scales, the LER magnitude must reduce

in proportion to ensure that the resulting amount of device variability is kept under

control. However, this is not an easy task. The 2011 International Technology

Roadmap for Semiconductors (ITRS) [9] calls for 3σLWR � 2.5nm for 32nm

technology (Year 2012), which equates to an aggressive σLER < 0.6nm assuming

standard resist patterning. Keeping σLER to such sufficiently low values represents

one of the major challenges of scaling state-of-the-art front-end processes.

While σLER simply describes how large in magnitude the roughness is, the

correlation length λ and power spectrum shape essentially describe how “wavy”

or “jagged” the roughness is. More specifically, these metrics tell us how the

roughness is distributed in spatial frequency when LER is modeled in analytical
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form via its autocorrelation function (ACF). LER profiles modeled after a Gaussian

ACF are predominantly composed of low frequency roughness, while those

modeled after an exponential ACF possess more high frequency components, as

shown in Fig. 7.4a. Examples of LER patterns from a Gaussian ACF with different

λ are shown in Fig. 7.4b, with longer correlation lengths corresponding to slow-

varying LER and shorter correlation lengths leading to abruptly varying LER.

Typical values of λ are on the order of tens of nanometers, usually between

10 and 50nm depending on processing.

Δx1

LERa b LWR

W1

W2

Δx2

Fig. 7.3 Definition of LER and LWR in a line pattern. (a) LER is the deviation of the actual edge

position (solid line) from the mean or ideal edge position (dotted line). (b) LWR is the deviation of

the line width along the length of the line pattern. Note that a rough line structure can have both a

nonzero LER and zero LWR, simultaneously
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Fig. 7.4 (a) Representative Gaussian and exponential LER patterns with σLER ¼ 1nm and

λ ¼ 15. (b) Comparison of Gaussian LER patterns with σLER ¼ 1nm and λ ¼ 5, 10, 15nm
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LER patterns can be experimentally characterized using metrology tools such as

CD-SEM or AFM wherein the positions of a line edge are measured at regular

intervals and automated software is used to calculate σLER and λ from the measured

ACF. From that point, a simple Gaussian or exponential model for the ACF may be

fitted to represent the measured LER characteristics for use in subsequent process

and device modeling.

Once a suitable LER model is constructed with the appropriate σLER, λ, and
ACF, random representations of the LER can be generated using the method of

“Fourier synthesis” proposed by Asenov et al. [10] and used in device simulations.

In this approach, random phases are applied to each frequency component of the

power spectrum (obtained by Fourier transforming the ACF), and upon taking the

inverse Fourier transform of the spectrum, random instances of LER corresponding

to the desired σLER and λ are obtained which can then be incorporated into

simulated device structures in a statistical ensemble study. Theoretically, any

form of LER can be modeled this way, including gate LER and fin or body LER

in nonplanar FETs. As such, this modeling approach is very flexible and has been

adopted by many research groups for LER simulation studies, including bulk

MOSFETs and FinFETs.

A simpler approach [11] which is computationally faster, but less physically

rigorous, has been used to study gate LER effects in bulk MOSFETs and is based on

the idea of “gate slicing” (Fig. 7.5). In this approach, the channel of a planar

MOSFET is divided into thin slices across the transistor width W, with each slice

having a width of ΔW such that ΔW � λ and W. The gate length in each slice is

randomly chosen from a Gaussian distribution and the total MOSFET current is

calculated as the sum of the currents contributed from each individual slice. A key

assumption is that current flow is strictly parallel to each slice and no transverse

ΔW

L
L

…

L

L

g,1

g,2

g,3

g,N

Fig. 7.5 Modeling of gate LER using a 2D channel “slicing” approach. Each segment has a

characteristic width ΔW chosen to be smaller than λ. The gate length Lg,1, Lg,2, Lg,3, . . . Lg,N is

constant within each of N segment but varies from segment to segment. The total channel current is

given by the sum of all N segments
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current exists. This assumption only holds if σLER � Lg and the roughness is not

too spatially abrupt (i.e., λ � σLER), otherwise the current flow may show a

sizeable perpendicular component.

7.2.2 Random Dopant Fluctuation

Random dopant fluctuation or RDF represents the statistically random probability

of impurity ions (dopants) occupying certain atomic sites within a crystal lattice.

Both the number and the position of dopants can vary in a semiconductor region,

and these can have major implications in the specific behavior of individual

devices.

Generally speaking, RDF becomes problematic when the expected total number

of dopants in a semiconductor device approaches a countable number, usually less

than a hundred or so. This frequently occurs when device sizes are reduced without

a proportional increase in the doping concentration, such as in the channel of a bulk

MOSFET. When the total number of dopants reaches a countable number, any

integer fluctuation in that amount constitutes a larger relative variation in the net

doping concentration. For example, a MOSFET channel with Lg ¼ 100nm,

W ¼ 150nm, and tch ¼ 10nm and nominal doping concentration of N ¼ 1.33

� 1018 cm�3 has a total of 200 dopants on average, and the addition or subtraction

of a single impurity ion results in just a �0.5% change in the resulting doping

concentration. On the other hand, a MOSFET channel with Lg ¼ 30nm, W ¼
50 nm, tch ¼ 5nm, and N ¼ 1.33 � 1018 cm�3 has only ten dopants on average,

and the addition or subtraction of a single impurity ion already results in a �10%

change in net doping concentration.

Moreover, the spatial inhomogeneity in dopant distribution has a significant

effect when the total number of dopants is strongly discretized. In large semicon-

ductor regions with a high number of dopants, the electrostatic potential due to

individual impurities will average out in a macroscopic scale and appear more or

less homogeneous. In very small devices with a low number of dopants, however,

the potential will not average out and microscopic fluctuations will become more

pronounced. In this case, RDF effects in the channel of a MOSFET may result in

sizeable variation of device parameters such as threshold voltage, drive current, and

leakage current [12].

7.2.2.1 Origins of RDF

Impurities may be added to a semiconductor either through deposition or implan-

tation steps during processing; however, the precise location and number of dopants

are always somewhat random by nature. While the macroscopic doping profile can

be controlled by adjusting the implant dose and energy in an ion implantation

process, for example, the exact number and location of added dopants is always
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uncertain due to randomness in ionic collisions and diffusion kinetics. During

implantation, not all impurity ions will impinge the semiconductor with the same

kinetic energy or trajectory, and the resulting distribution can be modeled as a

Monte Carlo process. In addition, subsequent annealing steps will cause further

redistribution of the microscopic dopant arrangements via diffusion, resulting in

further spatial randomization. Since these effects are well known from basic

semiconductor processing, we will not spend any further details to understand the

exact origins of RDF beyond what we have discussed here. Instead, we will devote

the remainder of this section to cover various RDF modeling approaches.

7.2.2.2 Modeling RDF

When considering the effects of RDF in semiconductor devices, we must some-

how describe the variation in total number of dopants as well as the spatial
distribution of those dopants. Unfortunately, neither of these quantities can be

easily measured in actual experiments to great accuracy, unlike the case for LER

profiling. This is because the presence of individual dopants cannot be readily

located in experimental settings due to their atomic size. Metrology tools such as

secondary ion mass spectroscopy (SIMS) which are used to experimentally

measure doping profiles simply do not have the required atomic resolution to

pinpoint individual ions from the host lattice and can only give crude estimates

for the net doping concentration over nanometer scales. Other techniques such as

AFM may theoretically provide the necessary resolution to identify and locate

individual dopants, but are still highly impractical for RDF mapping through an

entire volume of crystal [13]. Contrast these limitations with the ease of visual-

izing and extracting LER profiles using CD-SEM where variation is on the scale

of several to tens of nanometers, and one quickly sees the difficulty of

implementing truly accurate RDF metrology.

Because of the high difficulty in directly measuring experimental doping fluc-

tuations, we must determine the amount of RDF in a semiconductor using indirect

methods. Let us first try to determine the fluctuation in the number of dopants for a

doped semiconductor sample. We cannot precisely count how many total dopants

NT reside in the sample nor can we measure the variation in total number of dopants

σNT from sample to sample. However, we can measure the macroscopic doping

concentration N (per cm3) in the sample along with the volume V itself, thus

allowing us to calculate the average total number of dopants in the sample NT ¼
N � V. Now, integrating the occupational probability of a lattice site by a dopant

ion with the sample volume will give us the total number of dopants, meaning that

the occupational probability can be determined since V is known and NT can be

determined from N. If completely random occupation is assumed, then the occu-

pation probability follows a Poisson distribution, which results in

σNT ¼ ffiffiffiffiffiffi
NT

p
: (7.2)
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We can normalize this variation by the average total number of dopants which

gives us

σNT

NT

¼ 1ffiffiffiffiffiffi
NT

p ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffi
N � V

p : (7.3)

Equation (7.3) captures how RDF gets progressively worse for smaller devices

with lower nominal doping concentrations.

We have quantified the fluctuation in number of dopants, and now we must

describe how those dopants are spatially distributed. The most rigorous approach is

to perform Kinetic Monte Carlo (KMC) simulations to track the motion of discrete

dopants through the semiconductor during implantation and annealing, for exam-

ple. This yields a physically accurate picture of how dopants will be spatially

distributed but is computationally expensive, time consuming, and requires details

of the processing stage(s). A much simpler, but less accurate, approach is to begin

with a known (or assumed) macroscopic doping profile based on a continuum

model, and later “atomize” the structure by randomly placing individual dopants

at discrete mesh points in the structure, such that the total number of added dopants

equals (on average) the integrated value NT, and the effective local doping concen-

tration around each mesh point roughly matches the original continuum profile. The

latter approach is very fast and does not require any process simulation but instead

relies on an accurate continuum model as an input.

In conventional drift-diffusion (DD) simulators, the doping concentration is

treated as a macroscopic quantity which averages out any microscopic nonunifor-

mities due to the random placement and number of dopants. For devices with a

large number of dopants, this continuum (or “jellium”) model is physically reason-

able since the electrostatic potential appears spatially homogenous and is suffi-

ciently described by the averaged charge density. In devices where only a few

dopants exist and RDF effects are pronounced, we must resolve the potential due to

individual dopants which will not spatially average out. Several methods have been

proposed to tackle this problem for application in DD simulators, with many based

on the so-called “atomistic” approach. In the atomistic approach, dopants are first

assigned to random mesh points in the structure either by KMC simulation or by

“atomizing” the structure as discussed previously. Once the dopants are distributed,

the resulting charge density at each mesh point is calculated by dividing the dopant

charge by the volume of the mesh cube which contains it—this is known as the

“nearest grid point” (NGP) method [14]. The calculated charge density is then used

in the Poisson solver to obtain the electrostatics as usual. A similar method to NGP

is called “cloud-in-cell” (CIC), in which the charge of an individual dopant is

equally divided among the nearest mesh points surrounding the element wherein

the dopant is placed. The resulting charge density is calculated in a similar way for

use in the Poisson solver.

In cases where the mesh spacing is sufficiently small (<2nm or so) so that mesh

points contain either one or zero dopants only, both the NGP and CIC methods yield

potential distributions which exhibit abrupt spikes which coincide with the
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Coulomb potential at mesh points where discrete dopants have been placed. In DD

simulators, this becomes a problem because mobile carriers become artificially

trapped by the potential singularities which results in heavy screening of the

impurity charge; this can result in an underestimation of the space charge in a

MOSFET channel, for example, leading to an underestimation of VT. A further

complication arises when the mesh spacing is varied since the electrostatic potential

is directly tied to the length of the mesh spacing in the atomistic approach—this

leads to an unphysical scenario in which the device electrostatics depends on the

mesh size. Several methods have been attempted to rectify this problem, such as

(1) artificially increasing carrier mobility in source/drain regions to compensate for

trapping, (2) using quantum correction models such as the density gradient approx-

imation (DGA) to smooth out the carrier distributions, or (3) splitting the Coulomb

potential into short-range and long-range components according to an appropriate

screening length. Among these methods, the splitting of the Coulomb potential is an

attractive choice because of its (mostly) physically meaningful basis within the

context of the DD framework, despite some shortcomings, while the other solutions

lack physical justification for various reasons.

In a study by Asenov et al. [15] the mobility within the source and drain regions

of a MOSFET were boosted in order to compensate for the reduction in carrier

concentration due to trapping in the bare Coulomb potentials; however, this tech-

nique is inherently arbitrary and empirical and does not address the VT lowering due

to discrete dopants in the channel. Roy et al. [16] invoked the density gradient

quantization model to prevent significant trapping of carriers within the Coulomb

wells of discrete dopants in a resistor. This resulted in a smoother band profile

which was virtually insensitive to mesh spacing. However, the authors still

observed some deviation in average resistance with respect to the continuous

doping model, suggesting that charge trapping effects were still present, despite

avoiding the mesh size dependence. Physically speaking, we should point out that

the main purpose of the density gradient model was never intended to resolve issues

related to atomistic doping but rather to account for quantum confinement pushing

the peak carrier density away from the oxide–channel interface in a thin-body

MOSFET within a semiclassical framework.

Sano et al. [17] proposed a different method to treat the atomistic dopants in

which the Coulomb potential due to an impurity (e.g., acceptor ion) located at r ¼ 0

is split into long-range and short-range components according to:

ϕlong rð Þ ¼ � 2kc
π

Si kcrð Þ
kcr

, (7.4)

ϕshort rð Þ � � e�kcr

r
, (7.5)

where kc is a screening parameter and Si(x) is the sine integral. Only the long-range
component is used in the DD simulations, and the resulting charge density can be

expressed as
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ρlong rð Þ ¼ � k3c
2π2

sin kcrð Þ � kcrð Þ cos kcrð Þ
kcrð Þ3 : (7.6)

This results in smoothly varying (and mesh insensitive) charge density and band

profiles even when random dopant configurations are taken into account, which is

consistent with the assumptions of a semiclassical treatment. An example of the

smooth potential obtained from this approach is shown in Fig. 7.6 for an MOS

capacitor with RDF. The short-range component, which is the screened Coulomb

potential of (7.5), is responsible for carrier scattering and is already taken into

account under the assumptions of quasi-equilibrium in a drift-diffusion framework

[17]. In other words, the short-range potential is implicitly present in the DD

simulations, despite the fact that we have not explicitly added it. The remaining

issue, then, is how to choose the screening parameter kc. Several possibilities
include using (1) the Debye or Thomas–Fermi screening length, (2) the inverse of

the mean separation of dopants (kc ¼ 2 � N1/3), or (3) leaving it as a fitting

parameter. The exact choice is somewhat ambiguous and no universal consensus

on the best option exists—this remains one of the biggest shortcomings of the Sano

approach.

Another approach proposed by Mayergoyz and Andrei [18], and later by

Wettstein et al. [19], has been used to simulate the effects of RDF in DD simula-

tions and is known as the impedance field method (IFM). IFM as an RDF model is

not physically rigorous and is akin to a small-signal treatment where fluctuations in

the number of dopants and carrier densities are assumed to be small enough to

justify the effects as a linear perturbation. The doping perturbation is modeled as a

noise source, and the resulting variations in potential and terminal currents can be

very quickly evaluated without resorting to large ensemble simulations. The major

limitations of this approach are its lack of physical validity and the inability to

account for spatial doping fluctuations; however, the computational efficiency of

the IFM can be exploited in cases where brute force ensemble simulations are

infeasible.

Fig. 7.6 Long-range

potential fluctuations due to

random discrete dopants

under the gate oxide of an

MOS capacitor

[17]. Copyright © 2002

Elsevier Science
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At present, there is no ideal RDF model which is completely suitable for use in

traditional DD simulators, and all the ones discussed so far have some limitations.

So far, however, many researchers have employed at least one of these techniques

to study device variability from RDF in various types of FETs, including planar

MOSFETs, FinFETs, and even tunnel FETs [20–23]. In the remaining sections of

this chapter, we will see how these RDF models (particularly the Sano model) can

be used to estimate the impact of RDF in various FinFET technologies.

A simple scaling law which describes performance mismatch due to stochastic

variability in planar MOSFETs was formulated by Pelgrom [24], which states that

the variation in a given parameter, such as VT, can be expressed as

σVT ¼ AVTffiffiffiffiffiffiffiffiffiffiffiffiffi
W � L

p , (7.7)

withW and L representing the dimensions of the active channel area and AVT as the

Pelgrom coefficient which quantifies the amount of device variability in a given

process. In general, AVT can be modeled as a function of various device parameters

(e.g., oxide thickness tox, channel doping N, etc.) and is typically expressed in units
of mV μm for comparison between different processes. Typical values for AVT are

on the order of several mV μm with lower values being better.

A frequently cited formula [25, 26] for σVT in the case of RDF for planar bulk

MOSFETs is

σVT ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4q3εsϕB

4
p

2

 !
tox
εox

ffiffiffiffi
N4

pffiffiffiffiffiffiffiffiffiffiffiffiffi
W � L

p
� �

, (7.8)

where ϕB ¼ 2kBT � ln(N/ni) with kB the Boltzmann constant, T the absolute

temperature, ni the intrinsic carrier density, q the elementary charge, and εs and
εox the permittivities of the semiconductor and oxide, respectively. Equation (7.8)

has been verified against experimental data and simplifies to the more general form

of (7.7) where AVT becomes a function of N and tox. Based on Pelgrom’s law, we

expect that stochastic device variability will grow worse when the channel area is

reduced (i.e., the device is scaled) following an inverse square root dependence,

which is intimately related to a reduction in statistical averaging of random,

uncorrelated events (essentially the manifestations of random process variations)

along the active device area.

7.2.3 Other Variability Mechanisms

7.2.3.1 Oxide Thickness Fluctuation

Oxide thickness fluctuation or OTF presents another source of device variability in

highly scaled MOSFET technologies and can be especially problematic when the

nominal oxide thickness tox is scaled to less than a couple nanometers. Up until the
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65nm node where silicon oxide (or oxynitride) was still predominantly used for the

gate oxide material, tox was scaled to as low as 1.2nm which is less than five atomic

layers thick. For such a process, fluctuation in just a single atomic layer already

represents more than 20% variation in tox! This can cause significant variation in

device performance between similar devices, just like the effects of LER and RDF.

It is easy to imagine how further scaling of silicon oxide-based gate dielectrics to

1nm or thinner would become problematic not just from a gate leakage standpoint

but also from OTF.

Modeling OTF can be accomplished using the same metrology-based

approaches as those used for LER. For example, OTF profiles can be characterized

from TEM cross sections of a gate oxide–channel interface (i.e., Si–SiO2) and an

ACF can be computed to generate a statistical description of the interface rough-

ness, ultimately yielding an RMS amplitude and correlation length. These can be

used to construct random structures with OTF for use in device simulations, just as

was described for LER modeling in Sect. 7.2.1.2. Such an experiment was

conducted by Asenov et al. [27] using the same Fourier synthesis technique as

described previously to determine the impact of OTF (using σOTF ¼ 0.2nm and

λ ¼ 2nm) on threshold voltage variation for bulk 30 � 30nm MOSFETs.

Beginning at the 45nm node, however, the industry began replacing SiO2 with

high-κ dielectrics (e.g., HfO2 with κ � 25) which can be made thicker while still

providing the same equivalent oxide thickness (EOT) as SiO2 (κ ¼ 3.9). In this

case, not only does the nominal tox become thicker to the point where single- or

even multilayer fluctuations comprise a smaller relative variation in tox, but newer
deposition processes such as atomic layer deposition (ALD) can significantly

reduce the likelihood of OTF occurring in the first place. This is a result of the

highly conformal and precise monolayer degree of control which ALD offers. As a

result of the industry’s migration towards high-κ dielectrics, concerns over OTF

have greatly waned since the last decade when planar MOSFETs with low-κ
dielectrics were still the norm. For modern FinFET technologies utilizing

hafnium-based dielectrics, OTF is of limited concern especially when compared

to the potential impacts from LER (and to a degree, RDF) as we will see in Sect. 7.3.

7.2.3.2 Work Function Variation

The gate material of a MOSFET, whether polysilicon or metal-based, usually

consists of multiple randomly oriented grains as opposed to a single grain config-

uration, thus giving rise to variation of the gate work function between different

transistors. This is called work function variation (WFV) and presents another

possible source of device variability. Like LER and RDF, the significance of

WFV is expected to become higher and higher for finer technologies. For transistors

with sufficiently large gate area compared to the average grain size, the gate will be

composed of many randomly oriented grains whose individual contributions will

average out across the entire device, assuming the grain distributions are indepen-

dent. However, when the gate size approaches that of a single average grain, the
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work function distribution can become highly modal and self-averaging effects will

not occur in each transistor, thereby resulting in a larger WFV impact. For example,

in a typical FinFET using TiN as the gate material, two possible grain orientations

are most likely to occur:<200> (ψ<200> ¼ 4.6 eV) or<111> (ψ<111> ¼ 4.4 eV),

with a 60–40% probability, respectively [28]. When the average grain size (~20nm)

becomes comparable to that of the gate area, the resulting variation in threshold

voltage reaches a maximum and more or less saturates as the gate size is reduced

further [29].

Numerous WFV studies [28–34] have appeared in the last decade with many

predicting that WFV effects may become as significant as LER and RDF for gate

lengths of ~30nm or lower. As transistors continue shrink to nanoscale dimensions,

WFV may become a dominant source of variability and may provide further

incentive to develop alternative systems based on amorphous gate materials

[35, 36] (e.g., TiN injected with carbon) which are also compatible with state-of-

the-art hafnium-based dielectrics. Very recently, the use of amorphous TaSiN metal

gates in DG FinFETs has shown up to a 2� reduction in VT variation compared to

polycrystalline TiN metal gates [37]. For fully depleted silicon-on-insulator

(FD-SOI) and/or FinFET technologies which rely on metal gates with tunable

work functions to set the threshold voltage, issues over WFV will unquestionably

become an important topic.

7.3 Device Variability in FinFET Technologies

With their successful commercial introduction at the 22nm node in 2011 [38],

nonplanar multi-gate FETs will likely become the standard transistor architecture

for years to come. Whether in a double-gate (DG), tri-gate (TG), or gate-all-around

(GAA) configuration, the fundamental advantages of a multi-gate device (i.e.,

lower power consumption and higher performance) over a traditional planar FET

are realized by the greatly improved electrostatic gate control over the channel

region. Despite their improved performance, however, multi-gate FETs are still

susceptible to the same process variations that trouble planar CMOS at deeply

scaled technologies, due in large part to their shared manufacturing steps.

The question to ask, then, is whether multi-gate FETs such as FinFETs are any

more or less vulnerable to device variability from LER, RDF, etc., as a consequence

of their physically different architecture—this will be our focus for the remainder of

the chapter. Throughout the following sections, we will investigate in detail the

impact of random process variations, specifically LER and RDF, on device vari-

ability for various FinFET technologies designed for sub-32nm generations to get a

sense of (1) how significant variability effects may become for FinFETs heading

into the nanoscale regime, and (2) how each variability mechanism specifically

impacts device variation from a physical standpoint. Most of the results presented

in this section are from our own work in this research area; however, we will also

refer to related variability work from other research groups whenever appropriate.
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Based on these findings, we will develop some basic insights for how different

forms of variability can fundamentally affect transistor operation, and how different

FET types (e.g., inversion-mode versus junctionless) may be inherently more or

less sensitive to fluctuations in geometry or composition due to their underlying

technology.

7.3.1 Inversion-Mode FinFET Technology

7.3.1.1 IM-FinFET Overview and Design

The standard FinFET, as illustrated in Fig. 7.7, is a vertical extension of the classic

MOSFET structure into the third dimension and consists of a vertical stripe or “fin”

(forming the channel) which bridges the source and drain regions with the gate

electrode wrapped around the fin. Since the gate covers both sidewalls of the

channel as well as the top surface of the channel, the FinFET effectively becomes

a TG structure with gate-channel coupling arriving from all three sides and current

flow parallel to each surface of the fin. However, a DG FinFET may be formed

when the dielectric thickness on the upper surface is made much larger than on the

sidewalls—this can occur when an additional hardmask layer is deposited on the

upper fin surface, thereby only allowing gate-channel coupling along the left and

right sidewalls.

In fully depleted FinFETs, the fin body is left intrinsic with the source and drain

heavily n+ ( p+) doped for n-type ( p-type) conduction. When a gate voltage VG 	
VT is applied an inversion layer forms along each fin sidewall and current flows

through the channel. When VG < VT, no inversion layer is formed and no drain

current flows. This is characteristic of a standard inversion-mode FET, and such a

Lg

Oxide

DrainSource

Gate

Tfin

Hfin

Hardmask

Fig. 7.7 Schematic of the standard FinFET. A vertical semiconducting “fin” is straddled by the

gate electrode running perpendicular to the fin length. The metallurgical gate length Lg and the fin
body thickness Tfin are indicated in the diagram. For a TG FinFET, the effective channel width is

the sum of Tfin and 2 � Hfin, where Hfin is the fin height. For a DG FinFET, the effective channel

width is just 2 � Hfin
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FinFET is called an inversion-mode FinFET (IM-FinFET) to distinguish it from

another type of FinFET which will be discussed in Sect. 7.3.2.

To assess the impacts of LER and RDF on FinFET variability, we often rely on

statistical TCAD simulations—rather than direct experimental measurements1—

using one or more of the variability models discussed in Sects. 7.2.1 and 7.2.2.

Before proceeding to investigate the impacts of LER and RDF, however, we must

first design/construct the baseline FinFET structure which will be used in those

simulations. In our study, we will consider DG FinFET structures designed to meet

the 32, 21, and 15nm ITRS [9] high-performance logic nodes. These devices

correspond to the IM-FinFETs investigated in our related works [39] and

[40]. For IM devices, the design parameters and nominal performance values are

given in the upper and lower portions of Table 7.1, respectively.

Figure 7.8 shows the nominal structure for our simulated IM-FinFETs without

any process variations. Only n-type silicon devices are used throughout this work

with the assumption that the majority carrier type will not significantly change the

variability trends to follow, other than a shift in baseline performance. The

structure shown is implemented in Sentaurus Device [41] using 2D simulations

only and represents a true DG SOI-based IM-FinFET where we assume the

hardmask in Fig. 7.7 and the buried oxide are both infinitely thick so that no

current flows in the vertical direction. The use of 2D simulations greatly reduces

Table 7.1 Nominal design and performance values for sub-32nm IM-FinFETs

Quantity

Technology node

Description32nm 21nm 15nm

Lg (nm) 22 17 13 Physical gate length

EOT (nm) 0.90 0.77 0.64 Equivalent oxide thickness

N (cm�3) 1015 1015 1015 Body/fin doping

Tfin (nm) 9.6 8 6.4 Fin thickness

Lsp (nm) 10 8 6 Spacer width

ΨM (eV) 4.47 4.47 4.47 Gate work function

VDD (V) 0.9 0.81 0.73 Power supply voltage

VT,lin (mV) 272 282 298 Lin. threshold voltage (max gm method

with VDS ¼ 50 mV)

VT,sat (mV) 201 203 208 Sat. threshold voltage (const. I ¼ W/Lg � 10�7

A with VDS ¼ VDD)

Ion (μA/μm) 1,432 1,527 1,734 On-state drive current with VGS ¼ VDS ¼ VDD

Ioff (nA/μm) 6.7 9.7 13.3 Off-state leakage current with VGS ¼ 0

and VDS ¼ VDD

SS (mV/dec) 67.9 69.8 71.6 Subthreshold swing

DIBL (mV/V) 24.0 32.0 39.7 Drain-induced barrier lowering

[40] Copyright © 2011 IEEE

1 This is due to the enormous burden involved with measuring a sufficiently large number

(hundreds to thousands) of experimental devices, along with the inability to completely separate

the contributions of each variability source from one another in real devices.
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computation time which is crucial for ensemble variability studies employing

thousands of simulations. The source/drain extension doping is Gaussian and

terminates at the gate edges, forming no overlap or underlap. The channel is

assigned a residual doping of 1015 cm�3 corresponding to a background wafer

doping, although at the dimensions of interest the corresponding depletion charge

has a negligible contribution (on the order of microvolts) to the threshold voltage.

A hydrodynamic (HD) transport model with modified energy relaxation time

(τn ¼ 1.4 ps) and flux (rn ¼ 0.3) parameters is used to capture velocity overshoot

effects in the short channel devices [42], and the DGA is used to model carrier

quantization in the narrow fins, an effect which leads to volume inversion in the

channel. These models give a reasonable balance between accuracy and simula-

tion time versus more sophisticated models such as Monte Carlo or Schrodinger

solvers. Other mobility models include surface scattering, impurity scattering,

and carrier temperature-dependent components. Gate leakage is neglected

with the assumption that the ultrathin tox represents the EOT of a high-κ dielectric

(e.g., HfO2).

In the next section, we will see how LER affects the resulting variability of our

IM-FinFETs in terms of the six performance metrics listed in the lower portion of

Table 7.1.

Doping Concentration [cm^-3]
1.0E+20

4.8E+17

2.3E+15

1.1E+13

-4.7E+12

-1.0E+15

Source Drain

Gate

Gate
Oxide

Fig. 7.8 Simulated n-type DG IM-FinFET structure (32nm case shown) used for our device

simulations. The structure represents a planar cut across the fin height and parallel to the wafer

plane
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7.3.1.2 LER Impact on IM-FinFET Variability

LER can exist along the gate or fin of a FinFET, leading to “gate LER” and “fin

LER”, respectively. As illustrated in Fig. 7.9, gate LER leads to fluctuation of the

gate length Lg across the channel while (lateral) fin LER
2 leads to fluctuation of the

fin body thickness Tfin along the channel. Gate LER in a FinFET is similar to gate

LER in a planar MOSFET, an effect which has already been extensively studied.

Fin LER, however, is somewhat unique to nonplanar devices and results in an

additional variability contribution not seen in planar MOSFETs. Usually, Tfin is

kept�0.6Lg in a well-designed DG FinFET in order to maintain good electrostatics

and proper leakage control. When fin LER is present, however, the fluctuation in

body thickness directly alters the FinFET’s short channel effect (SCE) control and

may have a significant impact on performance variation, even more so than gate

LER. Previous studies [43–46] have shown that fin LER is the more dominant

contributor to threshold voltage variation in 32nm IM-FinFETs compared to gate

LER, and will likely remain so for smaller generations. In this section, we will focus

primarily on fin LER for this reason, and henceforth any references to LER will be

taken to mean fin LER unless otherwise indicated. The effects of gate LER will

undoubtedly contribute to the overall device variability in real-world settings, but

an explicitly treatment of gate LER is outside of the scope of our work.

In our study, we generated a large number of random LER patterns (similar to

Fig. 7.4) from a Gaussian ACF using the method of “Fourier synthesis” described in

Sect. 7.2.1.2 and [10], corresponding to various σLER and λ combinations. These

random LER patterns are then used to augment the fin edges of our simulated

Fin

Gate

Lg (y)

Tfin (x)

Fin LER

Gate LER

Fin

Gate

y

x

S
ou

rc
e D

rain
Fig. 7.9 Illustration of gate

LER and fin LER in a

FinFET. Fin LER

modulates the fin thickness

Tfin along the channel. Gate

LER modulates the gate

length Lg along the fin body

2We neglect vertical fin LER (along the fin height) in this study for two reasons (1) to reduce the

simulation complexity and (2) fins formed by anisotropic etching typically consist of mostly lateral

roughness along with correlated vertical striations (yielding less vertical roughness).
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devices, yielding IM-FinFETs with fin LER. We considered the range 0 � σLER
� 1nm to represent typical LER values which may be required by industry heading

beyond 32nm technology, based on the 2011 ITRS forecast [9] and experimental

data [10]. We fixed the correlation length at λ ¼ 15nm in our work for several

reasons (1) to limit the permutations of σLER, λ, and technology node to a reasonable
number in our study; (2) previous studies [44, 45] have shown that the effect of λ
diminishes as λ > 15–20nm; and (3) some experimental data has shown that

current values of λ are estimated between 20 and 30nm [10] and generally reduces

with technology, suggesting λ ¼ 15nm as a reasonable estimate for sub-32nm

generation lithography. Examples of IM-FinFETs with and without 1nm LER

applied to the fin edges are depicted in Fig. 7.10.

The Gaussian LER model was chosen for reasons which will be explained next.

Surface smoothing treatments such as thermal annealing [47, 48], sacrificial oxi-

dation [49], and resist trimming [50] are capable of eliminating the majority of high

frequency roughness, leaving mostly low frequency roughness in etched features.

Moreover, it has been shown [44] that low frequency roughness is the more

significant source of intra-die variability characteristic of LER. With this in mind,

we desired a simple analytical form for the ACF in order to reduce the simulation

complexity, and one whose power spectrum consisted of mostly low frequency

roughness and negligible contribution from higher frequencies, leading us to

Gate

Gate
Oxide

With LER

Without LER

2.3E+151.1E+13-1.0E+15 -4.7E+12

Doping Concentration [1/cm^3]

Lg LsdLsd

S
ou

rc
e

T
fin

D
rain

4.8E+17 1.0E+20

Fig. 7.10 Simulated IM-FinFET structures with and without 1nm LER along the fin sidewalls

[40]. Copyright © 2012 IEEE
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consider the Gaussian model over the exponential model which retains

nonnegligible high frequency components.

The LER impact on lithographically defined (“resist”) IM-FinFETs is shown in

Fig. 7.11 as a function of σLER, where all performance figure variations are

expressed as percentages of their nominal values from Table 7.1. Each data marker

in Fig. 7.11 represents 200 unique simulations, where 200 is our ensemble sample

size for each pair of σLER and technology node. Moderate to large variation of VT,lin

and VT,sat with LER is evident, especially in the latter case where σVT,sat can exceed

10%. As expected, the 15nm devices show the most variation, while the 32nm

devices show the least. The threshold voltage variation depends linearly on σLER
since the total depletion charge in a fully depleted FinFET is directly impacted by

fin thickness fluctuations, i.e., fin LER. This amount of LER-induced VT variation
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Fig. 7.11 (a) Resist and (b) spacer IM-FinFET device variability as a function of LER amplitude

and technology node. Markers indicate actual simulated data while solid lines indicate best fits.

Note the zoomed scale for spacer IM-FinFET data compared to resist IM-FinFET data [40]. Copy-

right © 2012 IEEE
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may be troublesome in circuits requiring precise threshold voltage matching.

Similar levels of VT variation due to fin LER have also been found in [44] and [45].

Ion variation exhibits a similar but weaker dependence considering that σIon can
easily be kept within 10% of the nominal value in each technology node up to

σLER ¼ 1nm; similar findings have also been reached in [44] and [45]. Note that

σIon is also linear with σLER since drive current is linearly proportional to VDD � VT

in velocity saturated FETs. The variation of Ioff is much more pronounced, how-

ever, where σIoff varies exponentially with σLER (since Ioff is an exponential

function of VT) and reaches more than 200% of the nominal value for 15nm devices.

Such wild fluctuations in Ioff may be detrimental to circuit performance if the

power dissipation of individual devices and circuit blocks cannot be kept within

acceptable margins. In light of these results, it appears that the drastic variation of

Ioff due to fin LER may be a critical obstacle toward further scaling of FinFETs

beyond 32nm.
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Fig. 7.11 (continued)
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The effect of LER on SS is somewhat low on the order of a few percent and is

also linear since the fluctuation of Tfin due to σLER � 1nm can be treated as a linear

perturbation in CD, i.e., CD ¼ εSi/(Tfin + ΔTfin) � εSi/Tfin(1 � ΔTfin/Tfin) where

ΔTfin is roughly given by σLER. DIBL variation is more considerable—σDIBL
easily exceeds 10% in each generation over the LER range—as opposed to the

SS variation, which can be kept under 10% for the entire LER range.

For spacer-defined (“spacer”) IM-FinFETs having 100% correlated LER on both

fin sidewalls, the impact of LER is drastically reduced in terms of parameter

fluctuations for all three technology generations. Note the zoomed vertical scales

used in Fig. 7.11 for spacer IM-FinFETs compared to those for resist IM-FinFETs.

From the data, the elimination of LWR by spacer lithography (due to sidewall

correlation) offers substantial improvement in minimizing device variation. These

results compare well to the findings in [44] which demonstrate a significant

reduction in the saturation threshold voltage mismatch and current factor mismatch

to less than 1% of the nominal values over a similar LER range. We also observe

that in most cases the variability curves show less dependence on the actual

technology node for spacer IM-FinFETs. In other words, there is little difference

between the 32, 21, and 15nm cases here. From this, we see that the presence

(absence) of LWR is responsible for the observed variability trends in the resist

(spacer) IM-FinFETs, rather than the actual LER itself.

Interestingly, every parameter investigated appears to vary quadratically, rather

than linearly, with σLER. To explain why, we first observe that because of the

correlated fin edges in a spacer IM-FinFET the body thickness does not change

along the length of the fin, i.e., σLWR ¼ 0. However, the presence of LER causes the

body/channel region to bend and curve in shape which results in a curved potential

profile compared to an ideal device, and hence, the path for current should roughly

follow the curvature of the fin geometry. Mathematically, the total arc length from

source to drain can only lengthen due to random vertical displacement of the fin

edge, i.e., LER, and the fractional increase in arc length tends to increase quadrat-

ically with the root-mean square vertical deviation. This was confirmed by directly

analyzing the LER patterns in MATLAB and determining the relationship between

average arc length and roughness amplitude as shown in Fig. 7.12. Variation in the

arc length due to LER can thus be treated as variation in the effective channel length

of the device which is subsequently manifested in the trends of Fig. 7.11b.

Note that we have assumed perfectly correlated fin sidewalls, i.e., zero LWR, in

this analysis. In reality, spacer lithography may not generate 100% correlated edges

on both sides due to variations in the deposition and etch processes, or subsequent

annealing steps. Experimentally, it has been shown that the actual LWR can be

nonzero in spacer-defined FinFETs [43] so that a more realistic estimate of spacer

FinFET variability would likely involve a weighted average of the resist and spacer

FinFET results, where the emphasis on each depends on the magnitude of the cross-

correlation coefficient ρX. However, systematically generating random LER pat-

terns where each top–bottom pair represents a deterministic ρX is nontrivial and

impractical here.
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Ultimately, the impact of LER does not appear to pose a major obstacle for

IM-FinFETs to meet the demands of future generations (15nm and smaller) given

current and projected lithography capabilities (i.e., σLER � 1nm). This finding is

primarily attributed to the robustness of IM-based technology whose fundamental

mode of operation is not jeopardized by geometric fluctuations arising from LER.

In IM-FETs, switching is predicated on the existence of opposing p–n junctions at

the source–channel and drain–channel interfaces to block current flow in the “off”

state, and bridging those junctions by means of electrostatically generating an

inversion layer which enables current flow in the “on” state. Fundamentally, this

action has no outright dependence on the geometry (i.e., thickness) of the channel,

meaning any geometric fluctuations within the channel do not directly prevent the

switching operation from happening. Only at short channel lengths does the body

thickness matter, yet it remains a secondary effect only. It is for this reason that

IM-FinFETs remain viable at small geometries even in the presence of LER,

whereas other FET technologies (e.g., junctionless) may not, which we will dis-

cover in Sect. 7.3.2.

7.3.1.3 RDF Impact on IM-FinFET Variability

One of the desirable features of an IM-FinFET is the absence of channel doping

which would normally contribute to RDF-induced threshold voltage and current

variations, as in the case of planar bulk MOSFETs. As a result, IM-FinFETs have

gained a reputation for being relatively immune to RDF compared to their tradi-

tional planar counterparts. In reality, however, IM-FinFETs are not as immune to
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Fig. 7.12 Quadratic rise in average arc length for spacer FinFETs due to LER as a function of

root-mean-square amplitude. The nominal arc length corresponds to a 13nm channel length for the

data shown [40]. Copyright © 2012 IEEE
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RDF as one might think due to the presence of dopants in the source and drain

regions. When scaled to very small dimensions, the source and drain extensions in

an IM-FinFET can exhibit a sizeable amount of RDF resulting in nonnegligible

fluctuation of source/drain resistance and junction overlap length. These effects will

become more significant for devices with shorter Lg, Lsd, and Tfin (all of which occur
at finer technologies) and thus warrants our attention.

To account for RDF in our IM-FinFETs within our simulation framework, we

adopted the modeling approach pioneered by Sano which uses the long-range

component of the Coulomb potential in DD simulations as described earlier in

Sect. 7.2.2.2. For each IM-FinFET, we first extrude the structure of Fig. 7.8 into the

z-dimension to create a 3D structure which is necessary for RDF modeling. The

resulting structure is still a DG device, however, since the top gate is still absent.

Second, we take the continuous doping profile and randomize the total number and

position of each dopant according to the “atomization” technique of Sect. 7.2.2.2.

Finally, once the dopants have been randomly distributed within the simulated

structure, the resulting charge density is calculated using (7.6) for each discrete

dopant allocated in the structure with a dynamic screening parameter given by

kc ¼ 2 � N(xo,yo,zo)
1/3 where N(xo,yo,zo) is the local dopant density at the discrete

dopant’s location. Effectively, this randomizes the local doping profile for each

IM-FinFET, but does so in a way that what results is still a continuous (but

randomized) doping profile which the device simulator can utilize as before.

Examples of IM-FinFETs with RDF incorporated are shown in Fig. 7.13. We see

that the lateral influence of source/drain dopants encroaches into the intrinsic

channel and results in a shortened and nonuniform effective channel length Leff
compared to the metallurgical gate length Lg. For smaller technology nodes, the

amount of encroachment becomes a larger fraction of the overall gate length,

resulting in higher unintentional overlap. In a moment, we will see the implications

of this effect on the performance variability of our IM-FinFETs.

32nm IM-FinFET 21nm IM-FinFET 15nm IM-FinFET

Doping Concentration [cm^-3]: 1.0E+15 1.0E+16 1.0E+17 1.0E+18 1.0E+19 1.0E+20

Fig. 7.13 Random doping profiles in 32, 21, and 15nm IM-FinFET devices. The effective channel

length becomes nonuniform and reduces on average at smaller nodes
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The RDF impact on IM-FinFETs is presented in Fig. 7.14 which shows that

Pelgrom’s scaling law also applies to IM-FinFETs as well where Hfin replaces the

channel widthW in (7.7). AsHfin increases, performance variation generally reduces

with an inverse relationship appearing, and smaller technologies such as 15nm tend

to exhibit more RDF-induced variability than larger technologies such as 32nm.We

also observe that σVT,lin and σVT,sat are kept below 5% in all cases, σSS is kept below
2%, and σDIBL below 20%, all of which are good results and demonstrate the

advantage of having a completely intrinsic channel to suppress RDF. Leakage

current variation is also relatively well controlled with σIoff � 100 %, compared

to roughly 200% with 1nm LER (Fig. 7.11). However, σIon is still somewhat

large reaching up to 15% for 15nm IM-FinFETs; this is a direct result of the

shortened, and highly variable, Leff resulting from RDF illustrated in Fig. 7.13.

In this respect, the major concern for RDF in IM-FinFETs will likely be variation

in drive current, especially as the gate length is scaled toward nanometer dimen-

sions. We should note, however, that RDF does not jeopardize the intrinsic

switching capability of IM-FinFETs since the electrostatic generation and removal

of an inversion layer in the channel occurs regardless of whether RDF exists in the

source and drain. RDF only changes Leff and as such it has a secondary impact on

transistor performance only—again, this will be in contrast to the situation for
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JL-FETs. Overall, however, IM-FinFET technology demonstrates good resistance to

RDF by virtue of its intrinsic channel with minimal impact on threshold voltage and

SCE control. Although we have only considered DG FinFETs so far, we expect the

same trends to hold true for TG or GAA structures as well which operate as IM

devices having intrinsic channels.

7.3.1.4 Circuit-Level IM-FinFET Variability

Besides focusing on transistor-level performance variations, it is equally important

to consider their resulting impact on circuit-level variability when judging the

strengths and weaknesses of a given process technology. In other words, we should

map variations in device performance metrics, i.e., σVT, σIon, σIoff, etc. to variations
in circuit performance metrics such as gate delay, active and standby power, and

noise margin so that we may systematically evaluate how variability affects per-

formance and design strategies across multiple hierarchies. The challenge lies in

connecting each level of abstraction in a meaningful way, allowing us to start from

process variability, translate that to device variability, then to circuit variability, and

finally to the system and/or architecture level. This type of cross-layer technology

evaluation is highly ambitious and often difficult to realize fully in practice,

especially for those technologies which remain in research and developmental

stages. In this section, we will describe our recent work aimed to systematically

evolve the device-level variability results from LER for IM-FinFETs (Sect. 7.3.1.2)

to circuit-level variability results obtained through large-scale digital circuit

simulations.

A simple framework was developed to transform the device-level FinFET

behavior, including I–V characteristics and performance variations due to LER,

into fluctuations in digital circuit delay and power consumption as illustrated in

Fig. 7.15. Here, a reference FinFET compact model [51] is fitted to match the

nominal I–V characteristics obtained from TCAD simulation using parameter

extraction to generate a baseline compact model. The baseline compact model is

then used to characterize a baseline cell library that contains the timing and power

information of each logic gate, which will later be used for circuit synthesis,

placement and routing (SPR), and further incremental characterizations. SPR is

performed for two processor benchmarks: MIPS [52] and ARM Cortex-M0 [53],

clocked at different periods (fast, medium, and slow). Variability is modeled by

varying the compact model parameters such that device metric sample variations

match with those obtained from device-level TCAD simulation. The method of

principal component analysis (PCA) [54] is used to translate device-level variations

to compact model parameter variations [55]. Using the compact model samples, the

cell library samples are then generated from our baseline library and incrementally

characterized to simulate their resulting circuit performance by conventional tools.

Finally, Monte Carlo circuit analysis is performed on the cell library samples to

extract variations in delay and power.
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A summary of the findings for the LER impact on IM-FinFET circuit perfor-

mance is given in Table 7.2 which shows the normalized mean increase and

variation for circuit delay and leakage power in 32, 21, and 15nm resist and spacer

IM-FinFETs with 1nm LER. Despite the nonnegligible device-level variations from

1nm LER in Fig. 7.11, negligible (<1%) variation is observed for delay and leakage

across all benchmarks in all IM-FinFET technologies considered. This conclusion

is attributed to the stochastic nature of LER, whose effects average out between

different cells along a critical path. We also observe that there is negligible increase

in mean delay due to LER, while up to 49% increase in mean leakage is obtained for

15nm resist IM-FinFETs. The increase in mean leakage power is caused by a mean

increase in Ioff due to LER from the device level, while the lack of mean delay

Table 7.2 Mean and variations in microprocessor delay and leakage power for different

IM-FinFET technologies

Node

Delay Leakage

Baseline

w/o LER

Mean

w/LER

Sigma

w/LER

Baseline

w/o LER

Mean

w/LER

Sigma

w/LER

32-S 952 ps 100% 0.00% 14.65 μW 100% 0.0%

32-R 101% 0.15% 114% 0.1%

21-S 635 ps 100% 0.00% 11.47 μW 100% 0.0%

21-R 106% 0.30% 125% 0.1%

15-S 381 ps 100% 0.01% 6.59 μW 100% 0.0%

15-R 102% 0.04% 149% 0.2%

[40] Copyright © 2012 IEEE
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change results from no discernible increase in Ion from LER at the device level.

Overall, the impact of LER on large-scale digital microprocessors is minimal,

except for a moderate increase in mean leakage power for resist IM-FinFET

technologies. Additionally, spacer lithography eliminates all LER impacts at the

circuit level. These conclusions will likely be repeated even for RDF considering

the purely stochastic nature of both variability mechanisms.

While LER is shown to have little impact for large-scale IM-FinFET digital

circuits, the same cannot be said for circuit topologies which are more sensitive to

device mismatches such as static random access memory (SRAM) cells shown in

Fig. 7.16a. For SRAMs, the effects of transistor mismatch due to stochastic

variability will not average out when a cell only contains six transistors (6T) for

example, and as a result the stability of the cell—measured by the static noise

margin or SNM in Fig. 7.16b—can easily be jeopardized even for well-controlled

amounts of process variation. Yu et al. [56] performed mixed-mode simulations on

6T IM-FinFET SRAMs with Lg ¼ 20nm, Tfin ¼ 5nm, and σLER up to 1nm and

showed in Fig. 7.16c that extracted values for SNM during read operation (“read

SNM”) can fail the “μ � 6σ” test even for σLER ¼ 0.2nm and VDD values ranging

from 0.6 to 1 V. SNM during write operation (“write SNM”), however, was

found to be higher than read SNM for the same LER amplitude, indicating better

stability to process variations for write operations compared to read operations.

Fig. 7.16 (a) Schematic of 6T FinFET SRAM cell. (b) DC curves in read and write operation with

no process variations. Read and write SNM are indicated by the largest sized squares nested in the

read and write curves. (c) Distribution of read SNM versus σLER and calculated values for

“μ � 6σ” versus σLER in the inset [56]. Copyright © 2012 IOP Publishing
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Baravelli et al. [44] also used mixed-mode simulations and experimental measure-

ments to analyze 6T SRAMs for low standby power 32nm IM-FinFETs in the

presence of LER, and showed that SNM variation can be reduced using multiple fin

designs and at the cost of lower cell density. Spacer lithography can be exploited to

generate multiple fins without significantly increasing cell area, but measured

results showed no benefit in terms of SNM variation, possibly due to fabrication

issues related to their spacer patterning.

7.3.2 Junctionless FinFET Technology

7.3.2.1 JL-FinFET Overview and Design

Junctionless transistors [57–63] have quickly become a popular topic in recent

years as a possible replacement for standard IM transistors due to their simplified

processing and comparable performance. Fundamentally, the only defining charac-

teristic of JL-FETs is the absence of any p–n junctions between the source, channel,
and drain regions, hence the name “junctionless.” Since JL-FETs lack any junc-

tions, the nominal doping concentration is typically designed to be uniform and

homogeneous throughout the source, channel, and drain regions, making JL-FETs

resemble gated resistors. A crucial benefit of this is the ability to bypass processing

steps which normally plague IM devices related to ultra-shallow junction formation

and downstream thermal budget management. JL-FETs may be conceived in any

standard configuration based on planar or nonplanar architectures, including SOI,

DG or TG FinFETs, nanowire (NW) FETs, etc. An example of a JL-FinFET is

illustrated in Fig. 7.17 next to an IM-FinFET.
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n+source

n+source

n+ drain

n+ drain

p- channel

n+ channel
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Fig. 7.17 Examples of (a) inversion-mode and (b) junctionless FinFETs. The IM device has

oppositely doped source/drain and channel regions, while the JL device has uniform doping in all

regions
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By applying different gate voltage values, the depletion region under the gate

either pinches off the channel in the “off” state or opens up a buried channel in the

“on” state. For an n-type JL-FET, the combination of a low gate voltage and an

appropriate gate work function results in total depletion of the channel and an

energy barrier for carriers between the source and drain. When a high gate voltage

is applied, the depletion regions retract and the energy barrier vanishes, resembling

flat-band (i.e., resistor-like) conditions in the channel. As a result, the JL-FET

normally operates as a depletion-mode device rather than an IM device. The buried

channel nature of JL-FETs is different from the surface channel nature of

IM-FETs—this will have important consequences that will become apparent in

later sections, especially when we discuss their performance vulnerability to LER

and RDF.

The JL-FET structure modeled in this work resembles the same FinFET struc-

ture in Fig. 7.8, except for a different doping profile in the fin as shown in Fig. 7.17.

In essence, the FET technology considered here will be JL-FinFETs designed to

meet the same sub-32nm ITRS nodes for high-performance logic as before. This

allows us to draw fair comparisons between the inherent advantages and disadvan-

tages of JL and IM technologies when designed for the same physical layouts and

operational targets.

Table 7.3 lists the nominal parameters and performance metrics for the

JL-FinFETs considered in this work. As was the case in Sect. 7.3.1, only n-type
devices will be simulated here. Comparing these values with those of Table 7.1 for

Table 7.3 Nominal design and performance values for sub-32nm JL-FinFETs

Quantity

Technology node

Description32nm 21nm 15nm

Lg (nm) 22 17 13 Physical gate length

EOT (nm) 0.90 0.77 0.64 Equivalent oxide thickness

N (cm�3) 2 � 1019 2 � 1019 2 � 1019 Body/fin doping

Tfin (nm) 9.6 8 6.4 Fin thickness

Lsp (nm) 10 8 6 Spacer width

ΨM (eV) 5.25 5.02 4.82 Gate work function

VDD (V) 0.9 0.81 0.73 Power supply voltage

VT,lin (mV) 306 306 300 Lin. threshold voltage (max gm method

with VDS ¼ 50 mV)

VT,sat (mV) 200 192 185 Sat. threshold voltage

(const. I ¼ W/Lg � 10�7 A with

VDS ¼ VDD)

Ion (μA/μm) 1,144 1,225 1,330 On-state drive current with

VGS ¼ VDS ¼ VDD

Ioff (nA/μm) 11.3 21.3 36.4 Off-state leakage current with VGS ¼ 0

and VDS ¼ VDD

SS (mV/dec) 72.5 74.2 75.3 Subthreshold swing

DIBL (mV/V) 77.3 89.8 95.6 Drain-induced barrier lowering

[39] Copyright © 2011 IEEE

190 G. Leung and C.O. Chui



IM-FinFETs, the only design differences lie with the nominal doping concentration

(N ¼ 2 � 1019 cm�3 for JL-FinFETs) which is the same for the source, drain, and

channel regions, and the gate work functions which are adjusted for each node to

obtain VT,sat ffi 0.2 V with Ioff < 100 nA/μm according to the ITRS definition. The

baseline performance values for JL-FinFETs remain comparable to those of

IM-FinFETs, despite being marginally worse in all regards. Ion is about 20%

worse and Ioff is about 50% worse for JL-FinFETs compared to IM-FinFETs at

the same generation, and JL-FinFETs consistently have higher SS and DIBL. These

conclusions are well explained by the nature of buried channel formation in JL

devices, resulting in weaker gate-channel capacitive coupling leading to worse SCE

control. In a JL device, the highly doped channel results in significant mobility

degradation due to impurity scattering despite the reduction in surface roughness

scattering from the reduced transverse electric field above threshold. This is a

necessary tradeoff to prevent excessive current loss from parasitic resistance if a

lower channel doping were used. For IM-FinFETs, mobility degradation due to

surface roughness scattering at maximum gate voltage is mitigated at the geome-

tries considered due to volume inversion in the channel, resulting in overall higher

channel mobility (Fig. 7.18) compared to JL-FinFETs; this may explain the higher

Ion compared to JL-FinFETs.
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Fig. 7.18 Electron mobility plots in 32nm IM- and JL-FinFETs at VGS ¼ VDS ¼ VDD ¼ 0.9 V.

The mobility is consistently higher in IM-FinFETs compared to JL-FinFETs due to reduced

impurity and surface roughness scattering at these geometries
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Nevertheless, the comparable level of performance between JL- and

IM-FinFETs should hold regardless of the actual FET architecture, especially if

the operation of JL-FETs is extended beyond depletion to accumulation, thereby

blurring the distinction between a strictly buried channel JL device and a hybrid

buried-surface channel device. Recent experimental evidence from Intel [62] sup-

ports our conclusions—however, we will still restrict the scope of our analysis in

this section to depletion-mode JL devices only. The same set of device simulation

models are used for our JL-FinFET simulations as they were for IM-FinFETs,

namely the HD transport model, DGA for quantum corrections, and mobility

models accounting for surface roughness scattering, doping dependence, and HD

transport.

7.3.2.2 LER Impact on JL-FinFET Variability

Using the same set of design guidelines and LER models/parameters as before for

JL-FinFETs as we did for IM-FinFETs, we can make an apples-to-apples compar-

ison to determine whether JL-FinFETs are any more or less vulnerable to LER than

IM-FinFETs are under the same process technology constraints. To model LER in

JL devices, we follow the exact same approach described earlier in Sect. 7.3.1.2 and

obtain ensembles of JL-FinFETs with random (fin) LER profiles for various

roughness amplitudes of σLER � 1nm and λ ¼ 15nm for each technology node

(32, 21, and 15nm). An example of a 32nm JL-FinFET with LER is shown in

Fig. 7.19.

The extracted performance variations (as percentages of their nominal values

from Table 7.3) due to LER for resist-defined JL-FinFETs are shown in Fig. 7.20 as

a function of σLER and technology node. The functional trends remain identical as

for the case of IM-FinFETs: linear versus σLER for all metrics except for σIoff which
is exponential. Since JL-FinFETs, like their IM counterparts, are MOSFET-

inherited designs, this is not surprising. We find, however, that JL-FinFET vari-

ability from LER (Fig. 7.20) is substantially worse than for IM-FinFETs (Fig. 7.11),

especially in terms of VT,lin, VT,sat, Ion, and Ioff. We see that σVT,sat already exceeds

1.0E+20

4.8E+17

2.3E+15

1.1E+13

-4.7E+12

-1.0E+15

N  [1/cm^3]

Junctionless FinFET

Fig. 7.19 Representative 32nm JL-FinFET with 1nm LER applied to the fin edges
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60% for σLER ¼ 1nm; by comparison this value was only 5–10% for IM-FinFETs.

At the same LER amplitude, literature values for gate LER-induced σVT,sat are in

the range of 2–8% for Lg ¼ 30nm planar MOSFETs [10] and IM-FinFETs [44]. If

one were to operate within a σVT,sat � 20% limit as suggested by the ITRS, then

σLER would need to be kept at or below 0.2nm—a major burden on state-of-the-art

lithography. This partially agrees with data in [57] where JL-FETs fabricated on

SOI wafers exhibiting surface roughness σTSi � 0.2nm could expect σVT ¼ 20 mV

(VT ffi 0.2 V). Additionally, with such high σVT,sat values for JL-FinFETs, it

becomes very probable that some devices will have a negative threshold voltage.

If only positive voltages are available, in some cases the extracted Ioff no longer

represents an “off-state” current. With this in mind, the actual leakage current

values in Fig. 7.20 may be better interpreted as a minimum attainable current rather

than a subthreshold current. Regardless, the key point is that LER has a significant

impact on JL-FinFET variability, especially when compared against equivalent

IM-FinFETs.
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Fig. 7.20 Resist JL-FinFET device variability as a function of LER amplitude and technology

node. Markers indicate actual simulated data while solid lines indicate best fits [39]. Copyright ©
2011 IEEE
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At this point, we may wonder why JL-FinFETs exhibit much higher variability

from LER compared to IM-FinFETs. In fact, the answer is intuitively simple. In

Sect. 7.3.1.2, we described how an IM-FinFET fundamentally operates as a switch

when the gate voltage switches from a low value (VG < VT) to a high value

(VG 	 VT), resulting in the formation of a conducting inversion layer to bridge

the source–channel and drain–channel p–n junctions. Ignoring SCE for the

moment, a potential barrier between source and drain is guaranteed in subthreshold

by the presence of the back-to-back p–n junctions between the source, channel, and
drain. In this case, the presence of a subthreshold barrier is not threatened by body

or fin thickness variations due to LER, since the subthreshold barrier is ensured by

the oppositely doped source and channel regions. For the short channel

IM-FinFETs studied in Sect. 7.3.1, DIBL will cause some sensitivity to LER in

subthreshold and is the agent responsible for the LER-induced variability presented

in Fig. 7.11. To reiterate, however, the existence of a subthreshold barrier is still

ensured by the presence of a junction, thus making it robust to LER.

On the other hand, for JL-FinFETs (which operate as depletion-mode devices),

the existence of a subthreshold barrier is stipulated on the body/channel being

fully depleted—a condition which cannot always be guaranteed. Figure 7.21

reveals how variations in the body thickness from fin LER may inadvertently

cause a conducting channel to form near the midsection to overcome the barrier,

thereby driving the transistor out of subthreshold. For long-channel devices, this

conduit will be entirely responsible for the resulting LER-induced variability

(which will be significant). For short-channel devices, the LER contribution

from SCE will also add to the net variability. However, the similarity between

the 32, 21, and 15nm JL-FinFET curves implies that the dominant mechanism is

not acting through SCE as it was for IM-FinFETs, but instead through the

inadvertent opening of a conducting channel. Furthermore, the fact that peak

variations in SS and DIBL due to LER remain fairly similar between JL- and

IM-FinFETs further indicates that SCE degradation is not the major issue in JL

devices. Rather, the (inadvertent) direct opening/closing of a conducting channel

due to LER is reminiscent of a primary weakness in depletion-mode FETs:

inherent dependence on a delicate balance between electrostatic and geometrical

control. For this reason, LER has a primary effect on JL-FinFET variability
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Fig. 7.21 Electron density plots for two representative 32nm JL-FinFETs showing the inadvertent

formation of a conducting channel due to fin LER at VGS ¼ 0.1 V and VDS ¼ 0. White lines
indicate depletion region boundaries [39]. Copyright © 2011 IEEE
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because it directly jeopardizes transistor operation by negating proper geometrical

control. This is in direct contrast with IM-FinFETs which do not depend on

geometrical control to ensure correct operation and for which LER remains a

secondary effect only. With this in mind, we see that by virtue of its characteristic

nature, JL devices are not robust against LER whereas IM devices are, and its

implications can be directly observed from Figs. 7.11 and 7.20. Despite focusing

on double-gate JL-FinFETs, the same behavior should occur for TG JL-FETs and

JL-NWFETs operating as depletion-mode devices, based on similar conclusions

[60] drawn from experimental data.

7.3.2.3 RDF Impact on JL-FinFET Variability

Junctionless transistors are normally designed with a high doping concentration and

a small channel volume, meaning RDF effects can become significant especially at

sub-32nm nodes.3 Using the same RDF modeling approach as was done for

IM-FinFETs in Sect. 7.3.1.3, we will again perform an apples-to-apples comparison

with JL-FinFETs to determine just how significant a role RDF will play in dictating

overall device variability for JL-FinFETs compared to IM-FinFETs. Figure 7.22

depicts how RDF can be observed in the source, drain, and channel regions of a

JL-FinFET compared to the situation for IM-FinFETs in which RDF only occurs in

the source and drain.

1.0E+18 2.1E+18 4.4E+18 9.1E+18 1.9E+19 4.0E+19

oxidesource

drain

Doping concentration [1/cm^3]

Fig. 7.22 32nm JL-FinFETs with and without RDF applied. The effective doping concentrations

in both cases are shown with the same legend

3 To illustrate this, the nominal dopant count in a JL-FinFET can range from ~300 total ions (32 nm

node with Hfin ¼ 40 nm) to only 3 ions (15 nm node with Hfin ¼ 10 nm).
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The RDF impact on JL-FinFETs is presented in Fig. 7.23 in the same manner as

was done for IM-FinFETs in Fig. 7.14 for a direct comparison. We again see that

increasing the fin height results in more self-averaging of RDF effects in each

device in accordance with Pelgrom’s law (7.7). A direct comparison of Figs. 7.14

and 7.23 also shows that RDF-induced variability is much more pronounced in

JL-FinFETs compared to IM-FinFETs. Peak values of σVT,sat reach up to 60% for

JL-FinFETs but are kept under 5% for IM-FinFETs. For σIoff, we observe values on
the order of 1,000–50,000% in JL-FinFETs compared to <100% for IM-FinFETs.

In fact, for JL-FinFETs the variability magnitudes from RDF (Fig. 7.23) are very

similar to the peak values from LER (Fig. 7.20). This is a clear indication that the

operational integrity of JL devices is being threatened by RDF as well as LER.

Interestingly, we find that RDF-induced variability is actually reduced for most

performance figures (except Ion) in smaller technology nodes (15nm) compared to

larger technology nodes (32nm); this is somewhat counterintuitive since variability

normally becomes worse with technology scaling. This reverse scaling trend has

been identified in other junctionless studies as well and has to do with the enhanced

gate control over the channel when the body thickness Tfin is reduced in smaller

technologies. Essentially, the effects of channel doping fluctuations are suppressed
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by the improved gate control and smaller depletion regions surrounding the buried

channel, allowing for more direct gate-to-channel control with fewer dopants “in

the way.” This phenomenon has been observed in sensitivity analyses of parameters

such as VT to N (nominal) at different fin/body dimensions, with smaller body

dimensions resulting in a flatter VT vs. N profile (i.e., less sensitivity to RDF at

smaller technology nodes) [63]. For σIon, there does not appear to be any mean-

ingful difference between the 32, 21, and 15nm nodes; this may be due to added

mobility variation due to RDF in smaller technologies to compensate for the lower

amount of variation in VT.

To understand why RDF has such a large impact on JL-FinFET performance, we

must remember how depletion-mode JL transistors fundamentally operate. Recall

from the previous section that LER potentially caused unwanted opening/closing of

a conducting channel (Fig. 7.21), depending on the exact LER profiles along the fin

sidewalls. In similar fashion, the exact number and positioning of ionized impuri-

ties can also result in fluctuation of the size and shape of the depletion region inside

the fin. This, again, causes the buried channel to undulate with the topography of the

randomized dopant profile (Fig. 7.22), and in some cases the buried channel may be

undesirably opened or closed as a result. For example, a JL-FinFET with too many

dopants won’t be fully depleted at zero gate bias and hence will remain “on” instead

of “off” as shown in Fig. 7.24. Conversely, a JL-FinFET with too few dopants could

remain fully depleted even at max gate bias and hence will remain “off” instead of

“on.” This is another characteristic weakness of depletion-mode JL transistors

which rely on a delicate balance between electrostatic and geometric control for

correct operation.

7.3.3 Summary and Outlook

Up to this point, we have discussed in great length how sources of process variation

including LER and RDF can cause random device variability in different FinFET

technologies designed for near-future generations. A small subset of these results is

shown in Fig. 7.25. In this final section we will briefly summarize the key points of

the chapter and present an outlook on the viability of inversion-mode and

junctionless FinFET technologies with considerations of technology scaling, man-

ufacturability, and variability effects.

7.3.3.1 Inversion-Mode FinFETs

The impact of LER on IM-FinFET variability is well managed at the 32, 21, and

15nm nodes, with smaller nodes (e.g., 15nm) exhibiting more variation than larger

nodes (e.g., 32nm). (Fin) LER in IM-FinFETs results in nonuniform fluctuation of

the fin/body thickness in individual devices, which primarily affects transistor SCE

control. Resist-defined IM-FinFETs exhibit linear performance variation (except
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Fig. 7.24 Electron density plots in a representative 32nm JL-FinFET (Hfin ¼ 10nm) with and

without RDF, showing the inadvertent formation of a conducting channel in the off state due to a

surplus of dopants in the channel for the device with RDF
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for Ioff) versus LER amplitude, and fluctuation in most performance metrics are

kept to a reasonable level. A maximum of 10% σVT,sat is obtained for 15nm resist

IM-FinFETs at σLER ¼ 1nm, and σIon is kept below 10% for all technology

generations, both of which may be considered acceptable for logic applications.

Variation in leakage current increases exponentially with σLER, with up to 250%

σIoff obtained for 15nm resist IM-FinFETs at σLER ¼ 1nm. This is accompanied by

an increase in mean leakage current which must be considered in a circuit’s power

budget design. For all performance metrics, the adoption of spacer lithography

significantly alleviates the variability impact by eliminating LWR in individual

devices and results in quadratic variability trends with σLER. From a standpoint of

variability management, spacer lithography will be an indispensable manufacturing

option for future generations.

The impact of RDF on IM-FinFET variability is also well managed, with smaller

nodes again exhibiting more variation compared to larger nodes. Variability scaling

in accordance with Pelgrom’s law is observed with inverse dependencies appearing

as a function of Hfin. Less than 5% σVT,sat is demonstrated while up to 15% σIon is
obtained for 15nm IM-FinFETs with Hfin ¼ 10nm, highlighting the different

impacts from LER and RDF. RDF in the source and drain causes fluctuation in

Leff and becomes more significant for highly scaled generations with smaller

nominal Lg.
Both LER- and RDF-induced variability impacts are considered secondary for

IM-FinFETs and should not pose significant problems for near-term (15nm and

below) technology adoption given current and projected manufacturing capabili-

ties. On this basis, IM-FinFETs remain a viable option for continued scaling in the

presence of manufacturing variability.
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Fig. 7.25 Comparison of device variability in IM- and JL-FinFETs due to LER and RDF at the
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7.3.3.2 Junctionless FinFETs

The impact of LER on depletion-mode JL-FinFET variability is dangerously high at

the 32, 21, and 15nm nodes under current and projected lithography capabilities

(σLER � 1nm). Fluctuation in body thickness from LER results in direct modula-

tion of the size and shape of the buried channel in JL-FinFETs, leading to unwanted

opening/closing of a conducting channel which destroys proper switching func-

tionality. Little distinction is found between the variability magnitudes between

different technology generations; this fact is related to the primary agent responsi-

ble for LER-induced variability in JL-FinFETs. A maximum of 60% σVT,sat is

obtained for all JL-FinFET technologies at σLER ¼ 1nm which is 5� higher than

for 15nm IM-FinFETs. σIon also reaches up to 20% for all JL-FinFET technologies

and is at least 3� higher than for IM-FinFETs. Leakage variation is exceptionally

high with σIoff approaching 100,000% along with a hefty increase in mean Ioff when
LER is present. These results indicate that JL-FETs may have great difficulty in

meeting circuit requirements, especially those requiring precise matching of indi-

vidual transistor characteristics. While not explicitly investigated in this work, the

adoption of spacer lithography will likely alleviate the LER burden to levels closer

to (but larger than) spacer IM-FinFETs.

The impact of RDF on JL-FinFET variability is also dangerously high for the

technology nodes under consideration. For minimum height devices (Hfin ¼
10 nm), performance variation from RDF is comparable to that from LER with

1nm amplitude: σVT,sat reaches up to 60% and σIon up to 20%. Such high levels of

RDF variability arise from the dependency of JL-FinFETs on the depletion region

profile, which can undulate strongly due to random placement and number of

dopant ions. Counter intuitively, we find that 32nm JL-FinFETs exhibit more

RDF-induced variability than 15nm JL-FinFETs, despite having a larger active

volume and dopant count. The results are explained by noting that the closer gate-

to-channel proximity in thin body devices (15nm) reduces its sensitivity to RDF by

means of stronger gate-channel coupling.

Both LER- and RDF-induced variability impacts are considered primary for

JL-FinFETs and will likely pose significant challenges for the near-term adoption

of JL technology, unless significant improvements in lithography (i.e., reducing

σLER or implementing spacer lithography) can be achieved. The key benefits of JL

technology (e.g., manufacturing ease and scalability) must be weighed against the

potential challenges associated with variability and lithography requirements to

meet acceptable yields.
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Chapter 8

Random Telegraph Noise in Multi-gate

FinFET/Nanowire Devices and the Impact

of Quantum Confinement

Runsheng Wang, Changze Liu, and Ru Huang

Abstract The multi-gate device with Fin- or nanowire-shaped channel is considered

as the mainstream device structure towards the end of the CMOS technology

roadmap. The performance of such ultra-scaled devices is strongly influenced by

the localized oxide traps. One of the important effects is the random telegraph noise

(RTN) in the device drain current, which is becomingworse with device scaling. The

main part of this chapter discusses the impacts of nonnegligible quantum confine-

ment in multi-gate devices on the RTN characteristics. Taking gate-all-around

(GAA) Si nanowire FET (SNWT) as an example, the RTN statistical properties are

found to be strongly impacted by the quantum confinement effects. The experimental

results indicate that the strong quantum confinement in SNWTs enhances the bias

dependence but alleviates the temperature dependence of RTN capture/emission

time constants, which cannot be fully explained by classical RTN model based on

Shockley–Reed–Hall (SRH) theory and should take into account the lattice relaxa-

tion and multiphonon processes. Thus, a full quantum RTN model for SNWTs is

developed in this chapter, for fundamental understanding of the impacts of quantum

confinement on RTN time constants, which agrees well the experimental results.

8.1 Introduction

As the integrated circuit (IC) industry moving into the nanometer regime, the new

structural multi-gate FET has attracted much attention for ultra-scaled CMOS tech-

nology, due to its superior gate control capability than conventional planar devices

[1–15], as also discussed in some other chapters of this book. Recently, Intel has

already commercialized tri-gate structure with Fin-shaped channel (i.e., tri-gate

FinFET) in its advanced 22 nm products [16, 17]. Other major companies, such as
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TSMC and IBM, have also announced their technology roadmaps to use multi-gate

FinFET structure for their 16/14 nm node and beyond [18]. Therefore, the multi-gate

device will be the mainstream technology until ultimately scaling.

Towards the ultimate scale, one can improve the gate architecture fromdouble-gate

or tri-gate to gate-all-around (GAA) for getting the strongest gate controllability

[1–8, 19, 20], as shown in Fig. 8.1. Furthermore, with the feature size continuously

shrinking, the Fin-channel thickness should be reduced accordingly, and will even-

tually become a nanowire-like geometry [21], which thus can be called as the Si

nanowire FET (SNWT). In addition, the GAA SNWT with quasi-1D nanowire

channel can achieve improved transport properties from volume inversion and

quasi-ballistic transport [19, 22]. Therefore, in the relay race for scaling, the

SNWT has been considered as the successor of FinFET, being the representation

of extremely scaled multi-gate device at the end of the CMOS roadmap [1].

However, performance of ultra-scaled devices is strongly influenced by the

localized effects such as the process-induced variation and random trap behavior

[23–36]. The random telegraph noise (RTN) [37–55], as shown in Fig. 8.2, which

manifests itself as a random switching of the current between two or several states

due to capture/emission of carriers by localized oxide traps (named border traps or

switching oxide trap and other names in the history), has been reported to severely

impact the performance of flash memories, SRAM, logic circuits, and CMOS image

sensor pixels [56–63]. And what is worse, the RTN amplitude increase rapidly with

device scaling [37–40, 44–49], which will strongly impact the device reliability and

circuit stability. Therefore, it is crucial to study the RTN in multi-gate FinFETs and

SNWTs [55, 64–69].

Fin
Channels

Extreme
Scaling

Nanowire
Channels

Tri-gate Gate-all-around

Fig. 8.1 From tri-gate Fin-FET to gate-all-around nanowire-FET
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Fig. 8.2 The illustration of drain current RTN in a MOSFET. The RTN parameters include

amplitude (ΔI or ΔI/I ) and statistics in time: the average capture time (time to capture), or named

capture time constant hτci, and emission time constant hτei (actually, most references omit the

symbol hiwhen indicating time constants τc and τe. In some of the contents of this chapter, we may

also omit the hi symbol for simplicity)
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For FinFET/nanowire devices, the channel is very thin and thus is strongly

confined. Therefore, how the quantum confinement would affect the RTN

characteristics in nano-scaled FinFET/nanowire devices should be paid special

attention. In this chapter, we will take GAA nanowire devices as the extreme

case of multi-gate devices to study this important issue [68].

In following parts of this chapter, at first a short review of the top-down

fabrication method of GAA SNWTs will be given, followed by the typical charac-

terization of RTN in SNWTs. Then the experimental results of the impacts of

quantum confinement on RTN statistics will be presented and discussed. And a

multiphonon-based quantum model for RTN in SNWTs will be developed for

explaining the experimental results. Finally, the summary will be given.

8.2 From Multi-gate Fin-FETs to GAA Nanowire-FETs:

A Brief Review on the Top-Down Fabrication Method

As feature size downscaling towards sub-10 nm, the multi-gate device will evolve

into GAA nanowire structure type from FinFET as discussed above. Due to the

surrounding gate structure, the most difficult step in fabricating a GAA SNWT is to

form a suspending nanowire channel on the substrate. By using wet etching of

oxide, it is relatively easy to form a nanowire on SOI substrate [70–72]. 25-Stage

ring oscillator SNWT circuits have been demonstrated on SOI substrate with

nanowire diameter down to 3 nm [73]. On bulk Si substrate, however, this process

becomes difficult. The two typical fabrication methods of GAA SNWTs on bulk Si

substrate are listed below.

One method was reported to adopt sacrificial layer method to form Si nanowire

on bulk substrate [74, 75]. This method grows SiGe/Si multilayers on the bulk Si

substrate, and then the SiGe under Si channel is selectively removed to release the

nanowire, as shown in Fig. 8.3 [74]. SRAM circuits have been demonstrated by this

method [76]. It has also been demonstrated that this method can be extended to

sub-10 nm gate length [77], which shows great potential for manufacturing SNWTs

at 11 nm technology node and beyond.

Another method was proposed to use self-limiting oxidation, which has satura-

tion characteristics due to stress/temperature-dependent oxidation, to form the self-

limited nanowire on the prepared silicon pillar [78]. As shown in Fig. 8.4, a vertical

Si Fin is firstly formed, and the bottom of Fin is then isotropically etched with Fin

sidewall protected by nitride spacer. After the nitride spacer is striped, a self-

limiting oxidation process is then performed to trim and round the Fin body. Due

to retardation effect of the self-limiting oxidation, the profile of released Fin will be

changed into triangle firstly then cylinder to finally become a nanowire [78, 79]. Cur-

rent mirror circuits have also been demonstrated based on this method [80].

Compared to the sacrificial layer method, the latter method shows higher

compatibility to conventional CMOS process and can effectively avoid the junction
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leakage issue resulting from the interface of the remaining SiGe and Si substrate in

the sacrificial method.

8.3 Characterization of RTN in GAA SNWTs

The characterization techniques of RTN in MOS devices is essentially the pre-

ciously measurement of small-current fluctuations. Conventional RTN characteri-

zation method is based on the low-noise I–V preamplifier. The gate of the device

under test (DUT) is biased by a DC voltage source; the drain is connected to a

low-noise amplifier (e.g., SR 570) for drain biasing, amplifying, and converting

drain current to voltage; then the voltage fluctuation is recorded by a dynamic signal

analyzer (e.g., Agilent 35670A), which can also be sampled by a high-speed high-

resolution digital multimeter (e.g., Agilent 3458A) alternatively or by a digital

storage oscilloscope (with a large memory depth). The new technique for

characterizing RTN can use an advanced fast measurement unit (e.g., Agilent

B1530A WGFMU module), which has a wide bandwidth of up to 1 MHz and is

easily set-up for biasing. Both techniques have their own advantages [40]: the

Fig. 8.3 Schematic process

sequence of GAA

SNWT by SiGe

scarification method

on bulk Si substrate [74]

Fig. 8.4 Schematic process

sequence of GAA SNWT

by self-limiting oxidation

on bulk Si substrate [78]
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conventional method has high precision and less drift, but the new method is

ultrafast and with simple setup.

The extraction and analysis of the measured RTN raw data are based on

statistical histogram, which set a criterion voltage to decide the state of RTN, or

fit the data to Gaussian distribution [81]. This conventional method holds for most

measurements in devices SiO2 or SiON gate dielectrics. If the amplitude of back-

ground “ghost” noise is large, e.g., in some cases of measured RTN in high-κ
devices [49, 51, 52, 82], this method faces challenges. In that case, the extraction

method can be improved based on clustering [83] and Hidden Markov Model [84],

as in [51, 52, 82]. In this chapter, since all the samples are SiO2 devices, the RTN

data are very clear and can be extracted and analyzed by conventional method.

Figure 8.5 shows typical measured current fluctuations of a p-type SNWT in

time domain [66], with nanowire diameter (dNW) of 10 nm and gate length (Lg) of
58 nm, biased at drain voltage (Vd) of �5 mV and different gate voltages (Vg).

Distinct switching between two states is observed, which can be ascribed to capture

and emission behaviors of a single oxide trap. It is found that, with increasing the

gate bias, the state with lower amplitude current dominates, indicating the repulsive

nature of the charged oxide trap.

The corresponding current power spectral density is present in Fig. 8.6 by

Fourier transformation, showing distinct Lorentzian spectrum:

SId ¼ A2

1þ f=f cð Þ2 , (8.1)

where the fc is the corner frequency, and the parameter A is independent of

frequency. These two parameters of SId in frequency domain can be expressed by

the basic parameters of RTN in time domain as the following.

-57
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A
)
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0 100 200 300

-101
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e

Fig. 8.5 Typical measured

RTN in a p-type SNWT

with dNW ¼ 10 nm,

Lg ¼ 58 nm, and

Vd ¼ 5 mV. (a)

Vg ¼ �0.6 V, (b)

Vg ¼ �0.7 V, and (c)

Vg ¼ �0.8 V [66]
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f c ¼
τc þ τe
2πτcτe

, (8.2)

A2 ¼ 2ΔIτcτeð Þ2
τc þ τeð Þ3 : (8.3)

The typical two-level RTN in Fig. 8.5 is caused by switching of a single trap.

The multilevel RTN (also named as complex RTN) with several switching states

are also observed, which is caused by the switching of multi-traps in one device,

since the trap number in one device is randomly distributed in space. Figure 8.7a

shows a multilevel RTN with eight switching states due to the capture/emission

behaviors of three traps. Figure 8.7b shows four-state RTN in an n-type SNWTwith

Lg ¼ 58 nm, which contains a “fast” RTN with time constants on the order of

milliseconds and a “slow” RTN with large time constants due to the slow trap.

Region A and region B stand for the current states with the slow trap being neutral

or charged, respectively. By extracting and comparing the time constants of the fast

RTN between region A and region B, little difference can be found, indicating that

the behavior of the fast trap is barely impacted by the state of the slow trap in this

case.

The time constants of the oxide traps are found to widely spread from

microseconds to hundreds of seconds. Figure 8.7c shows an example of a single

switching event during about 300 s in a p-type SNWTwith Lg ¼ 34 nm. As a result,

special considerations should be made to take into account the long-time switching

events in circuit designs, because the omitting of these events may lead to

underestimation of the current fluctuation and give rise to unexpected functional

error in circuits.

The complex RTN in Fig. 8.7b shows large amplitude up to 34 % at inversion

region. And other groups also reported a giant complex RTN with huge slow RTN

amplitude larger than 70 % in an n-type SNWT at near-threshold region [65], as

shown in Fig. 8.8.
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Fig. 8.6 Current noise

spectral density of RTN

measured in Fig. 8.5c,

indicating a Lorentzian

spectrum
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8.4 Impacts of Quantum Confinement on RTN

in GAA SNWTs

Since RTN is a statistical trapping/detrapping event in time, it is important to gain

more understanding of the statistics of RTN (capture/emission probability) in multi-

gate devices, which is the key information for robust circuit design against RTN. In

this section, we will discuss the impacts of quantum confinement on RTN time

constants in GAA SNWTs.

By comparing the RTN in SNWTs with both large diameter (weak confinement)

and small diameter (strong confinement), one can directly observe the impacts of

structural confinement in SNWTs [68].

Figure 8.9 shows the typical results of the measured RTN capture and emission

time constants (τc and τe) with varying drain current (i.e., gate bias) in p-type

SNWTs with both large diameter (~80 nm for weak confinement) and small

diameter (~10 nm for strong confinement) [68]. As shown in the figure, for both

cases, the τc reduces with increasing gate bias, and τe increases with increasing gate
bias, which is consistent with general observations in most SNWTs. However, it

can be observed that the RTN in strongly confined SNWTs has stronger gate-bias

dependence (i.e., larger slope in the figure) than those in weekly confined SNWTs.

If using the relationship of τ � Imd , one can compare the parameter m for RTN in

SNWTs with different confinement levels. We further extracted the m values from

all the measurement results of RTN in Table 8.1. It can be found that for both

capture and emission, the bias dependence is enhanced by quantum confinement.

Fig. 8.7 (a) Multilevel RTN caused by 3 traps in a p-type SNWTwith Lg ¼ 58 nm, Vg ¼ �0.6 V,

Vd ¼ �5 mV. (b) Both “fast” and “slow” RTN observed in an n-type SNWT with Lg ¼ 58 nm,

Vg ¼ 0.6 V, Vd ¼ 5 mV (upper figure), and the time constants of the fast trap in region A and

region B (bottom figure). (c) Slow RTN with time constant on the order of hundreds of seconds is

observed [66]
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Fig. 8.8 Four-level RTN observed in a n-type SNWTwith Vd ¼ 50mV and Lg ¼ 40 nm (left). And
the slow RTN amplitude as the function of gate bias (right). Here (in right figure), ID Low and ID High

are the current levels when fast trap is occupied and all traps are unoccupied, respectively [65]
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Fig. 8.9 Typical experimental results (symbols) of the measured (a) capture time constant τc and
(b) emission time constant τe with varying drain current (i.e., gate bias) of RTN in SNWTs with

large diameter (~80 nm for weak confinement) and small diameter (~10 nm for strong confine-

ment) [68]. The lines are the proposed quantum RTN model for SNWTs in Sect. 8.5
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Figure 8.10 shows the typical results of the measured RTN capture and emission

time constants with varying temperature in p-type SNWTs with both large diameter

(~80 nm for weak confinement) and small diameter (~10 nm for strong confinement)

[68]. As shown in the figure, the time constants reduce with increasing temperatures,

which is consistent with RTN in planar devices and indicates the trap switching

behavior is a thermal activated process [37, 39]. It can also be observed that, the RTN

in strongly confined SNWT has weaker temperature dependence (i.e., smaller slope

in the figure) than that in weekly confined SNWT.We further extracted the slopes of

the Log(τ) ~ T curves from all the measurement results of RTN in Table 8.2. It can

be found that for both capture and emission, the temperature dependence is weak-

ened by stronger quantum confinement. Theweak temperature dependence indicates

a smaller thermal activation energy (Ea) of trap switching.

To summarize the above observations, the experimental results indicate that the

strong quantum confinement in GAA SNWTs enhances the bias dependence but

alleviates the temperature dependence of RTN statistical properties.

Table 8.1 The comparisons of the gate-bias dependence of RTN time constants in SNWTs with

strong or weak confinement

m Capture Emission

Strongly confined �9 to �10 2.7–4

Weakly confined �4.5 to �6.5 0.8–1
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       Lines: Model

Fig. 8.10 Typical experimental results (symbols) of the measured (a) τc and (b) τe with varying

temperature of RTN in SNWTs with large diameter (~80 nm for weak confinement) and small

diameter (~10 nm for strong confinement) [68]. The lines are the proposed full quantum RTN

model for SNWTs in Sect. 8.5

Table 8.2 The comparisons of the temperature dependence of RTN time constants in SNWTs

with strong or weak confinement

Slope of Log(τ) ~ T curve Capture or emission

Strongly confined �0.015 to �0.018

Weakly confined �0.03 to �0.04
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This observation cannot be explained by the classical RTN model based on

Shockley–Reed–Hall (SRH) theory [85, 86], which is thus not suitable for under-

standing detailed physics of RTN in ultra-scaled multi-gate devices. As shown in

Fig. 8.11a, in SRH framework, it only considers the electronic energy of the carrier

(i.e., hole energy in this experiment for PMOS) and ignores the deformation energy.

That is to say, the SRH theory considers the capture/emission behavior in RTN as

the elastic tunneling process between the oxide trap energy level and valance band

(for hole). However, recent studies [38, 39] found that the SRH theory no longer

holds for scaled devices with ultrathin gate oxides, due to the fact that the tunneling

process in oxides is actually inelastic tunneling.

To consider the inelastic process, one needs to take into account the lattice

distortion after the trap capturing or emitting a carrier, which needs lattice relaxa-

tion energy. Since the lattice is evolved in actual capture process, phonons can

assist in the inelastic tunneling process, which can be modeled by nonradiative

multiphonon transition theory [39, 87–92]. Figure 8.11b gives an example of the

energy diagram for multiphonon framework, in which the total energy, i.e., the sum

of electronic energy of hole and the vibrational energy of lattice, is considered. For

more information on the SRH and multiphonon models for RTN, one can consult a

detailed review written by Grasser recently [39].

It should be noticing that, here since we are discussing hole (instead of electron),

in order to better compare with Fig. 8.11a, the lattice energy curve bends downward

in Fig. 8.11b, indicating the higher total energy downwards the y-axis. And the

quantum confinement effect is reflected in Fig. 8.11b as well, which results in

ground energy lifting and sub-band split, as the ΔE0 in the figure.

Based on the above knowledge of the simple physical picture of the

multiphonon-assisted capture/emission transitions, now we can qualitatively dis-

cuss the impacts of quantum confinement on RTN statistics observed above.

Let us first look at the gate-bias dependence of the RTN time constants. Since the

physical process of RTN is the nonradiative transition of channel carrier to oxide

Fig. 8.11 (a) The conventional SRH generation-recombination framework for the trap-center

assisted carrier transition. (b) The multiphonon-based framework for the trap-assisted carrier

transition: in this example, the energy diagram is produced by an oxide hole trap; the total energy

is the sum of hole energy and vibrational energy in p-type SNWTs. The x-axis is the configuration
(or reaction) coordinate. Ea is the capture activation energy, S is the Huang–Rhys factor [87], Sℏω
is the semi-Franck–Condon energy shift [87] which reflects the lattice relaxation energy, and ET is

the oxide trap energy
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trap, it is fundamentally determined by the wave functions of the channel and the

trap. The quantum confinement of the channel will strongly affect the channel wave

function. Figure 8.12 compares the calculated nanowire channel wave functions at

different gate biases by solving 2D Schrodinger equations, in two extreme cases of

strongly confined and weakly confined SNWTs. As shown in Fig. 8.12a, in the weak

confinement case, the channel wave function only changes near the Si nanowire

surface with varying gate bias. However, as shown in Fig. 8.12b, the nanowire wave

function changes within the entire channel and thus exhibit stronger gate-bias

dependence. That is why the RTN time constants are observed having stronger

gate-bias dependence in more confined SNWTs with smaller nanowire diameters.

Now look at the temperature dependence of RTN time constants. To the first-

order understanding from macroscopic perspective, since the temperature depen-

dence reflects a thermal activation energy Ea, we can analyze Ea in the energy

diagram of multiphonon processes for SNWTs with different confinements.

As shown in Fig. 8.13, weak confinement results in smaller ground band lifting
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Fig. 8.12 The calculated Si nanowire channel wave functions under different gate biases: (a) in a

weakly confined SNWT with dNW ¼ 100 nm and (b) in a strongly confined SNWT with dNW
¼ 10 nm. Note: x is along the nanowire radius direction with x ¼ 0 locates at the nanowire center,

and the gate overdrive voltage Vgt ¼ Vg � Vt

Fig. 8.13 The illustrations of multiphonon processes in (a) weakly confined and (b) strongly

confined SNWTs
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(i.e., smaller ΔE0), thus having larger Ea than strong confinement, which can cause

larger temperature dependence observed above. It should be noted that, this analy-

sis here is only a qualitative approach from macroscopic perspective. As will be

discussed in the next section, the impact of quantum confinement on the tempera-

ture dependence fundamentally originates from the characteristics of the channel

wave function and its interaction with the trap wave function.

8.5 A Multiphonon-Based Quantum Model for RTN

Statistics in GAA SNWTs

As discussed in the last section, due to the blockade of phonon transport along gate

stack direction and the lattice relaxation, the multiphonon process is nonnegligible

in SNWTs, which assists the trap capture/emission and results in RTN, as illustrated

in Fig. 8.14. Therefore, in order to understand the additional impacts of quantum

confinement on RTN in SNWTs, a full quantum model based on multiphonon

framework is developed in this section. We will take PMOS for example, so the

hole trap is considered in the model, in which the empty trap is neutral and the

charged trap is positive.

In order to accurately take into account the impacts of quantum confinement, we

start from the fundamental wave function assumptions to build a full quantum RTN

model in SNWTs.

Figure 8.15 gives the basic modeling flow in this section. In general, to naturally

incorporate the quantum effects, we introduce the wave functions of the nanowire

channel and the oxide trap in calculating the nonradiative multiphonon transition

rate. The nanowire wave function is also used for the calculation of the quantization-

induced ground sub-band energy lifting in SNWTs. Note that, the lattice relaxation

energy is introduced by the Huang–Rhys factor S [87] in the multiphonon model, as

schematically shown in Fig. 8.11b. In addition, since the Coulomb blockade effect is

important for RTN in nanoscaled devices, we also include the Coulomb energy (ΔE)
[93]. The details of the model derivation are as the following.

8.5.1 Wave Functions Assumption

To discuss the hole tunneling process between the nanowire channel and the oxide

trap state, the wave functions of them (|ψNWi and |ψTi) should be defined sepa-

rately, considering the different conditions of quantum confinement.

Considering the cylindrical symmetry of the nanowire channel in SNWTs, the

problem can be simplified into 1D condition. The 1D channel wave function in

SNWT for discussing the tunneling process is proposed based on variational

approach [94], which can be described as:
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ψNW xð Þj i ¼ a

ffiffiffiffiffiffiffiffi
1

Reff

r
sin

π xþ Reffð Þ
2Reff

� �
exp

�b �xþ Reffð Þ
2Reff

� �
, (8.4)

where x is along the nanowire radius direction with x ¼ 0 locates at the nanowire

center. The normalization parameter is

a ¼ 2b b2 þ π2
� �

�2b2 þ e�b � 1ð Þπ2

 !1=2

(8.5)

and the variational parameter is

b ¼ b0RNW Vg � Vt

� �1=3
, (8.6)

where RNW is the nanowire radius, Vt is the threshold voltage of the device, and b0 is
a fitting parameter.

If one assumes that the confinement potential is infinite, the Reff in (8.4) should

be equal to RNW, which leads to ΨNW (RNW) ¼ 0. However, considering the real

Fig. 8.15 The basic

modeling flow in this

section

Fig. 8.14 The illustration

for the major effects of

oxide hole traps in p-type

SNWTs: lattice relaxation,

multiphonon process,

quantum confinement, etc.

[68] These effects will

impact the trap capture/

emission processes and thus

alter the RTN properties in

SNWTs
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confinement potential is finite, the channel wave can penetrate into the oxide. As a

result, Reff can be larger than RNW in this case, which leads to ΨNW (RNW) > 0.

In order to obtain the precise value of Reff, we solve the 2D Schrodinger equation.

As shown in Fig. 8.16, the results of probability density at Si channel surface can be

derived with varying nanowire diameter. Due to the stronger confinement in

narrower nanowire, the ground energy can be lifted leading to the increase of the

surface probability density. Based on the results of Fig. 8.16, the Reff can be

determined and the gate bias induced wave function penetration can be estimated

by the variational parameter b in (8.4).

For the oxide trap state, we define it as a solid box to consider the trap core

effects [88]. Therefore, the trap wave function can be simply described as:

ψTj i ¼ 1

z3T

� �1=2

¼ 4π ℏ= 2mox Evox � ETj j½ �1=2
	 
3

=3

� ��1
2

, (8.7)

where mox is the hole effective mass in the gate oxide, Evox is the oxide valence-

band maximum, and ET is the trap energy level.

Note that, considering the structure relaxation effects, the total energy (the sum

of hole electronic energy and lattice vibrational energy) of valence band in

nanowire channel or trap state in oxide is not a single horizontal level but a curve

as a function of the configuration coordinate, as shown in Fig. 8.11b.

8.5.2 Key Parameters Calculations

As mentioned above, the strong confinement in small-diameter nanowire devices

can result in nonnegligible ground energy lifting and sub-band split. For simplicity,

we only consider the ground sub-band in the following calculation. The energy

difference between the ground sub-band edge and valence-band of nanowire chan-

nel can be estimated as:
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Fig. 8.16 The probability

density at the Si surface of

p-type SNWTs (left),
calculated by 2D

Schrodinger equation. The

parameter Reff in nanowire

channel wave function can

be obtained from the

calculation (right) [68]
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ΔE0 ¼ E0 � EVj j

¼ ℏ2

2mx

Z RNW

0

ψNW xð Þ d
2ψNW xð Þ
dx2

dxþ q

Z RNW

0

ψ2
NW xð Þϕ xð Þdx

����
����, (8.8)

where ϕ(x) is the electrostatic potential in nanowire channel which can be estimated

according to [25]. The calculated result of ΔE0 is about 0.1 eV in the case of 10 nm

diameter nanowire devices.

The transition matrix element, which is needed to characterize the

carrier–phonon interaction, can be described as:

Vj j2 ¼ ψNWh jU ψTj ij j2 � 2πS ℏωð Þ2 z
2
T

A

Z dþzT=2

d�zT=2

ψNW zð Þj j2dz

¼ V0

exp
�2 d � zT=2ð Þ

ℏ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2mox EV � Evoxj j

p0
@

1
A

�exp
�2 d þ zT=2ð Þ

ℏ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2mox EV � Evoxj j

p0
@

1
A

2
6666664

3
7777775

: (8.9)

To describe the interaction between carrier and phonon, the well-known

Huang–Rhys factor S [87] is introduced here, which can be expressed as:

S ¼ 1

2 ℏωð Þ2 ψTh jU ψTj ij j2: (8.10)

Normally, S is within the range of 1.5 eV < Sℏω < 2.5 eV. One can also treat

this S factor as a semi-empirical parameter (within that range) for simplicity.

8.5.3 Multiphonon-Assisted Nonradiative Transition Rate

Based on the multiphonon theory [87–92], the transition rate can be described as:

Wmp ¼ π

ℏ
S Vj j2 1� np

S

0
@

1
A

2

1

2πð Þ1=2ℏω
l�1=4 2S n nþ 1ð Þð Þ1=2

np þ l1=2

0
@

1
A

np

�exp l1=2 � 2nþ 1ð ÞSþ npℏω
kT

0
@

1
A,

(8.11)

where the number of emitted phonons with energy is

np ¼ E0 � ETj j þ kT

ℏω
, (8.12)
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The phonon occupation factor is

n ¼ 1

exp ℏω=kTð Þ � 1
(8.13)

and

l ¼ n2p þ 2S n nþ 1ð Þð Þ1=2
	 


: (8.14)

8.5.4 Modeling RTN Statistics

Finally, the capture and emission time constants of RTN in SNWTs can be

expressed as:

1

τch i ¼ WmpANiexp
�ΔE
kT

0
@

1
A

1

τeh i ¼ WmpANiexp
ET � EFj j

kT

0
@

1
A

,

8>>>>>><
>>>>>>:

(8.15)

whereA is the gate area, andNi is carrier concentration at the nanowire channel surface.

It is worth noting that the impact of Coulomb energy on carrier capture process is

also considered as the parameter ΔE in the equation, which can be obtained

according to [89].

Now, we have obtained a full quantum RTN model for SNWTs. The modeling

results agree well with experimental results, as shown in Figs. 8.9 and 8.10, which

indicates that the developed model can successfully capture the impacts of quantum

confinement on the RTN time constants in GAA SNWTs. This modeling method

can also be applied to other types of multi-gate devices, e.g., double-gate or tri-gate

FinFETs, if carefully get their channel wave functions.

8.6 Summary

Taking the GAA SNWT as the representative for extremely scaled multi-gate

devices, the impacts of quantum confinement on RTN is discussed in this chapter

based on both experimental and theoretical studies. It is found that the RTN

capture/emission time constants are strongly impacted by the quantum confinement

in multi-gate devices with thin channel. The experimental results indicate that the

strong quantum confinement in SNWTs enhances the bias dependence but

alleviates the temperature dependence of RTN time constants, which cannot be

explained by classical RTN model based on SRH theory. By taking into account the

lattice relaxation and multiphonon processes, the experiments can be successfully

understood. A full quantum model for RTN time constants in SNWTs is also

developed, which agrees well with the experimental results.

220 R. Wang et al.



Acknowledgments The work in this chapter was supported in part by NSFC (61106085),

973 Projects (2011CBA00601), National S&T Major Project (2009ZX02035-001) and the Col-

laborative Project between Peking University and Samsung Electronics. The authors would like to

thank the staff of Peking University Fabrication Lab for their assistance in device fabrication.

References

1. International Technology Roadmap for Semiconductors (ITRS). http://public.itrs.net/

2. Colinge, J.-P. (ed.): FinFETs and other multi-gate transistors. Springer, New York (2008)

3. Huang, R., Wu, H.M., Kang, J.F., Xiao, D.Y., Shi, X.L., An, X., Tian, Y., Wang, R.S., Zhang,

L.L., Zhang, X., Wang, Y.: Challenges of 22 nm and beyond CMOS technology. Sci. China

Ser. F Inform. Sci. 52, 1491 (2009)

4. Wang, Y.Y.: The driving force for development of IC and system in future: reducing the power

consumption and improving the ratio of performance to power consumption. Sci. China Ser. F

Inform. Sci. 54, 915 (2011)

5. Li, M.: Review of advanced CMOS technology for post-Moore era. Sci. China Phys. Mech.

Astron. 55, 2316 (2012)

6. Kuhn,K.J.: Considerations for ultimateCMOSscaling. IEEETrans. ElectronDev.59, 1813 (2012)

7. Jurczak, M., Collaert, N., Veloso, A., Hoffmann, T., Biesemans, S.: Review of FinFET

technology. In: Proceedings of the IEEE international SOI conference, p. 1 (2009)

8. Ferain, I., Colinge, C.A., Colinge, J.P.: Multigate transistors as the future of classical metal-

oxide-semiconductor field-effect transistors. Nature 479, 310 (2011)

9. Huang, X., Lee, W.-C., Kuo, C., Hisamoto, D., Chang, L., Kedzierski, J., Anderson, E.,

Takeuchi, H., Choi, Y.-K., Asano, K., Subramanian, V., King, T.-J., Bokor, J., Hu, C.: Sub

50-nm FinFET: PMOS. In: IEDM technical digest, December, p. 67 (1999)

10. Park, J.-T., Colinge, J.P., Diaz, C.H.: Pi-gate SOI MOSFET. IEEE Electron Device Lett. 22,

405 (2001)

11. Yang, F.-L., Chen, H.-Y., Chen, F.-C., Huang, C.-C., Chang, C.-Y., Chiu, H.-K., Lee, C.-C.,

Chen, C.-C., Huang, H.-T., Chen, C.-J., Tao, H.-J., Yeo, Y.-C., Liang, M.-S., Hu, C.: 25 nm

CMOS Omega FETs. In: IEDM technical digest, December, p. 255 (2002)

12. Kavalieros, J., Doyle, B., Datta, S., Dewey, G., Doczy, M., Jin, B., Lionberger, D., Metz, M.,

Rachmady, W., Radosavljevic, M., Shah, U., Zelick, N., Chau, R.: Tri-gate transistor architec-

ture with high-k gate dielectrics, metal gates and strain engineering. In: Symposium on VLSI

technology. Digest of technical papers, p. 50 (2006)

13. Xu, X., Wang, R., Huang, R., Zhuge, J., Chen, G., Zhang, X., Wang, Y.: High-performance

BOI FinFETs based on bulk-silicon substrate. IEEE Trans. Electron Dev. 55(11), 3246 (2008)

14. Wu, C.C., Lin, D.W., Keshavarzi, A., Huang, C.H., Chan, C.T., Tseng, C.H., Chen, C.L.,

Hsieh, C.Y., et al.: High performance 22/20 nm FinFET CMOS devices with advanced high-

k/metal gate scheme. In: IEDM technical digest, December, p. 600 (2010)

15. Yeh, C.C., Chang,C.-S., Lin,H.-N., Tseng,W.-H., Lai, L.-S., Perng, T.-H., Lee, T.-L., Chang,C.-

Y., et al.: A low operating power FinFET transistor module featuring scaled gate stack and strain

engineering for 32/28nm SoC technology. In: IEDM technical digest, December, p. 772 (2010)

16. Auth, C., Allen, C., Blattner, A., Bergstrom, D., Brazier, M., Bost, M., Buehler, M.,

Chikarmane, V., Ghani, T., et al.: A 22 nm high performance and low-power CMOS technol-

ogy featuring fully-depleted trigate transistors, self-aligned contacts and high density MIM

capacitors. In: Symposium on VLSI technology. Digest of technical papers, p. 131 (2012)

17. Jan, C.-H., Bhattacharya, U., Brain, R., Choi, S.-J., Curello, G., Gupta, G., Hafez, W., Jang,

M., Kang, M., et al.: A 22nm SoC platform technology featuring 3-D tri-gate and high-k/metal

gate, optimized for ultra low power, high performance and high density SoC applications. In:

IEDM technical digest, December, p. 44 (2012)

8 Random Telegraph Noise in Multi-gate FinFET/Nanowire Devices. . . 221

http://public.itrs.net/


18. EE Times. http://www.eetimes.com/

19. Huang, R., Wang, R.S.: Investigation of gate-all-around silicon nanowire transistors for

ultimately scaled CMOS technology from top-down approach. Front. Phys. China 5, 414

(2010)

20. Huang,R.,Wang, R., Zhuge, J., Liu, C., Yu, T., Zhang, L., Huang,X., Ai, Y., Zou, J., Liu, Y., Fan,

J., Liao, H.,Wang, Y.: Characterization and analysis of gate-all-around Si nanowire transistors for

extreme scaling. In: IEEE custom integrated circuits conference (CICC), pp. 2–1 (2011)

21. Yang, F.L., Lee, D.H., Chen, H.Y., Chang, C.Y., Liu, S.D., Huang, C.C., Chung, T.X., Chen,

H.W., et al.: 5 nm-gate nanowire finFET. In: Symposium on VLSI technology. Digest of

technical papers, p. 196 (2004)

22. Wang, R., Liu, H., Huang, R., Zhuge, J., Zhang, L., Kim, D.-W., Zhang, X., Park, D., Wang,

Y.: Experimental investigations on carrier transport in Si nanowire transistors: Ballistic

efficiency and apparent mobility. IEEE Trans. Electron Dev. 55, 2960 (2008)

23. Asenov, A., Brown, A.R., Davies, J.H., Kaya, S., Slavcheva, G.: Simulation of intrinsic

parameter fluctuations in decananometer and nanometer-scale MOSFETs. IEEE Trans. Elec-

tron Dev. 50, 1837 (2003)

24. Bernstein, K., Frank, D.J., Gattiker, A.E., Haensch, W., Ji, B.L., Nassif, S.R., Nowak, E.J.,

Pearson, D.J., Rohrer, N.J.: High-performance CMOS variability in the 65-nm regime and

beyond. IBM J. Res. Dev. 50, 433 (2006)

25. Kuhn, K., Giles, M.D., Becher, D., Kolar, P., Kornfeld, A., Kotlyar, R., Ma, S.T., Maheshwari,

A., Mudanai, S.: Process technology variation. IEEE Trans. Electron Dev. 58, 2197 (2011)

26. Takeuchi, K.: Impact of discrete-charge-induced variability on scaled MOS devices. IEICE

Trans. Electron. E95-C, 414 (2012)

27. O’uchi, S., Matsukawa, T., Nakagawa, T., Endo, K., Liu, Y.X., Sekigawa, T., Tsukada, J.,

Ishikawa, Y., Yamauchi, H., Ishii, K., Suzuki, E., Koike, H., Sakamoto, K., Masahara, M.:

Characterization of metal-gate FinFET variability based on measurements and compact model

analyses. In: IEDM technical digest, p. 709 (2008)

28. Wang, R., Zhuge, J., Huang, R., Yu, T., Zou, J., Kim, D.-W., Park, D., Wang, Y.: Investigation

on variability in metal-gate Si nanowire MOSFETs: analysis of variation sources and experi-

mental characterization. IEEE Trans. Electron Dev. 58, 2317 (2011)

29. Asenov, A., Balasubramaniam, R., Brown, A.R., Davies, J.H.: RTS amplitudes in

decananometer MOSFETs: 3-D simulation study. IEEE Trans. Electron Dev. 50(839) (2003)

30. Ielmini, D., Compagnoni, C.M., Spinelli, A.S., Lacaita, A.L., Gerardi, C.: A new channel

percolation model for VT shift in discrete trap memories. In: International reliability physics

symposium (IRPS), p. 515 (2004)

31. Huard, V., Parthasarathy, C., Guerin, C., Valentin, T., Pion, E., Mammasse, M., Planes, N.,

Camus, L.: NBTI degradation: From transistor to SRAM arrays. In: International reliability

physics symposium (IRPS), p. 289 (2008)

32. Reisinger, H., Grasser, T., Hofmann, K., Gustin, W., Schlünder, C.: A study of NBTI by the

statistical analysis of the properties of individual defects in pMOSFETS. In: International

integrated reliability workshop. Final report (IIRW), p. 30 (2009)

33. Grasser, T., Reisinger, H., Goes, W., Aichinger, Th., Hehenberger, Ph., Wagner, P.-J.,

Nelhiebel, M., Franco, J., Kaczer, B.: Switching oxide traps as the missing link between

negative bias temperature instability and random telegraph noise. In: International electron

devices meeting (IEDM), p. 729 (2009)

34. Kaczer, B., Grasser, T., Roussel, P.J., Franco, J., Degraeve, R., Ragnarsson, L., Simoen, E.,

Groeseneken, G., Reisinger, H.: Origin of NBTI variability in deeply scaled pFETs. In:

International reliability physics symposium (IRPS), p. 26 (2010)

35. Liu, C., Zou, J.,Wang, R., Huang, R., Xu, X., Liu, J.,Wu, H.,Wang, Y.: Towards the systematic

study of aging induced dynamic variability in nano-MOSFETs: adding the missing cycle-to-

cycle variation effects into device-to-device variation. In: IEDM technical digest, p. 571 (2011)

36. Liu, C., Ren, P., Wang, R., Huang, R., Ou, J., Wang, J., Wu, J., Yu, S., Lee, S.-W., Wang, Y.:

New observations on AC NBTI induced dynamic variability in scaled high-k/metal-gate

MOSFETs: characterization, origin of frequency dependence, and impacts on circuits. In:

IEDM technical digest, p. 466 (2012)

222 R. Wang et al.

http://www.eetimes.com/


37. Kirton, M., Uren, M.: Noise in solid-state microstructure: a new perspective on individual

defects, interface states and low-frequency (1/f) noise. Adv. Phys. 38, 367 (1989)

38. Campbell, J.P., Qin, J., Cheung, K.P., Yu, L.C., Suehle, J.S., Oates, A., Sheng, K.: Random

telegraph noise in highly scaled nMOSFETs. In: Proceedings of the IRPS, p. 382 (2009)

39. Grasser, T.: Stochastic charge trapping in oxides: from random telegraph noise to bias

temperature instabilities. Microelectron. Reliab. 52, 39 (2012)

40. Frank, D.J.: Random telegraph noise – measurement, analysis, and consequences. In: IRPS

tutorial (2012)

41. Hung, K.K., Ko, P.K., Hu, C., Cheng, Y.C.: Random telegraph noise of deep-submicrometer

MOSFETs. IEEE Electron Device Lett. 11, 90 (1990)

42. Tsai, M.H., Ma, T.P.: The impact of device scaling on the current fluctuations in MOSFET’s.

IEEE Trans. Electron Dev. 41, 2061 (1994)

43. Shi, Z., Mieville, J.-P., Dutoit, M.: Random telegraph signals in deep submicron n-MOSFET’s.

IEEE Trans. Electron Dev. 41, 1161 (1994)

44. Ghibaudo, G., Boutchacha, T.: Electrical noise and RTS fluctuations in advanced CMOS

devices. Microelectron. Reliab. 42, 573 (2002)

45. Simoen, E., Claeys, C.: Random telegraph signal: a local probe for single point defect studies

solid-state devices. Mater. Sci. Eng. B91–92, 136 (2002)

46. Tega, N., Miki, H., Pagette, F., Frank, D., Ray, A., Rooks, M., Haensch, W., Torii, K.:

Increasing threshold voltage variation due to random telegraph noise in FETs as gate length

scale to 20 nm. In: Symposium on VLSI technology. Digest of technical papers, p. 50 (2009)

47. Takeuchi, K., Nagumo, T., Yokogawa, S., Imai, K., Hayashi, Y.: Single-charge-based

modeling of transistor characteristics fluctuations based on statistical measurement of RTN

amplitude. In: Symposium on VLSI technology. Digest of technical papers, p. 54 (2009)

48. Nagumo, T., Takeuchi, K., Yokogawa, S., Imai, K., Hayashi, Y.: New analysis methods for

comprehensiveunderstandingof randomtelegraphnoise. In: IEDMtechnical digest, p. 759 (2009)

49. Tega, N., Miki, H., Ren, Z., D’Emic, C.P., Zhu, Y., Frank, D.J., Cai, J., Guillorn, M.A., Park,

D.-G., Haensch, W., Torii, K.: Reduction of random telegraph noise in high-k/metal-gate

stacks for 22 nm generation FETs. In: IEDM technical digest, p. 771 (2009)

50. Miki, H., Tega, N., Ren, Z., D’Emic, C.P., Zhu, Y., Frank, D.J., Guillorn, M.A., Park, D.-G.,

Haensch, W., Torii, K.: Hysteretic drain-current behavior due to random telegraph noise in

scaled-down FETs with high-k/metal-gate stacks. In: IEDM technical digest, p. 620 (2010)

51. Realov, S., Shepard, K.L.: Random telegraph noise in 45-nm CMOS: analysis using an on-chip

test and measurement system. In: IEDM technical digest, p. 624 (2010)

52. Miki, H., Yamaoka, M., Tega, N., Ren, Z., Kobayashi, M., D’Emic, C.P., Zhu, Y., Frank, D.J.,

Guillorn, M.A., Park, D.-G., Haensch, W., Torii, K.: Understanding short-term BTI behavior

through comprehensive observation of gate-voltage dependence of RTN in highly scaled high-

k/metal-gate pFETs. In: SymposiumonVLSI technology.Digest of technical papers, p. 148 (2011)

53. Miki, H., Yamaoka, M., Frank, D.J., Cheng, K., Park, D.-G., Leobandung, E., Torii, K.:

Voltage and temperature dependence of random telegraph noise in highly scaled HKMG

ETSOI nFETs and its impact on logic delay uncertainty. In: Symposium on VLSI technology.

Digest of technical papers, p. 137 (2012)

54. Zou, J., Wang, R., Gong, N., Huang, R., Xu, X., Ou, J., Liu, C., Wang, J., Liu, J., Wu, J., Yu, S.,

Ren, P., Wu, H., Lee, S.-W., Wang, Y.: New insights into AC RTN in scaled high-k/metal-gate

MOSFETs under digital circuit operations. In: Symposium on VLSI technology. Digest of

technical papers, p. 139 (2012)

55. Zou, J., Wang, R., Luo, M., Huang, R., Xu, N., Ren, P., Liu, C., Xiong, W., Wang, J., Liu, J.,

Wu, J., Wong, W., Yu, S., Wu, H., Lee, S.-W., Wang, Y.: Deep understanding of AC RTN in

MuGFETs through new characterization method and impacts on logic circuits. In: Symposium

on VLSI technology. Digest of technical papers, accepted (2013)

56. Tega, N., Miki, H., Yamaoka, M., Kume, H., Toshiyuki, M., Ishida, T., Yuki, M., Yamada, R.,

Kazuyoshi, T.: Impact of threshold voltage fluctuation due to random telegraph noise on

scaled-down SRAM. In: IEEE international reliability physics symposium, p. 541 (2008)

8 Random Telegraph Noise in Multi-gate FinFET/Nanowire Devices. . . 223



57. Ghetti, A., Compagnoni, C., Spinelli, A., Visconti, A.: Comprehensive analysis of random

telegraph noise instability and its scaling in deca Cnanometer flash memories. IEEE Trans.

Electron Dev. 56, 1746 (2009)

58. Sakoda, T., Tamura, N., Xiao, S.,Minakata, H.,Morisaki, Y., Nishigaya, K., Saiki, T., Uetake, T.,

Iwasaki, T., Ehara, H.,Matsuyama,H., Shimizu, H., Hashimoto,K., Kimoto,M., Kase,M., Ikeda,

K.: 1st quantitative failure-rate calculation for the actual large-scale SRAM using ultra-thin gate-

dielectric with measured probability of the gate-current fluctuation and simulated circuit failure-

rate. In: Symposium on VLSI technology. Digest of technical papers, p. 26 (2007)

59. Wang, X., Rao, P.R., Mierop, A., Theuwissen, A.J.P.: Random telegraph signal in CMOS

image sensor pixels. In: IEDM technical digest, p. 1 (2006)

60. Toh, S., Tsukamoto, Y., Guo, Z., Jones, L., King Liu, T.-J., Nikolic, B.: Impact of random

telegraph signals on Vmin in 45nm SRAM. In: IEDM technical digest, p. 767 (2009)

61. Toh, S.O., Liu, T.-J.K., Nikolic, B.: Impact of random telegraph signaling noise on SRAM

stability. In: Symposium on VLSI technology. Digest of technical papers, p. 204 (2011)

62. Yamaoka, M., Miki, H., Bansal, A., Wu, S., Frank, D.J., Leobandung, E., Torii, K.: Evaluation

methodology for random telegraph noise effects in SRAM arrays. In: IEDM technical digest,

p. 745 (2011)

63. Matsumoto, T., Kobayashi, K., Onodera, H.: Impact of random telegraph noise on CMOS logic

delay uncertainty under low voltage operation. In: IEDM technical digest, p. 581 (2012)

64. Lim, Y.F., Xiong, Y.Z., Singh, N., Yang, R., Jiang, Y., et al.: Random telegraph signal noise in

gate-all-around Si-FinFET with ultranarrow body. IEEE Electron Device Lett. 27, 765 (2006)

65. Yang, S., Yeo, K.H., Kim, D.W., Seo, K.I., Park, D., et al.: Random telegraph noise in N-type

and P-type Silicon nanowire transistors. In: IEDM technical digest, p. 1 (2008)

66. Zhuge, J., Zhang, L., Wang, R., Huang, R., Kim, D.-W., Park, D., Wang, Y.: Random

telegraph signal noise in gate-all-around silicon nanowire transistors featuring Coulomb-

blockade characteristics. Appl. Phys. Lett. 94, 083503 (2009)

67. Zhang, L., Zhuge, J., Wang, R., Huang, R., et al.: New insights into oxide traps characteriza-

tion in gate-all-around nanowire transistors with TiN metal gates based on combined Ig-Id

RTS technique. In: Symposium on VLSI technology. Digest of technical papers, p. 46 (2009)

68. Liu, C., Wang, R., Zou, J., Huang, R., Fan, C., Zhang, L., Fan, J., Ai, Y., Wang, Y.: New

understanding of the statistics of random telegraph noise in Si nanowire transistors – the role of

quantum confinement and non-stationary effects. In: IEDM technical digest, p. 521 (2011)

69. Fan, M.L., Hu, V.P.H., Chen, Y.N., Su, P., Chuang, C.T.: Analysis of single-trap-induced

random telegraph noise on FinFET devices, 6T SRAM cell, and logic circuits. IEEE Trans.

Electron Dev. 59, 2227 (2012)

70. Singh, N., Agarwal, A., Bera, L.K., Liow, T.Y., Yang, R., Rustagi, S.C., Tung, C.H., Kumar, R.,

Lo,G.Q., Balasubramanian,N., Kwong,D.-L.:High-performance fully depleted silicon nanowire

(diameter<= 5 nm) gate-all-around CMOS devices. IEEE Electron Device Lett. 27, 383 (2006)

71. Jiang, Y., Liow, T.Y., Singh, N., Tan, L.H., Lo, G.Q., Chan, D.S.H., Kwong, D.L.: Nanowires

FETs for low power CMOS applications fea- turing novel gate-all-around single metal FUSI

gates with dual μm and VT tune-ability. In: IEDM technical digest, p. 869 (2008)

72. Bangsaruntip, S., Cohen, G.M., Majumdar, A., Zhang, Y., Engelmann, S.U., Fuller, N.,

Gignac, L.M., Mittal, S., Newbury, J.S., Guillorn, M., Barwicz, T., Sekaric, L., Frank, M.

M., Sleight, J. W.: High performance and highly uniform gate-all-around silicon nanowire

MOSFETs with wire size dependent scaling. In: IEDM technical digest, p. 297 (2009)

73. Bangsaruntip, S., Majumdar, A., Cohen, G.M., Engelmann, S.U., Zhang, Y., Guillorn, M.,

Gignac, L.M., Mittal, S., Graham, W.S., Joseph, E.A., Klaus, D.P., Chang, J., Cartier, E.A.,

Sleight, J.W.: Gate-all-around silicon nanowire 25-stage CMOS ring oscillators with diameter

down to 3 nm. In: Symposium on VLSI technology. Digest of technical papers, p. 21 (2010)

74. Suk, S.D., Lee, S.-Y., Kim, S.-M., Yoon, E.-J., Kim,M.-S., Li, M., Oh, C.W., Yeo, K.H., Kim, S.

H., Shin, D.-S., Lee, K.-H., Park, H.S., Han, J.N., Park, C.J., Park, J.-B., Kim, D.-W., Park, D.,

Ryu, B.-I.: High performance 5nm radius twin silicon nanowireMOSFET (TSNWFET): fabrica-

tion on bulk Si wafer, characteristics, and reliability. In: IEDM technical digest, p. 717 (2005)

75. Yeo, K.H., Suk, S.D., Li, M., Yeoh, Y.-Y., Cho, K.H., Hong, K.-H., Yun, S., Lee, M.S., Cho,

N., Lee, K., Hwang, D., Park, B., Kim, D.-W., Park, D., Ryu, B.-I.: Gate-all-around (GAA)

224 R. Wang et al.



twin silicon nanowire MOSFET (TSNWFET) with 15 nm length gate and 4 nm radius

nanowires. In: IEDM technical digest, p. 539 (2006)

76. Suk, S.D., Yeoh, Y.Y., Li, M., Yeo, K.H., Kim, S.-H., Kim, D.-W., Park, D., Lee, W.-S.:

TSNWFET for SRAM cell application: performance variation and process dependency. In:

Symposium on VLSI technology. Digest of technical papers, p. 38 (2008)

77. Li, M., Yeo, K.H., Suk, S.D., Yeoh, Y.Y., Kim, D.-W., Chung, T.Y., Oh, K.S., Lee, W.-S.:

Sub-10 nm gate-all-around CMOS nanowire transistors on bulk Si substrate. In: Symposium

on VLSI technology. Digest of technical papers, p. 94 (2009)

78. Tian, Y., Huang, R., Wang, Y., Zhuge, J., Wang, R., Liu, J., Zhang, X., Wang, Y.: New self-

aligned silicon nanowire transistors on bulk substrate fabricated by Epi-free compatible CMOS

technology: process integration, experimental characterization of carrier transport and low

frequency noise. In: IEDM technical digest, p. 895 (2007)

79. Ai, Y., Huang, R., Hao, Z., Fan, C., Wang, R., Pu, S., Wang, Y.: Top-down fabrication of shape

controllable Si nanowires based on conventional CMOS process. Phys. E 43, 102 (2010)

80. Huang, R., Zou, J., Wang, R., Fan, C., Ai, Y., Zhuge, J., Wang, Y.: Experimental demonstra-

tion of current mirrors based on silicon nanowire transistors for inversion and subthreshold

operations. IEEE Trans. Electron Dev. 58, 3639 (2011)

81. Yuzhelevski, Y., Yuzhelevski, M., et al.: Random telegraph noise analysis in time domain.

Rev. Sci. Instrum. 71, 1681 (2000)

82. Li, M., Wang, R., Zou, J., Huang, R.: Characterization of random telegraph noise in scaled

high-k/metal-gate MOSFETs with SiO2/HfO2 Gate Dielectrics. ECS Trans. 52, 941 (2013)

83. Brook, D., Evans, D.A.: An approach to the probability distribution of cusum run length. Life

Sci. Math. Phys. Sci. 59, 539 (1972)

84. Rabiner, L.R.: A tutorial on hidden Markov models and selected applications in speech

recognition. Proc. IEEE 77, 257 (1989)

85. Shockley, W., Read, W.T.: Statistics of recombinations of holes and electrons. Phys. Rev. 87,

835 (1952)

86. Hall, R.N.: Electron-hole recombination in germanium. Phys. Rev. 87, 387 (1952)

87. Huang, K.: Adiabatic approximation-theory and static coupling theory of nonradiative transi-

tion. Sci. Sin. 24, 27 (1981)

88. Zheng, J., Tan, H., Ng, S.: Theory of non-radiative capture of carriers by multiphonon

processes for deep centres in semiconductors. J. Phys. Condens. Matter. 6, 1695 (1994)

89. Palma, A., Godoy, A., Jimenz-Tejada, J., Carceller, J., Lopez-Villanueva, J.A.: Quantum two-

dimensional calculation of time constants of random telegraph signals in metal-oxide-semi-

conductor structures. Phys. Rev. B 56, 9565 (1997)

90. Henry, C., Lang, D.: Nonradiative capture and recombination by multiphonon emission in

GaAs and GaP. Phys. Rev. B 15, 989 (1977)

91. Andersson, M.O., Xiao, Z., Norrman, S., Engstrom, O.: Model based on trap-assisted tunneling

for two-level current fluctuations in submicrometer metal-silicon-dioxide-silicon diodes. Phys.

Rev. B 41, 9836 (1990)

92. Ielmini, D., Manigrasso, M., Gattel, F., Valentini, M.G.: A new NBTI model based on hole

trapping and structural relaxation in MOS dielectrics. IEEE Trans. Electron Dev. 56, 1943

(2009)

93. Shulz, M.: Coulomb energy of traps in semiconductor space-charge regions. J. Appl. Phys. 74,

2649 (1993)

94. Cousin, B., et al.: Compact modeling of quantization effects for cylindrical gate-all-around

MOSFETs. In: IEEE international conference of ultimate integration of silicon (ULIS),

p. 269 (2009)

8 Random Telegraph Noise in Multi-gate FinFET/Nanowire Devices. . . 225



Chapter 9

Investigations on Transport Properties

of Poly-silicon Nanowire Transistors

Featuring Independent Double-Gated

Configuration Under Cryogenic Ambient

Wei-Chen Chen and Horng-Chih Lin

Abstract Transport properties of poly-Si nanowire transistors, which were

fabricated by a simple and low-cost method, are examined in this chapter. The

proposed device features two independent gates and thus allows more flexible

operation. Electrical measurements performed under cryogenic ambient displayed

intriguing characteristics in terms of length-dependent abrupt switching behavior

for one of the single-gated modes that is in obvious conflict with the conventional

theory concerning short channel effects. Through simulation and experimental

verification, it was found that such phenomenon is related to a number of structural

parameters, and the root cause was identified to be the nonuniformly distributed

dopants introduced by ion implantation.

9.1 Introduction

To maintain the momentum of CMOS scaling, multiple-gated nanowire

(NW) devices have been proposed as one of the most promising future transistor

structures due to the better gate controllability to suppress the short channel effects

(SCE). NW, basically, can be defined as a narrow stripe material with its cross-

sectional feature size less than 100 nm. It has been conceived as an ideal building

block for nanoelectronics and optoelectronics. One unique feature of NW lies in its

very tiny volume and large surface-to-volume ratio, thus making it suitable for a
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wide array of applications. For memory applications, fast programming/erasing

efficiency and low voltage operation can be facilitated and the large surface-

to-volume ratio feature promotes high sensitivity for sensor applications.

Though most of the previous works regarding NW research focused on single-

crystalline Si-based technology for realizing high performance CMOS transistors,

recently a new concept of NW-based thin film transistors (TFTs) has started to gain

attention [1, 2]. Compared to single-crystalline Si wafer technology, TFT devices

completely eliminate the need for a high-cost substrate. This merit is especially

profound when prohibitive silicon-on-insulator (SOI) architecture starts to emerge

as another substrate alternative in order to promote the fabrication of multiple-gated

device such as FinFETs [3]. For the macroelectronics industry where it is preferred

to construct electronic devices and components over a large area substrate, TFT

architecture is a promising option since it merely requires a thin active layer to be

deposited onto an insulating substrate. Therefore, glass and plastic substrates

become the primary choice as they are flexible, light weight, and most importantly,

cheap. Poly-Si TFTs are also the main architectures used in 3D memory technology

[4] to avoid the complexity and difficulty in high temperature deposition of single

crystalline Si layers. Though grain boundary effects are a concern in poly-Si, poly-

Si-based TFTs with NW channel and multi-gated scheme have been shown to

perform comparably to their bulk-Si counterparts [5–7]. In addition, poly-Si TFTs

greatly facilitate the integration of a wide array of circuit components, making

possible system-on-panel (SOP) applications [8].

As a result of the tiny cross section of NW body, confinement of carriers in the

plane perpendicular to the channel direction can occur. Already a plethora of

intriguing phenomena are associated with this nanoscale structure such as Coulomb

blockade [9], quantized conductance [10], and reduced phonon scattering [11], to

name just a few. Given that most of the intriguing quantum-mechanical effects tend

to occur in low temperature regime, in this chapter to investigate the underlying

transport mechanism of the proposed independent double-gated NW poly-Si TFTs,

devices with channel lengths (L) ranging from 39 nm to 5 μmwere fabricated using

mix-and-match lithography of I-line stepper and e-beam direct writing method and

characterized under cryogenic ambient. Electrical characterization performed in the

temperature (T ) ranging from 300 to 78 K shows abnormal switching phenomena

for one of the single-gated modes with a very steep subthreshold swing (SS), which

completely disappears when altering the gate-doping technique. It is also found that

such phenomenon is related to a number of structural parameters. A simple model

based on the process of electron trapping and detrapping in the channel is proposed.

The content of this chapter is arranged as follows. In Sect. 9.2, brief background

information of multiple-gated devices is given, followed by Sect. 9.3 that describes

some of the important transport properties found in NW devices. Device structure

and process flow of the proposed poly-Si NW transistors are elucidated in Sect. 9.4.

Basic electrical characteristics at room temperature are analyzed in Sect. 9.5.

Section 9.6 then investigates the underlying transport mechanism leading to the

abrupt switching behavior under cryogenic ambient and suggests one model to

interpret the experimental findings. Finally, a brief conclusion is presented in

Sect. 9.7.
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9.2 Background of Multiple-Gated Devices

Faced with an ever greater challenge of fabricating a “well-behaved” transistor for

which SCEs are minimized in the era of 22 nm technology node and beyond, a

number of new processing schemes have been embraced to address this issue. For

the purpose of resolving poly-gate depletion and alleviating nonnegligible gate

dielectric tunneling current, high-κ/metal gate is being pursued actively and is

already adopted in commercial 45-nm microprocessors of Intel [12]. Another

option of relieving SCEs is to resort to multiple-gated configuration. As the name

suggests, in a multiple-gated transistor, the active layer is controlled by more than

one gate as opposed to planar single-gated counterparts. This kind of structure is

capable of effectively preventing the drain field penetration that weakens the gate

controllability over channels thereby leading to SCEs. On account of the better

electrostatic control of channels, for a given channel width, larger driving current

can be provided by multiple-gated configuration. Of all the multiple-gated

structures ever proposed so far, FinFET is considered as the one most appropriate

for practical applications because it is actually quasi-planar and is most compatible

with modern ULSI (ultra large-scale integration) technology [13]. Moreover, the

conduction width in FinFET, which is determined by the fin height, is along a

direction that is normal to the substrate plane. This vertical feature offers an

improvement in density that is not restricted by the resolution of lithographic

tools. Evolving from the original double-gated structure, several variations of

FinFET have been reported, including tri-gate [14] and Ω-gate [15]. In particular,

the gate-all-around type device where the channel is fully wrapped by a surrounding

gate is considered the most ideal structure to proffer the best gate controllability

over the channel [16].

9.3 Transport Behavior of Nanowire Devices

The paradigm shift caused by NW creates whole new concepts and perspectives on

device physics and possibilities that conventional planar counterparts have yet to

offer. From a microscopic point of view, this kind of low-dimensional structure is

suitable for studying quantum-mechanical effects. Many reports focused on the

carrier transport properties in NW devices for which well-established theories of

three- or two-dimensional materials are no longer appropriate. Energy bands are

split into sub-bands, and the energy levels become discrete by the tiny volume of

NW [17]. Because of the nanoscale cross section that confines the wave functions

of sub-bands, carriers in NW devices must transport through a large number of

one-dimensional sub-bands. Quantum confinement, sub-band splitting, and surface

and interface relaxation [18–20] are among a plethora of effects that must be taken

into account in order to correctly interpret the NW characteristics, including
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unexpected increase of threshold voltage (VTH) with reduced NW width [21],

oscillation of drain current and mobility [22], and reduced Stark effect [23]. The

essence of quantum confinement lies in the fact that the energy levels are no longer

continuous in this scenario but become discrete sub-bands instead. For an

N-channel device, electrons tend to populate the lowest sub-band whose energy

difference between the conduction band edge increases with the scaling of NW

dimensions. Consequently, VTH becomes higher as NW is made narrower. The

presence of discrete energy levels also leads to valleys in the drain current as the

gate voltage is increased under low temperature regime because the sub-band must

lie within the range of thermal energy from the previous sub-band that is already

populated by carriers before further increase of the number of carriers is possible.

Another intriguing effect exclusive to NWs is that the drain current of linear regime

(low VD) in strong inversion is found to decrease with decreasing temperature,

which is shown to be caused by the inter-sub-band scattering induced by quantum

confinement [22]. Yet, in saturation regime (high VD), this effect is diminished and

the mobility–temperature relationship again resorts to what is dictated by phonon

scattering. In addition, differential conductance fluctuations are observed in output

curves as the series resistance of the drain extension is changed by the interplay

between inter-sub-band transitions and quasi-ballistic transport [24].

Simulation results have shown that NW transistors may approach ballistic

transport [25], i.e., a carrier does not experience any collision with other carriers

or elastic centers during its traverse from the source toward the drain. Drain current

under ballistic transport has been shown to depend only on the carrier concentration

near the source and the injection velocity at the peak of the barrier at the source side

[26, 27], which is determined solely by the thermal velocity in the case of

non-degeneracy. Thus, the concept of mobility becomes meaningless, leading to a

profound change of mind-set on how the carrier transport properties should be

examined. For typical short channel planar devices, scattering defects associated

with pocket implant near source/drain junctions result in mobility degradation as

the channel length is made shorter [28, 29]. Even though NW exhibits similar

behavior that the “extracted” mobility tends to decrease with reduced channel

length, this is essentially an artifact and can be explained by the “ballistic mobility”

model [30]. As a matter of fact, since NW has entered into ballistic regime, the

measured mobility no longer determines the transport property, and the actual

transport behavior will not degrade with channel length scaling [31]. In other

words, not only does NW device possess better immunity against SCE, it is also

promising to provide ballistic transport when being downsized to ultrashort channel

lengths.

One concept called “quantum capacitance limit” introduced recently further

highlights the performance advantage of 1D NW device over bulk counterparts in

terms of the power delay product improvement that can be achieved from scaling

[32]. The inversion layer or quantum capacitance of a bulk device is proportional to

the density of states in the channel [33], which increases with the gate voltage; thus,

the modulation of the surface potential is less efficient in the on-state, explaining
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the gradual degradation of SS with a larger gate voltage. The scenario is vastly

different in the case of 1D NW device for which the density of states is inversely

proportional to the square root of the difference between the carrier energy and

surface potential. Consequently, it is easier for NW to reach the so-called quantum

capacitance limit, where the gate dielectric capacitance readily exceeds the quan-

tum capacitance, and the gate electrode is still able to provide ideal control of the

surface potential in the on-state. In other words, the thickness of the gate dielectric

in a 1D NW transistor required to meet the criterion of quantum capacitance limit

can be thicker and is much more technologically feasible than the bulk devices.

9.4 Device Structures and Fabrication

By cleverly forming a cavity at two sides of a nitride/Si/nitride stack through

selective etching of the sandwiched Si, followed by refilling with the active layer,

we had demonstrated a novel and simple method for fabricating devices with

decananometer NW dimensions using an optical I-line stepper [34, 35], whose

layout and process flow are shown in Figs. 9.1a and 9.2, respectively. To overcome

the minimum channel length limit set by the resolution of I-line stepper while

maintaining a low cost approach, a slightly modified fabrication process by adding

e-beam direct writing was adopted in this study to achieve sub-100 nm channel

length with layout given in Fig. 9.1b. It is worth mentioning that this new approach

requires only one additional lithographic step and can be easily integrated with the

original version on the same wafer. In short, the new version is only different in the

manner how channel length is defined. That is, instead of directly forming source/

drain (S/D) and channels in a single step, in the newly proposed method, mesa-

isolation of active layer was first performed followed by another patterning to

simultaneously define S/D and channels using e-beam writing with positive resist,

which in turn also determined channel length.

Fig. 9.1 Layout of the device fabricated using (a) I-line only and (b) mix-and-match between

e-beam and I-line. L defines the channel length, which is greater than 0.4 μm in (a) and smaller

than 100 nm in (b). Reproduced with permission of IOP Publishing from [36]
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9.5 Electrical Characteristics at Room Temperature

Plane-view and cross-sectional transmission electron microscopic (TEM) images of

the fabricated device are shown in Figs. 9.3a and 9.3b, respectively. It can be seen

from the plane-view picture that the grain sizes of first and second gates are quite

different which can be ascribed to the difference in doping methods [37]. Namely,

the first gate of larger grain size is of in situ-doped N+ poly-Si, while the second gate

with smaller grain size is of implanted N+ poly-Si. Note that the dielectrics for the

first and second gates are 15-nm and 5-nm tetraethyl orthosilicate (TEOS) oxide,

respectively, while the thickness of NW (or the width between the two gate

dielectrics) is 23 nm.

Channel-length-dependent transfer characteristics at 25 �C are shown in Fig. 9.4.

Because of the independent double-gated feature, there are three feasible operation

modes, i.e., SG-1, SG-2, and DG modes. Specifically, SG-1 and SG-2 modes refer

to, respectively, the scheme when the first or second gate serves as the driving gate

Fig. 9.2 Schematic process flow for the double-gated NW devices with long and short L. (a) First
gate stack (100 nm in-situ doped n+ poly) patterning. (b) Selective plasma etching of the first gate

using chlorine (Cl2) and sulfur hexafluoride (SF6) gases. (c) First gate dielectric (15 nm TEOS

oxide) and 100-nm amorphous Si layer deposition by LPCVD. (d) Recrystallization of amorphous

Si performed at 600 �C for 24 h in N2 ambient and S/D implantation by phosphorus with

5 � 15 cm�2 dosage and 15 keV energy. (e) Definition of S/D and NW channels by Cl2 dry

etching. For long channel devices patterned by I-line, L is larger than 0.4 μm; for short channel

devices patterned by e-beam, L is smaller than 100 nm. (f) Second gate stack deposition (5-nm

TEOS oxide and 100-nm implanted n+ poly) by LPCVD and patterning. Reproduced with

permission of IOP Publishing from [36]
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with the other gate electrode grounded. While for DG mode, the two gates are tied

together for driving the device simultaneously. Among the three operation modes,

SG-1 mode is the one most vulnerable to SCEs and thereby shows more severe SS

degradation as L is reduced, an inherent feature of this structure [34]. For SG-2 and

DG modes, only minor SS enlargement is observed even when L is scaled to less

than 100 nm. One point worth pointing out is that S/D regions of devices measured

are formed by low energy ion implantation, so instead of increasing with decreased

L, the drive current is seen to saturate as L is below 0.7 μm, as can be clearly

identified in SG-2 and DG modes of Fig. 9.4. This issue is expected to be relieved

by silicided or in situ doped S/D [35].

Fig. 9.3 (a) Plane- and (b) cross-sectional view images of a fabricated device showing a 23-nm-

thick NW channel surrounded by the first and second gates. The drastic grain size discrepancy

between the first and second gates is a consequence of the different doping method implemented:

the first gate is by in-situ doping while the second gate by implantation. Reproduced with

permission of IOP Publishing from [36]
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9.6 Electrical Characteristics at Cryogenic Ambient

9.6.1 Evolution of Transfer Curves Under Different
Operation Modes with Respect to Temperature

Transfer characteristics measured at various T for a device with L ¼ 70 nm are

shown in Fig. 9.5. As compared with single-crystalline Si, carrier transport in poly-

Si tends to experience additional scattering from trapping centers in grain

boundaries, resulting in carrier depletion and the formation of potential barriers

impeding carrier motion from one grain to another [38]. Therefore, thermionic

emission over these energy barriers is usually considered as the major conduction

mechanism when dealing with poly-Si, and simulation results have shown that

thermionic conduction indeed well describes the transfer and output characteristics

of the proposed device at room T [39]. This kind of thermally activated process also

manifests itself in a way that the mobility and VTH would decrease and increase,

respectively, as T is reduced [40, 41]. Transfer curves under SG-1 mode in Fig. 9.5a

are clearly consistent with the above statements. More importantly, an intriguing

phenomenon is found in SG-2 mode. As shown in Fig. 9.5b, VTH depicts an

unexpected drastic increase for T below 200 K. Moreover, SG-2 mode displays a

very abrupt turn-on phenomenon when T is lower than 150 K. Specifically, SS

under SG-2 mode is 3.4 mV/dec at 78 K and 4 mV/dec at 100 K. Finally for DG

mode in Fig. 9.5c, the contribution from the channel controlled by the second gate

also causes a sudden increase of ID at 100 and 78 K.

Extracted SS and VTH as a function of T are shown in Figs. 9.6a and 9.6b,

respectively. Ideal value of SS, which is equal to ln 10 � kT/qwhere k is Boltzmann

constant and q the elemental charge [42], is also plotted for comparison. From
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Fig. 9.6a, under 100 and 78 K, SS of SG-2 mode is already smaller than the ideal

value, an indicator that the conventional drift–diffusion principle [43] is no longer

the dominant mechanism governing the transport behavior in these cases. On the

other hand, as explained in [34], operation under SG-1 mode tends to exhibit larger

VTH than SG-2 mode due to additional non-gated routes in SG-1 mode at room
temperature; however, the larger VTH under SG-2 mode over SG-1 mode within the

range of 200–100K in Fig. 9.6b implies that some implicit effects in SG-2modemay

start to become prominent at low T regime. Transfer curves at 78 K in Fig. 9.7 reveal

that the occurrence of this abrupt turn-on phenomenon has a strong dependency on

L and in stark contrast to the widely accepted theory concerning SCE, the
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subthreshold current is seen to decrease with reducing L. Since all of the aforemen-

tioned unconventional features are exclusive only in SG-2 mode, the following

discussion will focus on SG-2 mode unless otherwise specified.

9.6.2 Model Establishment and Discussion

A closer look at the process flow suggests this exclusivity is most likely caused by

the different doping methods of the two gates. Namely, doping of the first gate was

done by in situ technique that adds phosphine to silane during low pressure

chemical vapor deposition (LPCVD) of poly-Si, where very uniform and heavy

doping concentration throughout the whole first gate electrode is achieved. As for

the second gate, dopants were introduced by phosphorus ion implantation with

15 keV at 5 � 1015 cm�2 dose. Taking into account the unique device structure

measured, i.e., one with raised S/D, a schematic device structure along channel

length direction showing the second-gate-controlled side of channel is depicted in

Fig. 9.8a for a long L (>100 nm) device and Fig. 9.8b for a short L (<100 nm)

device. For devices with L shorter than the thickness of the second gate (100 nm),

the central part of trench between S/D is filled with thicker poly-Si, compared with

those with L longer than 100 nm, based on the nature of LPCVD deposition. As a

result, for a given implantation energy, the doping concentration is distributed in a

manner such that the portion of the second gate farthest from the top surface (i.e.,

closest to the channel) is only lightly doped, as in Fig. 9.8b, compared with the

much higher doping concentration, as shown in Fig. 9.8a. In Fig. 9.8a, b, points A

and C correspond to the regions of the channel adjacent to S/D controlled by the

locally thickened gate and point B to the middle of the channel. Since the second

gate is the thickest in the regions abutting S/D, the lightly doped area of the second

source drainoxide

NW

heavily doped 
poly

lightly doped poly

L

source drain

heavily doped 
poly

A

NW
B C A B C

L

ba

Fig. 9.8 Schematic structures along the channel length direction showing the second gate-

controlled side of channel for a device whose L is (a) long (>100 nm) and (b) short (<100 nm).

Points A and C correspond to regions of the channel adjacent to S/D controlled by the locally

thickened gate and point B to the middle of the channel. Because the thickness of the second gate is

100 nm, the part of the second gate between S/D is thicker in (b) than in (a). Reproduced with

permission of IOP Publishing from [36]
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gate spreads to a larger extent in the channel edge than the middle of the channel.

The above surmise is clearly confirmed by simulation results in Fig. 9.9.

This nonuniform dopant distribution then leads to variation in gate controllabil-

ity along the channel, i.e., gate to channel capacitance is the largest in the middle of

the channel and decreases toward the channel edge. In this aspect, akin to [44]

where the reported non-overlapped device leads to potential dip in the middle of the

channel, electrostatic potential along the channel exhibits two humps near S/D, as

qualitatively depicted in Fig. 9.10. Due to the good step coverage offered by

LPCVD, those segments of the second gate of a long L device making contact

with the central channel are still heavily doped (Fig. 9.8a), explaining the reason the

potential of the central channel is much lower in a long L device than that of a short

Fig. 9.9 Simulated dopant distribution in an implanted gate corresponding to a device with (a)

L ¼ 2 μm and (b) L ¼ 70 nm. It is observed that the bottom portion of the second gate has much

lower concentration in (b) than in (a). Reproduced with permission of IOP Publishing from [36]

source
e-

TE

TE: thermionic emission
Tun: tunneling

A

e-

TE

Tun
B

A

B

long L

C short L
C

drainn

Fig. 9.10 Qualitative band diagrams for devices with long and short L. Points A, B, and C

correspond to the regions labeled in Fig. 9.8. For a short L device, thermionic emission is the

dominant transport mechanism while both thermionic emission and tunneling should be consid-

ered for a long L device. Reproduced with permission of IOP Publishing from [36]
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one, as shown in Fig. 9.10. Meanwhile, even though the potential barriers from the

two humps are always present for all the characterized L, the barrier height of the
humps is smaller in a long L device owing to the stronger gate fringing fields from

the more heavily doped gate for a given second gate voltage. With this picture in

mind, the behavior of transfer characteristics with strong L dependency shown in

Fig. 9.7 becomes reasonable based on the model shown in Fig. 9.11. Before further

discussion, it should be noted that the tunneling current in poly-Si is often expected

to have minor contribution because in practical situations thermionic emission

current is always the preponderant component [38]. Nonetheless, tunneling should

become appreciable at cryogenic ambient and in the scenario when the tunneling

barrier is narrow enough.

For a short L device, the large barrier height of the humps and the high channel

potential in virtue of lower second gate doping concentration render tunneling less

likely to happen, and thermionic emission then assumes a major role even at low T.
In this regard, as T is lowered, the thermionic emission current is gradually reduced,

which in turn increases VTH, and because the barrier heights of the two humps are

essentially independent of T, it is rational that below a certain T when thermal

energy is far smaller than the barrier height, the second gate voltage must be high

enough (VG2 ¼ V1) to reduce the barrier height at point A in Fig. 9.10 to a extent

that carriers are able to be thermally emitted from the source. Yet instead of directly

transporting to drain, carriers coming from the source to the channel will get

trapped therein (in point B of Fig. 9.10), raising the channel potential level and

preventing further injection from the source, as illustrated in Fig. 9.11a. This

scenario will persist until the barrier height present at point C is reduced signifi-

cantly by a higher applied gate voltage (VG2 ¼ V2 > V1) for the trapped electrons

to overcome the barrier with ease and be released to the drain. As a consequence,

the channel potential is lowered suddenly and an abrupt increase of drain current is

observed (Fig. 9.11b). To further validate our argument, the elimination of the

barriers is achieved by in situ doping both in the first and second gates, and the

e- e- e-

source drain

e- e- e-

source drain
before e- trapping
a�er e- trapping a�er e- detrapping

VG2= V1 VG2= V2 > V1

a b

Fig. 9.11 Proposed model for the origin of steep SS. (a) For a low second gate voltage (VG2 ¼ V1),

after electron trapping in the channel (dashed line), the potential is raised from its original level

(solid line), which deters further injection from the source. (b) For a larger second gate voltage

(VG2 ¼ V2) that considerably reduces the barrier height at drain side, electrons are detrapped and

flow to the drain, leading to channel potential drop (dotted line) and an abrupt increase of drain

current. Reproduced with permission of IOP Publishing from [36]
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characteristics in Fig. 9.12 evidently corroborate the previous model that implanted

gate is indeed the culprit for the peculiar abrupt switching phenomenon.

With a long L device, the same theory still applies. As mentioned previously

with respect to the channel potential profile, the potential difference between the

central channel and the source is sufficiently small so that tunneling through the

barrier is possible besides thermionic emission. The critical T below which therm-

ionic emission is no longer possible without strong gate-induced barrier reduction is

supposed to be lower for a long L device thanks to its smaller magnitude of barrier

height. It is then expected that thermionic emission and tunneling are both the

participating conduction mechanisms, explaining the larger subthreshold current

for a long L device. Further lowering of the measurement T can help verify this

statement by examining the evolution of mobility and VTH with respect to T based

on the fact that the degree of T dependence of thermionic emission and tunneling is

drastically different; that is, tunneling should have little temperature dependence as

opposed to thermionic emission, which as its name suggests is strongly temperature

dependent. Accurate modeling of the shape and magnitude of barriers is of signifi-

cance as well in distinguishing between the individual contribution from thermionic

emission and tunneling processes and is still under investigation owing to the

complex structure of our proposed device. Nevertheless, the electron-trapping

effect can also occur for a long channel device if T is low enough, so that an abrupt

switching (e.g., see L ¼ 0.7 μm in Fig. 9.7), though with a larger SS compared with

a device with short L, is attained. And the L ¼ 5 μm device in Fig. 9.7 exhibits a

change of SS at VG2 ¼ 3.1 V as well on account of the onset of a sudden barrier

lowering.

Given that the dominant factor determining the occurrence of abrupt transition

lies in the barrier height present at S/D, the impact of drain-induced barrier

lowering (DIBL) is investigated in Fig. 9.13. Consistent with the proposed model,

the profound influence exerted by DIBL which lessens the barrier height at the

source side with increasing drain bias is apparently demonstrated. Making use of

the separate-gated property, Fig. 9.14a plots the transfer characteristics at 150 K as

a function of the first gate bias (VG1). VG1 here ranges from �1 to 1 V in 0.5 V step.
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Fig. 9.12 Transfer

characteristics as a function

of temperature for a device

whose first and second gates

are both in situ doped.

Compared with Fig. 9.5b,
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vanishes owing to the

removal of barriers when

very uniform doping
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the whole second gate

electrode is achieved by in
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Subthreshold current becomes appreciable only when VG1 is higher than 0.5 V

because under these conditions the channel controlled by the first gate starts to

make contribution to the overall drain current, as can be seen from Fig. 9.5a.

Nevertheless, SS remains the same irrespective of VG1 since the second gate still

provides the preponderant control over the channel, and the maximum VG1 applied

is less than what is required to invert the first-gate-controlled channel. Similar

behaviors can be noted in 78 K in Fig. 9.14b except that now even VG1 ¼ 1 V only

corresponds to accumulation for the channel on its side, and negligible IV curve

shift is obtained as a consequence.
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Fig. 9.13 Drain-voltage-dependent transfer characteristics suggest DIBL could eliminate the

occurrence of steep SS, in agreement with the proposed model
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Fig. 9.14 Transfer characteristics under SG-2 mode for various VG1 at (a) 150 K and (b) 78 K.

VG1 here ranges from �1 to 1 V in 0.5 V step
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9.6.3 Observation of Hysteresis and Single Electron Effects

Since the proposed model implies that the conduction mechanism is similar to a

feedback process, which has been utilized in achieving steep SS devices [45], the

forward and reverse sweeping of the gate voltage is expected to result in hysteresis

of transfer characteristics, as evidenced in Figs. 9.15 and 9.16 for L ¼ 5 μm and

63 nm at 78 K, respectively. Here the applied drain voltage is 0.1 V. Negligible

hysteresis in SG-1 mode indicates that it still obeys the drift–diffusion principle so

that the turn-on and turn-off processes are reversible, and the effect of trapping

in grain boundaries of poly-Si can be ruled out since plasma treatment was

performed on the devices prior to characterization [46]. In contrast, SG-2 mode

exhibits apparent hysteresis, with VTH window at VD ¼ 0.1 V being 0.7 and 3 V for

L ¼ 5 μm and 63 nm, respectively. This is because of the voluminous mobile

charges existing in the on-state, so during the reverse sweeping, the device cannot

be turned off at the same voltage as it is turned on. In Fig. 9.15b, reverse sweeping

displays a steeper SS than the forward one probably due to the additional effect of

interface charges. A more detailed interpretation will be given later. It is interesting
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Fig. 9.15 Transfer characteristics for a device with L ¼ 5 μm under forward and reverse

sweeping of the gate voltage for (a) SG-1, (b) SG-2, and (c) DG modes
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Fig. 9.16 Transfer characteristics for a device with L ¼ 63 nm under forward and reverse

sweeping of the gate voltage for (a) SG-1, (b) SG-2, and (c) DG modes
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to note that SS of the reverse sweeping is larger than that of the forward one in

Fig. 9.16b, which is related to their dissimilar effective barrier profiles. At the outset

of the reverse sweeping when the second gate voltage is sufficiently large, the

barrier heights present at both the middle and edges of the channel are small

compared with the thermal energy. As the second gate voltage is gradually

decreased, the conduction band edge of the central channel is supposed to be raised

at a more rapid rate over that of the portion that is adjacent to S/D. In this regard, the

major conduction barrier profile as seen by carriers is similar to that of a conven-

tional MOSFET, and the depth of the potential well is reduced with decreasing gate

voltage. For the same reason, the trapping of carriers is less severe in the reverse

sweeping process, and a smaller VTH is obtained as a result. Even though the effect

of trapping/detrapping is now dramatically diminished compared with the turn-on

process, this mechanism still needs to be taken into account given that during the

turn-off process, SS of a short channel device in Fig. 9.16b is steeper than that of a

longer one in Fig. 9.15b.

The above statement also provides another perspective on the characteristics in

Fig. 9.15b. As noted in Sect. 9.6.2, the effect of trapping/detrapping is actually not

negligible for a long L device; hence, in the forward sweeping curve from VG2

¼ 0.1–3 V, the subthreshold current suffers carrier trapping and beyond VG2 ¼ 3 V,

detrapping sets in along with a sudden jump of the drain current. Since electron

trapping in this case does not completely suppress the drain current as in a short

L device, SS of forward sweeping is reasonably larger than that of the reverse one.

VD-dependent ID–VG curves plotted in Fig. 9.17a imply that at 78 K hysteresis is

observable at least up to VD ¼ 2 V, and the hysteresis window is monotonically

decreasing with T, as shown in Fig. 9.17b, which is consistent with the fact that the

probability of trapping/detrapping process occurrence is reduced with higher T.
As a matter of fact, some of the measured devices exhibit drain current oscilla-

tion as the gate voltage is varied. Figure 9.18 (left vertical axis) depicts such a

behavior by magnifying ID–VG curves in the strong inversion regime. The

corresponding GM characteristic is shown in Fig. 9.18 as well in the right vertical
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Fig. 9.17 Forward and reverse sweeping of transfer characteristics with (a) the drain voltage and

(b) temperature as a parameter
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axis. Although our proposed device is not intended to operate as a single electron

transistor (SET), the potential valley in Fig. 9.11 assumes the role of an island, and

the two humps to its side are essentially tunneling junctions. Another factor that

may contribute to the drain current oscillation is inter-sub-band scattering whose

influence becomes greater as the carrier concentration is increased due to the larger

number of occupied sub-bands [19].

9.7 Conclusion

Making use of the mix-and-match of I-line stepper and e-beam direct writing,

independent double-gated poly-Si NW transistor with L ranging from 39 nm to

5 μm are successfully fabricated and demonstrate excellent SCE immunity in terms

of insignificant SS roll-off. And the origin of abrupt turn-on characteristics

observed in SG-2 mode at cryogenic ambient is comprehensively studied in this

chapter. It is found that the occurrence of this behavior is greatly influenced by L, T,
and drain bias. A model taking into account the dopant distribution of an implanted

gate is proposed to interpret our findings. It suggests that the non-intentionally

formed barriers at the channel edge give rise to carrier trapping effects until an

adequately large gate voltage is applied to lower the magnitude of the barriers for

the trapped electrons to flow to the drain. Furthermore, since the channel potential

profile resembles that of an island confined by two tunneling junctions, single-

electron effects are also observed. This kind of process-induced barrier is an

attractive scheme to build SETs with simple CMOS-compatible process flow and

with the aid of further surface engineering should help realize steep SS transistors at

room temperature.
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Chapter 10

Towards Drain Extended FinFETs for SoC

Applications

Mayank Shrivastava, Harald Gossner, and V. Ramgopal Rao

Abstract This chapter highlights the importance of drain extended class of high

voltage MOS devices for advanced implementations of System on Chip (SoC)

applications using FinFET or other tri-gate technologies. The working principle

of drain extended MOS device is explained and an understanding is built in order

to bridge existing drain extended planar devices and future drain extended, FinFETs

or tri-gate devices. In this connection, a recently proposed Drain extended FinFET

device is discussed for high voltage as well as high speed applications. This shows a

better RON vs. VBD trade-off when compared to a conventional device option.

Finally, device design and optimization guidelines have been discussed for the

new drain extended FinFET device.

10.1 Introduction

A System on Chip (SoC) concept offers exciting opportunities for a wide range of

hand-held and mobile applications, including smart phones, high-end gaming

consoles, and tablet PCs [1–3]. However, SoC designs come with unique challenges
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when compared to processor designs, which include very low standby power, high

packing density, high precision analog circuits, mixed signal design requirements,

and high voltage circuitry. This requires specific device enablement. Also, circuit

stress factors like electrostatic discharge (ESD) and self-heating become much

more severe in SoC designs. An integration of RF power amplifiers will further

enhance these complexities in SoC designs.

As the planar bulkMOSdevice reaches its scaling limits [4], FinFETs [5] or trigate

FETs are gaining importance as the technology options for sub-20 nm gate lengths

[6]. FinFET like devices are also found to be a suitable option for SoC applications

[7]. Along with logic and memory blocks, which cover most of the area in a CPU

chip, a wireless SoC design also requires RF andmixed signal features, which include

Bluetooth, GSM and Wi-Fi transceiver modules, integrated power amplifiers, and

power management blocks. Moreover, SoC designs usually require a high number

of diverse I/O interfaces. In terms of transistor specifications and voltage handling

capability, a technology for CPU like products covers a limited spectrum, where the

devices are designed as per the digital specs, focusing on operating voltages less than

1 V. However, when we consider the technology requirements for SoC products,

we need to account for the performance requirements of analog and RF components.

Further, high voltage devices need to be integrated on the chip, without sacrificing

on the overall performance of the particular technology node.

An SoC chip in advanced CMOS, consisting of various functional blocks, falls

into three major voltage classes—(a) low voltages: 0.8–1.2 V, (b) medium voltage

(HV): 1.8–2.5 V, and (c) high voltages: 3.3–10 V. In conventional/planar bulk

CMOS technology, low and medium voltage blocks are traditionally implemented

by the use of thin and thick gate-oxide devices with different channel lengths,

while Drain extended MOS devices offer a beneficial implementation of high

voltage functionalities [8]. Due to cost-effective availability of devices in various

voltage classes within planar CMOS technologies, SoC implementation using

planar CMOS is feasible. However, SoC implementation and integration of

high voltage functionalities are still considered to be challenges for FinFET

technologies, as implementation of high voltage devices in these technologies

tends to be extremely difficult.

10.2 Planar Drain Extended MOS Devices

10.2.1 From Low to High Voltage Devices

We present in this section high voltage or high power MOS devices suitable for SoC

applications. The very first power MOS device was proposed in early 1970s

[9]. D-MOS and VMOS [9–11] were some of the very first inventions in this

area. While these devices have been around for more than 40 years, their imple-

mentation in SoCs is still very challenging.
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Figure 10.1 shows how a low voltage technology can be modified in order to

integrate a high voltage device. The basic concept is to reduce surface electric field

and to suppress early avalanche generation, which increases the junction break-

down voltage. Poisson equation provides guidance for the reduction of the electrical

field for an applied voltage V:

∂2
V

∂x2
¼ �∂E

∂x
¼ � qρ

E
,

where E is electric field, q is charge, and ρ is space charge density.

As a first step, channel length is increased (as depicted in Fig. 10.1b), which

reduces the channel electric field in lateral direction. Gate oxide thickness can also

be increased in order to reduce the drain-to-gate electric field. However, both

measures degrade MOS performance. Furthermore, drain diffusion area is increased

(as depicted in Fig. 10.1c), relaxing the space charge distribution in case of a

moderately doped (<5 � 1019 cm�3) source/drain region, thereby, suppressing the

electric field further. As a final step, doping in the drain drift region (except drain

contact) is lowered, which widens the depletion region reducing the peak electric

field for a given drain bias by spreading the space charge region in a reduced surface

field (RESURF) device (as depicted in Fig. 10.1d). Note that modification depicted in

Fig. 10.1c does not significantly increase junction breakdown voltage in advanced

CMOS technologies with highly doped (>1 � 1021 cm�3) source/drain regions.

On the other hand, RESURF concept has some limitations. It inevitably leads to

a trade-off between ON resistance and junction breakdown voltage. In order to

|E|
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Fig. 10.1 Step-by-step explanation of reduced surface field (RESURF) effect and guidelines for

implementing a high voltage MOS device in a low voltage technology. Note that the modification

depicted in (c) does not significantly increase the junction breakdown voltage in advanced CMOS

technologies with highly doped (N++) source/drain regions
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increase breakdown voltage of a RESURF MOS device, length of drift region

must be increased, which also increases ON resistance. Beyond this, in advanced

CMOS technologies featuring high well doping, breakdown voltage of RESURF

MOS is finally limited by well doping concentration, regardless of drift/RESURF

region length.

To mitigate this problem, the concept of drain extended MOS (DeMOS) was

proposed. By increasing the depth of lightly doped drain of DeMOS or LDMOS

devices, a more extended well junction area is exploited, which relaxes space

charge density (as depicted in Fig. 10.2a). Reduced space charge density leads to

lower peak electric field at the well junction and therefore improves the junction

breakdown voltage. If a high electric field at the gate-drain edge dominates the

breakdown, a gate-to-drain overlap helps to mitigate this effect (as depicted in

Fig. 10.2b). As this increases the parasitic capacitance and nonlinearity, field oxide

is introduced in the drift region, which in addition protects the drain-to-gate

breakdown under overvoltage stress (see Fig. 10.2c).

Figure 10.3 shows some of the high voltage device architectures in advance

BiCMOS and CMOS technology nodes. In BiCMOS or automotive BCD

technologies, these devices are known as LDMOS devices. In CMOS technologies

they are referred to as Drain extended MOS devices. There are minor structural

differences. However, the fundamental mechanism is the same.

Another approach to realizing high voltage equivalent device or making low

voltage devices capable of handling high drain-to-source voltage is by a stacking

of low voltage transistors. Let’s first look into why stacking of low voltage devices

is no more a good option for high voltage circuit implementation. Ultimate goal

of technology scaling is to reduce effective oxide thickness (EOT) and channel

length in order to improve the performance. The same trend also applies for thick

oxide devices, typically offered in low power (LP) or SoC processes. Hence,

maximum allowed voltage across thick oxide device also scales with technology

scaling. Figure 10.4 shows the number of devices required in a stacked configuration

for different CMOS technologies, in order to achieve a swing of 10 V. For example

a typical 65 nm technology provides a thick oxide device with a maximum voltage
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Fig. 10.2 Implementation of drain extended MOS device by (a) increasing the depth of lightly

doped drain region, (b) increasing gate-to-drain overlap, and (c) incorporating a filed oxide in the

drift region and underneath gate–drain overlap
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of 3.6 V. Therefore, three devices in stack can meet the purpose. However, the

stack increases to four and five devices in 40 and 28 nm node, respectively,

where the typical maximum voltage across thick oxide device is reduced down

to less than 2.5 V. A similar trend is expected in future SoC technologies and

would probably become even critical in FinFET or other nanoscale technologies.

Stacking reduces the MOS performance and costs additional area when com-

pared to a drain extended MOS device, as depicted in Fig. 10.5. Stacking also gives

rise to nonlinear MOS behavior, which, as a consequence, leads to additional circuit

design efforts. Moreover, stacking requires an additional biasing circuitry and

multiple guard rings, which cost additional area (Fig. 10.4). Depending on the

application, design of biasing circuitry can cause additional design effort. In

conclusion, a drain extended MOS as a single device solution provides a viable,

more cost, and performance efficient option for high voltage circuits in advanced

technology nodes.
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Fig. 10.3 Various drain extended MOS devices in advanced BiCMOS and CMOS technologies.

(a, b) LDMOS devices typically used in automotive technologies and (c, d) DeMOS devices used
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Still, the design of a drain extended MOS device meeting high power RF or high

speed IO performance targets is not trivial. The right balance of ON-resistance,

breakdown voltage, and reliability has to be found depending on the application.

Significant device level understanding and modeling efforts are necessary to

address this trade-off.
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10.2.2 Fundamental Design Limit: Space Charge
Modulation

Space charge modulation is a fundament effect associated with drain extendedMOS

device design with lowly doped drift region. This situation exists under high current

injection conditions, when majority carrier concentration in the drift region exceeds

background doping density of the drift region, leading to a shift of electric field peak

from the well junction to the highly doped drain region, as depicted in Fig. 10.6. The

charge modulation of the lowly doped drain extension region and localization of

peak electric field at the highly doped drain region is also referred as “Kirk-effect”

[12], which was investigated in more detail using TCAD simulations by [13]. The

onset of Kirk effect can approximately be described by the equation below:

JKIRK ¼ q � NDRIFT � vSAT,

where JKIRK is the majority carrier current density required for the onset of charge

modulation, q is charge, NDRIFT is the net doping density inside the lowly doped drift

region and vSAT is the majority carrier saturation velocity in drift region. Under

space charge modulation condition gate loses its control on channel. Loss of gate

control under space charge modulated condition may lead to early quasi-saturation

in drain extendedMOS devices [14]. Kirk effect was also found to be a root cause for

peculiar impact ionization behavior [14] and early filament formations [15].
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Shift in the electric field profile from channel edge under the gate towards N+ drain occurs during

space charge modulation (SCM), commonly known as Kirk effect (KE) [15]
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10.3 FinFET Technology

FinFET is a double- or tri-gate metal oxide semiconductor (MOS) device initially

proposed to be used for technologies below 20 nm node CMOS [16]. In general

FinFETs have a Fin region (Fig. 10.7), encapsulated by gate dielectric/electrode and

spacers, which is connected to source and drain contacts at its two ends respec-

tively. In the presence of an appropriate bias at the gate electrode, channel forms on

the surface (and partially inside) of Fin region.

Due to its 3D geometry (Fig. 10.7), where the channel region is tightly enclosed

by gate dielectric and gate electrode, channel electrostatic outperforms its planar

bulk FET counterpart. Improved electrostatic control results into better short

channel performance and hence higher scalability, when compared to a planar

MOSFET device.

FinFETs like planar MOSFET devices can be manufactured on bulk as well as

silicon-on-insulator (SOI) wafers [17, 18]. When manufactured on a SOI wafer

(Fig. 10.7a), Source/Drain (S/D), Fin, and Gate electrode of a FinFET device are

completely isolated with the silicon substrate by an insulator material in between.

However, when manufactured on a bulk wafer (Fig. 10.7b), the fin is in electrical

and thermal contact with the bulk material (e.g., silicon substrate) while the gate

electrode and contact regions are isolated from silicon substrate by shallow trench

isolation (STI).

Following are various design measures associated with FinFET technology and

devices, which must be considered carefully:

(a) S/D doping profiles: S/D doping profiles are critical for FinFET devices.

A highly doped S/D with an abrupt junction to the channel region is beneficial

for short channel performance. However, getting towards such a profile is difficult

when using an ion-implant process for source and drain region. Recently, an

implant free process was proposed, which can achieve a very abrupt profile [5].

(b) Channel or Fin doping: Like in traditional CMOS processes, threshold voltage

(VT) adjustment can be achieved by channel doping. However, channel doping

in FinFET technology leads to random dopant fluctuations and VT variations,
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which is attributed to a very small volume of fin region. Thus, an undoped

channel is preferred for FinFET devices. In this case the threshold voltage VT

can be determined by the work-function engineering of the gate metal.

(c) Stress engineering: Stress engineering in the channel region plays a key role in

the advanced CMOS technology and is counted among the various performance

boosters. There are two ways of applying stress over the channel region—(1)

through external stress liners and (2) epitaxial growth of SiGe (for PMOS) or

SiC (for NMOS) inside the S/D region. In advanced planar CMOS both of these

options are available; however, the same cannot easily transferred to FinFET

technology. Due to 3D nature of FinFET devices, epitaxial growth of SiGe/SiC

inside the S/D region is technologically more challenging, and the built-in stress

will relax along the fin. Therefore, mostly external stress liners are used for

performance boosting. Recently, it was found that the impact of stress liners is

larger on the bulk FinFET devices than that on the FinFET devices realized over

SOI substrate. It was found that the induced stress on the bulk FinFETs is

stronger, which was attributed to fin’s connectivity to the Si substrate leading to

decrease of stress relaxation in the Fin region [19].

(d) S/D underlap/overlap: Overlap of highly doped S/D with gate region can give

rise to inner fringe capacitance and reduce short channel performance. It was

recently proposed that S/D with an underlap with gate edge can be beneficial for

short channel performance [20]. However, underlap design is only effective

with abrupt S/D profile [5].

(e) Raised S/D: Raised S/D geometry, which is usually realized by selective

epitaxial growth on top of S/D Fin region, is desired to reduce S/D contact

and parasitic resistance. However, raised S/D geometry also leads to higher

gate-S/D capacitance.

(f) Substrate/well doping: Substrate or well doping does not play any role in SOI

FinFET design; however, it is an important design parameter for bulk FinFETs.

Substrate/well doping in bulk FinFET devices suppresses the drain-to-source

punch through current in the lower part of the fin. There is a delicate balance

when optimizing the doping profile of the well region. While lower doping

levels give rise to a higher punch through current, a too high doping level

increases the leakage current due to unwanted band-to-band tunneling.

10.4 TCAD Calibration and Framework

Undoped tri-gate SOI FinFET device, fabricated with a mid-gap metal (TiN) gate,

SiON dielectric (EOT ¼ 1.6 nm), channel length (LG) of 75 nm, and target fin

width (WFIN) of 15 nm were used for TCAD calibration. Figure 10.8a shows the

calibration of TCAD model parameters for drift–diffusion transport considering

quantum corrections at the oxide–silicon channel interface, which are carefully

matched with the experiments. Moreover, mobility degradation due to thin body/fin

was accounted into simulations. Also New University of Bologna (UniBo2) model
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is used for p–n junction breakdown, which was calibrated with experimental data as

shown in Fig. 10.8b.

For the investigation of proposed as well as conventional device, we further

reducedWFIN and EOT down to 10 nm and 1 nm respectively, which were predicted

as the target WFIN and EOT for sub-20 nm node FinFET technologies [4, 5].

10.5 Drain Extended FinFET Devices

Before exploring new drain extended FinFET device concept [21], it’s worth

discussing the possible HV device option for FinFET technology by using the

conventional understanding of RESURF LDMOS device for planar fully depleted

SOI technology [22, 23]. Figure 10.9 shows the top view of conventional HV

FinFET SOI device with a lightly doped extended fin region. Lightly doped drain

extension increases the junction breakdown voltage, however, with the following

limitations (1) width of extended drain region is the same as the fin width (WFIN),

which is not a design parameter for a spacer defined fin process [24], (2) increasing
channel length (LG) does not help much for increasing junction breakdown voltage

(VBD), and (3) reducing extension region doping (NEXT) and increasing the exten-

sion region length (LEXT) at the same time leads to a severe increase in RON.

Figure 10.10 shows the top view of recently proposed drain extended FinFET

(SOI) device [21], which—in addition to the conventional drain extended

FinFET architecture (Fig. 10.9), i.e., transverse drain extended region—adds longi-

tudinal fins, where the number of longitudinal fins is represented as NLONG-FIN.

The longitudinal fins consist of a P+ Epi contact (connected to the same potential as

source terminal, i.e., ground or 0 V for NMOS) and extends into a N� region
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(with length ¼ LLONG-FIN) attached to the transverse N� region. The following

discussion of drain extended FinFET is based on the authors’ recently published

research article [21].

The transverse and longitudinal N� regions (1) have identical N� doping

concentration (NEXT), (2) they form additional p–n junctions, and (3) longitudinal

fins are not along the direction of MOS current. Additional p–n junctions attribute

to extension of space charge region along the longitudinal fins, which reduces space

charge density for an applied potential at drain. This eventually relaxes electric

field at the N� drain and channel junction. An identical doping concentration in

the longitudinal and transverse fin regions simplifies the device fabrication. Due to
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Fig. 10.9 Top view of a (conventional) drain extended FinFET device (figure modified from [21])
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Fig. 10.10 Top view of the proposed drain extended FinFET device. P+ Epi was connected to the

same potential as source, i.e., ground. The additional p–n junctions are formed at P+ Epi and

longitudinal Fin interface (figure modified from [21])

10 Towards Drain Extended FinFETs for SoC Applications 257



the fact that longitudinal fins are not along the current conduction path, they do not

give rise to on-resistance [21].

Figure 10.11 shows that the proposed device has a 3� reduced peak electric field

compared to conventional device, when 5 V was applied at drain (gate, source, and

body grounded). Additional space charge regions are formed along the p–n

junctions of the longitudinal fin regions. Thus, as shown in Fig. 10.12, the proposed

device has a significantly relaxed potential distribution near gate edge as compared

to a conventional device.

10.6 Device Design Guidelines and Discussion

Since (a) longitudinal fins do not influence intrinsic MOS operation—as pointed out

in previous section and (b) the proposed device has a 3� reduced electric field, one

can predict that the proposed device will have a similar RON with improved VBD as

compared to a conventional device. As shown in Fig. 10.13 design of experiment
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(D.O.E) results obtained through simulations for conventional as well as proposed

device validate our prediction furthermore and show that proposed device achieved

~2� better RON vs. VBD trade-off.

Figures 10.14 and 10.15 derive the optimization criterion for longitudinal fin

length (LLONG-FIN) and its relation with LG and NEXT, respectively, while keeping

LEXT fixed. Figures 10.14a and 10.15a show that VBD and RON increase with

different rates when LLONG-FIN was reduced below a certain value depending on
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the respective LG and NEXT value. In addition to this, Figs. 10.14b and 10.15b show

the optimum value of LLONG-FIN, i.e., VBD should be much higher than the RON cost

adder (maximum VBD/RON), as a function of LG and NEXT.

Overall, Figs. 10.14 and 10.15 show how VBD/RON trade-off can be improved by

keeping LLONG-FIN approximately equal to 50 nm.

The impact of channel length discussed in Fig. 10.16 is extracted at optimum

NEXT (1 � 1018 cm�3), LEXT (160 nm), and LLONG-FIN (50 nm). Note that the

symbol representing the proposed device shows only the optimum VBD/RON points

corresponding to different NLONG-FIN. The proposed device can achieve signifi-

cantly higher breakdown voltages without increasing the gate oxide thickness.

So far the optimization of LLONG-FIN and its relation with LG, LEXT, and NEXT

is well understood and the only unrevealed parameter remaining is number of
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longitudinal fins (NLONG-FIN). Figure 10.16 also shows that VBD increases with

channel length, however saturates after a certain value of LG, which depends on

NEXT and LEXT. However, the proposed device behaves differently when NLONG-FIN

and LG are increased at the same time. Increasing NLONG-FIN and LG simultaneously

leads to a much higher breakdown voltage for a fixed NEXT and LEXT. This is

due to the fact that increasing NLONG-FIN increases the region of the fin which is

affected by the reverse p–n junction area and eventually relaxes the space charge

density (and electric field) for an applied voltage at the drain. Higher NLONG-FIN

for smaller LG does not improve VBD because, for smaller LG, channel-to-

“drain extension” junction electric field dominates the VBD. This can be attributed

to the insufficient amount of space charge contribution by longitudinal fins located

far away from the gate edge.

10.7 Conclusion

Drain extended MOS devices and their beneficial use for high voltage circuits can

be carried over from planar CMOS to FINFET technologies. A newly proposed

drain extended FinFET device is presented using additional longitudinal fins to

improve the breakdown voltage of the device without influencing the MOS behav-

ior. Because of this the proposed drain extended FinFET device shows much lower

RON for high VBD. Further optimization of VBD vs. RON trade-off in terms of device

design parameters like LG and NLONG-FIN for a given NEXT is discussed. Such an

optimization cannot be achieved for conventional drain extended FinFET device.

As the proposed device can achieve a significantly higher breakdown voltage at a

lower gate oxide thickness, it opens up new opportunities for high voltage, high

speed applications. The proposed device is also expected to show improved gate-

oxide reliability and ESD hardness because of the relaxed electric fields and

increased silicon volume.

References

1. Fulde, M., Schmitt-Landsiedel, D., Knoblinger, G.: Analog and RF design issues in high-k &

multi-gate CMOS technologies. In: International electron devices meeting, p. 447, Dec 2009

2. Borkar, S.: Design challenges for 22nm CMOS and beyond. In: International electron devices

meeting, p. 446, Dec 2009

3. Jan, C.-H., Agostinelli, M., Buehler, M., Chen, Z.-P., Choi, S.-J., Curello, G., Deshpande, H.,

Gannavaram, S., Hafez, W., Jalan, U., Kang, M., Kolar, P., Komeyli, K., Lake, A., Lazo, N.,

Lee, S.-H., Leo, T., Lin, J., Lindert, N., Ma, S., McGill, L., Meining, C., Paliwal, A., Park, J.,

Phoa, K., Post, I., Pradhan, N., Prince, M., Rahman, A., Rizk, J., Rockford, L., Sacks, G.,

Tashiro, H., Tsai, C., Vandervoorn, P., Xu, J., Yang, L., Yeh, J.-Y., Yip, J., Zhang, K., Bai, P.:

A 32nm SoC platform technology with 2nd generation high-k/metal gate transistors optimized

for ultra low power, high performance, and high density product applications. In: International

electron devices meeting, pp. 647–650, Dec 2009

10 Towards Drain Extended FinFETs for SoC Applications 261



4. International Technology Roadmap for Semiconductors (ITRS) (2009)

5. Shrivastava, M., et al.: Toward system on chip (SoC) development using FinFET technology:

challenges, solutions, process co-development & optimization guidelines. IEEE Trans. Elec-

tron Dev. 58(6), 1597–1607 (2011)

6. Various Publishers: Intel increases transistor speed by building upward, May 2011

7. Yeh, C.C., et al.: A low operating power FinFET transistor module featuring scaled gate stack

and strain engineering for 32/28nm SoC technology. In: IEEE international electron devices

meeting, pp. 772–775, Dec 2010

8. Shrivastava, M., et al.: Part I: mixed-signal performance of various high-voltage drain-

extended MOS devices. IEEE Trans. Electron Dev. 57(2), 448–457 (2010)

9. Sigg, H.J., Vendelin, G.D., Cauge, T.P., Kocsis, J.: D-MOS transistor for microwave

applications. IEEE Trans. Electron Dev. 19(1), 45–53 (1972)

10. Wickstrom, R.A.: US Patent 4,070,690

11. Jambotkar, C.G., et al.: US Patent 4,145,700

12. Kirk, C.T.: A theory of transistor cutoff frequency (fT) falloff at high current densities. IEEE

Trans. Electron Dev. 9(9), 164–174 (1962)

13. Pendharkar, S., Hower, P., Steinhoff, R., Brodsky, J., Devore, J., Grose, B.: Using

two-dimensional filament modeling to predict LDMOS and SCR-LDMOS behavior under

high current ESD conditions. In: IEEE ISPSD 2001, pp. 161–164, June 2001

14. Wang, L., Wang, J., Gao, C., Hu, J., Li, P., Li, W., Yang, S.H.Y.: Physical description of quasi-

saturation and impact-ionization effects in high-voltage drain-extended MOSFETs. IEEE

Trans. Electron Dev. 56(3), 492–498 (2009)

15. Shrivastava, M., Gossner, H.: A review on the ESD robustness of drain extended MOS devices.

IEEE Trans. Device Mater. Reliab. 12(4), 615–625 (2012)

16. Hisamoto, D., Lee, W.-C., Kedzierski, J., Bokor, J., Hu, C.: FinFET—a self-aligned double-

gate MOSFET scalable to 20 nm. IEEE Trans. Electron Dev. 47(12), 2320–2325 (2000)

17. Park, T.-S., Choi, S., Lee, D.-H., Chung, U.-I., Moon, J.T., Yoon, E., Lee, J.-H.: Body-tied

triple-gate NMOSFET fabrication using bulk Si wafer. Solid State Electron. 49(3), 377–383

(2005)

18. Manoj, C.R., Nagpal, M., Varghese, D., Ramgopal Rao, V.: Device design and optimization

considerations for bulk FinFETs. IEEE Trans. Electron Dev. 55(2), 609–615 (2008)

19. Kanemura, T., Izumida, T., Aoki, N., Kondo, M., Ito, S., Enda, T., Okano, K., Kawasaki, H.,

Yagishita, A., Kaneko, A., Inaba, S., Nakamura, M., Ishimaru, K., Suguro, K., Eguchi, K.,

Ishiuchi, H.: Improvement of drive current in bulk-FinFET using full 3D process/device

simulations. In: IEEE SISPAD 2006, pp. 131–134, Sept 2006

20. Sachid, A.B.., Francis, R., Baghini, M.S., Sharma, D.K., Bach, K.-H., Mahnkopf, R., Rao, V.

R.: Sub-20 nm gate length FinFET design: can high-κ spacers make a difference? In: IEDM

technical digest, pp. 1–4, Dec 2008

21. Shrivastava, M., Gossner, H., Ramgopal Rao, V.: A novel drain extended FinFET device for

high voltage high speed applications. IEEE Electron Device Lett. 33(10), 1432–1434 (2012)

22. Sharbati, S., Fathipour, M.: Investigation of vertical scaling on breakdown voltage and

presentation of analytical model for electric field distribution in SOI RESURF LDMOSFET.

In: International semiconductor device research symposium, pp. 1–2, 9–11 (2009)

23. Merchant, S., et al.: Dependence of breakdown voltage on drift length and buried oxide

thickness in SOI RESURF LDMOS transistors. In: International symposium on power

semiconductor devices and ICs, pp. 124–128, May 1993

24. Choi, Y.-K., King, T.-J., Hu, C.: A spacer patterning technology for nanoscale CMOS. IEEE

Trans. Electron Dev. 49(3), 436–441 (2002)

262 M. Shrivastava et al.



Chapter 11

Modeling FinFETs for CMOS Applications

Lining Zhang, Chenyue Ma, Xinnan Lin, Jin He, and Mansun Chan

Abstract As FinFETs are being under intense research explorations today, the

corresponding models are essential for understanding their electronic properties and

also for future developments of the technology itself. A compact model for

FinFETs with double-gate configuration is developed to assist FinFET-based

integrated circuit design. The core model includes descriptions of both the

current–voltage and terminal charge–voltage characteristics of FinFETs and is

suitable for their circuit simulations. A physics-based hot carrier effect model for

prediction of FinFETs performance degradation due to the interface state is

reported further based on the core model. For future generations of FinFETs, the

quantum confinement is becoming more important and is coupled with the widely

used strain engineering. Tight binding modeling shows that the effects of a certain

amount of uniaxial strain will be less effective for the on-current improvement.
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11.1 Introduction

The relentless scaling of CMOS technology pushes itself into the nanometer scale.

The traditional structure and operation voltage scaling still with the bulk technology

is not enough to fulfill Moore’s law in improving the transistor performance in a

subsequent generation. Uniaxial strain engineering was utilized at the 90 nm

technology, and high-K/metal gate was incorporated at the 45 nm node,

contributing to the transistor performance enhancements in terms of on-current

increase and short channel effects (SCE) control (gate leakage current reduction)

[1]. However, revolution in transistor structures is an inevitable next step to

maintain the electrostatic integrity in further scaled devices. Various non-classical

MOSFET devices have been presented to replace the planar bulk MOS structures.

Among them, the FinFETs (with different configurations like the double-gate or

triple-gate) have been and are being explored extensively from the fabrication

process to device physics aiming for their applications in the nanoscale CMOS

integrated circuits [2–5].

Device compact models are needed for the device technology application.

Basically, a compact model is comprised of explicit equations to describe the

nonlinear electric characteristics of the device. The model is implemented in the

circuit simulator like SPICE to perform circuit design simulations, for example,

the DC, transient, and AC simulations. Plenty of research work has been devoted to

compact modeling of FinFETs [5–7]. The available models mainly refine them to

the FinFETs with a undoped body. For double-gate (DG) FinFETs with heavily

doped channels, there are also some models available [8]. While from the circuit

simulation perspective, a unified model to describe the performance of the DG

FinFETs with various levels of channel doping concentrations is highly desirable

for different design considerations. In this chapter, such a unified model will be

reported. Its implementation into SPICE and utilization in the circuit simulations

will also be discussed.

Practically, MOSFETs have their reliability issues, like the hot carrier effect

(HCE) and negative bias temperature instability (NBTI). In the scaled FinFETs,

HCE is one important reliability issues [9]. Device performance is affected by the

hot carrier-induced interface states close to the drain region. It is necessary to

propose a characterization methodology to extract the spatial distribution of the

interface states, and develop a corresponding model for aging simulations of

FinFET circuits. For the characterization, some conventional methods, such as

the capacitance–voltage (CV) or charge-pumping (CP) method, are impractical

due to the short channel and relatively small area of a single FinFET [10,

11]. The forward gated-diode method is a simple direct-current (DC) method and

is easily adapted to small devices. With the gated-diode configuration, different

drain voltages lead to different generation-recombination (G-R) currents, which

further reflect the interface states distribution along the FinFET channel [12]. With

the knowledge of HCE in a single FinFET, predicting the circuit performance aging

is made possible by incorporating the HCE model into the aforementioned compact
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model. The third part of this chapter is devoted to the characterization of interface

state distribution in FinFETs with the gated-diode method, also the degradation

model development considering the effect of interface state distribution.

At the 22 nm technology node, FinFETs have their fin width smaller than 10 nm.

In the coming generations, the fin width is expected to shrink further. With such a

small channel, quantum confinement is significant to lead to the material

bandstructure change [13, 14] and is coupled with the strain engineering. Whether

the uniaxial strain engineering is still beneficial for extremely scaled FinFETs has

not been carefully considered. There is some speculation that band splitting caused

by structural quantum confinement makes the uniaxial strain effect insignificant

[15]. On the other hand, experimental results showed that the [110] uniaxial strain

effects are still observable in narrow nanowire n-type MOSFETs [16]. A careful

investigation of the uniaxial strain effects in deeply scaled FinFETs is desirable.

The fourth part of this chapter is devoted to the modeling of future FinFETs, from

the bandstructure effects to the uniaxial strain, aiming to get the answer for the

above-mentioned question.

11.2 Compact Modeling of DG FinFETs

A DG FinFET is a three-terminal device, and its schematic structure is shown in

Fig. 11.1. The compact model associates its terminal charge and current (due to the

lateral drift–diffusion transport) with the terminal bias. In the vertical direction of

the cross section view, the gate terminal controls the channel properties and tunes

the lateral transport. As a result, a compact model first describes the gate voltage

(Vgs) control over the channel potential or charge concentration, usually with the

so-called gate control equation. A gradual channel approximation (GCA) [17] is

often utilized, which assumes that the change of the lateral electric field is less than

that of the vertical electric field. The application of GCA simplifies the gate control

equation to one dimensional.

With the solution of channel potentials or charge densities at both source and

drain sides, the drift–diffusion transport (in terms of the Pao–Sah double integral) is

solved to get the current. Without a drain–source voltage (Vds), the total channel

charge is equally contributed by the source and drain. With a positive Vds, the

source side of a MOSFET contributes more to the device channel charge. To

describe the percentage contribution from source and drain, Ward–Dutton’s

channel charge partition theme [18] is usually utilized. This charge-orientated

theme assumes a linear grading of the channel charge and guarantees the charge

conservation in the transistor transient simulations. With the solution of the channel

charge at both source and drain sides, the terminal charge of a DG FinFET is also

obtained. The terminal current and charge characteristics [19] are described in

detail in the following two sections.
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11.2.1 Current Model Development

Figure 11.1 shows the schematic diagram of the symmetric DG FinFETs and the

modeling coordinates. Taking n-type MOSFETs as an example, the gate control

equation is derived from the one-dimensional Poisson–Boltzmann equation includ-

ing the inversion electron charge and the ionized dopant charge,

d2φ

dx2
¼ qNA

εsi
1þ exp

φ� 2φf � Vch

kT=q

� �� �
, (11.1)

where φ is the electrostatic potential across the silicon body, φf is the Fermi potential,

εsi is the dielectric constant of silicon, and Vch is the electron quasi-Fermi potential

which varies along the channel from the source voltage to drain voltage.

In the following derivations, all the physical quantities are normalized. Consid-

ering the zero vertical electric field condition at the channel center, the normalized

electric field profile in the channel is expressed as a function of the normalized

center potential φc (x ¼ 0) and the body factor γ:

ej j ¼ γ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ϕ� ϕc þ exp ϕ� 2ϕf � vchð Þ 1� exp ϕc � ϕð Þ½ �

p
: (11.2)

Applying Gauss’s law at the channel and gate oxide interface (x ¼ tsi/2), the gate
control equation is derived with the center potential and surface potential φs as the

unknown variables:

vgs � vfb � ϕs ¼ γ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ϕs � ϕc þ exp ϕs � 2ϕf � vchð Þ 1� exp ϕc � ϕsð Þ½ �½ �

p
: (11.3)

At the same time, the normalized channel charge density is also given by

Gauss’s law with qinv as the inversion charge and qdep as the depletion charge:

vgs � vfb � ϕs ¼ qinv þ qdep: (11.4)

Fig. 11.1 Schematic of a FinFET with the double-gate configuration and its cross-sectional view

along the A–A0 cut. L is the channel length, W ¼ Hfin is the channel width, tox is the gate oxide

thickness, tsi ¼ Wfin is the silicon body thickness, and NA is the channel doping concentration
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The full-depletion approximation gives the difference between the surface

potential and center potential:

ϕs � ϕc ¼ q2NAt
2
si= 8εsikTð Þ: (11.5)

By combining (11.3), (11.4), and (11.5), we can get the gate control equation

which expresses the inversion charge density as an implicit function of the external

bias:

qinv þ ln qinv þ ln 1þ λ � qinvð Þ ¼ vgs � vth � vch: (11.6)

It is easy to see the third term of the LHS mainly plays roles in the transition

from weak inversion to strong inversion. The factor λ ¼ 1/2/qdep. To be compatible

with cases of undoped channels, a unified factor is proposed as:

λ ¼ 1� exp �q2NAt
2
si= 4εsikTð Þ� �	 


= 2qdep
� �

(11.7)

And the threshold voltage vth is calculated as:

vth ¼ vfb þ 2ϕf þ qdep � ln
2εsitox
tsiεox

1� exp � q2NAt
2
si

4εsikT

� �� �� �
: (11.8)

For DG structures, there is a unique “volume inversion effect,” which means that

the channel center is similarly inverted as the channel surface, contributing partly to

the total inversion charge. The volume inversion becomes stronger with lower

channel dopings. It can be imagined that with decreasing channel dopings, the

“volume inversion” becomes more significant, and the channel inversion charge

does not change much even when the flat band voltage vfb changes with the dopings.
This means that for DG FinFETs with lower doping concentrations, the threshold

voltage is almost a constant, which is described in its model (11.8).

Figure 11.2 compares the normalized inversion charge density in the channel of

the DG MOS structure as a function of gate voltages under Vds ¼ 0. Lines are

Fig. 11.2 Charge density

comparisons between the

modeling results and the

numerical simulation

results, and good

agreements are observed.

Five different channel

doping levels of 1011, 1014,

1017, 5 � 1017, and

1018 cm�3 in the DG

FinFETs are investigated
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results calculated from the unified gate control equation (11.6), and symbols

represent the exact numerical simulations of the Poisson–Boltzmann equation.

Different channel doping concentrations are included. If the charge density is

plotted versus gate voltage, the lower doping cases cannot be distinguished,

which verifies the above discussions of the threshold voltage. Good agreements

of the unified inversion charge density from (11.6) and the numerical simulation are

observed from the weak inversion through moderate inversion to strong inversion

regions for all the doping levels.

As discussed at the beginning of this section, the drift–diffusion transport should

be solved after the gate control equation. The channel charge density at the source

and drain side is available from (11.6) by setting the quasi-Fermi level as 0 and Vds.

The current is derived based on the Pao–Sah double integrals [17]:

ids ¼
ðvds
0

qinvdvch ¼
ðqinv,d
qinv, s

qinv �
dvch
dqinv

dqinv: (11.9)

Note that in the above expression the current is normalized, also the integral

variable is changed from quasi-Fermi level to the channel inversion charge density.

Together with (11.6), the integral in (11.9) is easily performed, leading to the final

drain current (normalized to 2μCoxWV2
t /L ):

ids ¼ F qinvð Þjqinv, sqinv,d
, F qð Þ ¼ 2qþ q2=2� ln 1þ λ � q½ �=λ: (11.10)

To get the charge density from (11.6), we can use the algorithm of W-Lambert

function to obtain the initial guess and perform two or three Newton corrections to

have the precise enough solutions.

Figure 11.3a compares the current modeling results with those from the numeri-

cal simulations of the coupled Poisson and current continuity equations. Different

channel doping concentrations are included to show the current model is valid from

a b

Fig. 11.3 The transfer characteristics of DG FinFETs with (a) different channel doping

concentrations and (b) different body thickness but heavy channel doping. The current model

agrees well with the numerical simulation results
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the intrinsic doping to heavy doping (full depletion). Similar to Fig. 11.2, the curves

corresponding to the three lower doping cannot be distinguished if current is plotted

versus gate voltage. Good agreements between the current model (11.10) and the

numerical simulations validate the above derivations.

Due to its physics nature, the current model is valid for different geometry

parameters like the channel thickness and gate oxide thickness. For DG FinFETs

with lightly doped channels, increasing the body thickness means larger conducting

area due to the “volume inversion”; hence, the threshold voltage is reduced. For DG

FinFETs with heavily doped channels, larger body thickness means more dopants

should be depleted before the inversion charge formation; hence, the threshold

voltages are increased. Figure 11.3b shows the current characteristics of the doped

DG FinFETs with different channel thickness where larger threshold voltages are

observed in DG FinFETs with thicker channel. On the other hand, the “volume

inversion” is not related to the gate oxide thickness. Thus the subthreshold conduction

of undoped or lightly doped DG FinFETs is independent of the gate oxide thickness.

However, small gate oxide thickness leads to larger surface charge density in the

strong inversion operation region, hence larger on current. The current model (11.10)

captures the “volume inversion” in the undoped or lightly doped DG FinFETs and

also the depletion charge effect in heavily doped DG FinFETs.

11.2.2 Charge Model Development

With the inversion charge density along the channel known from the above (11.6),

it is possible to make the partition of the total channel charge to the source and drain

side according to some scheme and to develop the charge model.

The total channel inversion charge after normalization (2WLCoxVt) is given by:

qtot ¼
ð1
0

qinvdy ¼
ðvds
0

q2invdvch

� �
=ids: (11.11)

The integral is performed with (11.6) and (11.11), leading to a closed form

solution:

qtot ¼ � 1

ids
M qinvð Þ






qinv,d

qinv, s

, M qð Þ ¼ q3

3
þ q2 � q

λ
þ 1

λ2
ln 1þ λ � qð Þ: (11.12)

According to the Ward and Dutton’s charge partition scheme [18], the

normalized drain side charge is calculated as follows:

qd ¼
ð1
0

yqinvdy ¼
ðqinv,d
qinv, s

yqinv
dx

dvch

dvch
dqinv

dqinv: (11.13)
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The integral variable is changed from the position to the charge density, like

what is done in (11.9). After a lengthy derivation, the final expression for the drain

side charge is given [19]:

qd ¼ � M qinvð ÞF qinv, s
� �þ N qinvð Þ	 


qinv,d

qinv, s
= F qinvð Þjqinv,dqinv, s

h i2
: (11.14)

The source side charge can be obtained following a similar routine or by the

channel charge conservation.

Figure 11.4 shows the source/drain side charge and the total channel charge as a

function of the gate voltage and drain voltage in an example DG FinFET. They will

be used in calculating the charging and discharging current in the circuit transient

simulations.

11.2.3 Circuit Simulations of DG FinFETs

With both the current and charge expressions, the DG FinFETs compact model is

implemented into SPICE with Verilog-A [20] and utilized in the circuit simulations

to demonstrate its flexibility. In the implementation, the floating point overflow and

convergence issues are carefully taken care of. During the Newton iterations in

SPICE simulations, the drain node voltage of a DG FinFET may be smaller than the

source node voltage. In this case, the source node defined in the circuit netlist is

actually the drain side since the drain of a MOSFET is always defined as the region

where channel carriers are “drained” away. In the Verilog-A descriptions of

the compact model, this issue is handled by swapping the source and drain.

The possible floating point overflow is also due to the Newton iteration. The node

voltage may be far larger than the practically expected values, for example, the

a b

Fig. 11.4 The gate, source, and drain terminal charges in an example DG FinFET with varying (a)

the gate voltage and (b) the drain voltage. Source terminal contributes more to the channel charge,

and the percentage is about 60 % in the saturation region
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quasi-Fermi potential vch in (11.6) may be temporarily 100 V even for the circuits

with Vdd ¼ 1.0 V in the iterations. The model implementation should be robust

enough to go through these abnormal situations and make the iterations go back to

the normal operation conditions.

With the developed compact model, an inverter and a 2-input NAND based on

DG FinFETs are simulated, and their transient behaviors are summarized in

Fig. 11.5. With more advanced effects incorporated, the developed compact

model will be available for circuit simulation applications.

11.3 Hot Carrier Effect Modeling for FinFETs

Hot carrier effect (HCE) is due to the large channel electric field-induced interface

state or trapped charge. Channel carriers accelerated with a high field acquire large

energy to break the surface silicon/oxygen bonds or be injected into the gate oxide,

which cause the degradation of the transistor performance, like the on-state current.

Here, only the interface state from HCE will be considered. In the MOSFET

channel, the high electric filed exists near the drain side, which means that the

interface state spatial distribution is not uniform. At the same time, it is not

necessary that the interface state distribution in the energy band gap is uniform.

For simplicity, all the interface states are assumed to center at the middle of the

band gap. To model the effects of interface states on the FinFET characteristics,

first their distribution along the channel should be characterized and modeled [21],

then this spatial distribution information can be incorporated into the above-

mentioned compact model for DG FinFETs. For the interface state characterization,

the forward gated-diode method assumes that the current is mainly contributed by

the carrier recombination process in the depletion region when the external bias is

not that large. Figure 11.6a shows the schematic view of the bulk FinFETs and the

a b

Fig. 11.5 The transient behaviors of a DG FinFETs-based (a) CMOS inverter and (b) 2-input

NAND simulated with the developed model
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configuration of the gated diode. With different drain bias, the effective depletion of

the drain/substrate junction is changing, so is the recombination current. The

distribution of the interface states can finally be extracted from the dependence of

diode current on the external bias. For the interface states model development, their

effects on the carrier mobility and threshold voltage will be considered in (11.6) and

(11.10). After that, the impacts of hot carrier effect on circuits can be evaluated.

These two aspects will be covered in the following two sections.

11.3.1 Interface States Characterizations

The measured FinFETs have the following parameters: the effective gate length

L ¼ 15 nm, the fin height Hfin ¼ 25 nm, and width Wfin ¼7 nm. The gate oxide on

the fin side wall is 1.2 nm. The fin top surface is covered by thicker oxide; thus, this

FinFET is with a DG configuration. For this bulk FinFET, its channel part is

connected with the substrate. To perform the acceleration test, we apply the stress

bias Vds ¼ Vgs ¼ 2.5 V [9], and the stress time is increased from 0 to 1,000 s. After

removal of the stress bias, the forward gated-diode connection is configured on the

device. The substrate voltage (Vb) is fixed at 0.5 V to make the substrate–drain

junction operate in a small forward bias condition with Vds ¼ 0. When the interface

state energy level (assumed to be at the intrinsic Fermi level) is bent towards the

middle of the minority carrier quasi-Fermi level and the majority carrier quasi-

Fermi level, the Shockley–Read–Hall (SRH) recombination rate arrives at its

maximum so that one peak of the recombination current (IG-R) will appear. The
recombination rate at the interface is also modulated by the drain voltage (Vds) since

it changes the minority carrier quasi-Fermi level directly.

The IG-R of the DG FinFET with different stress duration is measured by sweeping

the gate voltage Vgs from �0.6 to 1.0 V, and the IG-R peak is covered in this bias

window. As shown in Fig. 11.6b, the peaks of IG-R appear around Vgs ¼ �0.1 V.

a b

Fig. 11.6 (a) The configuration of the forward gated-diode characterization method on the bulk

FinFETs and (b) the substrate current with source/drain grounded and substrate biased at 0.5 V.

The peaks of the generation current appear around Vg ¼ �0.1 V with different stress duration
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With increasing the stress time, this peak current also increases. The peak IG-R is

modeled as the recombination current in a diode [12]:

IG-Rpeak
¼ 1

2
Wqni cncp

� �1=2
exp

qVb

2kT

� � ðy2
y1

Nit yð Þdy
 !

: (11.15)

Here Nit(y) is the interface state density profile, y1 and y2 are start and end

position of the Nit distribution along channel, and cn ¼ cp ¼ 6.7 � 10�6 cm�3 s�1

are the capture cross sections of electrons and holes.

Figure 11.7a shows the modulation effect of Vds on IG-R with Vgs fixed at�0.1 V,

which corresponds to the maximum interface G-R rate. Vds is swept from 0 to 0.5 V.

The applied drain voltage alters the minority quasi-Fermi level profile in the

channel near the drain side, and the recombination rate is reduced there since the

interface state energy level is not at the middle of the quasi-Fermi levels any more.

We assume that in a distance of the depletion region between drain and substrate the

recombination rate is reduced to zero. Beyond this depletion region, the quasi-

Fermi levels are not changed, so is the recombination rate.

The above (11.15) is rewritten as:

Nit yð Þ ¼
dIG-Rpeak

dVd

dVd

dy

1

2
qni cncp
� �1=2

W exp
qVb

2kT

� � (11.16)

And the changing rate of the spatial range of effective surface states with

increasing the drain voltage is found by:

y ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2εsiVd

qniexp
qVb

2kT

� �
vuuut ,

dVd

dy
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2qniexp

qVb

2kT

� �
Vd=εsi

s
: (11.17)

a b

Fig. 11.7 (a) The modulation effect of drain voltage on the recombination current measured with

the forward gated-diode method and (b) the extracted interface state profile along the channel

according to the proposed model. Reprinted from [21], with permission from Elsevier
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By combining the above (11.16) and (11.17), the spatial profile of the interface

states is extracted. The distribution of Nit along the channel is shown in Fig. 11.7b,

which is consistent with the previous results of bulk MOSFETs [22, 23]. In order to

meet the need of circuit performance prediction, an empirical expression of Nit is

proposed as:

Nit yð Þ ¼ Nit0 þ A

σ
ffiffiffiffiffi
2π

p exp � y=L� ηð Þ2
2σ2

 !
: (11.18)

where Nit0 is the interface states density away from the drain, σ and η are parameters

which is related to the width and peak position of the interface state distribution,

A is a parameter to account for the maximum interface states density due to HCE,

and y/L is the normalized distance. The interface state density profile model (11.18)

is ready to be incorporated into the DG FinFET compact model to predict the circuit

level degradation with even longer stress time.

11.3.2 Interface States Modeling

In this section, the empirical interface state distribution model (11.18) is combined

with the compact model in Sect. 11.2, leading to a model capable of predicting the

circuit performances with HCE considered.

With the interface state distributed along the channel, the inversion charge

concentration Qinv(y) is expressed as:

Qinv yð Þ ¼ Cox Vgs � Vth � Vch yð Þ	 
� qNit yð Þ, (11.19)

where Cox is the gate oxide capacitance, and Vth and Vch(y) are threshold voltage

and quasi-Fermi level, respectively. The channel current is obtained from the

inversion charge as

Ids ¼ WμQinv yð Þ dVch

dy
, (11.20)

where μ ¼ μ0/(1 + kNit) is the effective carrier mobility in the inversion layer.

Combining (11.18) and (11.20) and the compact model in the previous section,

the drain current considering the interface states due to HCE is given by:

Ids ¼ L

Lþ k

ðL
0

Nit yð Þdy
Ids0 �

Wμ0qVds

ðL
0

Nit yð Þdy

L Lþ k

ðL
0

Nit yð Þdy
� � : (11.21)
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In (11.21), Ids0 is the drain current without any degradation, and the quasi-Fermi

level gradient is approximated as Vds/L [24]. After parameters extractions, the

current model (11.21) reproduces the measured data well, as shown in Fig. 11.8a.

To demonstrate the impact of HCE on circuit performances, a 6T-SRAM is

simulated as an example. The static noise margin (SNM) and write margin

(WM) are used to monitor the circuit degradation. Figure 11.8b compares the

variation of SNM and WM with HCE-induced interface states in the access and

pull-down transistors. The WM is more sensitive to the access transistor

degradation.

11.4 Quantum Effects Modeling for FinFETs

In the previous two sections, quantum confinement effects in the MOS channels are

not considered. The developed models are more suitable for the current FinFETs

technology; however, they should be revisited when the fin width is scaled to

sub-5 nm, where quantum effects are significant. Traditionally, the quantum effects

are modeled by approximately solving the effective mass Schrodinger equation in

the MOSFET channel with the bulk material parameters. However, these bulk

material parameters, like the electron mass, may be not valid any more for the

extremely small transistors. The same question rises for the strain engineered

FinFETs. In the literatures, the uniaxial strain engineering in nanoscale CMOS is

explained by the changes of material parameters, like the conduction band edges

and effective electron masses [25]. For example, the uniaxial tensile strain brings

downwards the conduction band edge and reduces the threshold voltage of a

[110]-oriented transistor [26]. Understanding the interactions between quantum

confinement effects and the strain engineering in the extremely small transistors

is important to guide the technology developments. One possible way is: firstly

using the pseudopotential theory to get the material parameters like the effective

a b

Fig. 11.8 The impacts of the interface state profile on (a) the single transistor performances and

(b) the SRAM performances. The device degradation is accounted for with (11.21). The HCE in

access transistors lead to larger write margin degradations. Reprinted from [21], with permission

from Elsevier
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masses in different energy valleys and then solving the effective mass equation in

the MOS channel to obtain the quantized energy levels and the channel charge.

However, the effects of quantum confinement on material parameters are

eliminated. Another way is using the empirical atomistic tight-binding method

[27] to model the quantum effects and strain effects simultaneously. The coupling

between these two effects is reserved.

In this section, the uniaxial strain effects in extremely scaled FinFETs are

studied, aiming to answer the question whether strain engineering is still applicable

for future MOSFETs [28]. For simplicity, the gate-all-around configured FinFETs

are used as examples. Figure 11.9 shows the device cross sections along and

perpendicular to the channel direction. Hfin, Wfin, and tox are the fin height, width,

and gate oxide thickness. The surfaces of [100] channels are all (110) facets while

the top surface and sidewall of [110] channels are (001) and (110) facets.Hfin andWfin

are obtained with bulk lattice constant. For channels with Hfin/Wfin ~ 1, an effective

width D ¼ (HfinWfin)
1/2 is defined. The hollow arrows show the uniaxial strain.

11.4.1 Bandstructures of Quantum FinFETs with Strain

The empirical tight-binding (TB) model reproduces the bulk Si bandstructures very

well and is also suitable for the nanostructures where the crystal periodicity is

reserved only in two dimensions or one. The unit cell that is the smallest repeating

cell in the nanostructures is defined as the supercell. The Bloch theory is applied to

construct the device channel Hamiltonian with the basis as:

φajk rð Þ ¼ 1ffiffiffiffi
N

p
X
l

ei k
!
�R!lϕal

j r � Rl � tað Þ, (11.22)

where Rl is the position of the lth supercell, ta is the position of the ath atom in the

supercell, and j is the jth atomic orbital of the Si atoms. For quantum FinFETs, it is

assumed that the quantum confinements in both the fin height and width direction

are significant, so the supercell only repeats itself along the channel direction.

Electronic states are expressed as the linear combination of the above basis:

φnk rð Þ ¼
X
a, j

Anajφajk rð Þ, (11.23)

Fig. 11.9 Schematics of the FinFETs with gate-all-around configurations. Devices with different

channel orientations are to be discussed, with their atomistic cross sections shown
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where a runs over all atoms in the supercell and j runs over the necessary atomic

orbital. The coefficients Anaj are found by the variation method, and the device

Hamiltonian is derived with the knowledge of the integral energy [29] between

different orbitals. Bandstructures are obtained by finding the eigenvalues of the

Hamiltonian. To account for the Si material, a ten-band nearest-neighbor sp3d5s*

TB model is used in this work with the empirical parameters provided in

[29, 30]. The on-site and two-center integral energy parameters in [30] are used

due to their applicability for [110] uniaxial strains. A hydrogen passivation scheme

[31] is used to address the surface dangling bonds. With the TB method, quantum

effects in the device channel are accounted for.

Upon strains, the atomic positions in (11.22) are changed according to [28]:

r
* ¼ 1þ εCCS

� � � r*0, (11.24)

where εCCS is the strain tensor in the crystal coordinate system. With applied

uniaxial strains along the [100] direction, the tensor is straightforwardly given by:

εCCS100½ � ¼
εk 0 0

0 ε⊥ 0

0 0 ε⊥

2
4

3
5, (11.25)

where εk is the strain corresponding to the applied uniaxial stress. The normal

strain ε⊥ ¼ Rεk depends on the Poisson ratio R, which is a material parameter.

R100 ¼ �0.278 is obtained from the elastic strain theory [32] of bulk silicon.

With the uniaxial strains along the [110] direction, the strain tensor is derived to be:

εCCS110½ � ¼
εk þ ε⊥,3
� �

=2 εk � ε⊥,3
� �

=2 0

εk � ε⊥,3
� �

=2 εk þ ε⊥,3
� �

=2 0

0 0 ε⊥,1

0
@

1
A, (11.26)

where εk is the strain corresponding to the applied uniaxial stress. The normal strain

component ε⊥,1 ¼ R⊥,1εk is along the [001], direction and the shear component is

given by ε⊥,3 ¼ R⊥,3εk. Based on the strain theory, we can derive the Poisson

ratios: R⊥,1 ¼ � 0.354 and R⊥,3 ¼ � 0.054. These two Poisson ratios here are

similar to those obtained through the first principle simulation. An internal dis-

placement parameter is used to calculate the displacement of the center atom in the

strained diamond crystal to get the final atomic positions.

With changes of atomic positions in the supercell, both bond length and angles

are changed, and these changes modify the off-diagonal, same-atom matrix

elements [30] and the two-center integral parameters in the Hamiltonian. These

parameters are incorporated into the Hamiltonian and then the bandstructures of

quantum FinFETs with applied strains are obtained.
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Figure 11.10 shows the energy bandstructures of a [100]-oriented FinFET

channel (Hfin ¼ 2.68 nm, Wfin ¼ 2.87 nm) and a [110]-oriented FinFET channel

(Hfin ¼ 2.58 nm, Wfin ¼ 2.69 nm) without strain and with the 1 % uniaxial tensile

strain. The [100]-oriented channel has a fourfold degenerated Γ (or “gamma” in

Fig. 11.11a) valley and a twofold degenerated off-Γ valley, and the Γ valleys are

lower than the off-Γ valleys. These results quantitatively agree with the effective

mass physical picture. However, the valley splitting behavior at the Γ valley is

beyond the capability of an effective mass method. The [110]-oriented channel has

a twofold degenerated Γ valley, and a pair of twofold degenerated off-Γ valleys.

Electrons in the Γ valley also have a lower energy state. The Γ valley splitting is

also confirmed with the more fundamental density functional theory (DFT)

simulations like the VASP simulations [33]. The validity of the TB method in

modeling the quantum confinements in the FinFET channels is verified.

The tensile strain-induced conduction band lowering is observed in both [100]

and [110]-oriented channels in Fig. 11.10. The Γ valley and off-Γ valley ground

states energies are extracted and shown in Fig. 11.11a where the conduction band

edge at the Γ valley is taken as the reference. This conduction band lowering

qualitatively agrees with the experimental results in [8, 9] and explains the strain-

induced negative threshold voltage shift. The conduction band edge lowering of a

[110]-oriented channel (D ~ 0.85 nm) with the 1 % tensile strain is 70 meV, very

close to the VASP simulation result [33]. The quantum confinement and uniaxial

tensile strain play similar roles in inducing the band splitting, however, opposite

roles in changing the channel material band gap.

With the parabolic dispersion approximation, the electron effective masses in Γ
valleys of both [100] and [110]-oriented channels are extracted and plotted in

a b

Fig. 11.10 The bandstructures of (a) a [100]-oriented FinFET channel and (b) a [110]-oriented

FinFET channel, without and with 1 % uniaxial tensile strain. Valley splitting is observed in these

nanoscale silicon channels. The uniaxial tensile strain increases the splitting between energy

valleys differently in the simulated two FinFET channels
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Fig. 11.11b. Without any strain, the electron mass in [100] channels (~0.28m0) are

larger than the mass (~0.19m0) in bulk Si. Uniaxial strain does not change

it. Without any strain, the effective mass in [110] channels (~0.16m0) are smaller

than the bulk one. With a tensile strain, the mass is further reduced. Quantum

confinement and uniaxial tensile strain play similar roles in altering the electron

effective mass of [110] channels. For both [100] and [110] channels, the tensile

strain increases the conduction band valley splitting and lifts the valley with

higher transport mass. As a result, the uniaxial tensile strain reduces the average

electron transport mass for both channels.

Since the quantum confinement and tensile strain effects are similar for [110]

channels, strain-induced effective mass changes in extremely scaled channels

are expected to diminish due to strong confinements [33]. Figure 11.12a shows

the electron effective masses changes in scaled FinFET channels without and

with strain compared to the bulk one. When the effective channel width D is larger

than 5 nm, the effective mass is about 0.189m0, close to the bulk value. A 1 %

uniaxial tensile strain changes it by about 0.01m0. With smaller D, the effective

mass decreases and the strain effect is also less significant. As the channel size

decreases to 1.5 nm, 1 % tensile strain does not cause changes in the electron mass

any more.

As seen, for the band splitting in both [100] and [110] channels and electron

masses in [110] channels, the quantum confinement and uniaxial strain have similar

effects. Therefore, the uniaxial tensile strain effect in improving the on current of

further scaled FinFETs is expected to be less effective, which will be proved in the

next section.

a b

Fig. 11.11 The uniaxial strain effects on (a) the conduction band edge shifts and (b) the electron

effective masses in the [100] and [110]-oriented channels. The tensile strain increases the band

splitting in both channels and reduces the electron masses in [110] channels
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11.4.2 Transports of Quantum FinFETs with Strain

With the knowledge of bandstructures of quantum FinFETs, the strain effects on

their ballistic transport properties are studied with a well-developed semiclassical

top-of-the-barrier ballistic model [34]. The simulated channel dispersions without

and with strain are first used to get the FinFET channel charge for the given source

Fermi energy and drain bias. Then the obtained mobile charge density at the barrier

peak Qtop is fed back to the electrostatic coupling equation to get the self-consistent

potential Uscf which further affects the Qtop. The iterations are repeated to achieve

self-consistency between the Qtop and Uscf. Ballistic current through the FinFETs is

obtained by substituting the self-consistent potential Uscf into the ballistic current

equation [34].

Experimental results in [35, 36] demonstrated that [110] channels with around

1 % uniaxial tensile strain have a 2� peak transconductance (gm) compared to the

channels without any strain. Figure 11.12b shows the simulation results of the

maximum gm in [110]-oriented channels of different sizes without and with strain.

The ballistic gm enhancement due to 1 % uniaxial tensile strain is also about

2� despite the smaller channel sizes. This peak gm enhancement is still observable

in FinFETs with the channel width down to 2 nm.

Figure 11.13 shows the current enhancement factors in the [100] and [110]-

oriented FinFETs along their dimensional scaling. The source Fermi energies are

tuned to have the same off current (0.1 nA) in all the FinFETs. Two gate voltages,

Vg ¼ 0.4 V where the channels just enter the degenerate condition, and Vg ¼ 0.8 V

where they operate in the degenerate mode, are considered. As shown, the

strain-induced performance boost is different for different operation voltages.

a b

Fig. 11.12 Impacts of the uniaxial tensile strain on (a) the electron effective masses and (b) the

maximum transconductances gm of scaled FinFETs. With smaller channels, effects of the same

amount of strain become less significant in reducing the effective mass, but the gm increase is valid

for FinFETs with their width down to 2 nm
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For [100] channels with Vg ¼ 0.4 V, their current enhancement factors are only

about several percent and decrease with reducing the channel size. This is because

quantum confinement has already led to large valley splitting as discussed in the

previous section. For channels with Vg ¼ 0.8 V, more inversion electrons that

reside in higher energy states are still affected by the uniaxial tensile strain-induced

band splitting. However, the enhancement becomes negligible for channels smaller

than 2 nm [28]. For [110] channels, the uniaxial strain is more prominent. When the

channel size is about 5 nm, the enhancement factor is roughly 80 % with both gate

voltages, close to the experimental observations [35]. Under Vg ¼ 0.8 V, this

enhancement factor extends to 3 nm wide FinFETs. Under Vg ¼ 0.4 V, the uniaxial

tensile strain effects begin to decrease in FinFETs with a larger size.

11.5 Conclusions

In this chapter, modeling of FinFETs for their electronic applications is discussed,

from the compact core model development to the hot carrier effects modeling and

finally the quantum coupled strain effects modeling. The compact core model,

including the descriptions of current and charge characteristics, for DG FinFETs

with undoped or fully depleted channels, is reported and implemented into SPICE

for circuit simulations. The essential device physics are captured in the core model.

Further extensions to include more advanced effects will make the model suitable

for FinFETs integrated circuit designs. To account for the aging of the FinFET

circuits, a forward gated-diode methodology is applied to extract the hot carrier

induced interface states, and the interface state profile is incorporated into the above

compact model. The interface states near the drain side follow a Gaussian type

a b

Fig. 11.13 The 1 % uniaxial tensile strain-induced on-current enhancements in (a) the [100]

FinFETs and (b) the [110] FinFETs. In scaled FinFETs, the same amount of strain becomes less

effective in improving the on currents due to the significant quantum confinements
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distribution and affect the threshold voltage and current of the DG FinFETs. In the

further scaled FinFETs, the quantum confinement effects and strain engineering are

coupled and are accounted for with the tight binding model. The same amount of

strain becomes less effective in improving the on current of FinFETs with lower

operation voltages. The modeling efforts here provide understandings of DG

FinFETs operations, as well as guidelines for their future developments.
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Chapter 12

Enhanced Quantum Effects in

Room-Temperature Coulomb Blockade

Devices Based on Ultrascaled finFET

Structure

Jung B. Choi

Abstract The availability of an ultrasmall dot-based single-electron device could

provide new operating regimes where Coulomb blockade and quantum confinement

are two distinct effects, competing to control electron transport. Most recently, we

have made a successful implementation of CMOS-compatible room-temperature

single-electron transistor by ultrascaling a finFET structure down to an ultimate

limiting form, resulting in the reliable formation of a sub-5-nm silicon Coulomb

island. The charge stability of the device features, for the first time, three and a half

clear multiple Coulomb diamonds at 300 K, showing high PVCRs. The device dot

size is sufficiently small that Coulomb blockade and other quantum effects persist

up to room temperature. The charge stability at 300 K with additional fine structures

of low-temperature Coulomb peaks are successfully modeled by including the

interplay between Coulomb interaction, valley splitting, and strong quantum

confinement that become enhanced in ultrasmall scale. This supports that for a

sub-5 nm device even small number of electron occupation ensures that quantum

many-body interactions strongly influence the room-temperature electron transport

characteristics. Under this condition, quantum effect can be used as an additional

state variable to provide another multi-switching functionality.

12.1 Introduction

Single-electron transistor (SET), considered as an ultimate limit of the field-effect

transistor (FET) where the conduction channel is replaced by a nanoscale quantum

dot, has been intensively studied because of its unique multi-functionality with

ultralow power and scalability down to sub-nm regime [1]. The basic philosophy of

the SET-based electronics is a manipulation of the individual electron charge and how
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to apply it to the digital electronics. The single-electron-based multiple-valued

(MV) memory, or MV logic, reflects such capability of controlling discrete charges

of an individual electron. The MV memory can be implemented by utilizing

the threshold voltage quantization in nanoscale floating dot-based memory [2–4],

while multiple switching on/off of the SET enables us to realize the MV logic scheme

[5–12], which has higher functionality with lower hardware complexity. To be

specific, incorporating SETs with FETs, implementation of a two-input NAND/

NOR [10], exclusive-OR (XOR) [6, 11], and half-adder [12] have been reported.

Their voltage transfer characteristics display typical flexible MV logic gate function

depending on the two-input SET voltages. However, the reliability of room-

temperature (RT) characteristics and requirement of CMOS-compatible processes

have been themain bottlenecks for implementing further practical device applications.

Significant earlier works [13–20] have been aimed at implementing a RT-operating

SET, using various schemes, device structures, and fabrication processes, but reliable

processes for the controlled fabrication of ultrasmall size Coulomb islands of less than

5 nm have not been firmly established yet. Most of the gate-dependent drain currents

I–Vg have exhibited only a single negative differential resistance(NDR)-like peak

[18], or weak ripples with very poor peak-to-valley current ratios (PVCRs) � 1 [17,

19, 20], limiting practical device applications at room temperature.

Most recently, we have made a successful implementation of CMOS-compatible

room-temperature SET by ultrascaling a state-of-the-art fin field-effect transistor

(finFET) structure down to an ultimate limiting form, resulting in the reliable

formation of a sub-5-nm silicon Coulomb island [21, 22]. The charge stability of

the device features, for the first time, three and a half clear multiple Coulomb

diamonds at 300 K, showing high PVCRs. The performance and CMOS-compatible

manufacturability of the device certainly moves SETs closer to semiconductor

industrial feasibility. Moreover, the availability of such ultrasmall dot-based Cou-

lomb blockade devices could provide new operating regimes for the single-electron

tunneling where Coulomb blockade and quantum confinement are two distinct

effects, competing to control electron transport through a device. As the island size

is reduced below 5 nm, the energy scale for quantized level spacing might become

dominant over the Coulomb charging as well as thermal fluctuation. This is right the

case that occurs in our device whose dot size is sufficiently small that Coulomb

blockade, and other quantum effects, can persist up to even room temperature

[22]. Even small number of electron occupations on the Coulomb island ensures

that quantummany-body interactions strongly influence the room-temperature elec-

tron transport characteristics. Under this condition, quantum effect may be used as an

additional state variable to control electron transport and could provide an additional

resource scheme to be exploited in multi-valued nanoelectronics [23], in contrast to

conventional CMOS, where quantum effects usually contribute only problems such

as noise and unwanted threshold voltage shifts.

In this chapter, concentrating on the CMOS-compatible ultrasmall SETs

based on the most recent pioneering works of [21, 22], we will discuss their

device structure, fabrication process, and I–Vg characteristics. The observed

room-temperature charge stabilities, exhibiting multiple Coulomb diamonds, are
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presented and analyzed by strong interplay of the Coulomb interaction and

additional quantum effects associated with very low electron occupation on the

ultrasmall silicon dot of sub-5-nm size.

12.2 Room-Temperature Coulomb Blockade Devices

Based on Ultrascaled finFET: Device Structure

and Fabrication Process

A state-of-the-art finFET structure has been modified and ultra-downscaled to an

ultimate form by using deep-trench and pattern-dependent oxidation-induced

strains, resulting in a SET device with a Coulomb island size of less than 5 nm

[21]. By wrapping a gate almost completely around this island, good control of the

local electron potential is maintained. Figure 12.1a shows a schematic 3-D layout of

the device. A cross-sectional schematic view along the channel (cutline a–b) is seen

in Fig. 12.1b. The fabrication process is summarized as follows. Devices were

fabricated using a 50-nm-thick undoped silicon-on-insulator substrate. First, a

20-nm-wide nanowire, connecting the S/D electrodes, was formed using electron-

beam lithography (EBL) with PMMA resist and subsequent reactive ion etching

(RIE) using SF6/CF4/O2. After deposition of a 100 nm-thick TEOS1 layer, an

80-nm-wide trench was etched across the nanowire using EBL with ZEP520A

resist and subsequent RIE etching using CHF3/O2. The exposed silicon area

under the trench was etched by a further 30 nm in depth by dry etching using

SF6/CF4/O2, and followed by gate oxidation at 900 �C for 50 min (SET_A) and

40 min (SET_B). See Fig. 12.1c, d for TEM images of the cross-sectional view of

the etched wires (along the cutline c–d) after oxidation, showing the island size

reduced to ~2-nm (SET_A) and ~4-nm (SET_B) respectively. Good control over

the island size was achieved through this oxidation process. Next, a 20-nm-thick

TEOS2 layer was deposited into the trench to form spacers on the sidewalls of the

source and drain (S/D) electrodes. Doped poly-silicon was then deposited into the

trench to form a self-aligned gate very close to the Coulomb island. The fabrication

was completed with conventional S/D ion implants, annealing, and contact pro-

cesses. Figure 12.1e shows a TEM image of the top-Si nanowire active channel,

the poly-Si gate, and the TEOS spacer profiles along the cutline a–b. The gate above

the center of the etched region of the active channel is about 10-nm wide and wraps

most of the way around the active channel. The schematic 3D layout for the

fabrication process flow is illustrated in Fig. 12.2. Note how the top-Si nanowire,

exposed by the gap between the source and the drain, is further etched down to

30 nm in depth by dry etching and subsequent gate oxidation. In this process, most

of nanowire is masked by the first spacer TEOS1, while only the exposed part by the

gap is subject to the oxidation-induced strain. This key process step, different from

the conventional finFETs [24], enables an ultrasmall size Coulomb island to be

formed with nearly identical tunnel barriers in a self-aligned manner.
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Fig. 12.1 (a) Schematic 3-D layout of the SET device. (b) Cross-sectional view along the channel

(the cutline a–b). (c, d) Cross-sectional TEM image of the etched Si wires (along the cutline c–d)
after oxidation at 900 �C for 50 and 40 min, showing Coulomb island sizes of ~2 nm for SET_A

and ~4 nm for SET_B. (e) Cross-sectional TEM images along the cutline a–b after deposition of

the poly-Si fin-gate. From [21]
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Figure 12.3 shows the drain current measured at 300 K as a function of the gate

voltage VG for SET_A, which is compared with that of the conventional finFET that

was fabricated by similar process in the same wafer, but without the deep trench and

pattern-dependent oxidation process on the silicon wire channel [21, 22]. As

expected, the finFET exhibits typical I–Vg MOSFET characteristics with its

Fig. 12.2 Schematic 3-D layout for process flow. (a) A nanowire was patterned into the 50-nm-

thick top-Si layer of the SOI using electron-beam lithography (EBL) with PMMA resist.

(b) The pattern transferred by RIE etching with SF6/CF4/O2 to realize a 20-nm-wide nanowire.

(c) Deposition of a 100-nm-thick TEOS layer (TEOS1). (d) Trench patterning using EBL with

ZEP520A resist. (e) Etching of the TEOS1 layer using RIE with CHF3/O2 to form a nanogap.

(f) The top-Si nanowire, exposed under the gap, was further etched by 30 nm in depth using RIE

with SF6/CF4/O2. (g) Gate oxidation at 900 �C, followed by deposition of a 20-nm-thick TEOS

layer (TEOS2) to form spacers on the sidewalls of the source and drain. (h) Deposition of doped

poly-Si into the gap to form a self-aligned fin-gate of ~10 nm width, which wraps almost

completely around the etched Si-nanowire
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threshold at Vg ~ 2.5 V at 300 K, while well-defined Coulomb oscillations with

high PVCRs are observed in the SET. This demonstrates that the ultrasmall

Coulomb island of the SET is formed by deep-trench of the wire and subsequent

oxidation process. Note that the 1st Coulomb peak of the SET appears just above

the threshold of the finFET of Vg ~ 2.5 V for drain bias voltages up to 50mV. The

onset of the Coulomb oscillations was not detected below the threshold voltage,

indicating the 1st peak to be associated with the first electron tunneling.

12.3 Room-Temperature Multi-switching I–Vg

Characteristics: Rough Estimation of the Charging

Energy and Quantized Level Spacing

Figure 12.4a shows typical Coulomb oscillations from the SET_A measured at

room temperature [21]; these characteristics show high and nearly symmetric

PVCRs, indicating that the tunnel barriers at both sides of a Coulomb island are

practically identical. The temperature dependence of these characteristics is shown

in Fig. 12.4b; as the temperature is reduced down to 100 K the Coulomb peak

positions barely change, but the PVCRs increase. Room temperature charge stabil-

ity plots are shown in Fig. 12.4c, d for SET_A and SET_B, where three and a half

successive Coulomb diamonds are clearly seen; each diamond corresponds to a

Fig. 12.3 Comparison of the I–Vg characteristics of SET with those of the conventional finFET

for drain bias up to 50 mV at 300 K. The finFET that was fabricated by similar process in the same

wafer but without the deep-trench and pattern-dependent oxidation process on the silicon wire

channel. Typical I–Vg MOSFET characteristics are observed in the finFET, with its threshold at

Vg ~ 2.5 V at 300 K, while well-defined Coulomb oscillations with high PVCRs are observed in

the SET. Note that the 1st Coulomb peak of the SET appears just above the threshold of the finFET

of Vg ~ 2.5 V for drain bias voltages up to 50 mV. From [22]
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stable charge configuration on the Coulomb island with the number of occupied

electrons N. Note that Coulomb diamonds for each N are very symmetric with

respect to the positive and negative drain biases, strongly indicating that a single

ultrasmall Coulomb island is formed at middle point of the channel and that

its tunnel barriers with source and drain are nearly identical. This rules out a

possibility of that the observed Coulomb oscillations may be related to the possible

dopant or defect which must be randomly formed. The charge stability data also

exhibit that as the gate voltage is made less positive, the slope of each Coulomb

diamond steeply increases, and the Coulomb diamond (for VG < 3 V) does not

close. This feature is consistent with the lack of any Coulomb peaks below the

threshold (Fig. 12.3), indicating that the island is unpopulated by electrons for

VG � 3 V, allowing the dot occupancy N ¼ 1 for the 1st diamond. To more

convince the assignment of the dot occupancy, a charge sensing device by means

of a separated circuit such as an additional quantum point contact [25–27], or

RF-SET [28–31], can be installed next to the Coulomb island. In this case, however,

an additional sensing bridge gate should be designed to be located very close

to the dot to maximize mutual charge coupling. This, without doubt, yields a

substantial increase of the total capacitance of the Coulomb island, leading to the

SET operating only at ultralow temperatures. Any kinds of room-temperature

features will vanish. This is why most of experiments based on these devices

including charge sensor have shown Coulomb oscillation behavior only at dilution

refrigerator temperatures. We, therefore, addressed the assignment of the dot

occupancy by somewhat indirect ways (mentioned above) without using additional

charge sensor.

It is noted that substantial change in slopes and diagonal sizes of each successive

diamond (Fig. 12.4c, d) implies that the charging energy is not constant over the

gate voltage range studied, and the orthodox Coulomb blockade theory may break

down in this case. This behavior may be caused by strong interplay of the Coulomb

interaction and additional quantum effects associated with very low electron num-

ber on the island. Nevertheless, we can roughly estimate the size of the island and

calculate the Coulomb charging energy because the 1st diamond associated with the

lowest dot occupancy N ¼ 1 is determined mainly by the Coulomb charging

energy. Values for the gate and junction capacitances can be directly obtained

from the Coulomb peak spacingΔVG and the slopes of the 1st diamond [1]. We find

that, for SET_A, CG ~ 0.094 aF, CS ~ 0.16 aF, and CD ~ 0.17 aF, yielding the total

capacitance CΣ ~ 0.42 aF, which corresponds to a ~1.94 nm diameter spherical dot,

are in good agreement with the TEM image of SET_A in Fig. 12.1c. Similarly, the

total capacitance of SET_B is estimated to be CΣ ~ 1.04 aF, which corresponds

to a ~4.6 nm diameter dot. The charging energy of the SET_A (SET_B) is thus

e2/CΣ ~ 0.377 eV (~0.154 eV) which is more than one order magnitude larger than

the thermal energy at room temperature, yielding the clear Coulomb oscillations

with high PVCRs even at RT.

The level spacing due to the quantum confinement can be also roughly

estimated. The quantum effect is expected to be enhanced in such a small dot of

<5 nm, which must be stronger in the SET_A whose size is much smaller than the
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SET_B. If we associate the 2nd diamond with the dot occupancy N ¼ 2, the

unusual large shift of the 3rd Coulomb peak of the SET_A could be related to the

electron filling in a spin-up-spin-down sequence, i.e., spin-filling of the next orbital

state for the 3rd electron number following Pauli’s exclusion rule. (Similarly, the

3rd Coulomb peak of the SET_B is observed to have an additional gate voltage shift

of ~0.6 V, which is ~40 % larger than the other two VG spacings.) The level spacing

due to the quantum confinement can be roughly estimated based on the effective

mass approach. For a 2-nm silicon dot modeled by a 3D hard-wall potential, the

level spacing is estimated to be ~0.493 eV, which is comparable to the Coulomb

energy e2/CΣ ~0.377 eV. More complete analysis considering quantum effects

needs extensive transport studies including I–Vg measurements for ultralow

temperatures, which will be discussed in Sect. 12.5.

Fig. 12.4 (a) Drain current of SET_A measured at 300 K as a function of fin-gate voltage VG

using drain voltages from �100 to 100 mV with a step of 10 mV. (b) Temperature dependence of

SET_A at a fixed drain voltage of VDS ¼ 50 mV. The inset shows detail from the first two

Coulomb peaks in the current regime marked with dotted line. (c, d) Charge stability plot at

room temperature for SET_A and SET_B; each diamond corresponds to a stable charge configu-

ration state with fixed electron occupancy N. From [21]
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12.4 Room-Temperature SET/FET Hybrid Circuits:

Multi-valued Literal Gate Functionality

For practical circuit applications, we integrated the SETwith a FET andmeasured the

multiple-valued literal gate functionality at room temperature [21]. A schematic

layout of the SET/FET hybrid circuit is seen in Fig. 12.5a, showing that it comprises

of a SET, a MOSFET, and a constant-current load. The FET connected in series with

the SET was to attain the SET bias voltage under a range of Coulomb blockade. This

circuit, called universal literal gate consisting of a FET and a SET connected in series

[7], operates under a constant current mode with a drain voltage limit (given by

setting a compliance voltage of the HP4155). In the SET-OFF mode, the current is

off, and the output of the circuit is same as the drain voltage limit. On the other hand,

in the SET-ON mode, the circuit operates under a constant current mode, but also

with a drain voltage limit. The voltage transfer characteristics of the resultant

SET/FET literal gate measured at 300 K are seen in Fig. 12.5b, c, displaying five

(seven) periodic voltage outputs of high/low level multiple switching with a sharp

swing as high as ~1 V for SET_A (SET_B). This enables multi-bit (>5 bit) function-

ality at room temperature and can provide a basic block for the practical implemen-

tation of the SET-based MV logic architectures with ultralow power consumption.

12.5 Room-Temperature Charge Stability: Enhanced

Coulomb Blockade and Quantum Effects in a

Ultrasmall Coulomb Island with Few Electrons

Apart from the nanoelectronic applications, the ultrasmall SET can be regarded as a

mesoscopic artificial atom system. Tunneling through it can provide a rich experi-

mental environment for studying quantum transport phenomena (for reviews, see

[32–36]). Previously, these quantum effects have been investigated using relatively

large devices at low temperatures, where they give rise to additional fine structures

on the Coulomb oscillations [14, 37–43]. However, as temperature increases up to

300 K, such fine structures observed at low temperature normally vanish together

with Coulomb peaks themselves because of the weak Coulomb charging energy due

to the relatively large dot size. The size of dot should thus be ultrasmall in order to

observe the quantum effect as well as the Coulomb blockade at room temperature.

As the dot size is reduced below 5 nm, the very small number of electrons on the dot

is expected, even at 300 K, to ensure that electron–electron interactions with Pauli

spin exclusion strongly influence the electron transport characteristics. Regarding

this issue, we reported on an extensive transport measurement performed on a

room-temperature-operating Coulomb blockade device with an ultrasmall silicon

island of sub-5-nm size [22]. Transport data exhibit a striking feature of that the

main room-temperature characteristics of the Coulomb peaks persist even at ultra-

low temperature down to 5.3 K. Substantial change in slopes and diagonal size of
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the room-temperature Coulomb diamond and bias-dependent peak splitting must

reflect low energy many-body excited states associated with total spin for each dot

occupancy N. As expected, the quantum effects become enhanced in the ultrasmall

Coulomb island of sub-5 nm and persist even at room temperature, leading to the

substantial modulation of the charge stability for finite bias window.

Figure 12.6 shows the extensive I–Vg characteristics of the SET_Ameasured over

the temperature range from 300 K down to 5.3 K for a bias 50 mV [22]. As seen in

Fig. 12.6a, the main feature of the Coulomb oscillations of 300 K persists even at low

temperature down to 5.3 K, except for additional splitting observed in each Coulomb

peak. We point out that this temperature-dependent feature is quite new and remark-

able because the peak splitting so far observed at low-temperatures have been

reported to vanish together with Coulomb peaks themselves with increasing temper-

ature. This strongly indicates another evidence that the Coulomb island of the SET

Fig. 12.5 (a) Circuit layout of the SET/FET literal gate that comprises of a SET, a MOSFET, and

a constant-current load. (b, c) The input–output voltage transfer of the resultant SET/FET literal

gate measured at 300 K, displaying more than 5 bits multiple switching with a sharp swing as high

as ~1 V. The constant-current I0 is 10.5 nA (30 nA) and the VMG for the MOSFET is set to�0.1 V

(0 V) for SET_A (SET_B). From [21]
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device is a quite small well-defined single dot (of sub-5 nm size), and its charging

energy is large enough to get over the room-temperature thermal energy. If the main

four Coulomb peaks were due to some multiple defects at Si/SiO2 interface, some of

the peaks should be randomly created or disappear depending on their thermal

Fig. 12.6 (a) Temperature dependence of the I–Vg characteristics of the SET measured for

various temperatures down to 5.3 K for a bias Vd ¼ 50 mV. Note that the main feature of

300 K persists even at low temperature down to 5.3 K, but a striking temperature-dependent

splitting is observed in each Coulomb peak. (b–d) Charge stability plot for temperatures of 300 K,

200 K, and 100 K, respectively. Each Coulomb diamond corresponds to a stable charge configu-

ration state with fixed electron occupancy N. Peak splitting are clearly seen for diamonds of N ¼ 3

and 4 even at 100 K. (e) Temperature-dependent magnitude of the 3rd Coulomb peak for each bias

up to 50 mV. From [22]
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activation energies as temperature changes. Note also that the magnitude of the

Coulomb peak decreases for low temperatures, as seen in Fig. 12.6e which shows

the temperature-dependent magnitude of the 3rd Coulomb peak for each bias up to

50mV. This can be attributed to the possible decrease of the carrier concentration (or,

carrier freeze-out) in the S/D wires as temperature decreases down to 5.3 K.

Charge stability plots (displayed for down to 100 K) of the SET are seen in

Fig. 12.6b–d, respectively, where successive Coulomb diamonds are clearly seen.

Each diamond corresponds to a stable charge configuration state with fixed electron

occupancy N. Coulomb peak splitting are seen for diamonds of N ¼ 3 and 4 in the

charge stability even at 100 K. It is noted that substantial change in slopes and

diagonal size of each successive diamond is observed, implying that the charging

energy is not constant over the gate voltage range studied. As mentioned in the

previous section, this behavior could be accounted for by strong interplay of the

Coulomb interaction and additional quantum effects associated with very low elec-

tron number on the island. The fine structurewith decreasing temperaturemust reflect

low energy excited levels associated with each dot occupancy N and can be explored

more in detail with increasing bias window. Figure 12.7a, b is charge stability data

measured at 5.3 K [22]. They illustrate the fine structure of the bias dependence of the

Coulomb oscillations, showing typical behavior of increasing splitting with bias

window. For more clarity, the charge stability data are illustrated in Fig. 12.7c, d,

reproducing Id–Vg for some specific bias voltages. As seen in Fig. 12.7a with

Fig. 12.7c, when bias voltage increases up to 100 mV, the 1st peak starts to split

into two sub-peaks and persists even at high bias, while the 2nd peak splits into four

sub-peaks. Note that for the 1stmain peak, the valley between two sub-peaks is raised

up with bias voltage, indicating the increase in tunneling current as bias window

becomes wide. This is not due to a peak broadening effect because the heating energy

by increasing bias is only about ~0.05 nW, negligible compared to the thermal energy

of 5.3 K. Similarly, Fig. 12.7bwith Fig. 12.7d illustrate that the number of splitting of

the 3rd Coulomb peaks rapidly increase from three to more than 12, while that of the

4th peak increases from two to more than 8. This strong bias dependence of peak

splitting demonstrates the evident transition of the transport behavior of our device

from linear to nonlinear transport regime where single-electron tunneling can be

made through many excited levels lying within the bias window [44, 45].

12.6 Model Analysis for Interplay of the Coulomb

Interaction and Additional Quantum Effects

Associated with Few Electron Dot Occupations

To explain the observed fine structure in each main Coulomb peak of the ultrasmall

SET device in the previous section, we need to know the low energy level spectrum

associated with each dot occupancy N. Here we will follow the model analysis

developed in [22].

296 J.B. Choi



The Coulomb channel in the SET fabricated on (100) Si-2D system is

surrounded by SiO2 insulator and is along <110> direction that is parallel to the

notch orientation axis of our SOI wafer. In such a wire valley splitting lifts the two-

and fourfold degeneracies into two, and the energy levels of Γ valleys are lower

than those of off-Γ valleys [46, 47]. In Si valley splitting is a main source of spin

decoherence. It has been observed even in zero external electric field in strongly

confined nanostructures and could be further enhanced by the application of bias,

Fig. 12.7 Charge stability plot at 5.3 K and specific bias dependence of each main Coulomb peak;

(a, b) Charge stability plot at 5.3 K, showing typical behavior of increasing splitting with bias

window. (c, d) I–Vg characteristics for some specific bias voltages, which are reproduced from the

charge stability data. Strong bias dependences of peak splitting are clearly seen, which can be

accounted for by the nonlinear transport made through many excited levels associated with each

dot occupancy N. From [22]
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strain, or magnetic field [48, 49]. In the presence of a confinement potential along

the wire, the energy levels of valleys are quantized, as shown schematically in the

inset (a) of Fig. 12.8. With the inclusion of the valley, splitting the four lowest

energy levels of the dot are ε1 ¼ Ev2,1, ε2 ¼ Ev2,1 + Δ, ε3 ¼ E, and ε4 ¼ E + Δ0,
where Ev2,1 is the lowest energy quantized with valley splitting Δ, and E is the

second lowest energy quantized with valley splitting Δ0. While Ev2,1 and Ev2,1 + Δ
originate from Γ valley, the energy E may originate either from Γ or off-Γ valleys.

Based on the above information on single electron levels, we model the many-

body Hamiltonian (for reviews, see [50, 51]) of the dot by

H ¼
X
i

εini þ
X
i<j

Vijninj þ
X
i

Uini"ni# �
X
i<j

Jij

�
S
!
i � S

!
j þ 1

4
ninj

�
: (12.1)

Here, the label i ¼ 1, 2, 3, 4 denotes the four single electron states. For each

single electron level i we define, respectively, the quantities S
!

i, niσ, ni, and Ui as the

spin operator, number operator of electrons with spin σ, number operator of

occupied electrons, and the intra-level Coulomb repulsion. The Coulomb repulsion

(exchange) energy between an electron in the i’th and an electron in j’th levels is

Vij (Jij). Each many-body eigenstate can be represented by a ket state |{ni},S,Szi.
Level occupation numbers {ni} and the total spin quantum number S of some of the

lowest energy many-body states are analyzed and displayed in Fig. 12.9 (note that

since the Hamiltonian is spin rotationally invariant, eigenvalues are independent of

Fig. 12.8 Addition charging energies of N ¼ 1!2, 2!3, and 3!4, estimated from the many-

body Hamiltonian. The low energy level spectrum associated with each dot occupancy N are

illustrated. Inset (a) illustrates a confinement potential along the wire where the energy levels of

valleys are quantized. The calculated addition charging energies, approximately U1 � 0.38 eV,

2V13 + ε3 � ε2 � 0.9 eV, and V13 + 2(U1 � V13) � 0.46 eV (for N ¼ 1!2, 2!3, and 3!4,

respectively) are denoted by arrows in inset (b), which are in the same range as those of the charge

stability data observed at 300 K. From [22]
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the z-component total spin Sz). In this classification of eigenstates it is useful to

exploit the fact that when the i’th level is doubly occupied, its spin state is necessary

a singlet state with S
!

i ¼ 0. In addition, according to the quantum rules of spin

addition, the total spin state S ¼ 1/2 of 3 electrons can be constructed by adding

spin 0 and 1/2 or by substracting spin 1/2 from 1. This implies that, when adding

3 electron spins, there are two different spin wavefunctions for the same S ¼ 1/2

and {ni}. Due to many-body exchange interactions, states with the same {ni} but

with different S do not have the same energy. For example, for N ¼ 2, the S ¼ 0

singlet and S ¼ 1 triplet states are split, see Fig. 12.9b. From our observed data,

Fig. 12.7c, the magnitude of the exchange interaction is estimated to be about

0.01 eV. Using these rules we find, respectively, 2, 4, 12, and 8 number of lowest

energy states for N ¼ 1, 2, 3, and 4 that can be formed from the energies ε1, ε2,
ε3, and ε4, see Fig. 12.9a–d. We stress that these numbers are independent of model

parameters. For a given N, estimate of energies shows that there is an energy gap to

the next excited states from the group of lowest energy states mentioned above.

For N ¼ 1 and 2 the theoretical number of lowest energy levels agree with

experimentally observed peak values of 2 and 4. According to our model for N ¼ 2

there are 3 singlet and 1 triplet levels, see Fig. 12.9b. The three singlet states have

all different energies because their occupation number configurations {ni} are

different. For N ¼ 3 we displayed 12 lowest energy states in Fig. 12.9c. In near

agreement with this value, the observed number low energy excited states is about

12–14 (when small noise-like peaks are included there are 14 peaks). For N ¼ 4

some of the lowest excited energy states have the same {ni} but different spin

values S ¼ 0 and 1, see Fig. 12.9d. Their energies are again different because these

states have different spin wavefunctions and, therefore, have different exchange

energies. For N ¼ 4 the observed number of excited states is between 8 and

10, which is close to predicted value of 8, see Fig. 12.9d. Since there may be

Fig. 12.9 Electronic occupation configurations illustrating the number of lowest energy states for

(a) N ¼ 1, (b) N ¼ 2, (c) N ¼ 3, and (d) N ¼ 4, respectively. Note that due to many-body

exchange interactions states with the same {ni} but with different S do not have the same energy.

From [22]
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other single electron energy levels close to ε3 and ε4 different many-body excited

energies may be present near those 12 and 8 states as shown in Fig. 12.9c, d.

Moreover, the effect of quantum fluctuations of occupation numbers, which is

absent in Hartree–Fock approximations, may give rise to additional excited states

[52]. These factors suggest a possible explanation for why more than 12 and

8 peaks may have been observed for N ¼ 3 and 4, respectively, when small

noise-like peaks are included.

The Coulomb interaction energy between two electrons in the level 1 is U1 � e2

εR

� 0:38eV , where ε and R are the dielectric constant and the radius of the dot.

The energy separation between different Coulomb peaks can be fitted by choosing

two parameters V13 and ε3 � ε2 judiciously: V13 � 0.3 eV is the Coulomb interac-

tion energy between two electrons in the levels 1 and 3 and ε3 � ε1 � 0.3 eV is the

energy separation between them. The fit value of V13 is reasonable because the

inter-level Coulomb interaction is comparable to the intra-level Ui but must be

smaller than it. The fit value of the quantum confinement of ε3 � ε1 is also in

the range of expected value for our dot size of 2 nm by theoretical calculations

[46, 47]. Using these values we find that the addition charging energies ofN ¼ 1!2,

2!3, and 3!4 are approximately U1 � 0.38 eV, 2V13 + ε3 � ε2 � 0.9 eV, and

V13 + 2(U1 � V13) � 0.46 eV, which are illustrated in Fig. 12.8. Using the energy

coupling factor, defined by αG ¼ CG/CΣ ~ 0.22, the corresponding observed values

0.37, 0.84, and 0.50 eV (see the inset b in Fig. 12.8) are in the same range. ForN ¼ 1

the observed Coulomb oscillations exhibit splitting of the 1st peak is due to the

valley splitting, see Fig. 12.9a. The measured value of valley splitting Δ is 16 meV,

whose order of magnitude is consistent with recently reported theoretical values

of sub-3 nm Si nanostructures [46, 47]. Note that its value is much smaller than

Coulomb charging and quantum confinement energies. These approximate

agreements between experimental and theoretical values suggest that our model

can account consistently for several features of excited states in the ultrasmall Si dot

formed along <110> direction.

12.7 Conclusions

In summary, we report an extensive transport measurements carried out on a sub-5-

nm ultrasmall dot-based single-electron device; this size is sufficiently small that

Coulomb blockade, and other quantum effects, persist up to room temperature.

These devices were made by ultrascaling a state-of-the-art finFET structure down to

an ultimate limiting form, resulting in the reliable formation of a sub-5-nm silicon

Coulomb island. The charge stability data feature the first exhibition of three and

a half clear Coulomb diamonds at 300 K, each showing high PVCRs. Its charging

energy and quantized level spacing are estimated to be more than one order

magnitude larger than the thermal energy at room temperature. The room-

temperature feature of I–Vg persists even at low temperature down to 5.3 K,
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where additional fine structures of Coulomb peaks appear. The unusual energy

separation between Coulomb diamonds and the fine splitting of each Coulomb

peak are accounted for by including quantum many-body interactions, leading to

the substantial modulation of the room-temperature charge stability. This supports

that for a sub-5-nm device even small number of electron occupations on the

Coulomb island ensures that quantum many-body interactions strongly influence

the room-temperature electron transport characteristics. Under this condition,

quantum effect may be used as an additional state variable to provide another

multi-switching functionality. Besides reducing the power consumption and

multi-switching functionality, the successful CMOS-compatible implementation

of the room-temperature multi-switching SETs could find use in a variety of

other applications such as ultrasensitive single-molecule biological sensors, brain-

inspired neuromorphic circuits, and scalable solid-state quantum computing/

read-out systems.
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Chapter 13

Single-Electron Tunneling Transistors

Utilizing Individual Dopant Potentials

Daniel Moraru and Michiharu Tabe

Abstract For many decades since the invention of the transistor in 1947, the

dimensions of transistor channels have been continuously downscaled so that

more and more functionality can be incorporated into one chip. However, nowa-

days, critical dimensions of transistors enter into the real nanoscale and fundamen-

tal limitations, in physics and technology, raise serious challenges in front of further

miniaturization. A conceptually different operation mechanism for the next-

generation transistors must be considered. In this framework, we focus on transport

characteristics arising from single-electron tunneling via individual dopant atoms,

the basic operation mode of single-dopant transistors. Single-dopant transistors are
devices that make use of individual dopant potentials as natural, ultrasmall quantum

dots. In this chapter, we outline basic results related to our research on single-

dopant transistors, after briefly introducing the concept and fundamental physics of

their operation. First, Kelvin probe force microscopy is used for direct observation

of individual dopants in the channel of transistors under normal operation. Next,

focus falls on the electrical characteristics indicating single-electron tunneling via

individual donor atoms in different temperature ranges. Finally, a domain of

dopant-based applications is outlined at the end of the chapter, opening the door

for the development of atomic-level electronics.

13.1 Introduction

Since the invention of the transistor in 1947, fundamental research on silicon-based

transistors allowed a continuous reduction of their critical dimensions, closely

following the trend predicted by the famous Moore’s law [1]. In spite of predictions
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of the end of the downscaling trend at different stages of the transistor’s evolution,

the limitations were overcome by technological innovation and focused research.

However, nowadays, commercial transistors reached channel dimensions on the

order of only several tens of nanometers. It becomes obvious that fundamental and

technological limits of the transistors will soon become an insurmountable barrier

in front of further miniaturization.

One of the main problems that nanoscale transistors are facing is related to the

discrete distribution of dopant (impurity) atoms in the channel. Together with

the reduction of channel dimensions, the number of dopant atoms existing in the

channel is also strongly reduced [2]. One important research direction is oriented

toward understanding [3–5] and improving the impact of the discreteness of the

dopant distribution [6, 7] by advancing the doping processes and fabrication

technology. This research provides valuable information on the basic physics that

could be dominant in nanoscale and could allow several more generations of

downscaling. Nevertheless, it is obvious that a radically new transport mechanism

must be considered for the later generations of electronics. Alternative

technologies, such as FinFETs [8] or a variety of other new approaches [9], have

been studied as viable alternatives for conventional silicon transistors, but these

new technologies still require more study and other alternatives may be available.

As a significantly different approach, our group, along with several other groups

around the world, focused on a different research direction. This approach

continues on the basis of devices still built on the well-developed silicon platform

and using knowledge accumulated through decades of experience for this material.

The transport mechanism, however, is significantly different than for the conven-

tional silicon devices, i.e., single-electron tunneling mediated by individual dopant
atom potential wells, working as tiny quantum dots (QDs). Over the past few years,

several papers have been published on the topic of single-dopant transistors,
revealing various fundamental aspects of these basic devices [10–16].

The basic principle of single-dopant transistor operation is illustrated in Fig. 13.1

in an ideal design. We can imagine that, in a nanoscale silicon channel, between

well-defined source and drain leads, one dopant atom can be introduced. For

instance, let’s consider the situation of a phosphorus (P) donor atom between

n-type source and drain leads. When such a system is formed in a field-effect

transistor (FET) structure, a gate can control the potential of the channel and,

implicitly, the potential at the donor location. In particular, for negatively large

gate voltages, VG, the channel will be depleted of electrons, which means that the

donor atom will also be positively ionized by removing its extra electron. Under

these conditions, the ionized donor atom (P+) introduces a Coulomb potential well

in the channel, which can be treated as a natural, really atomic QD. When VG is

swept gradually in the positive direction, the donor’s ground state is aligned with

the lead’s Fermi level, and electrons can be transported from source to drain by

tunneling. In particular at low temperatures, where thermally activated carriers are

limited, this tunneling mechanism will allow the observation of electrical

characteristics (ID � VG characteristics) containing a current peak. This mecha-

nism is basically similar to the case of conventional single-electron transistors
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(SETs) with QDs artificially designed, but in single-dopant transistors the QD is

induced by a single dopant.

Considering typical dopants for silicon, such as phosphorus (P) and arsenic

(As) as donors or boron (B) as acceptor, it is known that such dopants can basically

accommodate only one extra carrier (electron or hole) at usual temperatures

[17, 18]. A second electron/hole may be introduced in a so-called shallow dopant,

but its binding energy is so small (only a few meV) [19] that it is not expected to be

observable in usual transport measurements, unless the temperature is maintained

within the cryogenic range. Hence, in the ID � VG characteristics, a single current

peak is expected to be seen, corresponding to tunneling transport via a single donor

in the channel before the regular FET characteristics set in. This single peak can be

considered as a basic feature to identify single-dopant transistor tunneling

operation.

In realistic devices, however, it is still quite challenging to precisely position one

dopant atom in the channel. Therefore, most devices investigated so far in terms of

individual dopants contain dopants in the channel which either randomly diffuse from

the highly-doped source and drain electrodes [10, 12, 14, 15] or are intentionally

(randomly) doped with a relatively low doping concentration [11, 13]. In both

situations, individual dopants can be addressed by electrical measurements and

single-dopant transistors can be identified, albeit not necessarily in all devices studied.

These multiple-dopant channels are the systems that will be mainly treated here.

In this chapter, we focus on three main points essential to elucidate for a

complete and smooth further progress of single-dopant devices. First, in

Sect. 13.2, we address the issue of dopant observation in devices under normal
operation. We employ a nondestructive method, low-temperature Kelvin probe

force microscope (LT-KFM), which offers improved capabilities for dopant

characterization in devices under normal operation conditions. A second issue,

Fig. 13.1 (a) An ideal structure of a single-dopant transistor, with one dopant (e.g., a P donor)

located between n-type source and drain leads. (b) Electron potential landscape induced by an

ionized donor in the channel. The donor potential well works as a quantum dot. (c) Expected

ID � VG characteristics, exhibiting one peak corresponding to the one-electron occupancy of a

regular donor atom at usual temperatures
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described in Sect. 13.3, is the identification of single-electron transport via individ-
ual dopant atoms even in transistor nano-channels containing more than just one

dopant. We demonstrated that, in spite of the presence of a large number of dopants,

i.e., in dopant-rich environments, it is still possible to electrically address one or

only a few dopant atoms, which allows some flexibility in designing single-dopant

devices. Section 13.4 presents our approach to push the operation temperature of

single-dopant transistors toward room temperature, for practical applications. We

proposed a specific channel nano-design that allows an enhancement of the

dopant’s tunnel barrier and, implicitly, higher tunneling-operation temperatures.

Finally, in an attempt to outline a new world of atom-level applications starting
from individual dopants, we briefly present in Sect. 13.5 some recent results of our

research on several functionalities of dopant-based devices, originating either from

dopant–dopant or dopant–photon interactions.

13.2 Charging in Individual Dopants Observed by

Low-Temperature Kelvin Probe Force Microscopy

As outlined so far, the individuality of dopants becomes more significant in the

electrical characteristics of nanoscale transistors and it even gives rise to a new

family of devices, single-dopant devices. In this background, it is crucial to observe
directly the spatial distribution of ionized dopant potentials in the device channel in

order to, eventually, correlate it with the electrical characteristics. Several reports

on shallow-dopant profile or carrier concentration measurements by different

techniques are available in literature, but they usually require special preparation

of the samples and/or cannot perform accurate measurements on dopants located in

the channel of devices under operation. Scanning tunneling microscopy (STM) was

used to identify and characterize individual dopants in the top atomic layers from

the surface [20–22]. Scanning capacitance microscopy (SCM) [23], for instance, is

another interesting technique that provided information about capacitive coupling

between a tip and the charges in a sample, but it does not yet have the required

accuracy. Atom probe tomography [24–26], another promising technique for even-

tually resolving the three-dimensional distribution of dopant atoms in nano-

channels, is a destructive technique and does not yet allow high-precision

measurements of all dopants in the structures.

One attractive technique that could overcome most fundamental limitations is

Kelvin probe force microscopy (KFM) [27], which allows, in principle,

measurements with higher spatial resolution and higher sensitivity to charges

located deeper in the device structure. We already demonstrated the possibility of

observing individual dopants (both donors and acceptors) in the channel of devices

under normal operation, by using our own designed low-temperature Kelvin probe
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force microscopy technique (LT-KFM) [28–30]. Our LT-KFM technique allows

KFM measurements in ultrahigh vacuum chamber, at temperatures from 13 to

300 K, with the possibility of biasing the devices with regular FET external biasing

circuit [28]. More recently, we analyzed the effect of a gate voltage (substrate

voltage for the KFM devices) on the charge occupancy of individual donors in a

nanoscale channel [31]. By comparing results at 13 and 300 K, we could observe

not only electronic potential wells induced by the phosphorus (P) donors but also

distinct effects of electron injection in P donors, reflecting different electron

transport mechanisms.

For the purpose of KFMmeasurements, we fabricated silicon-on-insulator (SOI)

FETs without top gate, with the p-type Si substrate (NA ffi 1 � 1015 cm�3) working

as back gate, as schematically shown in Fig. 13.2a. Channel thickness is about

15 nm, with length and width of about 500 and 200 nm, respectively. Top Si layer

was uniformly doped with phosphorus, in a structure similar to that of a junction-

less transistor, at the concentration ND ffi 1 � 1018 cm�3, which corresponds to an

average inter-donor distance of ~10 nm. The sample was inserted in the KFM

measurement chamber in ultrahigh vacuum (<5 � 10�7 Pa), and the electrodes

were connected to external voltage sources. We measured the KFM surface poten-

tial images in the channel region of the device. Source and drain electrodes were

grounded in this experiment, which allows us to study the static charge distribution

in the channel in the absence of current flow. When several ionized P donors exist in

the scan area, as shown in Fig. 13.2b, it is expected that the potential landscape will

contain Coulomb wells induced by individual donors.

A KFM potential image for the back gate voltage VBG ¼ �3 V, taken at 13 K, is

shown in Fig. 13.3a. The applied VBG works to ionize the donors and deplete

electrons from the SOI channel [28–30]. Hence, the channel potential contrast is

Fig. 13.2 (a) Schematic representation of the KFM measurement setup. SOI-FET (without top

gate) is biased from an external circuit as a regular transistor, while a cantilever scans over the

channel surface and measures the electron potential. The device and measurement system are

included in an ultrahigh vacuum chamber, and measurements can be performed at variable

temperatures. (b) Calculated electronic potential landscape expected to be induced by an arrange-

ment of a few ionized P donors in the device channel (after [31])
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primarily formed by the ionized P donors. In the shown area, three potential wells

can be seen. Each well has a spatial extension of ~10 nm and an electronic potential

depth of 10–40 mV. These features suggest that each potential well is created by a

different ionized P donor. In order to allow injection of electrons from grounded

source and drain electrodes into the channel, VBG is increased from�3 to 0 V in 1 V

steps. As a result, significant changes in the potential landscape can be seen. First, at

VBG ¼ �2 V (Fig. 13.3b), one of the potential wells, A, disappears, while, at

VBG ¼ �1 V, a second potential well, B, successively disappears (Fig. 13.3c).

The last remaining potential well, C, disappears at VBG ¼ 0 V (Fig. 13.3d). These

potential changes are illustrated schematically in Fig. 13.3e as successive flattening

of neighboring dopant-induced potential wells. These localized modifications are

ascribed to successive single-electron filling in donors, since it is expected that each

Fig. 13.3 (a–d) Electronic potential landscape measured by LT-KFM at low temperature

(T ¼ 13 K), with back gate voltage, VBG, increasing from �3 to 0 V in 1 V steps. Successively,

the potential wells of individual P donors vanish one by one, as also illustrated schematically in

(e) (after [31])
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P donor potential is almost neutralized and compensated by the capture of one

electron.

This situation is significantly different at higher temperatures [31]. For a tem-

perature of 300 K, it was found that, regardless of the VBG values, all donors are

thermally activated, i.e., ionized. Therefore, spatially extended free electrons screen

the dopant potentials and electron charging was observed only as delocalized

potential increase by successively-injected electrons.

The results shown here illustrate the fact that LT-KFM is able to detect not only

the potential of individual dopant atoms but also the electron injection, one by one,

into dopants in a strongly localized manner. It also reveals the important effect of

increasing temperature on the localization of the electrons at the level of individual

dopants. These are the grounds on which the operation of single-dopant devices is

established, since this operation consists of single-electron tunneling via individual

dopant atoms, i.e., the current is formed by successive single-electron tunneling via

a dopant atom. Based on this knowledge, we proceed to the electrical characteriza-

tion of doped-channel nanoscale transistors with the purpose of revealing the

features of tunneling transport mediated by individual dopant atoms.

13.3 Single-Electron Tunneling via an Individual Dopant

Atom in Nanoscale Silicon Transistors

As revealed by the direct measurements using LT-KFM and presented in the

previous section and our previous work [31], it is now possible to directly observe

the fact that an ionized dopant atom works as a quantum dot (QD). When one

dopant is coupled to electrodes in a transistor structure, electrons should be

transported between source and drain via the donor-QD by successive injection

into and extraction from the dopant well. Ideally, precise placement of one dopant

in the channel is desirable and it has been recently demonstrated even experimen-

tally by an STM atomic manipulation technique [16], but it remains quite complex

for full CMOS compatibility. Nanostructures containing many dopant atoms can

be, on the other hand, fabricated with conventional doping techniques. Under these

conditions, it is essential to understand whether electron transport can be controlled

by individual dopants even in such many-dopant environments.

In these structures, the overall potential landscape is not modulated by only one

dopant atom but by the superposed potentials of many dopants [13, 28–30, 32]. For

nano-channels doped with phosphorus (P) donors in a random process, the lowest

electronic potential is most likely formed close to the channel center as a conse-

quence of the entire set of dopants and the superposition of their long-range

potentials [13]. When the channel minimum conduction band energy is shifted

close to the source Fermi level by the gate voltage, transport occurs through the

dopant-induced QDs. We demonstrated, by experiments and simple simulations,

that even in such dopant-rich environments, individual P donors can be addressed
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electrically by monitoring the electrical characteristics, i.e., the ID � VG

characteristics, in particular at low temperatures and small source-drain biases.

For understanding single-electron transport properties of P-doped nano-channel

FETs, we fabricated devices using similar processes as for the ones used for KFM

observation. However, channel constrictions of smaller lengths (20–150 nm) were

defined between the two wider fan-shaped pads of Si for source and drain

(as illustrated in Fig. 13.4a, b). After gate oxidation for a 10 nm-thick SiO2, a

wide Al front gate was formed on top of the nanoscale-doped channel. Doping

concentration was estimated to be ND ffi 1–5 � 1018 cm�3, which means that, in

the device channel, there are many dopants, not only one, that modulate the channel

potential.

Figure 13.4c, d shows typical examples of dopant-induced potential landscapes

simulated for random arrangements of dopant atoms with Coulomb potentials

(all calculated [32] for doping concentration ND ¼ 1 � 1018 cm�3) in a short

nanostructure (Fig. 13.4c) and a long nanostructure (Fig. 13.4d). In certain locations

of the channel, potential minima will be formed and conduction starts when the

channel minimum potential is shifted close to the source Fermi level by applying a

positive VG to the gate. It is expected that one dopant or an array of a few dopants

Fig. 13.4 (a, b) Schematic representation of the P-doped channel of two devices, with short and,

respectively, long channel length. (c, d) Channel electronic potential landscapes calculated by the

superposition of randomly located P donors in the channels shown in (a) and (b), respectively.

(e, f) ID � VG characteristics measured at low temperature (T ¼ 17 K) and for small source-drain

bias (VD ¼ 10 mV). Arrows indicate inflections (sub-peaks) seen on the first observable current

peak (above the noise level) (after [16])
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with comparable potentials will control the initial stages of transport. The ID � VG

characteristics contain non-periodic current oscillations, which can be ascribed to

transport by single-electron tunneling through dopant-induced QDs. The two lower

panels in Fig. 13.4 (e, f) show the first peaks (first observable current peaks above

10 fA, when VG is increased) of ID � VG characteristics measured at 17 K for FETs

with constriction lengths of 20 nm and 140 nm, respectively. As a statistical

tendency, while the short-channel FETs exhibit smooth single-peak (or double-

split peak) current oscillations, longer-channel FETs typically exhibit multiple-split

peak features (or inflections). The observed inflections are marked by arrows in the

ID � VG characteristics. The splitting of a current peak may be treated as an

indication of the formation of a multiple-QD array in the channel, while the number

of sub-peaks can be considered an indication of the number of QDs [33]. These

results suggest, thus, that in the shortest channels, containing a small number of

donors, it is usual to observe transport mediated by single P donors. The situation

becomes more complex in longer channels, in which it is likely that arrays of

several P donors control the transport at the initial stages.

To provide a statistical image of our results, we counted the number of sub-peaks

in the first measured current peak for 5–10 devices for each channel length (Lch)
value (Lch was changed in 11 steps from 20 to 150 nm). Figure 13.5a contains the

statistical results of the average number of sub-peaks (dot symbols) and the

standard deviation from the average (error bars), extracted from the experiments.

Although the dispersion of the data is considerable, it is obvious that there is an

increasing trend of the number of sub-peaks (i.e., the number of dopant-induced

QDs) with Lch. In order to further confirm this point, we performed simulations of

dopant-induced potential landscapes for a statistical number of cases. For simplic-

ity, we studied the behavior of isolated channels in the absence of the influence

from source/drain doping. We considered nanostructures of different lengths

(20–150 nm) but same width (50 nm) and thickness (10 nm). In these structures,

we randomly introduced dopants with Coulomb potentials to a concentration ND

¼ 1 � 1018 cm�3. The potential at each point is the result of the superposition of all

dopant potentials. For monitoring the QD array structure, we choose a potential

window of 30 mV from the bottom of the channel potential. This value is close to

our approximate estimation of the charging energy from the experimental

characteristics. Figure 13.5b plots the average number of QDs (dot symbols)

obtained from 50 different dopant arrangements for each Lch value, together with
the error bars. The results indicate that the number of QDs exhibits, indeed, an

increasing trend as a function of Lch. The trend is in good agreement with the

experimental results, which confirms that the number of dopant QDs is statistically

controllable by the channel length. More detailed analysis is required for providing

more definite conclusions on the quantitative trends.

Based on the simulations, it is also possible to evaluate how many P donors

create the estimated QDs. For this purpose, we defined a potential window with the

lower level fixed at the bottom of the potential in the channel. We gradually

increased the higher level of the potential window and monitored the number of

dopants and the number of QD inside the window, as illustrated in Fig. 13.5c.
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Figure 13.5d shows the number of dopants per QD statistically estimated from

simulations for 50 � 50 nm2 nanostructures, as shown above, for a doping concen-

tration, ND ¼ 1 � 1018 cm�3. It can be observed that, within a window of ~10 mV,

each QD contains on average one dopant, i.e., the observed QDs are formed by

individual P donors. Above ~30 mV, the average number of dopants in each QD is

~3. These findings indicate that, for the first observable current peaks, when the

source Fermi level most likely “scans” the bottom of the channel potential, the QDs

responsible for tunneling transport are mostly induced by individual donors. Hence,

even in such donor-rich environments, single-electron tunneling via single P donors

can be identified as the main transport mechanism, allowing us to develop and study

single-donor transistors with the transport donors coupled (surrounded) by other

donor atoms.

At this stage, we demonstrated that single-electron transport through single-

dopant dots can be achieved even in randomly doped dopant-rich environments.

This is due to the effect of the large number of dopant atoms that create a potential

landscape favorable for accessing even a single dopant atom. From these preliminary

Fig. 13.5 (a) Number of sub-peaks (inflections) observed within the envelope of the first current

peak (observed at lowest VG’s above the noise level) as a function of channel length, extracted

from 5 to 10 devices for each value of the channel length. (b) Number of QDs observed within a

potential window of 30 mV, starting from the minimum channel potential, as a function of channel

length. The data was extracted from a statistical number of simulated dopant-induced potentials for

a 50 � 50 nm2 channel area. Error bars are also indicated on both graphs. (c) An illustration of the
basic procedure for evaluating the number of donors responsible for transport. (d) Number of

dopants within a variable potential window, defined with the lowest level corresponding to the

bottom of the channel potential
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results it was also suggested that individual dopants can be identified easier in

channels which are significantly isolated from source/drain electrodes [13]. This

point was examined in more detail in our next work, in which we also took fully

into consideration the quantum effects that should be observable in nanostructured

channels.

13.4 Specially Patterned Single-Dopant Transistors with

Tunneling Operation at Elevated Temperatures

Recent progress in silicon nanotechnology allowed electrical measurements of

electron or hole tunneling through individual dopants located in the channel of

silicon transistors. Results reported so far have been mostly obtained for transistors

having channels without any special patterns. In these studies, dopants maintain

their shallow ground states, and tunneling transport is reported only at low

temperatures (T < 15 K). In addition, for most reports on single-dopant devices,

the final target application is quantum computing [34–36], for which low

temperatures are suitable because of longer coherence time. Until recently, there

were no reports focused on tunneling operation via dopants at elevated

temperatures, despite the fact that, for applications toward CMOS-based electron-

ics, higher tunneling-operation temperature is crucial. Several conditions must be

met in order to be able to observe clear signatures of single-electron tunneling via

dopants at high temperatures. One important requirement is for the charging energy

to be significantly larger than kBT, which is a first limiting factor for shallow

dopants (charging energy is known to be on the order of several tens of meV

only). Furthermore, at high temperatures, thermally activated transport, i.e., trans-

port over the tunnel barrier of electrons found in the high-energy tail of the

Fermi–Dirac distribution, may become quickly dominant. For practical

applications, considering this last limiting condition, we focus on developing a

channel design that would allow not only identification of single-electron tunneling

transport via individual P donors but also operation at elevated temperatures [37].

In order to enhance the tunnel barrier height and, implicitly, increase the

temperature up to which purely tunneling operation can be maintained, we

attempted to take advantage in device design of phenomena that are specific for

dopants in nanostructures. For single dopants embedded in silicon nanowires, it was

recently found by simulation studies [38, 39] that dielectric confinement (and, in

extremely small nanostructures, even quantum confinement) leads to a significant

modification of the electronic properties of dopants as compared with the bulk Si

case. In particular, it was reported that the ionization energy of dopants in

nanowires is drastically increased, leading to an effective deactivation of the

dopants and to a loss in conductivity, as observed also experimentally [40]. The

significant impact of the dielectric confinement is due, basically, to the fact that

dopants embedded in silicon nanostructures are mostly surrounded by dielectric

material, and not by a large silicon matrix, as is the case for bulk. Due to this

13 Single-Electron Tunneling Transistors Utilizing Individual Dopant Potentials 315



configuration, screening of the dopant’s extra charge by the silicon matrix is

strongly reduced, leading to a modification of the dopant’s ground state, i.e., a

further deepening of the ground state below the conduction band edge for the case

of a donor. Effectively, such enhanced ionization energy means that the donor’s

tunnel barrier is also enhanced, which is our main objective for the device design.

Based on the above reports and on our own ab initio simulations [13], we

focused on specific channel design which could provide optimal conditions for

the observation of dielectric confinement effect in P donors randomly introduced in

the channels of nanoscale SOI-FETs (as shown in Fig. 13.6a). We found that a

promising design consists of a stub-channel, as illustrated in Fig. 13.6c using a

scanning electron microscope (SEM) image of one of the smallest devices; a

random P donor arrangement is also illustrated for suggesting the possible favorable

location of individual donors. For reference, we also fabricated devices without any

special pattern of the channel, as shown in Fig. 13.6b. It should be mentioned that,

in the vertical direction, donors are embedded in an ultrathin (~2-nm-thick) Si layer

(as seen from the cross-sectional transmission electron microscope (TEM) image as

inset). For both structures, donors located in the channel should experience signifi-

cant dielectric confinement effect in the vertical direction. However, only when a

donor is located within the edge of the stub region, dielectric confinement effect

becomes strong in the lateral direction as well, because it is mostly surrounded by

SiO2, which is quite different than for the case of non-stub FETs.

For non-stub- and stub-channel FETs, ID � VG characteristics were measured at

a small source–drain voltage, VD ¼ 5 mV. Temperature was changed as a parame-

ter from ~15 to ~300 K. Figure 13.7a, b shows representative sets of ID � VG

Fig. 13.6 (a) Bird’s eye view of SOI-FETs studied in this work. As shown on the right by the

cross-section TEM image, top Si layer is extremely thin (only ~2 nm). (b, c) Two types of channel

patterns (non-stub-channel and stub-channel) were studied, as shown by the SEM top-view

images. The boundaries of the channel region are delineated, and P donors are illustrated as red

spheres according to some random distribution. In the case of stub-channel FETs, it is possible to

find P donors located in the edge of the stub region, where dielectric confinement should be

strongest (after [37])
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characteristics for two smallest devices with different channel patterns. At lowest

temperatures (~15 K), the ID � VG characteristics exhibit a number of isolated

current peaks, as seen both in Fig. 13.7a, b. As argued up to this point, these peaks

are due to electron tunneling transport through donor-induced QDs formed in the

channel. By raising the temperature in the range of 20–100 K, several new current

peaks successively emerge at smaller VG’s for both types of devices.

In Fig. 13.7c, d, for clarity, only the temperature-associated lowest-VG current

peaks are extracted from the full ID � VG characteristics and are plotted in the

VG-temperature plane. These peaks successively appear with increasing tempera-

ture and are ascribed to tunneling via P donors with deeper ground-state energies.

Fig. 13.7 (a, b) Temperature-dependent ID � VG characteristics measured for smallest devices

with different channel patterns: non-stub channel [(a)] and stub channel [(b)]. (c, d) The last

observable current peak (for different temperatures) as a function of both VG and T. For stub-
channel FETs, the final peak emerges at elevated temperatures (T ¼ 100 K), the highest tempera-

ture reported so far for single-dopant transistors. (e) Schematic model of the reason why higher

temperature allows the observation of current peaks (after [37])
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We cannot observe the current peaks of these deep donors at low temperatures

(~15 K), since the tunneling rate is too small due to the high potential barriers. (The

detectable current level in the present system is around ~1 � 10�14 A.) With

increasing temperature, however, due to broadening of the Fermi–Dirac electron

distribution in the reservoir and other thermal effects [41], as illustrated in

Fig. 13.7e, the tunneling rate is enhanced and current peaks successively emerge,

exceeding the detectable current level. It is found that, for the stub-channel FET, the

last emerging current peak appears at T ffi 100 K (Fig. 13.7d), which is the highest

temperature reported so far for single-dopant transistors operating in single-electron

tunneling (SET) mode. Moreover, the SET feature survives as a prominent hump up

to ~150 K, as shown by the thick ID � VG curve in Fig. 13.7b. At high

temperatures, above ~100 K, a number of SET peaks are significantly broadened

and overlap each other, indicating a change from the Coulomb blockade mecha-

nism to the resonant tunneling mechanism, primarily due to the reduction of the

tunnel resistance.

From the temperature dependence of the electrical characteristics, such as data

shown in Fig. 13.7a, b, it is possible to extract the barrier height at differentVG’s based

on the analysis of Arrhenius plots. In particular, these values are most reliable as

extracted from the data taken at highest temperatures, where it is certain that the

thermally activated transport is the dominant transport mechanism [10]. Details of this

extraction procedure and the results as a function of device dimensions can be found in

our work [37]. Here, for simplicity, the values extracted for the barrier height for VG’s

corresponding to the last observable current peaks are indicated in Fig. 13.7c, d. It can

be seen that, for the peak emerging at the highest temperature of ~100 K, the barrier

height is large (~100 meV), much larger than the value known for the ionization

energy for P donors in bulk Si (~44 meV). These findings strongly suggest that, in

stub-channel FETs, P donors, most likely located in the edge of the stub region, are

exposed to a strong dielectric confinement which, as predicted by theory, leads to the

detectable enhancement of their ionization energy (barrier height).

The findings described above and insights provided by ab initio simulations [37]

suggest that the nano-channel’s specific design is the critical factor in enhancing the

tunneling operation temperature of single-dopant devices toward room tempera-

ture. If such operation can be realized by further optimization of the channel design

or another innovative technique, single-dopant devices can be considered in the

future for more practical applications. In this sense, it is necessary to investigate and

clarify what kind of applications are suitable or achievable using dopant atoms in

silicon nanodevices. The preliminary research that we carried out on this wide topic

[42] and more recent progress will be briefly outlined in the following section.

13.5 Extended Applications of Dopant-Based Devices

In the previous sections of this chapter, we focused mainly on the characterization

of individual dopants, either by KFM observations or by electrical characteristics.

However, it is natural to expect that more complex functionality can be obtained
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when dealing with systems of more than one dopant, because of the interactions

between dopants, as well as interactions with external factors, such as absorbed

photons and phonons. In order to propose single-dopant or multiple-dopant devices

as viable candidates for future generations of electronics, it is essential to study

possible functions involving a few dopants in silicon nanostructures.

In recent years, we addressed several topics dealing with functionalities arising

from multiple-dopant systems and dopant–photon interactions [42]. However, it is

beyond the scope of this chapter to enter deeply into the details of each topic, and

more information can be found in our relevant publications. Here, we would like to

offer only an overview of the wide range of possibilities that this field can provide,

not only in terms of innovative applications, built from the fundamental level of

atoms, but also regarding new physics possible to be revealed by utilizing these

systems.

A single dopant, either a donor or an acceptor, can be indeed the building block

of an atomic-level transistor. As we presented earlier, it is important to make efforts

in research toward improving their fabrication and their operation so that they can

be realized in a reproducible, reliable, and efficient manner. But, if in the vicinity of

such a transport donor, for instance, another donor can be found, then we have the

core unit for a dopant-atom-based memory device. The satellite donor atom can

store an electron as a single-electron memory node and its charge state can be

detected using the single-electron tunneling current flowing through the transport

donor. We demonstrated such operation by carefully examining the charging

effects detectable in nanoscale transistors containing more than one donor

[43]. We found that the interaction of donors with nearby Si/SiO2 interface plays

also a key role in the transfer of one electron between donors. This kind of operation

basically takes us one step further, now into atomic scale, following previous

demonstrations of single-electron memories using semiconductor QDs [44, 45].

A similar observation of single-electron trapping and detrapping in a dopant

atom was done under light illumination, in devices with basically the same struc-

ture, but only lacking the metallic top gate. We found that, by the absorption of

individual visible-light photons into an ultrathin SOI channel and subsequent

generation of an electron-hole pair, the elementary charges, separated in the electric

field, can be captured by the ionized donors (in an n-doped channel). The electron is
released after some time, leading to the observation of random telegraph signals

(RTS) that depend strongly on light intensity [46]. This is a fundamental demon-

stration of single-photon detection using an array of QDs induced by individual

donor atoms [47], similar in principle to previous works on photon detectors using

semiconductor QDs [48, 49]. The impact of photogenerated carriers can also be

detected in nanoscale pn junctions, where both donors and acceptors interact in

creating appropriate conditions for the capture of elementary charges in individual

dopant atoms [50]. In such nanoscale pn junctions, we also found that the dopant

properties drastically change, most likely as a result of significant dielectric con-

finement and interdiffusion of donors and acceptors. This was understood from

direct measurements of LT-KFM on nanoscale pn junctions, which revealed special
properties of dopants in the depletion layer [51].
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By considering systems with three or more dopants, e.g., P donors, we

demonstrated also single-electron turnstile operation, both by experiments

[52, 53] and by simulations [54, 55]. Such single-electron turnstile function was

originally proposed using metallic QDs [56], then demonstrated also with semicon-

ductor QDs [57]. These devices were considered attractive because of their ability

to control electron transfer not only in space, through a specific array of QDs, but

also in time, thus overcoming, to some extent, the stochastic nature of the single-

electron tunneling phenomenon. Once realized with donor-atom arrays, it becomes

possible to design and implement dopant-atom switches which could work as

fundamental building blocks for the integrated circuits of future atomic-level

electronics.

It is, thus, possible to design and couple a wide variety of applications starting

from the fundamental structure of a dopant atom working as a QD, then involving

interaction with neighboring dopants and with individual photons. All the

functionalities that could be extracted from the analysis of single-dopant or

multiple-dopant transistors will definitely provide the solid foundation necessary

for building up the field of dopant-atom-based electronics. Exciting physics phe-

nomena at atomic scale in these silicon nanodevices have been already revealed,

while others are still expecting to be revealed, making this field a rapidly growing

one, with chances to become a viable candidate for future generations of

electronics.

13.6 Conclusions

In this chapter, we introduced our basic approach for moving beyond the present

limitations that the device miniaturization trend is facing. We suggest that atomic-

level electronics can be taken into consideration as an important candidate because

it still builds upon the well-developed platform created for silicon nanodevices but

focuses on a significantly different transport mechanism as compared to conven-

tional devices: single-electron tunneling via individual dopant atoms. Based on this
concept, a new family of electronic devices, single-dopant devices, can be devel-

oped and used to study fundamental physics related to the interaction between

elementary charge carriers, single dopant atoms, and single photons.

After briefly outlining the essential points of this conceptual change, we present

the direct observation of discrete dopants in operating devices using low-temperature

Kelvin probe force microscopy. Then, our research on single-dopant transistors was

introduced, starting from our demonstration of tunneling transport via an individual

donor even in dopant-rich environments. Channel design can be considered for

obtaining improved properties of dopants in nanostructured channels, properties

completely different than in bulk silicon and which are promising for allowing

eventually room-temperature operation of single-dopant devices. Finally, a range of

applications can be designed, and we took a few basic steps by preliminary

demonstrations of the feasibility of several dopant-based devices. The findings
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included in this chapter, together with a rich and fast-paced development of the field

in recent literature, guarantee an exciting future for atom-level electronics, with a

smooth transition from present-day silicon-based electronics entering deeper and

deeper into nanoscale.
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Chapter 14

Single-Electron Transistor and Quantum

Dots on Graphene

Lin-Jun Wang, Tao Tu, Li Wang, Cheng Zhou, and Guo-Ping Guo

Abstract Graphene has been proclaimed to be a new revolutionary material for

electronics. In particular, graphene-based transistors have developed rapidly and

are now considered an option for post-silicon electronics. Quantum FinFET and

quantum computation are keeping on attracting scientists’ research interest since it

came out. It reveals a cornucopia of new physics and potential applications and has

always maintained a very active research environment; many striking research

efforts and advanced technologies emerge. New ideas and issues are continuously

proposed.

Spin-based semiconductor quantum dot for the solid-state quantum information

process has been considered as a very promising direction. A lot of excellent efforts

have been made in this area, but there are also many difficulties to deal with, such as

how to extend the spin coherence time. Scientists have tried many methods to solve

this problem: one is to use new material, such as graphene to substitute currently

used traditional gallium arsenide semiconductor material. Research on nanoscale

transistors switching with only a single electron exemplifies that there are a number

of unresolved problems that material scientists should tackle in the future for

making the graphene dreams come true.

In this chapter, we will talk about all kind of graphene-based quantum dot

devices, including single dot, single dot with integrated single-electron transistor

L.-J. Wang (*)

Hefei National Laboratory for Physical Sciences at the Microscale, University of Science and

Technology of China, Hefei, Anhui 230026, People’s Republic of China

e-mail: wanglj@ustc.edu.cn

T. Tu • L. Wang • C. Zhou • G.-P. Guo

Key Lab of Quantum Information, Chinese Academy of Science, University of Science and

Technology of China, Hefei, Anhui 230026, People’s Republic of China

e-mail: tutao@ustc.edu.cn; walysclw@mail.ustc.edu.cn; kfrank@mail.ustc.edu.cn;

gpguo@ustc.edu.cn

W. Han and Z.M. Wang (eds.), Toward Quantum FinFET, Lecture Notes in Nanoscale

Science and Technology 17, DOI 10.1007/978-3-319-02021-1_14,

© Springer International Publishing Switzerland 2013

325

mailto:wanglj@ustc.edu.cn
mailto:tutao@ustc.edu.cn
mailto:walysclw@mail.ustc.edu.cn
mailto:kfrank@mail.ustc.edu.cn
mailto:gpguo@ustc.edu.cn


(SET) charge detector, double dot in series, and double dot in parallel. We investi-

gate the properties of devices by doing the low-temperature quantum transport

measurements. Detailed descriptions on the fabrication methods of graphene quan-

tum dot devices are described. And also the information of the ground states and

excited states and the relevant energy scales and capacitances of the graphene

quantum dot are investigated, as denoted by the presence of characteristic Coulomb

blockade diamond diagrams. A twin-dot structure in which the larger dot serves

as a single-electron transistor (SET) to read out the charge state of the nearby

gate-controlled small dot has been fabricated. A high SET sensitivity of 10�3e=ffiffiffiffiffiffi
Hz

p
allowed us to probe Coulomb charging as well as excited state spectra of the

QD, even in the regime where the current through the QD is too small to be

measured by conventional transport means. Graphene double quantum dot devices

with multiple electrostatic gates are investigated by low-temperature transport

measurements; the honeycomb charge stability diagrams reveal the interdot cou-

pling strength changed from weak to strong regime by tuning both the in-plane

plunger gates and back gate. A large interdot tunnel coupling strength for this system

allows for the observation of tunnel-coupled molecular states extending over the

whole double dot.

14.1 Introduction

Graphene, a single layer of carbon atoms densely packed in a honeycomb crystal

lattice, forming a perfectly stable and clean two-dimensional crystal with very few

defects, is a rapidly rising star in the field of materials science and condensed matter

physics. It exhibits exceptionally high crystal and electronic quality and has already

revealed a cornucopia of new physics and potential applications. Owing to its

unusual linear electronic spectrum E ¼ v·k at low energies E, its charge carriers

mimic relativistic particles and are described with the Dirac equation rather than the

Schrödinger equation; it has led to the emergence of a new paradigm of “relativis-

tic” condensed matter physics, where quantum relativistic phenomena, some of

which are unobservable in high-energy physics, can now be mimicked and tested in

tabletop experiments. More generally, graphene is 2D material only one atom thick;

on this basis, it offers new routes into low-dimensional physics that has never ceased

to surprise and continues to provide an abundant ground for applications [1–4].

As time goes by, graphene has changed from being the exclusive domain of

condensed matter physicists to being explored by those in the electron-device

community. In particular, graphene-based transistors have developed rapidly and

are now considered an option for post-silicon electronics. Mainly resting on the

unique band structure properties, graphene has been proclaimed to be a new

revolutionary material for electronics. The potential advantage of graphene may

be the possibility of making devices with channels that are extremely thin that will

allow graphene field-effect transistors to be scaled to shorter channel lengths and

higher speeds without encountering the adverse short channel effects that restrict
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the performance of existing devices. Meanwhile electron mobility in this material

does not suffer extensively from surface contaminations and is surprisingly high

even at room temperature. But the excellent mobility of graphene may not, as is

often assumed, be its most compelling feature from a device perspective, rather the

extremely thin channel that will allow graphene field-effect transistors to be more

practically useful [5, 6].

In comparison to extremely high-quality semiconducting materials, such as

silicon and GaAs, the understanding of electronic transport in graphene is still in

its infancy. However, many details about the potential performance of graphene

transistors in real applications remain unclear. Research on nanoscale transistors

switching with only a single electron exemplifies that there are a number of

unresolved problems that material scientists should tackle in the future for making

the graphene dreams come true. There are a lot of outstanding challenges for

graphene transistors including opening a sizeable and well-defined bandgap in

graphene and fabricating graphene nanoribbons with well-defined widths and

clean edges [5].

During the past few years significant progresses have been achieved in the

implementation of electron spin qubits in semiconductor quantum dots [7–9]. For

future nanoscale electronics like the realm of quantum information processing,

graphene could be the basis material for the realization of spin qubits with very

long coherence times. In order for quantum computation to become a reality, the

effects of the interactions of qubits with their environment must be minimized

[10]. Because of the weak spin–orbit coupling and largely eliminated hyperfine

interaction in graphene, it is highly desirable to coherently control the spin degree

of freedom in graphene nanostructures [11]. Demonstration of graphene quantum

dot behavior is an important and first step toward realizing such promise. Graphene

quantum dot sometimes is also called single-electron transistor because of the

one-by-one electron transport behavior through the dot.

14.2 Graphene Single-Electron Transistor

Graphene-based quantum dot systems are considered to be a promised candidate for

future quantum computer and quantum information science. The low-energy quasi-

particles in single-layer graphene behave as Dirac fermions [12], and the Klein

tunneling effect leads to the fact that it is important to form a quantum dot (electron/

hole-bound states) in graphene. There are several theoretical proposals for trapping

the massless Dirac fermions in graphene, such as using suitable transverse states in

graphene ribbons [11, 13], using the presence of a bandgap in bilayer graphene by

applying an electric field [14, 15], or using inhomogeneous magnetic fields

[16]. However, at present, only one way, etching a central island of about

nanometers in size to form a graphene quantum dot, has been experimentally

realized [17, 18].
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Here we first talk about graphene single quantum dot, also called graphene

single-electron transistor; at large sizes (>100 nm), they behave as conventional

single-electron transistors, exhibiting periodic Coulomb blockade peaks. In order to

investigate graphene quantum dot, we need to investigate both ground state and

excited states. Nevertheless, the obvious identification of the excited states in a

graphene quantum dot, which has been well developed to deduce the spin filling in

conventional GaAs quantum dots, has so far remained on the list aiming at quantum

information processing.

Sample fabrication. The fabrication of graphene nanostructures has so far been

mainly based on the scotch tape technique followed by plasma etching, which has

been mostly developed by Geim and Novoselov in Manchester [1, 19] and by Kim

and coworkers at Columbia University [20]. Other techniques include unzipping of

carbon nanotubes [21, 22] or local anodic oxidation with a scanning force micro-

scope [23]. Here we discuss the basic process steps of the standard process.

The graphene flakes were produced by mechanical cleaving of nature graphite

with adhesive tape, and the tape is pressed onto a preprocessed oxidized Si wafer;

the thickness of the SiO2 layer is 100 nm. Thin flakes were found by optical

microscopy and single-layer graphene flakes were selected by Raman spectroscopy

measurement. The quality and cleanliness can be further inspected by atomic force

microscopy (SFM). With conventional electron-beam lithography using PMMA

mask and oxygen plasma etching, we carved single-layer graphene to a configured

pattern. The flakes are usually contacted by deposition of 2–5 nm chromium

(or titanium) and 50 nm gold on the electron-beam structured mask. The evapora-

tion is followed by a subsequent lift-off of the metal-covered PMMA mask in hot

acetone.

Figure 14.1 shows one of the defined quantum dots of 90 nm in diameter,

connected by 30-nm-wide constrictions to source and drain contacts. The magni-

tude of the current through the dot depends on the tunneling rate between the dot

and the reservoir on the source Γs and on the drain Γd. Here, Si wafer was used as

the back gate and there is also a side gate nearby. There are two relevant physical

mechanisms to form electron/hole-bound states in the single-layer graphene quan-

tum dot. First, the designed quantum dot is connected to the source and drain with

two short and narrow constrictions (see Fig. 14.1), which are used as a quantum

point contact and provide quantum barriers to confine electrons/holes in the quan-

tum dot. Second, the applied gate voltage can give rise to an additional gap in

the sample; therefore electron/hole-bound states can more easily exist in such

nanostructures in the presence of an electrostatic confinement potential.

Transport properties of the device in low temperature. The device usually was first

immersed into a liquid helium storage dewar at 4.2 K to test the functionality of

the gates. Then it can be placed to a top-loading dilution refrigerator equipped

with filtered wiring and low-noise electronics at the base temperature of 10 mK.

Standard ac lock-in technique with an excitation voltage of 20 μV at 11.3 Hz is

employed in the measurement.
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Characterization of the quantum dot in single-layer graphene yields the

low-temperature transport properties, which are dominated by the standard Cou-

lomb Blockade (CB) oscillations over a wide range of back gate voltages, as

denoted by the presence of characteristic quasi-periodic peaks in the linear differ-

ential conductance G ¼ dI/dV (shown in Fig. 14.2). The response of the linear

differential conductance change to the side gate has a similar effect to back gate Vg

[24]. For a quantum dot system in equilibrium, single-electron tunneling is only

possible when there is a energy level corresponding to the ground states of the dot,

which is tuned by the gate voltage, within the source drain bias window set by the

source and drain electrochemical potentials, and the charges in the quantum dot can

change between N and N + 1. However, if no level in the dot is in the bias window,

the electron number is fixed at N. By sweeping the back gate voltage and measuring

the current flow through the dot, successive tunneling processes transform into the

CB oscillation traces obtained in Fig. 14.2. The distance between the CB peaks

provides insight into the energy spectrum of the dot [25]. On the one hand, for

the average peak-to-peak separation in Fig. 14.2, we identify the CB oscillation

periodicity, ΔVg � 41 mV, yielding the capacitance between the back gate and

quantum dot, Cg ¼ e/ΔVg � 3.9 aF. On the other hand, we use a simplified model

Cg ¼ 2ε0(ε + 1)D [17], where ε0 is the vacuum permittivity, ε � 4 is an effective

dielectric constant accounting for the presence of a SiO2 layer under the single-

layer graphene, and D is the quantum dot diameter. This value of Cg is estimated to

be 7.97 aF, two times larger than the value extracted from the experimental

observations. This interesting discrepancy can be ascribed to the electrostatic

screening effect of the source and drain electrodes in such a short-channel device

[17, 26].

More quantitative information on the graphene quantum dot can be obtained

from a measurement of the differential conductance dI/dV as a function of the back

gate voltage Vbg and source–drain bias voltage Vsd. The resulting stability diagram,

termed as the well-known Coulomb diamond, is shown in Fig. 14.3a. The height of

the Coulomb diamonds yields the charging energy Ec � 14.1 meV, corres-

ponding to a total capacitance of the dot CΣ ¼ e2/Ec ¼ Cs + Cd + Cg � 11.3 aF,

Fig. 14.1 Scanning

electron micrograph (SEM)

of an etched gate tunable

quantum dot on single-layer

graphene. The dot has a

diameter of 90 nm and is

connected by 30-nm-wide

constrictions to the source

and drain contacts
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where Cs and Cd are the capacitances of the source and drain tunnel barriers,

respectively. Given a ratio Cd/Cs � 2.4, obtained directly from the slopes of the

diamond edges, we estimate Cs � 2.2 aF and Cd � 5.3 aF. The discrete energy

spectrum of the graphene quantum dot is further revealed by the presence of

additional lines parallel to the diamond edges. These lines indicate that the quantum

dot is in the high bias regime where the source–drain bias is so high that multiple

dot levels involving an excited state can participate in electron tunneling.

An enlarged plot of the differential conductance in the high bias regime (Λ-shaped
region) is shown in Fig. 14.3b, which is very useful for finding the energies of
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region obviously reveals the excited states. Dashed lines are guides indicating the evolution of

the excited states with Vsd and Vbg
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the excited states. In the Λ-shaped region, if an excited state level falls within the

bias window, a new channel is available for electrons tunneling through the dot and

an additional line appears in the stability diagram corresponding to the current

change. The line will terminate at the CB region and the bias window exactly equals

the energy level spacing [7]. For example, the special lines denoted by A in Fig. 14.3b

correspond to single-electron tunneling via the first excited state of N + 1 electrons.

Then the level spacing can be read off directly on the Vsd axis as about 1.1 meV. Other

lines in the diagram are due to the higher excited states of the dot.

The transport experiment on a gate tunable quantum dot in single-layer graphene

to probe the electron ground and excited states is the first step toward the realization

of graphene-based solid-state qubit. The device tunability bodes well for future

quantum transport studies. Along this line, an interesting problem how to obtain

information on the spin state of electrons on a graphene quantum dot through

excited-state spectroscopy under a magnetic field could be addressed in the near

future.

14.3 A Graphene Quantum Dot with a Single-Electron

Transistor as an Integrated Charge Sensor

Graphene single quantum dot is the most basic building block for the study of

graphene-based qubit. Here as we go further, we use charge sensor to investigate

the charge state of the transistor. As we know for spin-based quantum computation it

is highly desirable to coherently control the spin degree of freedom recently there

was a striking advance on experimental production of graphene single or double

quantum dots [3, 5, 11, 17, 18, 27–32], which is an important first step toward such

promise. Themeasurement of individual electrons or its spins in GaAs quantum dots

(QDs) has been realized by so-called charge detection via a nearby quantum point

contact (QPC) or single-electron transistor (SET) [33, 34]. In particular, the combi-

nation of high-speed and high charge sensitivity has made SET useful in studying a

wide range of physical phenomena such as discrete electron transport [33, 35, 36],

qubit readout [37–39], and nanomechanical oscillators [40, 41]. So far, most SETs

have been using Al/AlOx/Al tunnel junctions. Here we realize a simple and reliable

technique to fabricate graphene SET, making it an attractive substitute for use in

various charge detector applications.

We design an all-graphene nanocircuit integration with a SET as charge readout

for a QD. In conventional semiconductor systems, the gate-defined structure limits

the distance between the QD and the detector. However, the QD and the SET

presented here in the same material are defined in a single etching step, and the

distance between the graphene nanostructures is determined by the etched area,

which enables optimized coupling and sensing ability.

The SET is placed in close proximity to the QD giving rise to a strong capacitive

coupling between the two systems. Once an additional electron occupies the QD,
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the potential in the neighboring SET is modified by capacitive interaction that gives

rise to a measurable conductance change. Even if charge transport through the QD

is too small to be measured by conventional transport means, the SET charge

sensor also allows measurements. These devices demonstrated here provide robust

building blocks in a practical quantum information processor.

The devices have been fabricated using the same method as the graphene single

quantum dot device which we have mentioned in the last section. One of our

defined sample structures with a quantum dot and proximity SET is shown in

Fig. 14.4. The quantum dot is an isolated central island of diameter 90 nm,

connected by 30 nm wide tunneling barriers to source and drain contacts.

Here, the Si wafer was used as the back gate and there is also a graphene side

gate near the small dot. The SET has a similar pattern while the conducting island

has a much larger diameter (180 nm). Electronic transport through both the devices

exhibits Coulomb blockade (CB) characteristics with back/side gate voltage. The

distance between the CB peaks is determined by the sum of charging and quantum

confinement energies, and the former contribution becomes dominant for our

devices with diameter > 100 nm [42]. Accordingly, we refer to it as a SET rather

than a QD. The device was first immersed into a liquid helium storage dewar at

4.2 K to test the functionality of the gates. The experiment was carried out in

a top-loading dilution refrigerator equipped with filtered wiring and low-noise

electronics at the base temperature of 10 mK.

In the measurement, Standard ac lock-in technique is employed. Figure 14.5a

shows the conductance through the dot GQD for applied side gate voltage Vsg. Clear

CB peaks are observed related to charging of the tunable dot on the graphene. The

dashed green lines in the range 0.2–0.7 V for side gate voltages show that the

current through the dot becomes too small to be seen clearly. Figure 14.5b shows

the conductance through the SET versus side gate voltage Vsg. The SET is as close

as possible to the QD and in this way charging signals of the dot were detected by

tracking the change in the SET current. The addition of one electron to the QD leads

to a pronounced change in the conductance of the charge detector by typically 30 %.

The slope of the SET conductance is the steepest at both sides of its CB resonances

giving the best charge readout signal. To offset the large current background, we

used a lock-in detection method developed earlier for GaAs dot [43]. A square-

shaped pulse was superimposed on the dc bias on side gate voltage Vsg. A lock-in

detector in sync with the pulse frequency measured the change in SET current due

to the pulse modulation. Figure 14.5c shows a typical trace of the lock-in signal of

the transconductance through the SET dISET/dVsg. These sharp spikes or dips

originate from the change in the charge on the dot by one electron. It shows

essentially the same features as Fig. 14.5a, but is much richer, especially in the

regime where the direct dot current is too small to be seen clearly. The vertical

dashed lines in Fig. 14.5 illustrate that the SET sensor signals correspond to the QD

transport measurements perfectly and indicate that the SET is reliable. We also note

that the individual charge event measurement has also been demonstrated in a

graphene QD with a QPC detector based on graphene nanoribbon [44].
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More quantitative information on the system can be obtained from the measure-

ment of the height response of the peak at 0.152 V in Fig. 14.5c as a function of the

modulating pulse frequency on the side gate. The resulting diagram for the SET

dISET/dVsg gain magnitude is shown in Fig. 14.6. The dashed green line indicates

the gain of 0.707 (�3 dB), corresponding approximately to the bandwidth of

Fig. 14.4 (a) Scanning electron microscope image of the etched sample structure. The bar has a
length of 200 nm. The upper small quantum dot as the main device has a diameter of 90 nm while

the bottom single-electron transistor as charge sensor has a diameter of 180 nm. The bright lines
define barriers and the graphene side gate. (b) Schematic of a representative device
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800 Hz of the SET device. By applying a signal of 5 � 10�2 electrons on the back

gate of the SET and measuring the signal with a signal-to-noise ratio of 1, we

achieved a charge sensitivity of 10�3e=
ffiffiffiffiffiffi
Hz

p
, which is similar to that obtained

previously in a GaAs QD and superconducting Al SET detector system [45].

The system can be simply considered as a resistor–capacitor circuit (RC circuit),

and the bandwidth is limited by the resistor and capacitance of the cable connecting

the SET and the room temperature equipment. As a result, we would expect that the

bandwidth can be greatly improved by adding a cold amplifier [46]. It is also

expected that adding a side gate near the SET to independently set the SET

operating point to about 25 kΩ can obviously enhance the bandwidth.

The information contained in the signal goes beyond simple charge counting.

For instance, the stability diagram measurement can reveal excited states, which is

crucial to get information of the spin state of electrons on a quantum dot [47].

Figure 14.7a shows Coulomb diamonds for the conductance through the dot GQD

versus bias voltage Vsd and side gate voltage Vsg. For comparison, Fig. 14.7b shows

the transconductance of the SET dISET/dVsg as a function of the same parameters.

A perfect match between the QD transport measurements and the detector signal

is observed. Moreover, the discrete energy spectra of the graphene quantum dot

Fig. 14.5 (a) Conductance through the quantum dot vs. the side gate voltage. (b) The example of

conductance through the single-electron transistor for the same parameter ranges as in panel (a).

The steps in conductance have about 30 % change of the total signal and are well aligned with the

CB in panel (a). (c) Transconductance of the single-electron transistor for the same parameters as

in panel (a). The spikes and dips indicate the transitions in the charge states by addition of single

electron in quantum dot. In particular, the dashed green lines show that the charge detection can

allow measurement in the regime where the current through the dot is too small to be seen clearly

by direct means. The vertical dashed red lines are a guide for the eyes to relate features in these

graphs

334 L.-J. Wang et al.



Fig. 14.6 The magnitude

of the SET signal dISET/dVsg

as a function of the

modulating pulse

frequency. The dashed
green line illustrates that the
bandwidth of the SET

device is about 800 Hz

corresponding to a gain of

0.707 (�3 dB). Due to the

stray capacitances, the

response decreases rapidly

after 800 Hz

Fig. 14.7 (a) Plot of the

differential conductance of

the quantum dot as a

function of the bias voltage

and the side gate voltage

applied on the dot. From the

lines parallel to the edges of

Coulomb diamonds, we can

identify the excited states.

(b) Transconductance of the

single-electron transistor

with the same parameters as

in panel (a). Perfect

matching with panel (a) and

resolving more excited

states spectra indicate that

the single-electron

transistor can be used as a

highly sensitive charge

detector. Data in panels (a)

and (b) were recorded

simultaneously during a

single sweep. Dashed green
lines are the guide for
identifying the excited

states
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are revealed by the presence of additional lines parallel to the diamond edges.

These lines indicate that the quantum dot is in the high bias regime where the

source–drain bias is high enough that the excited states can participate in electron

tunneling [7]. The excited states become much more visible in the SET charge

detector signal than the direct measurement. All of these features have been seen in

the GaAs QD with QPC [7], but here we achieve the goal with an all-graphene

nanocircuit of QD with SET. In the previous reports, the QD and QPC detector are

separated by typically 100 nm in width. In the present case, the SET detector is

50 nm from the edge of the QD. Therefore it is expected that the capacitance

coupling between the QD and SET is enhanced compared to the conventional case

realized in semiconductor QD and QPC. This enhanced coupling leads to a larger

signal-to-noise ratio of the SET detector signal that can be exploited for time-

resolved charge measurement or charge/spin qubit readout on the QD.

In conclusion, we realize a simple fabrication process that produces a quantum

dot and a highly sensitive single-electron transistor charge detector with the same

material, graphene. Typically the addition of a single electron in QD would result in

a change in the SET conductance of about 30 %. The charging events measured by

both the charge detector and direct transport through the dot perfectly match, and

more excited state information beyond the conventional transport means is also

obtained. The devices demonstrated here represent a fascinating avenue toward

realizing a more complex and highly controllable electronic nanostructure formed

from molecular conductors such as graphene.

14.4 Controllable Tunnel Coupling and Molecular States

in A Graphene Double Quantum Dot

To realize quantum computation, the effects of interactions between qubits

and their environment must be minimized [10]. Because of the weak spin–orbit

coupling and largely eliminated hyperfine interaction in graphene, it is highly

desirable to coherently control the spin degree of freedom in graphene

nanostructures for quantum computation [11]. However, the low-energy quasi-

particles in single-layer graphene behave as massless Dirac fermions [3, 48], and

the relativistic Klein tunneling effect leads to the fact that it is hard to confine

electrons within a small region to form quantum dot in graphene using traditional

electrostatical gates [5, 11]. It is now possible to etch a graphene flake into nano-

constrictions in size, which can obtain electron-bound states and thus act as

quantum dots. As a result, the rough edges also lift the valley degeneracy, which

could suppress the exchange coupling between spins in the graphene quantum dots

[11, 17]. Recently, there was a striking advance on experimental production of

graphene single [17, 18, 24, 49–51] or double quantum dots [30, 31, 52–54], which

is an important first step toward such promise.
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Previously, the charge stability diagram in coupled quantum dot systems

has been studied by the classical capacitance model [55]. However, the quantum

effect should also manifest itself [56]. In particular, the tunnel coupling t between
the two dots in a double dot is an important quantity, because it can affect the

geometry of the overall charge stability diagram. Furthermore, several different

spin qubit operations can be performed by controlling this tunnel rate as a

function of time. For approaches based on single-electron spin qubit, utilizing

t enables the
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
SWAP

p
gate operations between two qubits [57]. In an architecture

in which each qubit is composed of two-electron single-triplet states, control of t in
the presence of a nonuniform magnetic field enables universal single qubit

rotations [58].

Here, we talk about an experimental demonstration and electrical transport

measurement in a tunable graphene double quantum dot device. Depending on

the strength of the interdot coupling, the device can form atomic-like states on the

individual dots (weak tunnel coupling) or molecular-like states of the two dots

(strong tunnel coupling). We also extract the interdot tunnel coupling t by

identifying and characterizing the molecule states with wave functions extending

over the whole graphene double dot. The result implies that this artificial graphene

device may be useful for implementing two-electron spin manipulation.

A scanning electron microscope image of the defined sample structure with

double quantum dot is shown in Fig. 14.8a, b. The double quantum dot has two

isolated central islands of diameter 100 nm in series, connected by 20 � 20 nm

narrow constriction to source and drain contacts (S and D electrodes) and

30 � 20 nm narrow constriction with each other. These constrictions are expected

to act as tunnel barriers due to the quantum size effect. In addition, the highly

P-doped Si substrate is used as a back gate and five lateral side gates, labeled the left

gate G1, right gate G2, center gate GM, and GL(R), which are expected for local

control. All of the side gates are effective: gates GL, GR, and G2 have very good

effect on two dots and middle barrier, while gates G1 and GM have weak effect on

those. The device was first immersed into a liquid helium storage dewar at 4.2 K to

test the functionality of the gates. The experiment was carried out in a He3 cryostat

equipped with filtered wiring and low-noise electronics at the base temperature of

300 mK. In the measurement, we employed the standard AC lock-in technique with

an excitation voltage 20 μV at 11.3 Hz. Figure 14.9a displays the differential

conductance through the graphene double quantum dot circuit as a function of

gate voltages VGL and VGR. Here, the measurement was recorded at Vsd ¼ 20 μV,
VG1 ¼ 0 μV, VGM ¼ 0 μV, VG2 ¼ 0 μV, and Vbg ¼ 2.5 V. The honeycomb pattern

is clearly visible and uniform over many times. Each cell of the honeycomb

corresponds to a well-defined charge configuration (NL, NR) in the nearly indepen-

dent dots, where NL and NR denote the number of electrons on the left and right

dot, respectively. The conductance is large at the vertices, where the electrochemi-

cal potentials in both dots are aligned with each other, and the Fermi energy in the

leads and resonant sequential tunneling are available. These vertices are connected

by faint lines of much smaller conductance along the edges of the honeycomb cells.
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At these lines, the energy level in one dot is aligned with the electrochemical

potential in the corresponding lead and inelastic co-tunneling processes occur.

The observed honeycomb pattern resembles the charge stability diagram found

for weakly coupled GaAs double quantum dot [55]. Such similarities indicate that

a b

Fig. 14.8 (a) Scanning electron microscope image of the structure of the designed multiple gated

sample studied in this work. The double quantum dot has two isolated central islands of diameter

100 nm in series, connected by 20 � 20 nm tunneling barriers to source and drain contacts (S and

D) and 30 � 20 nm tunneling barrier with each other. These gates are labeled as G1, GL, GM, GR,

and G2 and gates GM, G1, and G2 are used to control the coupling barriers between the dots as

well as the leads. Gates GL and GR are used to control and adjust the energy level of each dot.

(b) Schematic of a representative device
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Fig. 14.9 (a) Color-scale plot of the differential conductance versus voltage applied on gate

GL (VGL) and gate GR (VGR) at Vsd ¼ 20 μV, VG1 ¼ 0 μV, VGM ¼ 0 μV, and VG2 ¼ 0 μV. The
honeycomb pattern we got stands for the typical charge stability diagram of coupled double

quantum dots. (b) Pure capacitance model of a graphene double-dot system. Zoom-in of a

honeycomb structure (c) and a vertex pair (d) at Vsd ¼ 900 μV
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graphene quantum dot devices will continue to share features with well-studied

semiconductor quantum dot systems. The energy-level statistics of single graphene

quantum dot was probed and shown to agree well with the theory of chaotic Dirac

billiards [17]. It is interesting and important to know whether these Dirac fermions’

behaviors can be realized and observed in graphene double quantum dot. Neverthe-

less, it will be studied in the future work. More quantitative information such as

double-dot capacitances can be extracted using an electrostatic model as shown in

Fig. 14.9b [55]. First, the capacitance of the dot to the side gate can be determined

frommeasuring the size of the honeycomb in Fig. 14.9c asCGL ¼ e/ΔVGL � 1.27 aF

and CGR ¼ e/ΔVGR � 1.49 aF. Next, the capacitance ratios can be determined

from measuring the size of the vertices in Fig. 14.9d at finite bias Vsd ¼ 900 μV as

αL ¼ |Vsd|/δVGL ¼ 0.029 and αR ¼ |Vsd|/δVGR � 0.035. Using the relation CGL/CL

¼ αL and CGR/CR ¼ αR, we can obtain the typical values of dot capacitances as

CL � 44.8 aF and CR � 44.1 aF, respectively. The amount of interdot coupling

can be achieved by measuring the vertices splitting in Fig. 14.9c. Assuming that the

capacitive coupling is dominant in the weakly coupled dot regime [55, 59], themutual

capacitance between dots is calculated as Cm ¼ ΔVm
GLCGLCR

e ¼ ΔVm
GRCGRCL

e � 9:2aF.

It has been expected that opening the interdot constriction by gate voltage will

cause the tunnel coupling to increase exponentially faster than the capacitive

coupling [60]. Figure 14.10a–c represents a selection of such measurements by

holding the same VGR and Vbg and scanning different ranges of VGL between �0.5

and 0.35 V. An evolution of conductance pattern indicates that the stability diagram

changes from weak to strong tunneling regimes [55, 59]. The conductance near the

vertices depends on the relative contributions of the capacitive coupling and tunnel

coupling. For the former, the vertices become a sharpened point, while for the latter,

the vertices become blurred along the edges of the honeycomb cell [61]. In

Fig. 14.10b, the vertices are not obvious as those in Fig. 14.10a, which indicates

a stronger tunnel coupling. The results suggest that two graphene dots are

interacting with each other through the large quantum mechanical tunnel coupling,

which is analogous to covalent bonding. We will analyze it in details below. An

increase in interdot coupling also leads to much larger separation of vertices in

Fig. 14.10b [59] and finally to a smearing of honeycomb features in Fig. 14.10c. In

this case, the double dots behave like a single dot, as illustrated in Fig. 14.10g. We

note that a similar evolution is observed for four different values of Vbg from 2.5 to

2.0 V at the same VGL and VGR regimes as shown in Fig. 14.10d–f. Thus, the

interdot tunnel coupling could also be changed by VGL or Vbg. This can be explained

by the fact that the side gates and back gate may influence the central barrier

through the existing capacitances between the gates and the central barrier. Similar

to the definitions in [62], we define f ¼ 2ΔVS/ΔVP with ΔVS representing the

splitting between vertices in the diagonal direction and ΔVP the vertex pairs

distance (Fig. 14.10e). Thus, the case f ¼ 1 stands for strong coupling limit

where the double dots behave like a single dot, while the case f ¼ 0 represents

weak coupling limit where the double dots behave like two isolated dots. This way,

f should have a certain relationship with tunnel couplings which offers us a method
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Fig. 14.10 (a)–(c) Color-scale plot of the differential conductance versus voltage applied on gate

GL (VGL) and gate GR (VGR) at Vbg ¼ 2.5 V for different VGL regimes. (c)–(f) Color-scale plot of

the differential conductance versus voltage applied on gate L (VGL) and gate R (VGR) for different

back gate voltage Vbg. The trend of interdot tunnel coupling changing from weak to strong can be

seen clearly
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to measure the contribution of the interdot tunneling to the splitting of the vertex. In

our double-dot sample, a clear evolution of f is obtained through scanning different

regimes of VGL with fixed VGR (Fig. 14.10a–c). Through extracting ΔVS and ΔVP,

we get f � 0.5 for (a), f � 0.65 for (b), and f � 1 for (c), respectively. These values

indicate that control of tunnel coupling as a function of such a gate voltage is

conceivable.

Having understood the qualitative behavior of the graphene device in the strong

coupling regime, we extract the quantitative properties based on a quantum model

of graphene artificial molecule states [56, 61, 63]. Here, we only take into account

the topmost occupied state in each dot and treat the other electrons as an inert core

[55, 64]. In the case of neglected tunnel coupling, the nonzero conductance can only

occur right at the vertices which are energy degenerate points as E(NL + 1, NR) ¼
E(NL, NR + 1). When an electron can tunnel coherently between the two dots, the

eigenstates of the double-dot system become the superposed states of two well-

separated dot states with the form:

ΨBj i ¼ � sin
θ

2
e
�iφ
2 NL þ 1,NRj i þ cos

θ

2
e
iφ
2 NL,NR þ 1j i,

ΨAj i ¼ cos
θ

2
e
�iφ
2 NL þ 1,NRj i þ sin

θ

2
e
iφ
2 NL,NR þ 1j i,

where θ ¼ arctan 2t
ε

� �
, ε ¼ EL � ER, and EL and ER are the energies of state

|NL + 1, NRi and |NL, NR + 1i, respectively. Thus |ΨBi and |ΨAi are the bonding

and antibonding state in terms of the uncoupled dot, and the energy difference

between these two states can be expressed by

EΔ ¼ U
0 þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ε2 þ 2tð Þ2

q
: (14.1)

Here U
0 ¼ 2e2Cm

CLCR�C2
m

is the contribution from electrostatic coupling between

dots [65].

Provided that the graphene double-dot molecule eigenstate |Ψ i participates in
the transport process, sequential tunneling is also possible along the honeycomb

edges. In Fig. 14.11a, b, a color-scale plot of the differential conductance is shown

at Vsd ¼ 20 μV in the vicinity of a vertex. As expected, the visible conductance is

observed at both the position of the vertex and the honeycomb edges extending

from the vertex. Figure 14.11c shows a fit of the energy difference EΔ from the

measured mount of splitting of the positions of the differential conductance reso-

nance peak in the ε-direction.
Here, we use ε ¼ EL � ER ¼ eαLVGL � eαRVGR to translate the gate voltage

detuning VGL � VGR with the conversion factors αL and αR determined above. The

fitting with (14.1) yields the values of tunnel coupling strength t � 727 μeV and

U0 ¼ 209 μeV. Similar measurements have been performed in carbon nanotube

double dots with t � 358 μeV and U0 ¼ 16 μeV [61] and semiconductor double

dots with t � 80 μeV and U0 ¼ 175 μeV [63]. The fact that the tunnel coupling t is
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dominant than capacitive coupling U0 implies that the interdot tunnel barrier in the

etched graphene double dot is much more transparent than those gated carbon

nanotube or semiconductor double dot.

Finally, we discuss the relevance of graphene double-dot device for

implementing a quantum gate and quantum entanglement of coupled electron

spins. An operation has already been demonstrated in a semiconductor double-dot

system using the fast control of exchange coupling J [57]. The operation time τ is
about 180 ps for J � 0.04 meV corresponding to J � 0.16 meV. In the present

graphene device, we have obtained much larger t � 0.72 meV, and the estimated

τ � 50 ps is much shorter than the predicted decoherence time (μs) [66]. The results
indicate the ability to carry out two-electron spin operations in nanosecond

timescales on a graphene device, four times faster than previously shown for

semiconductor double dot.

In conclusion, a graphene double quantum dot with multiple electrostatic gates

has been measured and the transport pattern evolution in different gate

configurations is observed. This way offers us a method to identify the molecular

states as a quantum-mechanical superposition of double dot and measure the
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contribution of the interdot tunneling to the splitting of the differential conductance

vertex. The precisely extracted values of interdot tunnel coupling t for this system
are much larger than those in previously reported semiconductor device. These

short operation times due to large tunneling strength together with the predicted

very long coherence times suggest that the requirements for implementing quantum

information processing in graphene nanodevice are within reach.

14.5 Gate-Controlled Parallel-Coupled Double Quantum

Dot on Both Single-Layer and Bilayer Graphene

Gate-controlled double quantum dot (DQD) system has been considered as a

promising candidate of spin-based solid-state qubits for the quantum computation

processing [67, 68]. Many efforts and progresses have been made in the double-dot

devices research based on various materials, including GaA two-dimensional

electron gas [7, 55], semiconductor nanowires [69, 70], and carbon nanotube

[59, 71]. The natural two-dimensional material, graphene, has attracted extensive

interest due to its distinguishing electronic quality and flexibility in device designs

[3, 17, 24, 31, 32, 44, 52]. In addition, it is theoretically predicted that the spin

decoherence time in graphene can be very long due to its weak spin–orbit coupling

and largely eliminable hyperfine interaction, which has a significant meaning for

spin-based quantum processors. In contrast to DQD in series, where the applied

current passes through the double dot serially, the parallel-coupled double quantum

dot (PDQD) requires two sets of entrances and exits, one for each dot. PDQD is an

ideal artificial system for investigating the interaction and the interference. Rich

physical phenomena, such as Aharonov–Bohm (AB) effect, Kondo regimes, and

Fano effect, have been predicted to be observed in parallel PDQD [72–76]. Particu-

lar excitement is the prospect of accessing theoretically predicted quantum critical

points in quantum phase transitions [77]. The graphene PDQD is an attractive

system for investigating the quantum phase transitions due to its intrinsically

large energy separation between on-dot quantum levels, thus offering a significant

advantage over conventional systems as GaAs or silicon-based quantum dots. In

this work, we present the design, fabrication, and quantum transport measurement

of double-dot structure coupled in parallel, on both bilayer and single-layer

graphene flakes, which may open a door to study the rich PDQD physical phenom-

ena in this material the parallel graphene structure can be tuned from a strong

coupling resulted artificial molecule state to a weak coupling resulted two-dot state

by adjusting in-plane plunger gates. The tuning is found to be very reliable and

reproducible, with good long-term stability on the order of days.

Graphene flakes are produced by mechanical cleaving of bulk graphite

crystallites by Scotch tape [1]. For this kind of exfoliated graphene flakes on SiO2

substrate, the mobility is normally about 15,000 cm2/(Vs) [3]. By using heavily

doped Si substrate with 100 nm thick SiO2 on top, we can identify monolayer,
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bilayer, and few layer graphenes through optical microscope. Monolayer and

bilayer graphenes were further checked by Raman spectrum. Firstly, graphene

flakes are transferred to the substrate with gold markers. Then, a layer of 50 nm

thick polymethyl methacrylate (PMMA) is spun on the substrate for electron beam

lithography (EBL) to form a designed pattern. After that, O2/Ar (50:50) plasma is

used to remove unprotected parts of graphene. Next, an area of overexposed PMMA

is used to separate a bridge plunger gate from the drain part of graphene [76, 78].

The final step is to make the metal contacts, which are defined by the standardized

EBL process, followed by the E-beam evaporation of Ti/Au (2 nm/50 nm).

Figure 14.12a shows a scanning electron microscope (SEM) image of one

sample with the same structure as the bilayer device we measured. Two central

islands with diameter of 100 nm connect through 30 nm wide narrow constrictions

to the source and the drain regions. Another narrow constriction (35 nm in both

width and length) connects the two central islands. Seven in-plane plunger gates

labeled as GL, GR, GM, PSL, PDL, PSR, and PDR are integrated in close proximity

to the dots. GL, GR, and GM are, respectively, designed to adjust the energy level

of left dot, right dot, and interdot coupling strength. And PSL and PDL (PSR, PDR)

are used for the tuning of the coupling of the left (right) dot to source and drain. The

n-type heavily doped silicon substrate is used as a global back gate. The bridge

plunger gate GM is separated from the drain part of graphene by a layer of

overexposed PMMA. All the devices were primarily tested to check the functional-

ity of all the gates in a liquid helium storage dewar at 4.2 K. Then the samples were

mounted on a dilution refrigerator equipped with filtering wirings and low-noise

electronics at the base temperature of 10 mK. To maintain consistency, we will use

the data from one sample only in the following.

Fig. 14.12 (a) Scanning electron microscope image of the etched parallel-coupled graphene

double-dot sample structure. The bar has a length of 500 nm. The diameters of the two dots are

both 100 nm; constriction between the two dots is 35 nm in width and length. The four narrow parts

connecting the dot to source and drain parts have a width of 30 nm. Seven in-plane plunger gates

GL, GR, GM, PSL, PDL, PSR, and PDR are integrated around the dot for fine tuning. Gates GL,

GR, and GM are respectively designed to adjust the energy level of left dot, right dot, and interdot

coupling strength. (b) Schematic picture of the device. n-type heavily doped silicon substrate is

used as a global back gate. A layer of overexposed PMMA is used as a bridge to make gate GM

separated from the drain part of graphene
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Figure 14.13a shows color-scale plot of the measured differential conductance of

the double dot as a function of VGL and VGR detected in standard ac lock-in

technique with an excitation ac voltage 20 μV at frequency of 11.3 Hz. A dc bias

of 0.3 mv is applied, the back gate voltage Vbg is fixed at 5 V, and the middle

plunger gate VGM is �0.45 V. The hexagon pattern characteristic for double dot

Fig. 14.13 (a)–(c) PDQD conductance as a function of plunger gate voltage VGL and VGR. The red
dash lines are guides to the eyes showing the honeycomb pattern. (N,M ) represents the carriers in

the left and right dot, respectively. (b) Zoom-in of the area (N, M ) of the honeycomb pattern.

(c) Zoom-in of a vertex pair with white dash lines. (d) Capacitance model for the analysis of the

double-dot system. Graphene nano-constriction behavior as tunneling barriers, which are

presented, for example, as RSL, CSL (a capacitance and a resistance coupled in parallel). Gates

GL and GR are capacitively coupled to the dots; CGL and CGR represent the capacitance
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coupled in parallel is clearly visible. Figure 14.13b is a zoom-in of the area (N, M )

of the honeycomb pattern and Fig. 14.13c zoom-in of a vertex pair with white

dashed lines. From the model of purely capacitively coupled dots as illuminated

by Fig. 14.13d, the energy scales of the system can be extracted [31, 32, 52, 55].

The capacitance of the dot to the side gate can be determined from measuring

the size of the honeycomb as shown in Fig. 14.13a, b; ΔVGL ¼ 0.087 V, ΔVGR

¼ 0.053 V, ΔVM
GL ¼ 0.0261 V, and ΔVM

GR ¼ 0.0133 V; therefore, CGL ¼ e/ΔVGL

¼ 1.84 aF and CGR ¼ e/ΔVGR ¼ 3.0 aF. With a large DC bias of 0.3 mV, we can

get ΔVGL ¼ 0.013 V and ΔVGR ¼ 0.01 V as shown in Fig. 14.13c. The lever arm

between the left (right) gate VGL and the left (right) dot can be calculated as

αGL ¼ Vbias/ΔVGL ¼ 0.023 (αGL ¼ Vbias/δVGR ¼ 0.03). The total capacitances of

the dots can then be calculated as CL ¼ CGL/αL ¼ 79.8 aF and CR ¼ CGR/αR
¼ 100.4 aF, the corresponding charging energy ECL ¼ αGL � ΔVGL ¼ 2.0 meV

and ECR ¼ αGR � ΔVGR ¼ 1.6 meV, and the coupling energy between the two dots

ECM ¼ αGL � ΔVm
GL ¼ 0.3 meV. It is also noted that the lever arms between the left

gate and the right dot and vice versa can be determined from the slope of the

co-tunneling lines delimiting the hexagons. These crossing couplings only modify

the results slightly and are neglected usually [31, 32, 52]. Here, by calculating dots

area and carrier density (related to Vbg), or from the Coulomb charging period,

we estimate that each dot contains more than 20 electrons when V ¼ 5 V. By

applying voltage to the middle plunger gate GM, the interdot coupling can be tuned

efficiently. Figure 14.14a–c shows the charge stability diagrams of the PDQD in

three different coupling regimes: (a) weak, (b) medium, and (c) strong. In these

Fig. 14.14 Interdot coupling vs. middle gate voltage VGM. Conductance as a function of gate

voltage VGL and VGR at Vbg ¼ 3 V, Vbias ¼ �1 mv, and the scan region of GL and GR is the same.

(a)–(c) represent three different coupling regimes of the two dots. (a) Weak coupling regime,

VGM ¼ �0.15 V, (b) medium coupling regime, VGM ¼ �0.2 V, and (c) strong coupling regime,

VGM ¼ 0.45 V. (d) shows coupling energy ECM (V) as a non-monotonic function of the middle

gate voltage VGM. A, B, and C points here represent the corresponding coupling energy in (a), (b),

and (c)
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measurements, back gate voltage Vbg ¼3 V, source–drain DC bias Vbias is set to

�1 mV, and the scan regions of GL and GR are the same. Only the voltage applied

to the gate GM is adjusted as (a) VGM ¼ �0.15 V, (b) VGM ¼ �0.2 V, and

(c) VGM ¼ 0.45 V. By using the same model as in Fig. 14.13, we can calculate

the corresponding coupling energy between the dots: (a) ECM ¼ 0.58 meV, (b) ECM

¼ 1.34 meV, and (c) ECM ¼ 4.07 meV. The honeycomb diagrams of the parallel

and serial DQD look similar except for the weak coupling regime, as shown in

Fig. 14.14a. In this case, the lines delimiting the hexagons are more visible in

comparison with serial DQD, because the leads have two parallel accesses to the

dots in parallel DQD, which also enables correlated tunneling of two valence

electrons simultaneously [79]. Figure 14.14d indicates the coupling energy

changes with the gate voltage VGM. As in the previous reports of graphene DQD

in series [31, 52], the interdot coupling is non-monotonically dependent on the

applied gate voltage. Although the detailed reasons for this non-monotony are

undetermined, we assumed that one key factor will be the disorders in graphene

introduced by either fabrication steps or substrate [80]. Many more efforts are still

needed to address this issue for the realization of practical graphene-based

nanodevices.

We have designed and fabricated an alternative structure of a PDQD integrated

with two quantum point contact sensors (QPCs) in single-layer graphene, as shown in

Fig. 14.15a. The integrated QPCs can be used as a noninvasive charge detector which

may have various applications [7, 55, 81, 82]. As primary tests of the present structure,

we can get similar charge stability diagram of the PDQD as in Fig. 14.15b by the direct

quantum transport tests at 4.2 K. Although the noninvasive measurements byQPC are

still under processing, no remarkable difference is founded between PDQD in bilayer

and monolayer graphenes from direct transport measurement. Making tunable cou-

pling double dot is the first step toward the quantum dot based quantum computation

bits; the architectonics with integrated charge detector around double quantum

dot demonstrated here offers the chance to achieve the charge or spin reading out,

which is essential for the quantum computation device. Therefore, a lot of extended

and follow-up works can be done on this basis in the future. Both bilayer and single-

layer graphenes can be exploited in this application.

Fig. 14.15 (a) SEM image of single-layer graphene PDQD integrated with two QPCs. The bar
has a length of 500 nm. (b) Characteristic honeycomb structure of the conductance through the

PDQD as a function of two in-plane plunger gates voltage VGL and VGR, revealed by direct

transport measurement of the PDQD at 4.2 K
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In conclusion, low-temperature quantum transport measurement of gate-

controlled parallel-coupled double quantum dot on both bilayer and single-layer

graphenes have been investigated. The interdot coupling strength can be largely

tuned by graphene in-plane gates. With the quantum transport honeycomb charge

stability diagrams, a common model of purely capacitively coupled double dot is

used to extract all the relevant energy scales and parameters of graphene PDQD.

Although many more effects are still needed to further upgrade and exploit

the present designed graphene quantum dot system, the results have intensively

demonstrated the promise of the realization of graphene nanodevice and desirable

study of rich PDQD physical phenomena in graphene.
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Chapter 15

Terahertz Response in Schottky Warp-Gate

Controlled Single Electron Transistors

Weihua Han and Seiya Kasai

Abstract Schottky wrap-gate controlled GaAs-based single electron transistor

(SET) can operate as a high sensitivity terahertz (THz) detector. The reproducible

THz photocurrent was observed at low temperature in the device at the normal

incidence of CH3OH gas laser with the frequency 2.54 THz. The change of

source–drain current induced by THz photon shows that a satellite peak was

generated beside the resonance peak. THz photon energy can be characterized by

the difference of gate voltage positions between the resonance peak and satellite

peak, which indicates that the satellite peak exactly results from the THz photon-

assisted tunneling. Both experimental results and theoretic analysis verify that the

narrow spacing of double barriers is more effective for the enhancement of THz

response.

15.1 Introduction

Terahertz (THz) wave frequency region has attracted considerable attention as

the remaining frequency resource for applications such as high-capacity

communications, biomedical image, chemical analysis of molecular spectroscopy,

airport security, and remote sensing in space. The THz region of the electromag-

netic spectrum filled the rather large wavelength range between 1 mm and 100 μm
(3 GHz–3 THz), which corresponds to an approximate photon energy between 1.2

and 12.4 meV or to an equivalent blackbody temperature between 14 and 140 K,

well below the ambient background on Earth. Sandwiched between traditional
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microwave and optical technologies, the THz frequency range remains one of the

most elusive regions of the electromagnetic spectrum.

The low-dimensional semiconductor systems are one of most suitable candidates

for working at the THz frequency regime. The conducting electrons in

low-dimensional systems are confined within nanoscale spacing so that the quan-

tized energies fall into the meV scale, corresponding to THz frequency regime. If

THz wave couples into this kind of low-dimensional semiconductor quantum

devices, THz photon-assisted electrons will modify the tunnel current.

Tien–Gorden theory has described the photon-assisted tunneling (PAT) in

superconducting tunnel junctions [1], through which the tunneling of electron

with energy E can exchange photon energy hω with microwave field, creating a

new set of electron states E + nhω.
Based on this idea, a series of these THz-photon detectors have been

implemented in semiconductor nanostructures such as semiconductor superlattices,

quantum point contact (QPC) devices, resonant tunneling diodes (RTD), and single

electron transistors (SET). In 1993, Wyss et al. theoretically predicted that a

pronounced far-infrared photon-induced current ministeps can be detected by

QPC device defined in two-dimensional gas (2DEG) by split-gate electrodes

[2]. The QPC device generally exhibits the current plateau behavior of

one-dimensional (1D) electron system. With the help of incoming far-infrared

photons, the transport electron gain the photon energy so as to transmit the barrier

near the classical turning points. In 1995, Keay et al. observed the absolute negative

conductance and new current steps and plateaus in superlattice driven by intense

THz electric fields at temperature range of 8–15 K [3]. Superlattice consists of

alternating layers with periodic potentials along the superlattice axis, which give

rise to the formation of minibands and are separated by minigaps. At low dc bias the

drift of electrons in superlattice is reduced because of the frequency modulation of

the Bloch oscillation by intense THz frequency field. At higher dc bias the THz field

opens new conduction channels in the neighboring well and the current increases

resulting in the formation of current steps. In 1999, Asada research group observed

the gradual current change of triple-barrier RTD at room temperature under THz

irradiation from the classical square-law detection to photon-assisted tunneling

with increasing THz photon energy [4]. The THz operation of RTD was based on

an inter-subband resonance and depended on the applied bias voltage producing the

correct subband alignment of the two wells. Electrons tunnel from emitter electrode

to 2D resonant states in the wells; subsequently, electrons leave the well by

tunneling through the collector barrier. In addition to the conventional resonant

tunneling peak where the subband energy levels in the two quantum wells are

aligned, two additional peaks appear due to THz photon-assisted tunneling with

photon absorption and stimulated emission. These two peaks are located at the bias

voltages where the photon energy equals the difference between the subband

energy levels in the two quantum wells.

SET is known as a high sensitive quantum dot (QD) detector for THz Photons. It

consists of a small conductive island weakly tunnel coupled to two reservoirs

(source and drain). Coulomb blockade effect results in an oscillating behavior of
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the conductance through the dot as a function of gate voltage. The energy to add an

extra electron to a QD constitutes the charging energy e2/C for a single electron and

a finite energy difference Δε arising from the confinement. A tunneling current can

flow through the QD when a discrete energy state is aligned to the Fermi energies of

the leads. In 1994 Kouwenhoven demonstrated the effect of PAT through a GaAs/

AlGaAs QD in the presence of a microwave signal [5]. When high frequency

voltages drop across the two barriers, additional current peaks appear. Microwave

radiation is treated as oscillating potentials across the source and drain tunnel

junctions. Different ac amplitudes across the source and the drain barriers can be

used to allow for an asymmetry in the coupling of microwaves to the dot. The

ordinary Coulomb blockade oscillations are modified by the application of high

frequency radiation. The photon energy acquired by the electrons allows them to

tunnel through the states of higher energy above the Fermi energy, which are

otherwise not accessible. The sidebands originate from matching the ground and

excited states to the Fermi levels of the leads by a photon energy �hω. Such a QD

detector offers the possibility to tune the discrete states of the dot easily by varying

electro-static potentials, thus allowing a frequency-selective detection.

The QD detector of THz photon was developed by Komiyama using a cold

(50 mK) SET in a high magnetic field in 2000 [6] and double QDs without magnetic

field in 2002 [7]. Under THz illumination, an excited charge on a QD is sensed by a

nearby SET. The mechanism is based on the polarization of charges in quantum dot

created by far-infrared photon, which caused the conductance resonance peaks to

shift in SET. Incident THz photons are coupled into the quantum dot via small

dipole antennas. Within the quantum dot, an electron–hole pair created by the

incident photon releases energy to the crystal lattices, which causes a polarization

between two closely coupled electron reservoirs. Electron tunneling occurs, causing

a shift in the gate voltage of the SET.

15.2 Schottky Wrap-Gate Single Electron Transistors

In recent years, a variety of fabrication methods for tunable semiconductor quantum

dots has been reported. The most common scheme consists of patterning metallic

top gate electrodes by electron beam lithography. For the realization of III–V

compound semiconductor-based single electron circuit, it is important to develop

a kind of effective SET with suitable structure for high-density planar integration by

simple fabrication process. The conventional split gate control of 2DEG produces a

rather weak and gradual confinement potential with soft-wall boundaries. In order

to realize stronger confinements, a novel Schottky wrap-gate (WPG) SET was

fabricated by the processes that double nano-sized Schottky gates wrapped around

a GaAs-based heterostructure nanowire in a narrow spacing. Its advantages include

not only stronger confinement potential for electrons but also high gate controlla-

bility and flexibility of device design.
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The structure of WPG SET is a GaAs-based etched two-dimensional electron

gas (2DEG) nanowire with two Schottky wrap gates around it, as Fig. 15.1a shows.

The spacing distance of two wrap gates is about 100–300 nm. The gate width is

about 100–200 nm. The width of nanowire is about 200–800 nm. With suitable

negative voltages of double Schottky wrap gates, electrons under gates are depleted

to form a quasi-one-dimensional electron gas in a short central channel (i.e., a

quantum point contact structure) in Fig. 15.1b. Further negatively increasing the

gate voltage, the electrons along the channel will be pinched off completely to form

double barrier potentials. Then a quantum dot in Fig. 15.1c is sandwiched between

both barriers. The size of quantum dot can be adjusted flexibly by double gates so

that the energy level position and level spacing can be tuned effectively. The

smaller the quantum dot become, the thicker double barriers need to be. Thus,

only few current peaks resulting from resonant tunneling can be observed near the

pinch-off gate threshold voltage.

15.3 Device Fabrications and Measurement

The WPG SETs were fabricated on a δ-doped GaAs/AlGaAs heterostructure wafer.
The GaAs/AlGaAs heterostructure wafer was grown by molecular beam epitaxy,

consisting of a semi-insulating GaAs substrate, a 500-nm-thick buffer layer of

undoped GaAs, a 100-nm-thick layer of undoped AlxGa1 � xAs, x ¼ 0.33, a

20-nm-thick layer of undoped GaAs, a 10-nm-thick layer of undoped AlxGa1 � xAs,

x ¼ 0.33, a δ-doped layer with carrier density 3 � 1012 cm�2, a 50-nm-thick layer

of undoped AlxGa1 � xAs, x ¼ 0.33, and a 10-nm-thick GaAs cap layer doped with

Si at 1 � 1018 cm�2. Figure 15.2 shows a scanning electron microscope (SEM)

image of the fabricated SET. The SET consists of a GaAs-based heterostructure

nanowire surrounded by double nanoscale Schottky gates. The nanowires were pat-

terned on top of the GaAs/AlGaAs heterostructure wafer chip using electron-beam

Fig. 15.1 The schematic structure of (a) WPG SET, (b) the depletion of 2DEG in channel, and (c)

a dot sandwiched by double barriers
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lithography and developing procedure. Isotropic wet etching in a cooling

H2SO4:H2O2:H2O solution was carried out to transfer the nanowire pattern

onto GaAs/AlGaAs heterostructure. The two-dimensional electron gas (2DEG)

which forms at the GaAs/AlGaAs heterointerface is located 70 nm below the

sample surface and has a mobility μ ¼ 1.19 � 105 cm2/V s and sheet electron

density ns ¼ 6.43 � 1011 cm�2 at the low temperature 77 K. From these data

we can extract a mean free path of le ¼ 25.8 μm and Fermi wavelength in the

2DEG region of λF ¼ 31 nm. The two investigated devices are with the

nanowire width of 680 nm and 580 nm, respectively. The ohmic contact of

source and drain electrodes was fabricated by following procedures including

photolithography, the evaporation of multiple metal layer Ge/Au/Ni/Au, lift off,

and annealing at 430 �C. E-beam overlay exposure was used to pattern double

gate stripes. The gate length is 100 nm and the gate spacing is 200 or 300 nm

for different devices. Metal Cr/Au deposition and liftoff procedures transfer the

nanoscale gate pattern onto the nanowire mesa. Schottky barriers of about

0.7 eV were formed between Cr and GaAs interface to stop leak current.

Then SiO2 layer with the thickness of 30 nm covered the whole surface of

sample for the passivation of surface states. At last, for electronic tests, elec-

trode down-leads were impressed on the electrode windows of SiO2 layer.

The devices have been shielded in a vacuum test box in order to screen the

disturbance of environment noises. In order to avoid heating electrons by electric

field, the source/drain voltage is kept 0.2 mV, which is below kBT/e � 0.862 mV at

10 K. The current–voltage characteristics between source–drain current and gate

voltage have been measured at low temperatures using Agilent semiconductor

parameter analyzer. The detection experiments were performed by measuring the

change of source–drain current with varying gate voltages in SET at temperature

6–7 K under the normal incident 2.54 THz far infrared laser, which radiates from

CH3OH gas pumped by CO2 laser. The size of conductive mesa is of the order of

several hundred microns, comparable to the THz wavelength of 118 μm. The

alternate THz electric field is perpendicular to THz wave propagating. Therefore,

the normal incident THz laser wave is very helpful to induce electrons confined in

the nanowire and the quantum dot. By adjusting the gate voltage, the change of

level spacing in quantum dot allows tunable THz photon detection more effective.

THz photocurrent response was obtained from the difference between source–drain

Fig. 15.2 The SEM image

of a fabricated Schottky-

wrap gate SET
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current with and without THz laser irradiation. In order to exclude the influence of

random noises, source–drain current was measured repeatedly using a fine scanning

step (0.01 mV) of the gate voltage. Reproducible response results could confirm the

photocurrent closely relates to the absorption of THz photons.

15.4 THz Detection by GaAs-Based Schottky

Wrap-Gate SET

At finite temperature the current peak of single electron resonant tunneling could be

given by a Landauer-type formula for symmetric barriers [8],

IDS VGð Þ ¼ G0 � VDS � 1

4kBT

ð1
�1

cosh�2 E

2kBT

� �
Γ2

E� eα VN � VGð Þ½ �2 þ Γ2
dE, (15.1)

with G0 ¼ Ae2/�h and A the temperature-independent energy-integrated strength of

resonance, T low temperatures, Γ the level broadening resulting from resonant

tunneling, and VN the gate voltage at the resonance. The scaling factor α ¼ ΔE/
eΔVG and quantized energy ΔE is determined by quantum level spacing Δε and

charging energy U ¼ e2/2C (C the total capacitance). For sufficiently low

temperatures (Γ < kBT < Δε < U ), electron transport across the device with low

source–drain bias is dominated by quantum tunneling through a single level. In this

temperature range, the full width of resonance peak at half maximum, arising from

the thermal broadening of the Fermi distribution of the electrons, is linear in

temperature: FWHM ¼ 3.52kBT/eα.
The current peak line shape modified by THz photon-assisted tunneling is given

by Tien–Gorden theory [1]. In this theory, n photon absorption or emission is

viewed as creating a new set of electron eigenstates with energies E + n�hω,
where E is the eigenenergy of the original electron state without irradiation, and

n is negative integer for the absorption and positive integer for the emission. The

time dependence of the wave function for every one-electron state will be modified

according to

ψ x; tð Þ ¼ ψ xð Þexp � i

h

ðt
dt Eþ eVac cosωtð Þ

2
4

3
5

¼ ψ xð Þ
X1
n¼�1

Jn eVac=hωð Þexp �i Eþ nhωð Þt=h½ �
, (15.2)

where E is the unperturbed energy of the Bloch state, Jn is the nth order Bessel

function of first kind, Vac is ac-coupling voltage, and �hω is photon energy. The

applied ac voltage is assumed to modulate adiabatically the potential energy for

each quantum level, which are equivalent to dc voltages n�hω/e applied across the
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barrier with the probability amplitude Jn(eVac/�hω)e
�inωt for transitions between the

modulated state and any unmodulated eigenstates. Thus, source–drain current

modulated by absorption of THz photons can be given by

eIDS VGð Þ ¼ G0 � VDS � 1

4kBT

ð1
�1

cosh�2 E

2kBT

� �

�
X1
n¼�1

J2n eVac=hωð ÞΓ2

E� eα VN � VGð Þ þ nhω½ �2 þ Γ2
dE: (15.3)

Therefore, THz photocurrent could be obtained from the difference of resonance

peaks with and without THz irradiation, namely,

ΔIDS VGð Þ ¼ eIDS VGð Þ � IDS VGð Þ: (15.4)

The response of THz photocurrent might provide a kind of spectrum in both

frequency and intensity of THz wave. Since THz photocurrent is extracted from the

resonance peaks of source–drain current, the separation of THz photocurrent is the

most important for the spectrum. In order to obtain clear spectrum, the photon-assisted

tunneling must be dominative in the electron quantum transport with the following

challenges: (1) Charge energy must be larger than thermal energy (U > kBT) only
because the operation of single electron tunneling through the SET depends on

Coulomb blockade effect. (2) THz photon energy should exceed the level broadening

(i.e., �hω > Γ) for the electrons on the quantumdot.When photon energy�hω > Γ, i.e.,
ω > 1/τ, each electron experiences at least one cycle time of THz signal within the

mean time τ tunneling through double barriers [9]. If THz frequency ω < 1/τ, each
electron on the dot can’t gone through a cycle time of THz field. In this adiabatic

driving regime, electrons on the dot only see an essentially static potential and could

not be induced by THz alternative electric field. (3) THz photocurrent might be

observed clearly if THz photon energy is larger than thermal broadening of resonant

levels �hω > 3.52kBT [10]. However, THz photocurrents would bemasked by thermal

broadening of levels at higher temperatures. (4) The electrons absorbed THz photons

should not release the THz photon energy easily by LO-phonon due to the strong

quantum confinement in the nanostructure. The LO-phonon scattering is prohibited

during electron tunneling process fromelectron reservoirs to quantumdot according to

the Fermi-Golden rule and momentum selection rule.

Reproducible THz photocurrents of two devices A and B with different quantum

dot size have been obtained from the difference between source–drain current with

and without THz laser irradiation, which shows in Figs. 15.3a and 15.3b respec-

tively. Table 15.1 provides the confined space size of quantum dots for device A and

B by comparing the scale parameters of nanowire and double gates. The resonant

current peak and photocurrent peak in device B are more remarkable than that in

device A. The improvement of local confinement in quantum dot can increase the

level spacing to enhance the discreteness of resonance peaks. Figure 15.3 indicates

that the increase in the local confinement of quantum dot is very useful for the
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increase of THz response. If the photocurrent response results from the THz laser

irradiation, the gate voltage difference (ΔVG ¼ 70mV for both devices) between

resonance peak and satellite peak should be able to characterize THz photon energy

(10.5 meV) by �hω ¼ αeΔVG. In order to prove this assumption, the source–drain

current with THz irradiation were simulated by Tien–Gorden theory for both

devices. Simulated current curves agree well with characteristics of experimental

source–drain current. Extracting from the curve fitting process, we obtained the
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Fig. 15.3 THz photocurrent response and source–drain currents with and without 2.525 THz

normal incident far infrared laser (FIRL) irradiation for device A in (a) and device B in (b)

Table 15.1 The structure parameters of device samples

Nanowire Gate

Device no. Width (nm) Length (μm) Length (nm) Spacing (nm)

A 680 4 100 300

B 580 4 100 200
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scaling factor α ¼ 0.15 for both of devices. The value of the scaling factor is just

what we hoped. Since the scaling factor is related to gate capacitance and total

capacitance, the scaling factor α indicates that both devices with the same gate

length have the similar gate depletion layers. The scaling factor α is very important

for the scale of THz photon energy. The experiment on the temperature dependence

of resonance peaks in sample A has been done for the verification of the scaling

factor. The measured conductance characteristics as a function of temperatures are

shown in Fig. 15.4a. With the increase of temperature, the resonant current peak

width is basically broadened as (Γ + 3.52kBT )/αe in Fig. 15.4b. The level broaden-
ing of resonance peakΓ ¼ 3meV, which extracts from the curve fitting process. The

scaling parameter α was estimated as 0.146 at 6.4 K. This result indicates that the

satellite peak is exactly generated by THz photon.

15.5 Conclusions

Reproducible THz photocurrents have been detected by GaAs-based wrap-gate

single electron transistor at low temperature. Analysis based on Tien–Gorden

photon-assisted tunneling theory shows that the THz photon energy could be

characterized by the gate voltage spacing between the resonance peak and satellite

peak. Temperature dependence of resonance peak further verifies that the satellite

peak is exactly generated by THz photon. Both experimental results and theoretic

analysis show that the narrow spacing of double barriers is the most useful for the

enhancement of THz response at higher temperature.
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