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Preface

This volume contains a selection of the papers presented at the 17th East-
European Conference on Advances in Databases and Information Systems
(ADBIS 2013) and the associated satellite events, held on September 1–4, 2013
in Genoa, Italy.

The ADBIS series of conferences aims at providing a forum for the dissemi-
nation of research accomplishments and to promote interaction and collabora-
tion between the database and information system research communities from
Central and East European countries and the rest of the world. The ADBIS
conferences provide an international platform for the presentation of research
on database theory, development of advanced DBMS technologies, and their
advanced applications. ADBIS 2013 continued the ADBIS series held in St. Pe-
tersburg (1997), Poznan (1998), Maribor (1999), Prague (2000), Vilnius (2001),
Bratislava (2002), Dresden (2003), Budapest (2004), Tallinn (2005), Thessaloniki
(2006), Varna (2007), Pori (2008), Riga (2009), Novi Sad (2010), Vienna (2011),
Poznań (2012). The programme of ADBIS 2013 includes keynotes, research pa-
pers, and five satellite events, consisting of a Big Data special session, three
thematic workshops, and a Doctoral Consortium. The general idea behind each
satellite event was to collect contributions from some subdomains of the broad
research areas of databases and information systems, representing new trends in
these two important areas.

This volume contains fourteen papers selected as short contributions to be
presented at the ADBIS conference as well as papers contributed by all associ-
ated satellite events. An introductory chapter summarizes the main issues and
contributions of all the events whose papers are included in this volume. Each
of the satellite events complementing the main ADBIS conference had its own
international program committee, whose members served as the reviewers of pa-
pers included in this volume. The volume is divided into 6 parts, one devoted to
ADBIS 2013 short contributions and each other to a single satellite event.

The selected short papers span a wide spectrum of topics in the database
field and related technologies, related to different types of data (spatio-temporal,
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time-series, XML, workflow instance data), different management issues (query-
ing, access methods, query processing, benchmarking, data analysis, mining),
different types of architectures (including heterogeneous and distributed con-
texts, like P2P and MapReduce environments). Information system design and
service oriented architecture specification are also addressed by the selected pa-
pers.

The ADBIS Special Session on Big Data: New Trends and Applications
(BiDaTA 2013) aims at providing a forum for researchers, professionals, and
practitioners in the industry sectors to discuss the research issues and share new
ideas and techniques for big data management and analysis. Eight papers have
been selected for presentation at BiDaTA 2013 and are included in this volume.

The Second International Workshop on GPUs in Databases (GID 2013) is
devoted to all subjects related to utilization of Graphics Processing Units in
database environments. The concept of using GPUs in databases is relatively
young and has not yet received enough attention. The intention of the GID
workshop is to provide a discussion forum for industrial and scientific communi-
ties. Presentation of practical and theoretical research creates chances for fruitful
cooperation between the two communities. Four papers have been selected for
presentation at GID 2013 and are included in this volume.

The Second International Workshop on Ontologies Meet Advanced Informa-
tion Systems (OAIS 2013) seeks scientists, engineers, educators, industry people,
policy makers, decision makers, and others to share their insight, vision, and un-
derstanding of the ontologies challenges in Advanced Information Systems. Six
papers have been selected for presentation at OAIS 2013 and are included in this
volume.

The First International Workshop on Social Business Intelligence: Integrating
Social Content in Decision Making (SoBI 2013) aims at putting together for the
first time researchers and practitioners coming from different areas related to
Social Business Intelligence for sharing their findings and cross-fertilizing their
research. Four papers have been selected for presentation at SoBI 2013 and are
included in this volume, together with an invited paper on the workshop topic.

Last but not least, the Doctoral Consortium is a forum for Ph.D. students to
present their research ideas, confront them with the scientific community, receive
feedback from senior mentors, socialize and tie cooperation bounds. Besides ten
poster presentations, three papers have been selected for presentation and are
included in this volume. They cover three very different topics, all quite relevant
for emerging applications in the database and information system field: spatial
indexes, recommender systems, and concept drift.

We would like to thank everyone who contributed to the success of ADBIS
2013. We thank the authors, who submitted papers to the conference and the
satellite events. We have also been dependent on many members of the com-
munity offering their time in organisational and reviewing roles - we are very
grateful for the energy and professionalism they have exhibited. A special thank
to the Program Committee members as well as to the external reviewers of the
main conference and of each satellite event, for their support in evaluating the
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submitted papers, ensuring the quality of the scientific program. Thanks also to
all the colleagues involved in the conference organization, as well as to work-
shop organizers, for their work and effort without which assembling this volume
would not have been possible. A special thank is deserved by the ADBIS Steering
Committee and, in particular, its Chair, Leonid Kalinichenko, for their help and
guidance. Special thanks are due to the publishing team at Springer, for their
valuable assistance during the preparation of this manuscript. The conference
would not have been possible without our sponsors and supporters: Dipartimento
di Informatica, Bioingegneria, Robotica e Ingegneria dei Sistemi, Università di
Genova, Camera di Commercio di Genova, Coop Liguria, Comune di Genova,
CTI Liguria. Last, but not least, we thank the participants of ADBIS 2013 for
having made our work useful. Welcome to Genoa for the 2013 edition of the
ADBIS conference!

July 9, 2013 Barbara Catania
Tania Cerquitelli

Silvia Chiusano
Giovanna Guerrini

Mirko Kämpf
Alfons Kemper
Boris Novikov

Themis Palpanas
Jaroslav Pokorný

Athena Vakali
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Tomáš Kramár Slovak University of Technology in Bratislava,

Slovakia
Jens Lechtenbörger University of Münster, Germany
Svetlana Mansmann University of Konstanz, Germany
Mirjana Mazuran Politecnico di Milano, Italy
Tudor Miu NewCastle University, UK
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Simitsis Alkis HP, USA
Djamal Benslimane LIRIS, Lyon, France
Mohand Boughanem IRIT, Toulouse, France
Dickson K.W. Chiu University of Hong Kong, China
Alfredo Cuzzocrea ICAR-CNR and University of Calabria, Italy
Faiez Gargouri ISIMSF, Sfax, Tunisia
Daniela Grigori Lamsade, Paris Dauphine University, France
Francesco Guerra University of Modena and Reggio Emilia, Italy
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Cloudera, Inc.
220 Portage Ave
Palo Alto, CA 94306, USA
mirko.kaempf@cloudera.com

Alfons Kemper
Faculty of Informatics
Technische Universität München
Boltzmannstr. 3
85748 Garching, Germany
kemper@in.tum.de

Boris Novikov
Dept. of Analytical Information

Systems
Saint Petersburg University
Universitetsky prosp. 28
198504 Saint Petersburg, Russia
b.novikov@spbu.ru

Themis Palpanas
Dipartimento di Ingegneria e Scienza

dell’Informazione
Università di Trento
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Abstract. Research on database and information system technologies
has been rapidly evolving over the last few years. Advances concern ei-
ther new data types, new management issues, and new kind of architec-
tures and systems. The 17th East-European Conference on Advances in
Databases and Information Systems (ADBIS 2013), held on September
1–4, 2013 in Genova, Italy, and associated satellite events aimed at cov-
ering some emerging issues concerning such new trends in database and
information system research. The aim of this paper is to present such
events, their motivations and topics of interest, as well as briefly outline
the papers selected for presentations. The selected papers will then be
included in the remainder of this voume.

1 Introduction

The East-European Conference on Advances in Databases and Information Sys-
tems (ADBIS) aims at providing a forum for the dissemination of research accom-
plishments and to promote interaction and collaboration between the database
and information system research communities from Central and East European
countries and the rest of the world. The ADBIS conferences provide an interna-
tional platform for the presentation of research on database theory, development
of advanced DBMS technologies, and their advanced applications. ADBIS 2013
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2 Y. Ait Ameur et al.

continued the ADBIS series held in St. Petersburg (1997), Poznan (1998), Mari-
bor (1999), Prague (2000), Vilnius (2001), Bratislava (2002), Dresden (2003),
Budapest (2004), Tallinn (2005), Thessaloniki (2006), Varna (2007), Pori (2008),
Riga (2009), Novi Sad (2010), Vienna (2011), Poznań (2012).

The programme of the 17th ADBIS conference, held on September 1-4, 2013
in Genoa, Italy, includes keynotes, research papers, and five satellite events. In
2013, satellite events include for the first time a special session on Big Data Man-
agement, with special emphasis on industrial applications, three thematic work-
shops, and the traditional Doctoral Consortium, for presentation of interesting
PhD student work. While papers accepted at the ADBIS main conference span a
wide spectrum of topics in the field of databases and information systems, rang-
ing from semantic data management and similarity search, to spatio-temporal
and social network data, data mining and data warehousing, data management
on novel architectures (GPU, parallel DBMS, cloud and MapReduce environ-
ments), the general idea behind each satellite event was to collect contributions
from various subdomains of the broad research areas of databases and infor-
mation systems, representing new trends in these two important areas. More
precisely, the following satellite events have been organized:

– Special Session on Big Data: New Trends and Applications (BiDaTA 2013).
– The Second International Workshop on GPUs in Databases (GID 2013).
– The Second International Workshop on Ontologies Meet Advanced Informa-

tion Systems (OAIS 2013).
– The First International Workshop on Social Business Intelligence: Integrat-

ing Social Content in Decision Making (SoBI 2013).
– Doctoral Consortium.

The main ADBIS conference as well as each of the satellite events had its
own international program committee, whose members served as the reviewers
of papers included in this volume.

This volume contains papers selected as short contributions to be presented
at the ADBIS 2013 main conference as well as papers contributed by all satel-
lite events listed above. In the following, for each event, we present its main
motivations and topics of interest and we briefly outline the papers selected for
presentations. The selected papers will then be included in the remainder of this
volume. Some acknowledgements from the organizers are finally provided.

2 ADBIS Selected Short Contributions

Introduction. The ADBIS main conference was chaired by Giovanna Guerrini
(University of Genoa, Italy) and Jaroslav Pokorný (Charles University in Prague,
Czech Republic). The main conference attracted 92 paper submissions from 43
different countries representing all the continents. All papers were evaluated by
at least three reviewers. As a result of a rigorous reviewing process, besides 26
papers selected as full contributions and published in the LNCS series, 14 papers
were selected as short contributions and included in this volume. The Program
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Committee was composed of 73 members, 16 additional reviewers further sup-
ported the review workload.

Selected papers. The selected 14 short papers span a wide spectrum of topics
in the database field and related technologies.

Papers consider a wide variety of data, ranging from spatio-temporal to XML
and workfklow instance data, from the points of view of querying, access meth-
ods, query processing, and benchmarking. Specifically, the paper R++-tree: An
Efficient Spatial Access Method for Highly Redundant Point Data (Martin Šumák
and Peter Gurský) proposes a spatial index structure defined as a variation on
R+-trees offering even better search efficiency than R∗-tree when highly redun-
dant point data are considered. The paper A Query Language for Workflow
Instance Data (Philipp Baumgärtel, Johannes Tenschert, and Richard Lenz)
proposes a query language to aggregate and query workflow instance data, mo-
tivated by an application in a simulation system to be applied to the clinical
domain, with the aim of supporting domain experts in analyzing simulation in-
put and output. Efficient query processing on workflow definitions and instance
data in RDF is also investigated. The paper On Materializing Paths for Faster
Recursive Querying (Aleksandra Boniewicz, Piotr Wísniewski, and Krzysztof
Stencel) addresses the problem of efficient implementation of recursive rules and
proposes the use of redundant data structures to answer recursive queries, inves-
tigating as well the overhead imposed by the synchronization of such structures
upon updates. The paper XSLTMark II - a Simple, Extensible and Portable
XSLT Benchmark (Viktor Maš́ıček and Irena Holubová) proposes a benchmark
for XSLT, created on the basis of the analysis of real-world XSLT scripts. The
benchmark allows one to generate test cases from templates of tests, run tests,
produce XML reports, transform reports into HTML format and test different
XSLT processors.

Query processing is addressed as well in the “Big Data” context, considering
large XML data and time series data, and paradigms such as MapReduce as
well as GPUs. Specifically, the paper Distributed Processing of XPath Queries
using MapReduce (Matthew Damigos, Manolis Gergatsoulis, and Stathis Plit-
sos) proposes a MapReduce algorithm for evaluating XPath queries over large
XML data stored in a distributed manner. The algorithm is based on a query de-
composition which computes all expected answers in one MapReduce step. The
paper Time Series Queries Processing with GPU support (Piotr Przymus and
Krzysztof Kaczmarski), by contrast, copes with time series data. It presents a
prototype query engine based on GPU and NoSQL databases plus a new model
of data storage using lightweight compression.

Besides data management and querying, data analyisis and mining is ad-
dressed as well. Specifically, the paper Labeling Association Rule Clustering
through a Genetic Algorithm Approach (Renan de Padua, Veronica Oliveira de
Carvalho, and Adriane Beatriz de Souza Serapião) focuses on the post-processing
of association rules, and specifically on their clustering. When an association rule
set is clustered, an improved presentation of the mined patterns is shown to the



4 Y. Ait Ameur et al.

user, provided that good labels are assigned to the groups, in order to guide the
user during the exploration process. The paper Spatiotemporal Co-occurrence
Rules (Karthik Ganesan Pillai, Rafal A. Angryk, Juan M. Banda, Tim Wylie,
and Michael A. Schuh) presents a general framework to discover spatiotem-
poral co-occurrence rules for continuously evolving spatiotemporal events that
have extended spatial representations. The discovery of such rules is an im-
portant problem in many application domains such as weather monitoring and
solar physics. The paper When Too Similar is Bad: A Practical Example of the
Solar Dynamics Observatory Content-Based Image-Retrieval System (Juan M.
Banda, Michael A. Schuh, Tim Wylie, Patrick McInerney, and Rafal A. Angryk)
addresses an important image data mining and information retrieval issue: find-
ing similar images, which correspond to temporal neighbors capturing the same
event instance, i.e., similar solar events in the context of the reference Solar
Dynamics Observatory.

Selected papers target as well heterogeneous and distributed contexts, rang-
ing from semantic data management (ontology alignment) to querying hetero-
geneous information sources and service discovery in P2P architectures. The
paper New Ontological Alignment System based on a Non Monotonic Descrip-
tion Logic (Ratiba Guebaili Djider, Aicha Mokhtari, Farid Nouioua, Narhimene
Boustia, and Karima Akli Astouati) considers the use of a non monotonic de-
scription logic, with an algebraic semantics, capable of assuring a maximum
of expressiveness in the definition of ontologies concepts and relationships by
taking into account the normal context aspect and the exception one. On this
basis, ontology alignment and related structural similarity measures are then
investigated. The paper DSD: a DaaS Service Discovery Method in P2P Envi-
ronments (Riad Mokadem, Franck Morvan, Chirine Ghedira Guegan, and Dja-
mal Benslimane) deals with service discovery in Data as a Service distributed
P2P environments. The proposed disovery method does not impose any topol-
ogy on the graph formed by domain ontologies and mapping links. Peers, using a
common domain ontology, are grouped in a Virtual Organization and connected
in a Distributed Hash Table. The paper Rule-based Multi-dialect Infrastructure
for Conceptual Problem Solving over Heterogeneous Distributed Information Re-
sources (Leonid Kalinichenko, Sergey Stupnikov, Alexey Vovchenko, and Dmitry
Kovalev) proposes an approach for applying a combination of semantically differ-
ent rule-based languages for interoperable conceptual programming over various
rule-based systems relying on the logic program transformation technique recom-
mended by the W3C Rule Interchange Format (RIF). The approach is combined
with heterogeneous database integration by applying semantic rule mediation.

Finally, also information system design and service oriented architecture speci-
fication are addressed by selected papers. The paper Viable Systems Model Based
Information Flows (Marite Kirikova and Mara Pudane) deals with information
system engineering and, specifically, with how to ensure that all essential informa-
tion flows are properly identified and supported. A Viable Systems Model (VSM)
is used as a basis for the identification of a set of information flows, which should be
present in VSM complying enterprises. The paper ReMoSSA: Reference Model for



New Trends in Databases and Information Systems 5

Specification of Self Adaptive Service-Oriented-Architecture (Sihem Cherif,
Raoudha Ben Djemaa, and Ikram Amous) proposes a reference model for spec-
ifying self-adaptive Service-Based Applications. The proposed model integrates
self-adaptation mechanisms and strategies to provide autonomic and adaptable
service, thus reducing maintenance costs and efforts.

3 BiDaTA 2013 – Special Session on Big Data: New
Trends and Applications

Introduction. The Special Session on Big Data - New Trends and Applica-
tions (BiDaTA 2013) has been organized by Tania Cerquitelli (Politecnico di
Torino, Italy), Silvia Chiusano (Politecnico di Torino, Italy), and Mirko Kämpf
(Cloudera, Inc., Palo Alto, California, USA).

Large volumes of data (Big Data) are being produced by various modern appli-
cations at an ever increasing rate. These applications range from wireless sensor
networks (e.g., climate/weather monitoring, intelligent mobility, water meter-
ing) to social networks and e-commerce applications. Innovative data models,
algorithms, and architectures have to be designed to deal with the “Big Data
four V-dimensions”, namely Volume, Velocity, Variety, and Veracity. These new
paradigms of software and hardware design should efficiently store, manage,
and analyze such huge data volumes, providing the necessary scalability and
flexibility for novel big data analytics applications. These challenges have been
attracting great attention from both academia and industry. The BiDaTA ses-
sion aims at providing a forum for researchers, professionals, and practitioners in
the industry sectors to discuss the research issues and share new ideas and tech-
niques for big data management and analysis. Topics of interest for this session
range from big data models, algorithms, and architectures, to cloud computing
techniques for big data, and big data search and mining in different application
domains. BiDaTA welcome research papers, application papers, and papers on
experience reports on various aspects of big data.

The BiDaTA Program Committee was composed of 14 members. The review-
ing process was also supported by 3 additional reviewers.

Keynote presentations. In the era of big data, new software design paradigms
are needed to provide the necessary scalability and flexibility in developing novel
big data analytics applications. The Apache Hadoop software library is a widely
used open-source framework supporting reliable, scalable, and distributed soft-
ware running across clusters of computers. Based on the work done by Google
in the late 1990s and the early 2000s, Hadoop is continuously evolving to meet
new trends and emerging needs in processing large data volumes in various
application domains (e.g., social networks and medical domain). The BiDaTA
session includes two keynote presentations held by Lars George (Director EMEA
Services at Cloudera) and Carlo Curino (Senior Scientist at Microsoft, USA) re-
lated to Apache Hadoop. While the former discusses the main evolutions of the
Hadoop framework, the latter presents his experience on how to get involved in
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the Hadoop open-source project. The two keynotes are briefly described in the
following, together with a short biography of the speakers.

“Hadoop is Dead, Long Live Hadoop!”, by Lars George. Hadoop has made its
way from a batch-oriented storage and processing framework to a fully fledged,
enterprise compatible ecosystem that harbours many additional projects that
are needed to move data in and out, as well as to process it timely. Following
the Google-led timeline of additions to this framework plots a clear way ahead
into less batch-oriented workloads, like quick exploration and mining of more
specific data sets – often requiring its own *structured* file format. Algorithms
less amicable to the MapReduce framework find their way into the ecosystem
by means of more generic resource management frameworks, such as YARN.
This talk addresses the current status of the Hadoop platform, yet also raises
questions and ideas on where Hadoop as an ecosystem is growing into. Hadoop
has become more than what it was originally, it is a new system with huge
potential for research projects as a platform as well as a Petri dish for new
developments within itself. Long live Hadoop!

Lars George has been involved with HBase since 2007, and became a full HBase com-

mitter in 2009. He has spoken at many conferences and Hadoop User Group meetings,

such as ApacheCon, FOSDEM, QCon, JAX, or Hadoop World and Summit. He also

started the Munich OpenHUG meetings. Lars now works for Cloudera, as the Direc-

tor EMEA Services, managing a team of Hadoop solutions architects in and around

Europe. He is also the author of O’Reilly’s “HBase - The Definitive Guide”.

“Big-Data Services in the Azure Cloud”, by Carlo Curino. The talk presents the
evolution of Hadoop from a MapReduce-only framework towards a fully gen-
eral resource management framework (YARN) enabling arbitrary data-intensive
programming models to co-exist. The experience acquired on supporting work-
preserving preemption and how to improve the YARN resource scheduling as-
pects to increase cluster utilization is also discussed. Furthermore, a path towards
a next-generation, highly multi-tenant Hadoop cloud offering, and how YARN
can be leveraged for research purposes, is highlighted.

Carlo Curino received a PhD from Politecnico di Milano, and spent two years as Post

Doc Associate at CSAIL MIT leading the relational cloud project. He worked at Yahoo!

Research as Research Scientist focusing on mobile/cloud platforms and entity dedupli-

cation at scale. Carlo is currently a Senior Scientist at Microsoft in the recently formed

Cloud and Information Services Lab (CISL) where he is working on big-data platforms

and cloud computing.

Selected papers. The special session is composed of 8 papers discussing differ-
ent interesting research issues, application domains, and experience reports on
big data management and analysis. Specifically, the session contains 4 research
papers, 2 application papers, and 2 experience reports. Due to the various topics
covered by the papers, in the following we interleave the presentation of research
and application papers, as well as experience reports.
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Parallel Relational Data Warehouses (PRDW) have been proposed as a scal-
able platform for storing, processing and analyzing large data volumes. The
research paper Designing Parallel Relational Data Warehouses: a Global, Com-
prehensive Approach (Soumia Benkrid, Ladjel Bellatreche, and Alfredo Cuz-
zocrea) addresses the data replication issues in designing PRDWs. The authors
present a redundant allocation algorithm, based on the fuzzy k-means clustering
algorithm, to design shared-nothing PRDWs.

Solar physics is an emerging big data research domain due to the massive
amounts of data generated daily. The application paper Big Data New Frontiers:
Mining, Search and Management of Massive Repositories of Solar Image Data
and Solar Events (Juan M. Banda, Michael A. Schuh, Rafal A. Angryk, Karthik
Ganesan Pillai, and Patrick McInerney) describes an interesting experience to
efficiently manage, search, and mine large collections of solar image data and
solar events. Methodologies and future directions for big data processing in solar
physics are discussed.

Nowadays, communication technologies allow users to exchange huge amount
of messages that, when properly analysed, can provide insights into user opinions.
The research paper Extraction, Sentiment Analysis and Visualization of Mas-
sive Public Messages (Jacopo Farina, Mirjana Mazuran, and Elisa Quintarelli)
proposes a framework, running in a distributed environment, for the extraction,
sentiment analysis, and visualization of a large amount of public messages from
diverse sources (e.g., social networks).

The experience report Desidoo, a Big-Data Application to Join the Online
and Real-World Marketplaces (Daniele Apiletti and Fabio Forno) discusses the
industry experience to realize an innovative big-data marketplace service run-
ning in the cloud that couples virtual and physical shops. Many challenges and
issues are discussed, ranging from dealing with heterogenous data to scaling the
proposed platform.

Recently, the volume of complex network data has increased exponentially,
while most mining algorithms assume that the network fits in primary memory.
Consequently, efficiently storing and retrieving big network data is a great chal-
lenge. The research paper GraphDB - Storing large graphs on secondary memory
(Lucas Fonseca Navarro, Ana Paula Appel, and Estevam Rafael Hruschka Ju-
nior) presents a novel persistent data structure to store, access, and query large
complex networks.

Using High Performance Computing (HPC) infrastructures for data intensive
application is an important issue in different application contexts. The experience
report Hadoop on a Low-Budget General Purpose HPC Cluster in Academia
(Paolo Garza, Paolo Margara, Nicolò Nepote, Luigi Grimaudo, and Elio Piccolo)
describes the experience made in integrating Hadoop in an academic HPC cluster
to jointly provide all available services based on MPI applications together with
the new ones based on Hadoop.

Context-aware systems can be adopted to mine only the relevant knowledge
from large data collections. These systems exploit the information on the user
context to tailor the application behaviours to her needs. The research paper
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Discovering Contextual Association Rules in Relational Databases (Elisa
Quintarelli and Emanuele Rabosio) proposes a novel algorithm to efficiently
mine contextual association rules in relational databases.

Finally, the application paper Challenges and Issues on Collecting and Ana-
lyzing Large Volumes of Network Data Measurements (Enrico Masala, Antonio
Servetti, Simone Basso, and Juan Carlos De Martin) presents the open-source
Neubot project collecting various network data measurements to analyze the
performance of end-users’ Internet connections. The authors discuss issues to ef-
ficiently query and analyze in real time the potentially large amount of collected
data.

4 GID 2013 – The Second International Workshop on
GPUs in Databases

Introduction. The Second International Workshop on GPUs in Databases
(GID 2013) was organized by Witold Andrzejewski (Poznan University of Tech-
nology, Poland), Krzysztof Kaczmarski (Warsaw University of Technology,
Poland), and Tobias Lauer (Jedox AG, Germany). GID is devoted to all subjects
related to utilization of Graphics Processing Units in database environments.
The concept of using GPUs in databases is relatively young and has not yet
received enough attention. The intention of the GID workshop is to provide a
discussion forum for industrial and scientific communities. Presentation of prac-
tical and theoretical research creates chances for fruitful cooperation between
the two communities. The 2013 event is already the second edition of the work-
shop (the previous one was organized with ADBIS 2012 conference). The GID
2013 Program Committee was composed of 7 members.

Selected papers. Similarly to the previous edition, 4 interesting presentations
were selected.

The paper GPU-Accelerated Query Selectivity Estimation based on Data Clus-
tering and Monte Carlo Integration Method developed in CUDA Environment
(Dariusz Rafal Augustyn and Lukasz Warchal) tackles the problem of utilizing
GPUs for accurate and fast computation of query selectivity estimation based
on space efficient data distribution representations.

The paper Exploring the Design Space of a GPU-aware Database Architec-
ture (Sebastian Breß, Max Heimel, Norbert Siegmund, Ladjel Bellatreche, and
Gunter Saake) introduces a survey of many approaches for utilizing GPUs in
databases. Based on this survey, key properties, important trade-offs and typi-
cal challenges of using GPUs in database environments are identified, and open
research problems are formulated.

The paper Dynamic Compression Strategy for Time Series Database using
GPU (Piotr Przymus and Krzysztof Kaczmarski) shows a very fast GPU accel-
erated lossless compression algorithm for time series databases.

Finally, the paper Online Document Clustering Using GPUs (Benjamin E.
Teitler, Jagan Sankaranarayanan, Hanan Samet, and Marco D. Adelfio) tackles
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the problem of clustering multiple documents in parallel by utilizing efficient
parallel processing capabilities of GPUs.

5 OAIS 2013 – The Second International Workshop on
Ontologies Meet Advanced Information Systems

Introduction. The Second International Workshop on Ontologies Meet Ad-
vanced Information Systems (OAIS 2013) was chaired by Ladjel Bellatreche
(LIAS/ENSMA, France) and Yamine Ait Ameur (IRIT-ENSEIHT, France).

Information Systems are record sensitive and rely on crucial data to sup-
port day-to-day company applications and decision making processes. Therefore,
these systems often contain most of company products and process knowledge.
Unfortunately, this knowledge is implicitly encoded within the semantics of the
modelling languages used by the companies. The explicit semantics is usually not
recorded in such models of information systems. References to ontologies could
be considered as an added value for handling the explicit semantics carried by
the concepts, data and instances of models. Thus, developing new user interfaces
or reconciling data and/or models with external ones often require some kind of
reverse engineering processes for making data semantic explicit.

Nowadays, ontologies are used for making explicit the meaning of information
in several research and application domains. Ontologies are now used in a large
spectrum of fields such as: Semantic Web, information integration, database
design, e-Business, data warehousing, data mining, system interoperability, for-
mal verification. They are also used to provide information systems with user
knowledge-level interfaces. Over the last five years, a number of interactions
between ontologies and information systems have emerged. New methods have
been proposed to embed within databases both ontologies and data, defining
new ontology-based database systems. New languages were developed in order
to facilitate exchange of both ontology and data. Other languages dedicated
to query data at the ontological level were proposed (e.g., RQL, SOQA-QL, or
OntoQL). In some domains, like social networks, recommender systems, informa-
tion retrieval, geographic information systems, concurrent engineering, etc. the
ontologies are used to define world wide exchange consortiums for identifying rel-
evant information, recommending them, providing semantic indexes, matching
schemas of heterogeneous information sources, etc.

All these motivations led to the organization of OAIS 2013. This event inten-
tionally seeked scientists, engineers, educators, industry people, policy makers,
decision makers, and others to share their insight, vision, and understanding of
the ontologies challenges in Advanced Information Systems. The OAIS Program
Committee was composed of 27 members.

Selected papers. We accepted 6 papers from various countries all over the
world (Algeria, France, Germany, India, and Tunisia). The paper Using the Se-
mantics of Texts for Information Retrieval: a Concept- and Domain Relation-
based Approach (Davide Buscaldi, Marie-Noëlle Bessagnet, Albert Royer, and
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Christian Sallaberry) presents a method for calculating conceptual similarity.
The used information retrieval strategy is based on exploring an ontology and
domain relations between concepts marked by verbal forms. Experiments exe-
cuted using the implemented system show that using ontologies improves recall
with respect to a classic Information Retrieval system. When also domain rela-
tions are considered, precision is also improved.

The paper A Latent Semantic Indexing-based Approach to Determine Similar
Clusters in Large-Scale Schema Matching (Seham Moawed, Alsayed Algergawy,
Amany Sarhan, Ali Eldosouky, and Gunter Saake) deals with the identification
of semantic correspondences across shared-data applications, such as data inte-
gration, and presents a new clustering-based approach, using Latent Semantic
Indexing for retrieving the conceptual meaning between clusters.

The paper Poss−SROIQ(D): Possibilistic Description Logic Extension To-
ward an Uncertain Geographic Ontology (Safia Bourai, Aicha Mokhtari, and
Faiza Khellaf) presents a possibilistic extension of Description Logic as a
solution to handle uncertainty and to deal with inconsistency in geographical
applications.

The paper Ontology-based Context-Aware Social Networks (Maha Maalej,
Achraf Mtibaa, and Faiez Gargouri), after presenting a state-of-the-art survey
about knowledge extraction using ontologies in social networks, proposes an
approach which combines context-awareness and ontology usage in mobile plat-
forms, with the aim of assisting a mobile user in retrieving her/his information
from a social network.

The paper Diversity in a Semantic Recommender System (Latifa Baba-Hamed
and Magloire Namber) introduces the notion of diversity in recommender sys-
tems, with the aim of developing algorithms to provide the user with not only
all the most relevant contents, but also the most diversified.

Finally, the paper Ontologydriven Observer Pattern (Amrita Chaturvedi and
Prabhakar T.V.) proposes an ontology driven observer pattern which mitigates
the drawbacks arising in GoF observer patterns and also those which occur in
the general usage of patterns.

6 SoBI 2013 – The First International Workshop on
Social Business Intelligence: Integrating Social Content
in Decision Making

Introduction. The First International Workshop on Social Business Intelli-
gence: Integrating Social Content in Decision Making (SoBI 2013) was organized
by Matteo Golfarelli (University of Bologna, Italy) and Stefano Rizzi (University
of Bologna, Italy)

Social Business Intelligence is the discipline of effectively and efficiently com-
bining corporate data with social data to let decision-makers effectively ana-
lyze and improve their business based on the trends and moods perceived from
the environment. As in traditional Business Intelligence, the goal is to enable
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powerful and flexible analyses for users with a limited expertise in databases
and ICT.

Social Business Intelligence is at the cross-road of several areas in Computer
Science such as Database Systems, Information Retrieval, Data Mining, and
Natural Language Processing. Though the ongoing research in these fields has
made available results and technologies for Social Business Intelligence, an overall
view of the related problems and solutions is still missing. The goal of SoBI 2013
was to put together for the first time researchers and practitioners coming from
different areas related to Social Business Intelligence for sharing their findings
and cross-fertilizing their research.

The SoBI 2013 Program Committee included 13 members. The reviewing
process was also supported by 2 additional reviewers. They carefully revised the
papers submitted to SoBI as well as the papers initially submitted to the Sec-
ond International Workshop on Social Data Processing (SDP 2013), organized
by Jaroslav Pokorný (Charles University in Prague, Czech Republic), Katarzyna
Wegrzyn-Wolska (ESIGETEL, France), and Vaclav Snasel (VSB - Technical Uni-
versity of Ostrava, Czech Republic), which was canceled due to the limited num-
ber of submitted papers.

Keynote presentations. The SoBI program included a keynote presentation,
whose related paper is contained in this volume. The invited talk Towards a
Semantic Data Infrastructure for Social Business Intelligence, given by Rafael
Berlanga LLavori, aims at introducing the new challenges arising when attempt-
ing to integrate traditional corporate data and external sentiment data, to devise
potential solutions for the near future, and to propose a semantic data infras-
tructure aimed at providing new opportunities for integrating traditional and
social Business Intelligence.

Rafael Berlanga Llavori is associate professor of Computer Science at Universitat

Jaume I, Spain, and the leader of the TKBG research group. He received the BS

degree from Universidad de Valencia in Physics, and the PhD degree in Computer Sci-

ence in 1996 from the same university. In the past, his research was focused on temporal

reasoning and planning in AI. His current research interests include knowledge bases,

information retrieval and the semantic web. He has directed several research projects

and has published in several journals and international conferences in the above areas.

Selected papers. The SoBI program includes 4 research presentations. The pa-
per Subjective Business Polarization: Sentiment Analysis Meets Predictive Mod-
eling (Furio Camillo and Caterina Liberati) focuses on sentiment analysis, shows
how a probabilistic Kernel classifier can be employed to get the rule of discrimi-
nation for automatically assigning a polarity to social content out of a manually
labeled training set, and presents the results of a real case study related to a
world-wide brand of beauty products.

The paper Sentiment Analysis and City Branding (Roberto Grandi and Fed-
erico Neri) aims at illustrating the potential of sentiment analysis. This is done
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by presenting a case study that applies opinion mining to city branding aimed
at showing what trends it can —and cannot— highlight.

The paper A Case Study for a Collaborative Business Environment in Real
Estate (Nicoletta Dess̀ı and Gianfranco Garau) falls in the area of collaborative
decision support. The idea is to inject social perspective into a Spatial Decision
Support System: decision makers are organized in a social structure that includes
citizens, companies, and organizations and interact using a social network.

The paper OLAP on Information Networks: a New Framework for Dealing
with Bibliographic Data (Wararat Jakawat, Cécile Favre, and Sabine Loudcher)
discusses the main challenges arising when combining information networks,
OLAP, and data mining technologies with specific reference to bibliographic
data. The main idea is to be able to analyze these data and their dynamics
adopting different points of view.

7 Doctoral Consortium

Introduction. The Doctoral Consortium (DC) is a forum for Ph.D. students to
present their research ideas, confront them with the scientific community, receive
feedback from senior mentors, socialize and tie cooperation bounds. Students re-
ceive support and inspiration from their peers, and they enjoy the opportunity to
discuss their research and career objectives with senior members of the commu-
nity from outside their institution. Students present and discuss their research
directions in the context of an established international conference outside of
their usual university environment. The chairs of the Ph.D. Consortium, respon-
sible for selecting the papers from this category, were Alfons Kemper (Techn.
Univ. Muenchen, Munich, Germany) and Boris Novikov (St-Petersburg Univer-
sity, Russia). The DC sessions were scheduled in parallel with workshop sessions
affiliated with the ADBIS 2013 conference. Each participant had an opportunity
to present her/his research, followed by discussion with and comments by senior
researchers. In addition, a poster session was held during the main conference.
Each participant of the Doctoral Consortium was invited to present her/his re-
search during the poster session, thus increasing the exposure of the research
and engaging in discussions with senior members of the research community.

Selected papers. We seeked Ph.D. student participants who are either ad-
vanced and have determined the direction of their thesis research with some
preliminary results already obtained or Ph.D. student participants who are in
the early stages of their dissertation year. The Doctoral Consortium hosted 10
presentations of which 3 were accepted as advanced PhD projects with a paper
publication in this volume and 7 students in the early stage to discuss their PhD
direction.

The paper Spatial Indexes for Simplicial and Cellular Meshes (Riccardo Fel-
legara) addresses the problem of performing spatial and topological queries
on simplicial and cellular meshes, by first presenting a family of spatial in-
dexes for tetrahedral meshes and then proposing a specific data structure, for
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performing efficient topological queries on simplicial meshes. Extension of the
proposed structures to arbitrary dimensions is also discussed.

The paper Mathematical Methods of Tensor Factorization applied to Recom-
mender Systems (Giuseppe Ricci, Marco de Gemmis, and Giovanni Semeraro)
deals with personalization algorithms able to manage huge amounts of data for
the elicitation of user needs and preferences, with a special enphasis on matrix
factorization techniques. It also defines a method for tensor factorization suitable
for recommender systems.

Finally, the paper Extended Dynamic Weighted Majority using Diversity to
Handle Drifts (Parneeta Sidhu and MPS Bathia) provides a new framework to
handle concept drift for online data, based on the notion of diversity. The result-
ing online approach guarantees better accuracy with respect to other existing
approaches at a slight increase in the running time and memory usage.

8 Conclusions

ADBIS 2013 organizers and ADBIS 2013 satellite events organizers would like
to express their thanks to everyone who contributed to the volume content. We
thank the authors, who submitted papers to the various events organized in the
context of ADBIS 2013. Special thanks go to the Program Committee members
as well as to the external reviewers of the ADBIS 2013 main conference and
of each satellite event, for their support in evaluating the submitted papers,
providing comprehensive, critical, and constructive comments and ensuring the
quality of the scientific program and of this volume. We all hope you will find the
volume content an useful overview of new trends in the areas of databases and
information systems that may further stimulate new ideas for further research
and developments by both the scientific and industrial communities. Enjoy the
reading!
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Abstract. The choice of the representation formalism of the knowledge
manipulated on the Web thanks to the ontologies is a crucial point which
can conditioned their use. We must be capable of assuring a maximum
of expressiveness in the definition of ontologies’ concepts and relations
by taking into account the normal context aspect and the exception one.
The second very important point is the simultaneous use of several on-
tologies in a purpose of sharing information. This use became possible
thanks to the ontology alignment. It is based on the syntactic, semantic
and structural similarities of the different input ontologies. To write the
ontology concepts, we propose in this work, a non-monotonic description
logic whose semantics is algebraic-based. Then, based on this represen-
tation formalism, we show how to improve the measure used to compute
the structural similarity.

Keywords: Ontology alignment, Description logic, Normal form, Sim-
ilarity measure, OWLδε, Default and exception, Non-monotonicity.

1 Introduction

In the semantic Web, the structure and the semantics of data are described
by means of ontologies, that the software can understand better. Indeed, this
mode of representing data facilitates its localization and its integration for var-
ious objectives. However, there is no universal ontology, shared and adopted
by all users of a given domain. Thus, a key issue to improve system’s interop-
erability is to propose a suitable solution to the heterogeneousness. This can
only be done by the reconciliation of the various ontologies used in a domain
by the different systems. This reconciliation is often performed by manual or
semi-automated ontology integration which consists in identifying the corre-
spondences between concepts from different ontologies. We speak then about
ontology mapping (matching, put in correspondences or alignment)[1] [2].

Several ontology alignment approaches exist in the literature (See for example
[1],[3], [4],[5]). They are based on various similarity measures.

B. Catania et al. (eds.), New Trends in Databases and Information Systems, 17
Advances in Intelligent Systems and Computing 241,
DOI: 10.1007/978-3-319-01863-8_2, c© Springer International Publishing Switzerland 2014
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In a previous paper [6], we proposed an argumentation preference-based sys-
tem to make decision about the acceptance of concepts correspondances. But,
the concepts are written in a liberal form. To improve this representation, so
that to ensure a better expression power and to bring more formalization to
the process, we have proposed in another work [8], to write concepts of our on-
tologies on a description logic. But, in commonsense reasoning one often wants
to state and to infer relationships that are only ”normally” true, but that may
have exceptions. This is the main concern of non-monotonic reasoning. For that,
in [7] an extension of description logic with the aim of taking into account the
non-monotonic knowledge, named ExtDLδε has been proposed. The specificity
of our approach is the use of an algebraic-based semantics for our description
logic unlike the classical practice where the semantics is based rather on a first
order logic interpretation. Following this algebraic semantics, the concepts are
written in a particular form called normal form. The principal contribution, in
this paper, is the proposition of a new method to compute the structural mea-
sure. This measure is not only based on the neighborhood consideration but also
on the application of the subsumption operation. This latter is based on the con-
cept normal forms. Our paper will be structured as follows. The section 2, will
be dedicated to remind the extension of the description logic named ExtDLδε,
that we adopted in paper [7], and explain its semantics. In section 3, we define,
using our formalism, a new structural similarity measure. Finally, we end by
concluding and giving some perspectives for future work.

2 The ExtDLδε Description Logic

2.1 Language

ExtDLδε is a description logic including default’s (δ ) and exception’s (ε ) con-
nectives for concept definition. ExtDLδε language is inductively defined with a
set of primitive roles R, a set of primitive concepts P, constant concept T(Top)
and the following syntactic rules.

C,D → � (the most general concept) | ⊥ (the most specific concept)
| P (primitive concept) | ¬P (negation of a primitive concept)
| C ∩D (concept conjunction) | C ∪D (concept disjunction)
| ∀R : C (value restriction) | ∃R : C (cardinality restriction)
| ≥ n (maximal cardinality) | ≤ n (minimal cardinality)
| δC (default concept) | Cε (exception of the concept C)

We use δC to express C as a default concept and Cε as an exception.
For example, to express that an elephant is a contemporary animal generally gray
and by default has tusks and trunk. A Royal-elephant is a white elephant and is
exceptionally not gray. Finally, a dusty royal elephant is a gray Royal-elephant.
Formally we write:
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Elephant = Animal ∩ Contemporary ∩ δGray ∩ δTusks ∩ δTrunk
RoyalElephant = Elephant ∩ δWhite ∩ Grayε

DustyRoyalElephant = Elephant ∩ Whiteε ∩ (Grayε)ε

Let us consider the following equations’ set (EQ), where A, B and C belong
to ExtDLδε

(A ∩B) ∩ C = A ∩ (B ∩ C) Prop1.1 A ∩B = B ∩ A Prop1.2
A ∩ A = A ∩ A = A Prop1.3 � ∩A = A Prop1.4

A ∩ ¬A = ⊥ Prop1.5 A ∩ ⊥ = ⊥ Prop1.6
(A ∪B) ∪ C = A ∪ (B ∪ C) Prop2.1 A ∪B = B ∪ A Prop2.2

A ∪ A = A ∪ A = A Prop2.3 � ∪A = � Prop2.4
A ∪ ¬A = � Prop2.5 A ∪ ⊥ = A Prop2.6

δ(A ∩B) = δA ∩ δB Prop3.1 A ∩ δA = A Prop3.2
Aε ∩ δA = Aε Prop3.3 δδA = δA Prop3.4
(δA)ε = Aε Prop4.1 (A ε)ε = δ A Prop4.2

In the previous example, by replacing the definition of concept ”Elephant” in
concept ”RoyalElephant” and ”DustyRoyalElephant” the following definitions
hold:

RoyalElephant = Animal ∩ Contemporary ∩δTusks∩δ Trunk∩δ White ∩δGray
∩ Grayε (2.1)
DustyRoyalElephant = Animal ∩Contemporary ∩δ Tusks ∩δ Trunk ∩ Whiteε∩
δGray ∩(Grayε)ε (2.2)
– In (2.1) (δGray∩ Gray ε) is remplaced by (Grayε) according to Prop3.3
– In (2.2) (Grayε)ε is replaced by ( δGray) according to Prop4.2

The new formulas become:

RoyalElephant= Animal∩ Contemporary∩δTrunk ∩δTusks ∩δWhite ∩ Grayε

DustyRoyalElephant= Animal ∩ Contemporary ∩δTrunk ∩ Whiteε∩ δGray ∩δ
Tusks.

2.2 Intentional Semantic

This framework covers different logic aspects of formal concepts’ definition and
subsumption. In our approach, subsumption is considered from a descriptive and
a structural point of view and unlike the classical DL which uses a first order
logic based semantics, the associated semantic in our approach is rather alge-
braic based. For that purpose, We define a structural concept algebra CLδε to
give an intentional semantic in which concepts are denoted by the normal form
of their properties set as in [7][9][10]. From the class of CL-algebra, we present
a structural algebra CLδε which endows ExtDLδε with an intentional seman-
tic. Elements of CLδε are the canonical intentional representation of ExtDLδε

terms (i.e. the set of properties presented in their normal forms). We call elements
of CLδε normal forms. The definition of CLδε needs a homomorphism h, which
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associates an element of CLδε to a term of ExtDLδε. Using the equational system
given above, we calculate for each concept its single normal form structural de-
notation. Computing a normal form from a concept description is a “rewriting”
term based on the equation’s system EQ. Elements of CLδε are 6-tuples pairs
with the same structure, the first is used to represent strict properties, the second
to default ones.

The sixth field of each 6-tuples represents exception, which includes a 6-tuples’
possibly empty set, where each 6-tuples represents an exception concept (An
exception concernes only a default property: See section 2 Prop3.3). Intuitively,
the CLδε elements’ structure is defined as follow:

Definition 1: An element of CLδε corresponding to a term T of ExtDLδε is
a pair ≺ tθ, tδ �, where tθ and tδ are the strict and the default parts of T,
respectively. tθ and tδ are 6-tuples (Dom, Min, Max, π, r, ε ) defined as follows:

– Dom: is an individuals’ set {I1, ..., In}, if the description includes the prop-
erty ONE-OF{I1, ..., In} else the symbol UNIV (Universe).

– Min (resp. Max): is a real u, if the description includes the property Min u
(resp. Max u) else we use the default value MIN-R (resp. MAX-R).

– π is a primitive concepts set of T .
– r is a set of elements defined as follows: ≺ R, c � where:

• R is a role name.
• c is a structure, if T includes ∀R : c in its definition else a denotation of

T otherwise.
– ε is a set of 6-tuples (Dom, Min, Max,π,r,ε).

Notation: the complete structure is denoted by ≺ (tθdom, tθmin, tθmax, tθπ, tθr, tθε),
(tδdom, tδmin, tδmax, tδπ , tδr, tδε) � Examples of the passage from CLδε’s elements
to ExtDLδε’s elements are giving in Table 1.

Example: ≺ (Univ,Min − R,Max − R, {Animal} , ∅, ∅), (Univ,Min − R,
Max−R, {Animal, F ly} , ∅, ∅)� is a description of Bird ≡ Animal ∩ δF ly.

2.3 Subsumption

There are several equivalent definitions of subsumption relation. The first re-
sponse to the question: ’is C subsuming D?’ is by comparing their instances sets.
This approach uses an extensional semantics. The second response approach,
that we are interested in, compares the properties’ set of concepts C and D.
This approach uses an intentional semantic [9]. In our proposal, the two com-
pared concepts are defined by their descriptive normal forms ss stated above. In
Algorithm 1, we answer the previous question in two steps: first, we calculate
the normal forms of the concepts C and D and that of their conjunction (C∩D),
then we compare the result.
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Table 1. Subset of Connectors and constants interpretation of CLδε

ExtDLδε CLδε

� ≺ (UNIV, MIN-R, MAX-R, ∅, ∅, ∅),
(UNIV, MIN-R, MAX-R, ∅, ∅, ∅)�

P ≺ (UNIV, MIN-R, MAX-R, P, ∅, ∅),
(UNIV, MIN-R, MAX-R, ∅, ∅, ∅)�

∀R : C(C �≡ � et C �≡ ⊥) ≺ (UNIV, MIN-R, MAX-R, ∅, {〈R, ∅, 0, |cθ.dom|, c〉}, ∅),
(UNIV, MIN-R, MAX-R, ∅, {〈R, ∅, 0, |cθ.dom|, c〉}, ∅)�

∀R : C et C ≡ ⊥ ≺ (UNIV, MIN-R, MAX-R, ∅, {〈R, ∅, 0, 0, b0〉}, ∅),
(UNIV, MIN-R, MAX-R, ∅, {〈R, ∅, 0, 0, b0〉}, ∅)�

∀R : CetC ≡ � ≺ (UNIV, MIN-R, MAX-R, ∅, ∅, ∅),
(UNIV, MIN-R, MAX-R, ∅, ∅, ∅)�

δ C ≺ (UNIV, MIN-R, MAX-R, ∅, ∅, ∅), cδ �
Cε ≺ (UNIV, MIN-R, MAX-R, ∅, ∅, cδ),

(cδ.dom, cδ.max, cδ.min, cδπ, cδr, cδε ∪ cδ)�
⊥ b0

Algorithm 1. Subsumption Algorithm

Require: C and D two concepts description of ExtDLδε
Ensure: Response “Yes” or “No” to the question “Is C subsumed by D?” {Compute

normal forms}
fn(C) ← Normalization(C)
fn(C � D) ← Normalization(C � D)
if fn(C)=b0 then

Response ← “Yes”
else

if fn(C � D)=b0 then
Response ← “No”

else
{Comparison of the obtained normal forms: We compare each element of C’s
normal form with the equivalent element of (C �D)’s normal form}
Compare(fn(C)θ , fn(C� D)θ, rep1)
if rep1=”Yes” then

Compare(fn(C)δ , fn(C� D)δ, rep1)
Response ← rep2

else
Response ← “No”

end if
end if

end if

Our aim in the next section is to present the modifications we propose in order
to improve the structural measure. These modifications are possible thanks to
the concepts formalism, as well as the subsumption algorithm detailed above.
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3 Structural Measure

Generally, to compute the structural similarity value, the structural techniques
based on the taxonomy relations (IS-A) are used. It is obtained by using lin-
guistic similarity, as well as the neighboring structure. For every category of an
entity to be aligned, one must extract its neighbors (The direct super-entities,
direct sub-entities and The sisters’ entities). In our previous work [6], the neigh-
bors of the same type (mothers, sons and sisters) are compared. Every obtained
value for every type of neighbor is multiplied by an importance factor which
specifies its preference with regard to the other neighbors. The sum of the three
values gives the structural similarity value. The limit of this proposal is that it
requires to recompute syntactic and semantic similarity values for each of the
first ontology’s concept with each of the second ontology’s concept neighbors.
This makes complex the associated treatments. To improve the results and re-
duce the treatment time, we propose the follow three necessary stages in order
to calculate the new similarity value based on the normal forms [7].

Step 1. First, the ontologies coded in OWLδε [7] will be presented in a graphical
representation (See for example Fig.2). Note that we have four types of relations:

– (C→C’), represents the hierarchy relation ’IS-A’, C is a sub-concept of C’.

– (C
r→ C′), indicates that there is a relation ’r’ between C and C’.

– (C
δ→P), C has by default a property P.

– (C− ε→P) C has an exception on (don’t possess) a property P.
Each concept of the pair ≺C1, C2� is rewritten so that to get back all its prop-
erties (generally, it is obtained by the conjuction of its ascendants, default and
exception). This will allow us to have a complete definition of the concept.

Example. Let us consider two concepts: ”Teacher-Temporary replacement” and
”Teacher-Phd Student Researcher” belonging to ontologies O1, O2 respectively
(Fig.2). The considered couple of concepts is then: ≺ Teacher-Phd Student Re-
seacher, Teacher-Temporary replacement�. We have the following definitions:
Teacher-Phd Student Researcher = Teacher ∩ Researcher ∩ Phd Student∩ δ(Not
Worker) ∩(Not Worker)ε = Teacher ∩ Researcher ∩ Phd Student∩(Not Worker)ε

Teacher-Temporary replacement = Teacher ∩ Temporary replacement ∩ Phd
Student ∩ δ(Not worker) ∩ (Not worker)ε= Teacher ∩ Temporary replacement
∩ Phd Student ∩ (Not worker)ε

Step 2. Computing the normal forms of the concepts. Every concept of the couple
will be replaced by its normal form (See section 2).

Example The normal form of ≺ Teacher- Phd Student Reseacher, Teacher-
Temporary replacement � is the following:

≺≺ (Univ, MIN-R, MAX-R,{Teacher,Reseacher, PhdStudent}, Φ,Φ)(Univ,
MIN-R, MAX-R, {Teacher,Reseacher, PhdStudent},Φ, {NotWorker}) �, ≺
(Univ, MIN-R, MAX-R,{Teacher, T omporary − remplacement, PhdStudent},
Φ, Φ)(Univ, MIN-R, MAX-R, {Teacher, T emporary− replacement,
PhdStudent}, Φ,{NotWorker}) ��.
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Fig. 1. Two ontologies belonging to a same domain

Step 3. Execution of the subsumption algorithm.
First, we define the concept cardinality as the number of the componnents of its
normal forms. Let us denote by |C1| the cardinality of the normal form of C1.
|C1| =

∑
|x| , x is an element of the C1 normal form and |x| �= 0 (x must be

different from the default value).

Example: |Teacher- Phd Student Reseacher|= 7. |Teacher- temporary
replacement| = 7.

After that, we execute the subsumption algorithm for each concept of the
couple (C1, C2) as well as the conjunction of concepts C1 ∩ C2.

Example: We calculate Subsumption (Teacher- Phd Student Reseacher,
Teacher-Phd Student Reseacher ∩ Teacher-Temporary replacement) and Sub-
sumption (Teacher-Temporary replacement, Teacher- Phd Student Reseacher ∩
Teacher- Temporary replacement).

The following cases can occur:
– If the result is C1, then we can conclude that C1 ⊆ C2. Thus, the similarity

value Sim(C1, C2) = |C1| ÷ |C2|
– If the result is C2, then we can conclude that C2 ⊆ C1. Thus, Sim(C1, C2)

= |C2| ÷ |C1|
– If the result is C1 and C2, the C1 ≡ C2. Thus, Sim(C1, C2) = 1.
– If the result is equal to φ. Then, Sim(C1, C2) = 0
– Finally, if the result is different from φ, different fom C1 and different from

C2, then Sim(C1, C2) = |C1 ∩ C2| ÷max(|C1|, |C2|).
Example Subsumption (Teacher-Phd Student Reseacher, Teacher-Temporary
replacement∩ Teacher-Phd Student Reseacher) = Teacher∩ Phd Student ∩ (Not
Worker)ε. Thus, the similarity value is: sim(Teacher-Phd Student Reseacher,
Teacher-Temporary replacement)= |fn(Teacher∩PhdStudent∩(NotWorker)ε)|÷
max(7, 7) = 5 ÷ 7 = 0.71

4 Related Works

In [11], authors propose the writing of the concepts of the biomedical ontologies
with default logic, because it admits a tranparent representation, and allows a
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semantically correct translation to a form of non-monotonic, declarative logic
called answer set programs (ASP). In [12],authors suggest endowing OWL of
means of description of non-monotonic properties. This extension is based on
autoepistemic description logic (ADL) in the context of local closed word rea-
soning. In [13], a solution of use of several ontologies distributed geographically
by integrating within the description logic the default logic is proposed. These
approaches are interested in the semantic aspect of an alignment, an essential
point which we not treated at the moment, because we are at present inter-
ested in the structural aspect of the ontologies. This non-monotonic description
logic reasoning hasn’t been developed enough (see the recommendation of the
Description logic Handbook [14]). Furthermore, the Reiter’s default logic [15]
had no semantics. It is only long after that, authors in [16] have to show the
equivalence with the auto epistemic logic and they thus used its semantics. The
semantics of our approach is very simple one and very practical description. It
is an algebraic semantics.

5 Conclusion

In this paper, we proposed an ontology alignment system based on the com-
putation of the similarity values. Concepts are not written in a liberal format,
i.e., using simply their names, but in a new formalism based on the language
of the non monotonic description logic ExtDlδε. Every concept of the ontology
is prepresented by its normal form. The specificity of this formalism is the al-
gebraic nature of its semantics. Thanks to this formalism, we proposed a new
structural measure to compute the similarity of concepts. In this measure we can
give a value to that similarity based on the kinds of relations between entities:
equivalence (≡ ), subsumption (⊆ ), incompatibility (⊥ ), etc. Also, using this
concepts rewriting (normal forms), it is possible to take into account other kinds
of relations than the relation ”IS-A”. A default and an exception on concepts’
properties can be expressed easily and formally. An implementation of this sys-
tem is on progress. A first version of the reasoner based on this non-monotonic
description logic is already developped. An immediate perspective is the val-
idation of our approach with regard to the reference alignments [9]. A main
perspective of our work is to study the modifications of the similarity measures
other than the structural one.
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Abstract. Spatiotemporal co-occurrence rules (STCORs) discovery is
an important problem in many application domains such as weather mon-
itoring and solar physics, which is our application focus. In this paper, we
present a general framework to identify STCORs for continuously evolv-
ing spatiotemporal events that have extended spatial representations.
We also analyse a set of anti-monotone (monotonically non-increasing)
and non anti-monotone measures to identify STCORs. We then validate
and evaluate our framework on a real-life data set and report results of
the comparison of the number candidates needed to discover actual pat-
terns, memory usage, and the number of STCORs discovered using the
anti-monotonic and non anti-monotonic measures.

Keywords: spatiotemporal events, extended spatial representations, spa-
tiotemporal co-occurrence rules.

1 Introduction

Spatiotemporal co-occurrence patterns (STCOPs) represent subsets of event
types that occur together in both space and time. The discovery of spatiotempo-
ral co-occurrence rules (STCORs) from STCOPs in data sets with evolving ex-
tended spatial representations is an important problem for application domains
such as weather monitoring, astronomy, and solar physics, which is our applica-
tion focus, and many others. Given a spatiotemporal (ST) database in which data
objects are represented as polygons that continuously change their movement,
shape, and size, our goal is to discover STCORs. In this paper we present a novel
approach to our recent work initiated in [9], where we introduced the STCOPs
mining problem, developed a general framework to discover STCOPs, and in-
troduced an Apriori-based [1] STCOPs mining algorithm. This paper makes the
following new contributions: 1) We introduce our novel Apriori-based STCOR-
Miner algorithm; 2) We analyse a set of anti-monotonic and non anti-monotonic
measures to discover STCORs; and 3) We verify the STCOR-Miner algorithm
with a real-life data set, and provide experimental results reporting comparisons
on the number of candidate pattern instances and actual pattern instances found
for both types of measures, memory usage of the STCOR-Miner algorithm for
our measures, and the number of STCORs discovered.

B. Catania et al. (eds.), New Trends in Databases and Information Systems, 27
Advances in Intelligent Systems and Computing 241,
DOI: 10.1007/978-3-319-01863-8_3, c© Springer International Publishing Switzerland 2014
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Since ST data mining is an important area, many algorithms have been pro-
posed in literature for co-location mining in ST databases: topological pattern
mining [13], co-location episodes [2], mixed drove mining [3], spatial co-location
pattern mining from extended spatial representations [14], and interval orien-
tation patterns [8]. However, none of these approaches focus on mining ST co-
occurrences from data represented as polygons evolving in time. Due to space
constraints we do not give detailed information on these works; however, inter-
ested readers read our earlier paper published in [9] for detailed list of literature.

The rest of the paper is organized as follows: We review important concepts
of modeling STCOPs for evolving extended spatial representations in Sec. 2. In
Sec. 3, we present our proposed STCOR-Miner algorithm. Finally in Sec. 4 we
present the experimental evaluation and summary of results.

2 Modeling STCOPs

Given a set of ST event types denoted E = {e1, . . . , eM}, and a set of their
instances I = {i1, . . . , iN}, such that M � N . A STCOP is a subset of event
types that co-occur in both space and time.

Fig. 1. An ST data set with 2D spatial
objects evolving in time

Fig. 2. Example of size-2 co-occurrence of
spatiotemporal objects

Fig. 3. (a) Table with temporal event information. (b) Example cce calculation.

In Fig. 1, we show an example data set, which we use to explain the concepts
in detail. In Fig. 3 a), we show the Instance ID, Event Type, Start Time, and End
Time of data instances from Fig. 1. This data set contains four event types. The
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event type e1 has five instances, e2 has three instances, e3 has four instances,
and e4 has two instances. For simplicity, in this example we do not show the
sequence of 2D shapes that reflect the ST evolution of our data.

A size-k STCOP is denoted as SE = {e1, . . . , ek}, where SE ⊆ E, SE �= ∅
and 1 < k ≤ M . We can have multiple size-k STCOPs derived from the set
E, so to separate them we will use subscripts in future definitions, to denote
uniqueness, i.e., SEi �= SEj , and SEi and SEj contain different event types.
pat instance is a pattern instance of an STCOP SEi, if pat instance contains
an instance of all event types from SEi. No proper subset of pat instance is
considered to be a pattern instance of SEi. For example, {i2, i7, i10} is a size-3
(k = 3) pattern instance of co-occurrence SEi = {e1, e2, e3} in the example data
set. A collection of pattern instances of SEi is a table instance of SEi, and is
denoted as tab instance(SEi). For example, {{i1, i6, i9}, {i2, i7, i10}} is a size-3
(k = 3) tab instance(SEi = {e1, e2, e3}) in the example data set. An STCOR is
of the form SEi ⇒ SEj(cce, p, cp), where SEi and SEj are STCOPs, such that
SEi �= SEj , and parameters cce, p, and cp characterize the rule in the following
manner: (a) cce is the ST co-occurrence coefficient and it indicates the strength
of ST relation’s occurrence that is investigated. The STCOPs mining algorithm
[9] uses the ST relation Overlap for cce. To distinguish the ST relation from
the purely spatial one, we will use, capital letter in the name of the former.
Some examples of ST Overlap are {i1, i6}, {i2, i7}, and {i7, i10} in Fig. 1. (b) p
is the prevalence measure. The prevalence measure emphasizes how interesting
the ST co-occurrences are based on prevalence. In our investigation, we used the
participation index (pi), proposed in [6], as the prevalence measure. The pi is
monotonically non-increasing when the size of the STCOP increases, which is
exploited for computational efficiency [6]. (c) cp is the conditional probability [6]
of our STCOR. The cp gives the confidence of the STCOR SEi ⇒ SEj .

2.1 Measures

Our STCOPs algorithm [9] uses the ST co-occurrence coefficient to calculate cce.
The ST co-occurrence coefficient is closely related to the coefficient of areal cor-
respondence (CAC) proposed in [12]. CAC is computed for any two or more over-
lapping polygons as the area of their intersection, divided by the area of union
(spatial version of Jaccard measure [7]). In [9], we extend CAC to three dimen-
sions (two dimensions correspond to space and the third dimension corresponds
to time) and calculate the ST co-occurrence coefficient using ST volumes: (1)The
Intersection volume of a size-k pattern instance, denoted V (i1∩i2, . . . , ik−1∩ik),
is the volume of the three dimensional object representing the Intersection of the
trajectories of all instances involved in a given pattern instance. (2)The Union
volume of a size-k pattern instance, denoted as V (i1 ∪ i2, . . . , ik−1 ∪ ik), is the
volume of the three dimensional object representing the Union of the trajectories
of all instances involved in a given co-occurrence.
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2.2 Co-occurrence Coefficient cce

We use the cce as our measure to assess the strength of the ST relation Overlap.

cce is calculated for a size-k pattern instance as the ratio J =
V (i1∩i2,...,ik−1∩ik)
V (i1∪i2,...,ik−1∪ik)

.

The symbol J represents the Jaccard measure [7] (Fig. 2), which is commonly
accepted by data mining practitioners [7,11]. Computing the cce for extended ST
representations such as evolving polygons is not a trivial task. In Fig. 2, we show
the movement of a pair of instances of two event types that change sizes and
directions across different time instances. We also show the region of Intersection
and the region of Union at different time slots. If we assume that instances
{i1, i6}, in our example data set (Fig. 1 and Fig. 3 a)), have ST Intersection
volume V (i1 ∩ i6) = 241 and a ST Union volume V (i1 ∪ i6) = 1005, then, cce =
V (i1∩i6)
V (i1∪i6)

= 0.23 (see the notes under Fig. 3 b) for detailed calculations).

Fig. 4. Measures evaluating ST relation Overlap (cce)

Although, we have shown calculation of our cce using the Jaccard measure,
in this paper we would like to investigate alternative measures in detail. We
analyze six different measures (denoted in the first column of Fig. 4) to assess
the strength of ST Overlap.

2.3 Prevalence of STCOPs

The participation index pi(SEi) of an STCOP SEi is mink
j=1pr(SEi, ej), where

k is the size of the pattern (cardinality of SEi), and the participation ra-
tio pr(SEi, ej) for a event type ej is the fraction of the total number of in-
stances of ej forming ST co-occurring instances in SEi. For example, from Fig.
1 and Fig. 3 a) we can see that the pattern instances of SEi = {e1, e2, e3} are
{{i1, i6, i9}, {i2, i7, i10}}. Only two (i1, i2) out of five instances of the event type
e1 participate in SEi = {e1, e2, e3}. So, pr({e1, e2, e3}, e1) = 2/5 = 0.40. Sim-
ilarly pr({e1, e2, e3}, e2) = 2/3 = 0.67, and pr({e1, e2, e3}, e3) = 2/4 = 0.50.
Therefore the participation index of STCOP SEi = {e1, e2, e3} is pi({e1, e2, e3})
= min(0.40, 0.67, 0.50) = 0.40. The STCOP SEi is a prevalent pattern if it satis-
fies a user-specified minimum participation index threshold pith. In our example
above, if the minimum threshold is set to pith = 0.3, then the STCOP SEi =
{e1, e2, e3} is a prevalent pattern. The conditional probability cp(SEi ⇒ SEj) of
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an STCOR SEi ⇒ SEj is the fraction of pattern instances of SEi that satisfies
the ST relation strength indicator cce to some pattern instances of SEj . It is

computed as,
|πSEi

(tab instance({SEi∪SEj}))|
|tab instance({SEi})| , where π is the relational projection

operation with duplicate elimination [6].

2.4 Problem Statement

Inputs:
1. A set of ST event types E = {e1, e2, . . . , eM} over a common ST framework.
2. A set of N ST event instances I = {i1, i2, . . . , iN}, each ij ∈ I is a tuple

<instance-id, event type, sequence of <2D shape, time instant> pairs>.
3. A user-specified ST thresholds for: cceth, pith, and cpth.
4. A time interval of data sampling (ts)(the same for all events).
Output: Find the complete and correct result set of STCORs with cce >

cceth, pi > pith, and cp > cpth.

3 STCOR-Miner Algorithm

In this section we introduce our STCOR-Miner algorithm to mine STCORs from
data sets with extended spatial representations that evolve over time. Fig. 5 gives
the pseudocode of our STCOR-Miner algorithm. The inputs and outputs are as
defined in Sec. 2.5. In the algorithm, steps 1 and 2 initialize the parameters and
data structures, steps 3 through 10 give an iterative process to mine STCORs
and step 11 returns a union of the results of the STCORs (rules of all sizes).
Steps 3 through 10 continue until there is no candidate STCOPs to be mined.
Next we explain the functions in the algorithm.

Step 2: In step 2, the evolution of instances of our ST events from their start
time slot is projected using ts (to increment the number of time steps between

Variables :

(1) k the co-occurrence size (Sec. 2).

(2) Ck: a set of candidates for size-(k) STCOPs derived from size-(k − 1) prevalent STCOPs.

(3) Tk : set of instances of size-(k) ST co-occurrences (Sec. 2).

(4) Pk: a set of size-(k) prevalent STCOPs derived from size-(k) candidate STCOPs (Sec. 2).

(5) Rk: a set of ST co-occurrence rules derived from size-(k) prevalent STCOPs (Sec. 2).

(6) Rfinal: union of all STCORs (rules of all sizes).

Algorithm :

1 k=1; C1=E; P1 = E; Rfinal = ∅;
2 T1 = gen loc(C1, I, ts);

3 while (Pk �= ∅) {
4 C(k+1) = gen candidate coocc(Pk);

5 T(k+1) = gen tab ins coocc(C(k+1), cceth);

6 P(k+1) = pre prune coocc(C(k+1), pith);

7 R(k+1) = gen rules coocc(P(k+1), cpth);

8 Rfinal = Rfinal ∪ R(k+1);

9 k = k + 1;

10 }
11 return Rfinal;

Fig. 5. STCOR-Miner Algorithm
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time slots). The combination of the event instance ID and time step will allow us
to identify an event at a particular moment. Step 4 generates candidate STCOPs
in this step. We use an Apriori-based [1] approach to generate the candidates
of size-(k + 1) using ST co-occurring prevalent patterns of size-(k) for anti-
monotonic measures. Hence, prevalent patterns of size-(k), which satisfy the
user-specified threshold value of a minimum participation index pith, are used to
generate candidate patterns of size-(k+1). However, for correctness, we generate
candidate patterns of size-(k+1) from all size-k patterns for non anti-monotonic
measures (Fig. 4). Step 5 generates table instances for candidate patterns of
size-(k+1). Pattern instances for each table instance can be generated by an ST
query. The geometric shapes of the instances at each time step are saved, as these
geometric shapes will be used for finding the cce of STCOPs of size three or more.
Pattern instances that have a cce < cceth are deleted from the table instance, if
the measure used to calculate cce has the anti-monotonic property (i.e., J and
OMAX). However, for non anti-monotonic measures (Fig. 4), pattern instances
that do not have any volume resulting from intersection of trajectories of the
event instances, are deleted from the table instances. Step 6 discovers filtered
size-(k + 1) STCOPs by pruning C(k+1) that have pi < pith. However, please
note, if the measure used to calculate cce is non anti-monotonic, we will not
prune the candidates based on pith value. Step 7 generates STCORs. A set of
STCORs R that have cp greater than cpth of size-(k+1) is generated from P(k+1)

[6] for anti-monotonic measures. However, for non anti-monotonic measures we
generate rules that have cp greater than cpth from patterns of P(k+1) that have
pi value greater than pith (note, this check is neccessary for non anti-monotonic
measures because we do not prune away patterns, see Step 6). Step 8 calculates
the union of rules Rfinal and Rk+1. The algorithm runs iteratively until no more
STCOPs can be generated for anti-monotonic measures. However, for non anti-
monotonic measures all the patterns are generated and in a post processing step
only the patterns that satisfy pith are reported. Finally, the algorithm returns
the union of all the found STCORs in Step 11.

4 Experimental Evaluation and Conclusions

In our experiments, we use a real-life data set from the solar physics domain
([5],[10]) which contains evolving instances of six different solar event types ob-
served on 01/01/2012. We investigate STCOR-Miner with the measures to accu-
rately capture the STCORs of solar event types represented as evolving polygons.
Moreover, an interesting ordering relation on the selectivity of the boolean ver-
sions of J , OMAX, N , D, C, and, OMIN measures is shown in [4]. We show
the ordering relation of the measures on real numbers in our experiments. For
all experiments, the cceth= 0.01, pith= 0.1, cpth= 0.6, and ts= 30 minutes.

4.1 Conclusion on the Count of Pattern Instances

We first investigated the number (no.) of candidate pat instance’s that are used
to generate the pattern instances that satisfy the threshold cceth for
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Fig. 6. Pattern Instances

anti-monotonic and non anti-monotonic measures. In Fig. 6 (a), we show the
number of pattern instances used by STCOR-Miner with anti-monotonic mea-
sures for different pattern sizes. In Fig. 6 (a), J-BCCE (OMAX-BCCE) repre-
sent the no. of candidate pat instance’s generated with measure J (OMAX),
and J-ACCE (OMAX-ACCE) represent the no. of pat instance’s after filter-
ing out the candidates that do not satisfy the threshold cceth in the STCOR-
Miner algorithm. From Fig. 6 (a), we can observe that the no. of candidate
pat instance’s and actual patterns for the measures J and OMAX follows the
ordering J ≤ OMAX . In Fig. 6 (b), we show the no. of pat instance’s used
by the STCOR-Miner algorithm with non anti-monotonic measures for different
pattern sizes. In Fig. 6 (b), M represents the no. of candidate pat instance’s
generated (i.e., V (i1 ∩ i2, . . . , ik−1 ∩ ik) > 0), and N-ACCE, D-CCE, C-ACCE,
and OMIN-ACCE represent the no. of pat instance’s that satisfy the threshold
cceth in the STCOR-Miner algorithm (i.e., the actual patterns that are reported
on the output). In comparison to the anti-monotonic measures, we keep the can-
didate pat instance’s that do not satisfy the threshold cceth for the N,D,C,
and OMIN measures. Moreover, from Fig. 6 (b) we can observe that the no.
of pat instance’s that satisfy the threshold cceth for the measures N,D,C, and
OMIN follows the order N ≤ D ≤ C ≤ OMIN .

4.2 Conclusion on Memory Usage

We now investigate the hard-drive memory usage of the STCOR-Miner algo-
rithm candidate table instances with all the pattern instances generated, and
candidate table instances after filtering the pattern instances that do not satisfy
cceth. In Fig. 7 (a), we show the memory usage of table instances generated
with anti-monotonic measures for different pattern sizes: J-BCCE represents
the memory usage of table instances for all pattern instances generated, and
J-ACCE represents the memory usage after filtering out the pattern instances
that do not satisfy the threshold cceth. As expected, from Fig. 7 (a) we can
observe that there is a drop in the memory usage after the pattern instances are
filtered by applying the threshold cceth. Furthermore, we can observe that the
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memory usage J is more expensive than OMAX due to cost of union geometries
needed for the calculation of J . In Fig. 7 (b), we show the memory usage of
table instances used by the STCOR-Miner algorithm with non anti-monotonic
measures for different pattern sizes. M represents the memory usage of table
instances for all the pattern instances generated (i.e., V (i1∩i2, . . . , ik−1∩ik) > 0),
and N-ACCE, D-CCE, C-ACCE, and OMIN-ACCE represent the memory usage
of table instances with pattern instances that satisfy the threshold cceth in the
STCOR-Miner algorithm with the measures N,D,C, and OMIN , respectively.
However, in comparison to the J and OMAX we do not filter candidate pattern
instances for the non anti-monotonic measures. Thus, for N,D,C, and OMIN ,
the no. of candidate pattern instances used to generate patterns of higher sizes
is greater than J and OMAX .

Fig. 7. Memory usage used by candidate
table instances

Fig. 8. Number of rules discovered

4.3 Conclusion on Discovered Rules

Finally, we investigate the no. of rules generated using the anti-monotonic and
non anti-monotonic measures with the STCOR-Miner algorithm (Fig. 8). The
importance of analyzing different measures is shown here in order to accurately
capture the ST characteristics of different solar events. For instance, J acts sim-
ilar to measure D [7]; however, it penalizes objects with smaller Intersection
volumes. It gives much lower values than D to objects which have a small Inter-
section volume - giving a penalty to some of our events that are small in the area
and short-lasting. Similarly, the measures OMAX and N also penalize objects
with smaller Intersection volume. The measure OMIN [7] gives a value of one if
an object is totally contained with another object. We could say that it reflects
inclusion, which benefits the objects that are almost equal in space and time.
The measure C [7] is more resistant to the size of the objects, making it more
appropriate to data sets that contain event types with different life spans and
areas (sizes).
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Abstract. We present a new spatial index belonging to R-tree family.
Since our new index comes out from the R+-tree and holds the concept
of non-overlapping nodes we call it R++-tree. The original R+-tree was
designed for both point and spatial data. Using R+-tree for indexing
spatial data is very inefficient. In our research we face the problem of
indexing product catalogues data that can be represented as point data.
Therefore we suggested the R++-tree for point data only. We present a
dynamic index R++-tree as an improvement of R+-tree. In the tests we
show that R++-tree offers even better search efficiency than R∗-tree when
highly redundant point data is considered. Moreover the construction
time of R++-tree is shorter than the construction time of R∗-tree.

Keywords: R+-tree, point data, spatial indexing, spatial searching.

1 Introduction

Spatial indexes have been studied for about 30 years. R-trees and its derivatives
[1,2,3,4] comprise the most common research branch and they are also used in
commercial databases. Our motivation for studying R-trees was driven by the
need for efficient computation of top-k query in product catalogues. This article
is not about top-k query evaluation it is about new data structure R++-tree
which is an improved version of R+-tree [5]. We suppose it is enough to say that
top-k query is similar to k-nearest neighbour query (kNN). While the kNN query
uses the distance as a ranking function [7], the top-k query uses more complex
function reflecting user preferences [8,9].

It is common in product catalogues, that domains have few possible values of
many attributes therefore the redundancy in data is high. Therefore our com-
putational model usually contains top-k query over multidimensional index con-
taining highly redundant point data. Our experiments show that in such scenario
R++-tree provides the fastest computation time in comparison to all R-tree, R∗-
tree and R+-tree indexes. In our tests we compare R++-tree with R-tree, R∗-tree
and R+-tree in top-k query, range query and kNN query search. All search al-
gorithms ideologically work in the same way for all R-trees including R++-tree.
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2 R++-Tree

R-tree, R∗-tree and R+-tree are designed to store each node on one disk page –
each of them with the same fixed size. They all share the same node structure.
Leaf entry for an object O is a tuple (p(O), oid(O)), where p(O) is the point of
object O and oid(O) is an identifier of object O. In other words leaf entry of
an object consists of a geometric representation of the object and a pointer to
the object possibly residing in external database. Leaf of any of the three trees
mentioned above keeps a limited amount of leaf entries. The situation with inner
nodes is quite similar. Each inner node keeps a limited amount of inner entries,
where each inner entry refers to one child node. Inner entry referring to a child
node N is a tuple (mbr(N), nid(N)), where mbr(N) is the minimum bounding
rectangle of node N (the geometric representation of node N) and nid(N) is an
identifier of node N (the pointer to node N).

R-tree, R∗-tree and R+-tree differ just in the way of construction. Search
algorithms over R+-tree have to handle possible duplicates, since one object can
be stored in several leafs. We offer here just the idea of R++-tree design and the
dynamic insertion of new object. A thorough description of the dynamic insertion
into R++-tree is described in full paper version available at http://ics.upjs.
sk/~sumak/files/2013_ADBIS_RPP-tree_full.pdf. Our Java implementation
of R++-tree can be found at http://ics.upjs.sk/~sumak/files/rpptree.

zip.

2.1 Design of R++-Tree

Disadvantage of the original R+-tree is the fact that rectangles of child nodes
are rarely minimal. Since rectangle of each node has to be completely covered
by rectangles of its child nodes, it is impossible to store minimum bounding
rectangles only. That is because the use of minimum bounding rectangles causes
troubles when adding new object. On the other hand, larger bounding rect-
angles make the search less efficient. We propose to keep two rectangles for
each child node – the minimum one for searching and the larger one for in-
serting new objects, see Figure 1. This is the basic idea of R++-tree – to keep
an additional rectangle for each child node, which would actually be the min-
imum bounding rectangle for related child node. Notation br(N) represents
a bounding rectangle of node N but not necessarily the minimum one. No-
tation mbr(N) represents the minimum bounding rectangle of node. The in-
ner node N of R+-tree with parent node P and child nodes M1, . . . ,Mn is:
(nid(P ), n, ((br(M1), nid(M1)), . . . , (br(Mn), nid(Mn)))). The inner node N of
R++-tree is: (nid(P ), n, ((mbr(M1), nid(M1)), . . . , (mbr(Mn), nid(Mn))),
(br(M1), . . . , br(Mn))). The leaf node with parent node P is the same for both
R+-tree and R++-tree: (nid(P ), n, ((p(O1), oid(O1)), . . . , (p(On), oid(On)))). Fig-
ure 1 shows the representation of inner nodes in the pages of size 4096 B.

The structure of R++-tree inner node is designed to keep minimum bounding
rectangles together with pointers to child nodes within inner entries. Bounding
rectangles are in the second page in the separated list with the same order. Such

http://ics.upjs.sk/~sumak/files/2013_ADBIS_RPP-tree_full.pdf
http://ics.upjs.sk/~sumak/files/2013_ADBIS_RPP-tree_full.pdf
http://ics.upjs.sk/~sumak/files/rpptree.zip
http://ics.upjs.sk/~sumak/files/rpptree.zip
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representation has the following consequences. Each R++-tree inner node takes
twice as much space as R+-tree inner node, but when searching, the second page
does not have to be read. Since leaf nodes have the same structure in both R+-
tree and R++-tree, searching through R++-tree requires reading just one page
per node (as it is in R+-tree). Additional pages do not increase the size of whole
tree significantly, because the number of inner nodes is incomparable lower than
number of leafs.

Fig. 1. R++-tree inner node always takes two pages, even in the case of low occupancy,
when all data would fit in one page

Using this approach, the capacity of R++-tree inner node is equal to the ca-
pacity of R+-tree inner node with the same page size. The additional information
stored in second page has to be read only when adding a new object. Beside the
structure of inner node, R++-tree has its own new algorithm for inserting an
object. Basically the splitting method is the only new part. Let us remind that
we consider point data only. Before describing the algorithm for object insertion
itself, we summarize the facts and properties which hold for R++-tree:

1. Leaf node has no occupancy guarantees. Inner node is guaranteed to have at
least 1 entry and at least 2 entries if it is the root (node occupancy condition).

2. Bounding rectangle of an inner node completely covers bounding rectangles
of its child nodes. Minimum bounding rectangle of an inner node completely
covers minimum bounding rectangles of its child nodes. Minimum bounding
rectangle of a leaf completely covers points of its objects (nesting condition).

3. Bounding rectangle of an inner node is completely covered by bounding
rectangles of its child nodes (complete coverage condition).

4. Bounding rectangle of a node completely covers the minimum bounding rect-
angle of the node (bounding rectangle vs. minimum bounding rectangle con-
dition).

5. There is no overlap between bounding rectangles of nodes on the same level
(zero overlap condition).

6. All leafs are on the same level (balance condition).
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2.2 Dynamic Insert

Since all data entries reside in leafs, the first task of inserting a new object is
to find an appropriate leaf. Searching a leaf goes down the tree along one path
and finds one leaf, in which the new object is going to be added. If object O
lies on the boundary of two rectangles, then arbitrary one is chosen. Eventually
minimum bounding rectangles along the path are enlarged to encompass the
point of a new object. Since complete coverage condition holds true, finding a
leaf process never fails in finding an appropriate child node. Since just the point
data is considered, minimum bounding rectangles can be enlarged to cover the
new point without violation of any condition.

Fig. 2. R++-tree before and after split of leaf node A when adding new object 11.
Bounding rectangles are drawn with the full line, the minimum bounding rectangles
with the dashed line.

The main issue of inserting process is the splitting of nodes. Basically we use
the split algorithm described in [6]. Splitting a leaf (Figure 2) is very simple – the
only measure is the balance between number of moved and remained entries. The
only problem arises when all objects lie on the same point. In such situation the
insert procedure creates an overflow page. In case of many duplicates a chain of
overflow pages may occur. Solving such situation by creating a new neighbour leaf
and random distribution of entries does not violate the zero overlap condition,
because we use point data only. On the other hand it leads to insertion of a new
entry into the parent node and possibly to increase of the tree height, which
affects search efficiency negatively.

Inserting an object into a leaf may cause an inserting a new entry into its par-
ent inner node. Inserting an entry into an inner node is, if necessary, recursively
propagated upwards in the same way. Splitting an inner node is more difficult
than splitting a leaf. We evaluate two measures for each tangent hyper-plane
to side of a hyper-rectangle of a child node. First of all we try to prevent cuts
of child nodes, but it is not always possible to avoid them. Due to the zero
overlap condition the cut has to be propagated downward. That may cause a
non-optimal cutting of nodes on lower levels. That leads to nodes crumbling,
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which affects the searching efficiency negatively. Contrary to the leaf nodes, the
cut of inner node is always guaranteed to be found and no overflow pages are
necessary. To prove this claim, we have to prove, that each time an inner node
is overfilled, there is a hyper-plane with at least one child rectangle lying behind
and at least one child rectangle lying in front of this hyper-plane. Since splitting
of an inner node always comes after a splitting of a child node, the overfilled
inner node contains (amongst others) the original child and the new neighbour
child created by the split. Due to this fact the hyper-plane used for splitting the
child can be used for splitting its parent, because it is guaranteed that one part
of the original child lies behind and the other one in front of the hyper-plane.

2.3 Special Issues of Dynamic Insert

There are two more issues not discussed in previous section. The first one is how
to determine boundaries of two nodes arisen from the root split. The second
issue is about possibly empty leaf nodes. Let us look at the first issue. After
splitting root node the minimum bounding rectangles of its child nodes are easy
to compute. The minimum bounding rectangles cannot be used as bounding
rectangles residing on the second page of node, unless they together completely
cover all domain in each dimension. Since no enlargements of bounding rectangles
are allowed in leaf search (only minimum bounding rectangles are enlarged if
necessary) the roots children have to completely cover the whole space, where
data can appear. We can concrete values when we know the limits of data or we
can use infinity values.

Fig. 3. Leaf node D is to be cut by hyper-plane and its part above the hyper-plane is
empty

The second issue is empty nodes. Imagine the situation on Figure 3 (splitting
of node G), where leaf D is forced to be cut by a hyper-plane and all of its data
fall in front of the hyper-plane. The rest of the leaf D behind the hyper-plane
is empty and we cannot determine the minimum bounding rectangle of the new
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leaf. Since we cannot violate the complete coverage condition, we cannot leave
out this node of the tree. We propose to keep this node with the information, that
it is empty. Inner node is not designed to keep any information about number of
entries residing in its child nodes. Therefore, we propose to use some kind of a
null value for the minimum bounding rectangle to determine that related child
node is empty.

Search algorithms work exactly the same way they work in R-tree or R∗-
tree. The only important thing is to read just first pages of inner nodes to use
minimum bounding rectangles. However, using bounding rectangles from the
second page (i.e. not the minimum ones) does not cause an incorrect search
computation, it simply leads to lower search performance comparable to original
R+-tree.

3 Experiments

Since the proposed R++-tree is designed for point data we used several sets of
synthetic point data and pseudo-real point data in the tests. We compared R++-
tree with R-tree and R∗-tree. The main measure was the search time efficiency
of range query, kNN query and top-k query. We used 4 kB pages for all the
tests because it is the size of allocation unit on disks. We used our own Java
implementation of R-tree, R∗-tree, R+-tree and R++-tree as well.

In the tests we used the following data distributions: (a, b, c) – synthetic data,
(d) – pseudo-real data. Distribution (a) consists of uniformly distributed random
points within interval [0; 1] in each dimension and with precision of coordinates to
15 decimal places. Distributions (b), (c) consist of uniformly distributed random
points with integer coordinates within interval [0; 100], [0; 10] in each dimension
respectively. Distribution (d) is based on real data set containing approximately
27000 flat or house advertisements in Slovakia having 6 attributes: price, area,
floor, the highest floor of building, year of approbation and the number of rooms.
Values in all 6 attributes are numbers, so we can easily represent each flat by
a point in 6-dimensional space. Since the real data set was small, we generated
bigger pseudo-real sets by generation of several similar objects for each one from
the original set.

For each distribution of synthetic data (a, b, c) we generated 100000 random
points with dimensionality from 2 to 10 dimensions, i.e. 27 sets of data altogether.
Distribution (a) has almost no redundancy and minimum bounding rectangles
of R++-tree are almost the same size as the bounding rectangles. The result is
that R++-tree is very inefficient for all query types. However these data are quite
different from real product catalogues data. We do not provide any results in
this paper. Distribution (b) has many redundancies in low dimensional spaces
and just a few redundancies in higher dimensional spaces. Search performance of
R++-tree is comparable to R∗-tree in all query types for low dimensional spaces.
However, even for high dimensional spaces, R++-tree is almost always better
than R-tree (Figures 4 and 5).

Distribution (c) contains many redundancies in low dimensional spaces. In this
case R++-tree is the best one. Even in higher dimensional spaces (from 5 to 10
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Fig. 4. Average search time (in milliseconds) per range query and kNN query over data
with distribution (b)

Fig. 5. Average search time (in milliseconds) per top-k query over data with distribu-
tion (b) and range query over data with distribution (c)

Fig. 6. Average search time (in milliseconds) per kNN query and top-k query over data
with distribution (c)
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dimensions) R++-tree is comparable to R∗-tree especially in time of range query
search. We left out the R-tree of the charts on Figure 6 because its significantly
worse results make the differences between R∗-tree and R++-tree illegible.

The results of the tests over pseudo-real data sets are available in full version
only. We omitted the R+-tree (our implementation according to [6]) from the
charts because we found it to be really inefficient.

4 Conclusion

We present the R++-tree as an improvement of R+-tree. Even if R∗-tree seems
to be universal index and the best in search time in many cases, it falls behind
in the efficiency of insertion process. We found out that R++-tree is significantly
more efficient than R∗-tree for range query, kNN query and top-k query, when
point data with many redundancies is considered. Test results with synthetic
data for distribution (c) show that R++-tree is the best up to 4 dimensions. The
efficiency of R++-tree slightly decreases with growing dimensionality, because the
number of redundancies decreases too. Tests over pseudo-real data also showed
that R++-tree offers very good search performance for top-k query, which is the
main motivation for our research.
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Abstract. Among the post-processing association rule approaches, a
promising one is clustering. When an association rule set is clustered, the
user is provided with an improved presentation of the mined patterns,
since he can have a view of the domain to be explored. However, to take
advantage of this organization, it is essential that good labels be assigned
to the groups, in order to guide the user during the exploration process.
Moreover, few works have explored and proposed labeling methods to this
context. Therefore, this paper proposes a labeling method, named GLM
(Genetic Labeling M ethod), for association rule clustering. The method
is a genetic algorithm approach that aims to balance the values of the
measures that are used to evaluate labeling methods in this context. In
the experiments, GLM presented a good performance and better results
than some other methods already explored.

Keywords: Association Rules, Clustering, Labeling Methods, Genetic
Algorithm.

1 Introduction

One of the most studied topics in data mining is association mining due to its
ability to discover all the frequent relationships that occur among the data set
items. The main problem related to this topic is the huge number of patterns that
are obtained. Usually, only few of them are of really interesting to the user. To
overcome this problem, many approaches have been proposed, being clustering
a promising one. In this case, after the rules are obtained, they are grouped in
n groups, each one representing a different view of the domain. The idea of the
works that use clustering in post-processing is to improve the presentation of
the mined patterns, providing the user a view of the domain to be explored, as
seen in [1,2,3,4]. However, the grouping becomes useful only if good labels exist,
in order to allow an easier browsing of the domain.

Finding good labels is a relevant issue. It is important, for example, that good
labels be presented to the user to facilitate exploratory analyses, interesting
when the user doesn’t have, a priori, an idea where to start. However, few works
have explored and proposed labeling methods to the context of association rule
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clustering. In [5] a discussion about some methods and their performances, in this
context, is done. Since the authors didn’t identify any evaluation methodology
to check the performance of the methods, two measures were proposed by them.
As a result of their study, [5] noticed that none of the methods provide good
results in both of the measures, observing that there is a considered difference
between their values.

Based on the exposed, this work proposes a labeling method for association
rule clustering. The method, named GLM (Genetic Labeling M ethod), is a ge-
netic algorithm approach, since the problem was treated as an optimization one.
Its optimization function aims to balance the values of the measures that are
used to evaluate labeling methods in this context. In the experiments, GLM pre-
sented a good performance and better results than some other methods already
explored.

This paper is organized as follows. Section 2 surveys the related works and
gives an overview of some labeling methods and evaluation measures. Section 3
describes the proposed method. Sections 4, 5 and 6 present, respectively, the
experiments, the results and the conclusions.

2 Background

In this section, works related to the topics covered by this paper are first re-
viewed. Then, the labeling methods used in this work to compare the perfor-
mance of GLM and the evaluation measures used in the optimization function
are discussed.

Association Clustering. Different clustering strategies have been used for
post-processing association rules. In [1] the grouping is done through parti-
tional and hierarchical algorithms using Jaccard, expressed by J.RT(r, s) =
|{t matched by r}∩{t matched by s}|
|{t matched by r}∪{t matched by s}| , as the similarity measure – the Jaccard be-

tween r and s considers the common transactions (t) the rules match. A rule
matches a transaction t if all the rule items are contained in t. Furthermore,
the authors select as labels of each group the items that appear in the rule
which is more similar to all the other rules in the group. In [2] the grouping is
done through hierarchical algorithms also using Jaccard as the similarity mea-
sure. However, in their work, the Jaccard between two rules r and s, expressed

by J.RI(r, s) = |{items in r}∩{items in s}|
|{items in r}∪{items in s}| , is computed considering the items the

rules share. To label the groups, the same strategy of [1] is used. [4] propose a
similarity measure based on transactions and uses a density algorithm to carry
out the clustering. In this case, the authors don’t mention how the labels are
found. [3] also proposes a similarity measure based on transactions, although uses
a hierarchical algorithm to carry out the clustering. At the end of the process,
the author proposes an approach to summarize each cluster by finding the pat-
terns a ⇒ c that cover all the rules in the cluster. Works that combine labeling
methods and genetic algorithms, in association context, were not found.

Labeling Methods. The papers related to association rule clustering have not
sorely explored the labeling issue, as noticed by [5]. The four labeling methods
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presented in [5], used to this context, are briefly described. These methods were
used here to allow a comparative analysis of GLM performance. In the Labeling
M ethod M edoid (LM-M), the labels of each cluster are built by the items that
appear in the rule of the group that represents the medoid of the group. In the
Labeling M ethod T ransaction (LM-T), the labels of each cluster are built by
the items that appear in the rule of the group that covers the largest number of
transactions. A rule covers a transaction t if all the rule items are contained in
t. In the Labeling M ethod Sahar (LM-S), the labels of each cluster are built by
the items that appear in the pattern a ⇒ c that covers the largest number of
rules. A pattern a ⇒ c covers a rule A ⇒ C if a ∈ A and c ∈ C. Finally, in the
Labeling M ethod Popescul & U ngar (LM-PU), the labels of each cluster are
built by the N items that are more frequent in their own cluster and infrequent
in the other clusters.

Evaluation Measures. [5] propose in their work two measures, Precision
and Repetition Frequency, that allow an evaluation of labeling methods in the
context of association rule clustering. Since any other measures were found
to this context, these are the measures used in the fitness function of GLM.
Both of the measures range from 0 to 1. Precision (P ), expressed by P (C) =
∑#Groups

i=1 P (Ci)

#Groups , P (Ci) = #{rules covered in Ci by Ci labels}
#{rules in Ci} , measures how much

the labeling method can generate labels that really represent the rules con-
tained in the clusters. It is expected that a good method must have a high
precision. However, it is not enough to be precise if the labels appear repeat-
edly among the clusters. Therefore, Repetition Frequency (RF ), expressed by

RF (C) = 1 − #{distinct labels that repeat in the clusters}
#{distinct labels in the clusters} , measures how much the

distinct labels that are present in all the clusters don’t repeat. The higher the RF
value, the better the method, i.e., less repetitions implies in better performance.

3 GLM: The Genetic Labeling M ethod

GLM is a genetic algorithm approach for labeling association rule clustering.
In this proposed labeling method, the labels of the clusters are built by the
items that appear in the rules of the groups that ensure a good tradeoff between
Precision (P ) and Repetition Frequency (RF ). Only P and RF were considered
since other evaluation measures were not found. Thus, since the problem was
treated as an optimization one, the genetic algorithm approach was adopted.
The solution was motivated by the fact that none of the methods discussed in
[5] provided good results, at the same time, in P and RF . Thereby, a method that
yields ways to maximize interesting evaluation measures is a promising one. To
understand GLM, the description of the genetic operators and other important
aspects are following discussed. For details about the concepts see [6].

Encoding. In GLM, each individual represents a possible solution to the
problem, i.e., the labels of each group in an association rule clustering. For that,
each individual is composed by n chromosomes, where n represents the number
of groups in the clustering given as input. Each chromosome has m genes, where
m represents the maximum number of labels to be assigned to each group. m
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is a value informed by the user. Although all the chromosomes have the same
length m, m is the maximum number of labels a group can have. Thus, in some
chromosomes, not all of its genes are filled.

Initialization. Given an association rule clustering, an initial population is
generated. A population is composed by PS individuals, where PS (Population
S ize) is given by the user. To create each individual a looping is done, where
each iteration is related to a chromosome (group). The choice of the items to be
selected as labels (genes), in each chromosome, is done randomly. However, only
the items that appear in the rules of the current group are considered. During
this process, it is assured that a group (chromosome) can not contain repeated
items in its labels (genes).

Genetic Operators. The genetic operators used in GLM, as well, the fitness
function and the termination criterion are described below.

A. Selection. The roulette wheel is used to select two individuals to obtain
an offspring. For that, the fitness of each individual is considered as its chance
to be selected. The higher the fitness the higher the probability an individual
has to be selected.

B. Crossover. The uniform crossover is used to obtain an offspring. The
unique offspring is generated from the parents with the help of a bit mask, which
is obtained for each chromosome. The bit mask is a sequence of 0’s and 1’s, which
indicates from which parent the gene has to be copied. When the value is 0, the
offspring inherits the gene from parent 1 and when is 1 from parent 2. Thus, the
resulting offspring contains a mixture of genes from both parents. The bit mask
is randomly obtained as a vector of bits: when one parent has more filled genes
(labels) than the other, the bit mask in these not overlapped positions receives
the code related to the filled parent. This fact justifies our choice to obtain a
unique offspring: if two offspring were generated, they would be very similar to
their parents.

C. Mutation. In offspring, the genes of chromosomes occasionally change
with a probability MP (Mutation Probability). Only one gene of each chromo-
some has a chance to be mutated. Thus, for each chromosome, a probability is
randomly obtained and compared with MP to check if the mutation will occur
in the chromosome. If so, a gene in the chromosome is randomly chosen and the
mutation is done.

D. Fitness Function. Since GLM aims to obtain labels that ensure a good
tradeoff between Precision (P ) and Repetition Frequency (RF ), the fitness func-

tion of an individual I is defined by Fitness(I) = (P+RF )−
(

Max(P,RF )
Min(P,RF ) ∗ 10−5

)
.

Initially, P and RF are added. However, as 1.0 can be obtained by P = 0.2 and
RF = 0.8 or by P = 0.5 and RF = 0.5, for example, it is necessary to penalize
individuals that present a high variation between the measures to ensure a good
tradeoff. The normalized penalization adopted in this work is obtained dividing
the measure that has the maximum value (Max) by the one that has the mini-
mum (Min) and, then, normalizing the result with 5 digits of precision (10−5).
10−5 represents the ratio 0.00001

1.00000 , in which 0.00001 indicates the minimum value
a measure can reach and 1.00000 the maximum. As mentioned before, only P
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and RF were considered to define the fitness function, since other evaluation
measures were not found to this context. However, as new measures arise, they
can also be added to GLM.

E. Termination. GLM stops when the number of iterations, i, is larger than
a given number NG (N umber of Generations).

The GLM steps are presented in Algorithm 1. The algorithm receives 5 pa-
rameters: (i) an association rule clustering (ARC); (ii) the population size (PS);
(iii) the mutation probability (MP ); (iv) the number of generations (NG); (v)
the maximum number of labels to be assigned to a group (m). m gives, in fact,
the number of genes the chromosomes will have. At the end of the process, the
clustering given as input is outputted to the user with its labels. As seen in
Algorithm 1, GLM works as follows: initially, the ARC is loaded to the memory
(line 1). After that, a population is created with PS individuals (line 2). Until
the stopped criterion is not reached (line 3), the operators of selection (line 4),
crossover (line 5) and mutation (line 8) are applied. Before starting a new iter-
ation, the population is updated (line 11), i.e., the offspring is added and the
parent with the lowest fitness removed. In the end, the individual with the best
fitness represents the solution.

Algorithm 1. The GLM steps.
Input: ARC, PS, MP , NG, m.
Output: A labeled association rule clustering.
1: Read ARC
2: Initialize population with PS individuals
3: for 1 to NG do
4: Select two individuals I1 and I2
5: Crossover I1 and I2 to obtain an offspring O
6: for each O chromosome do
7: if (RN < MP ) then
8: Mutate O chromosome, where RN is a random number in the range [0,1]
9: end-if
10: end-for
11: Update population: Add O to population; Remove the parent (I1;I2) with the lowest fitness

12: end-for

4 Experiments

Some experiments were carried out in order to analyze GLM performance (GLM’s
quality assessment). Thus, initially, it was necessary to generate some association
rule clusterings (ARC). Forty organizations were selected to obtain 40 ARCs for
each one of the four data sets used.

The four data sets were Adult (48842;115), Income (6876;50), Groceries
(9835;169) and Sup (1716;1939). The numbers in parenthesis indicate, respec-
tively, the number of transactions and the number of distinct items in each data
set. The first three are available through the package “arules”1. The last one
was donated by a supermarket located in São Carlos city, Brazil. All the trans-
actions in Adult and Income contain the same number of items (named here as

1 http://cran.r-project.org/web/packages/arules/index.html.

http://cran.r-project.org/web/packages/arules/index.html
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standardized data sets (SDS)), different from Groceries and Sup (named here
as non-standardized data sets (NSDS)), whereupon each transaction contains a
distinct number of items. Thus, the experiments considered different data types.
The rules, in each data set, were mined using an Apriori implementation2 with a
minimum of 2 and a maximum of 5 items per rule. With the Adult set 6508 rules
were extracted using a minimum support (min-sup) of 10% and a minimum confi-
dence (min-conf) of 50%; Income 3714 rules with min-sup=17%, min-conf=50%;
Groceries 2050 rules with min-sup=0.5%, min-conf=0.5%; Sup 7588 rules with
min-sup=0.7%, min-conf=0.5%.

To cluster these four rule sets, forty organizations were selected, which one
obtained by the combination of an algorithm, a similarity measure and a value of
k (number of groups to be obtained). For that, two algorithm (PAM; Ward), two
similarity measures (J.RI; J.RT (Section 2)) and ten values of k were considered
(5 to 50, steps of 5) (40=2*2*10). An organization provides a different way to
organize the extracted patterns. In fact, these forty organizations can be grouped
in four sets, each one related to a combination of an algorithm and a similarity
measure (2*2). Although it is necessary to set k, to obtain an organization,
this value can be used to analyze the combinations of algorithms and similarity
measures on different views. This was the idea used to do the analysis of the
results (Section 5). Most of the experiments choices were done based on [5] work.

Before definitely executing GLM and the methods described in Section 2
(LM-M, LM-T, LM-S, LM-PU), in order to do a comparative analysis of its
performance, it was necessary to find out the most suitable parameters to set
GLM. For that, many experiments were executed to adjust the parameters PS,
NG and MP . In each experiment, GLM was executed on all the 40 ARCs, in
each data set. Being a genetic approach, GLM doesn’t obtain the same results for
the same parameters every run. Thus, each one of the experiments was executed
10 times in order to obtain an average performance. In the end, the following
values were selected: PS = 50.000, NG = 50.000 and MP = 0.75. Regarding
the value of m, the parameter was set to 5 (N in LM-PU was set to 5 too). To
allow the comparative analysis, the methods LM-M, LM-T, LM-S and LM-PU
were also executed on all the 40 ARCs, in each data set.

5 Results and Discussion

Since the GLM optimization function aims a good tradeoff between P and RF ,
all the results are shown and discussed over these measures (only the ARCs re-
sults related to the GLM selected parameters were considered). Table 1 presents
the averages of P and RF in GLM and in the methods used for comparison. Each
average was obtained from the results related to the presented configuration. The
value P = 0.740 in GLM at SDS:PAM:J.RI, for example, was obtained from the
average of the P values in GLM at Adult:PAM:J.RI and Income:PAM:J.RI over
the ks. Thus, notice that the forty organizations, related to each data set, were
grouped in four sets, considering that k can be used to analyze the combinations

2 http://www.borgelt.net/apriori.html [Christian Borgelt’s Web Page].

http://www.borgelt.net/apriori.html
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Table 1. Performance of the labeling methods, measured through P and RF , in the
different data types

Data type Alg. Sim. M. LM-M LM-T LM-S LM-PU GLM
P RF P RF P RF P RF P RF

SDS
PAM

J.RI 0.999� 0.153� 0.961 0.260 0.965 0.272 0.999� 0.170� 0.740� 0.503�
[Adult/ J.RT 0.995 0.355 0.934 0.455 0.965 0.427 0.998� 0.403� 0.878� 0.613�
Income]

Ward
J.RI 0.996� 0.338� 0.915 0.437 0.963 0.423 0.993 0.369 0.847� 0.557�
J.RT 0.988 0.350 0.929 0.535 0.963 0.401 0.995� 0.412� 0.912� 0.616�

NSDS
PAM

J.RI 0.979 0.511 0.852 0.482 0.913 0.398 0.986� 0.523� 0.478� 0.744�
[Groce- J.RT 0.911 0.611 0.743 0.633 0.818 0.646 0.935� 0.671� 0.452� 0.769�
ries/Sup]

Ward
J.RI 0.955 0.770 0.905� 0.855� 0.931 0.787 0.966� 0.572� 0.616 0.687
J.RT 0.899 0.616 0.773 0.690 0.832 0.672 0.929� 0.645� 0.698� 0.704�

of algorithms and similarity measures on different views (Section 4). Therefore,
each presented configuration represents the average of twenty results (10 related
to each data set of the same data type).

A comparative analysis was done to evaluate the performance of GLM, in re-
lation to the other methods usually used, based on the average of each measure
(P ; RF ), considering the different data types, apart from the data set used. For
that, in Table 1, the highest averages, regarding each one of the measures (P ;
RF ), are marked with � in each considered configuration. For the SDS:PAM:J.RI
configuration, for example, the best average for RF is the one related to GLM
(0.503). In the table, for each �, there exist a � on the other measure of the pair
P/RF to indicate the method is, in theory, suitable. The measure marked with
�, in the �/� pair, indicates the one that leads to the selection of the method –
RF in GLM (0.503), for example. Thereby, it is possible to observe, in each con-
sidered configuration, the method that presents the best performance. Finally,
since the results related to LM-M, LM-T, LM-S and LM-PU are deterministic
and the differences among the 10 GLM executions were too small, no statistical
test was done. It can be noticed that:

Configurations related to SDS. In all the SDS configurations, the method
that presents the best result in RF is GLM and in P LM-M (SDS:PAM:J.RI;
SDS:Ward:J.RI) and/or LM-PU (SDS:PAM:J.RI; SDS:PAM:J.RT; SDS:Ward:-
J.RT). However, it can be observed, in the selected methods (�/� pairs), that
P presents good results, different from RF in LM-M and/or LM-PU, where
lower values are obtained. Therefore, GLM is a suitable method to be used
when seeking for a balance between P and RF , since it improves RF while
maintains P .

Configurations related to NSDS. In most of the NSDS configurations,
the method that presents the best result in P is LM-PU and in RF GLM
(NSDS:PAM:J.RI; NSDS:PAM:J.RT; NSDS:Ward:J.RT) (exception to NSDS:-
Ward:J.RI with the selection of LM-T for RF ). However, it can be observed,
in the selected methods (�/� pairs), that P presents better results in LM-PU
with a reasonable RF compared to GLM P and RF . Therefore, LM-PU is a
suitable method to be used when seeking for a balance between P and RF ,
since it presents a good P while maintains a reasonable RF . In relation to
NSDS:Ward:J.RI, while P presents good results both in LM-PU and LM-T, the
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same doesn’t occur in LM-PU RF , where a lower value is obtained. Therefore,
in this last case, LM-T is the one to be chosen.

Based on the obtained results, it can be noticed that while the method that
seems to be more suitable for SDS regarding association rule clustering is the
proposed one, i.e., GLM, for NSDS, in almost all the cases, is LM-PU, although
GLM presented reasonable results. Thus, GLM seems to be useful in some cir-
cumstances and good and useful if a tradeoff between P and RF is essential (it
can be seen, from Table 1, that GLM presents good results in almost all the
considered configurations).

6 Conclusions

This paper proposed a labeling method for association rule clustering, named
GLM, based on a genetic algorithm approach. This is an essential issue, since
good labels must be assigned to the groups in order to guide the user during
the exploration process. GLM was modeled to balance the values of P and RF ,
two measures that are used to evaluate labeling methods in this context. In the
experiments, GLM presented a good performance and better results than some
other methods already explored in the literature, mainly when applied in SDS.
As future works, other genetic operators can be tested, as other ways to iterate
the population during the process, aiming to refine GLM performance.
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Abstract. In recent years, an increased interest in processing and exploration
of time-series has been observed. Due to the growing volumes of data, extensive
studies have been conducted in order to find new and effective methods for storing
and processing data. Research has been carried out in different directions, includ-
ing hardware based solutions or NoSQL databases. We present a prototype query
engine based on GPGPU and NoSQL database plus a new model of data storage
using lightweight compression. Our solution improves the time series database
performance in all aspects and after some modifications can be also extended to
general-purpose databases in the future.

Keywords: time series database, lightweight compression, data-intensive com-
putations, GPU, CUDA.

1 Introduction

Time Series analysis plays a crucial role in many important computational applications.
Various hardware or software which must be monitored in order to ensure proper level
of service quality emit time series as self describing data. This kind of machine gen-
erated databases are often growing with square factor since they represent monitoring
relations between a distributed system’s components in ‘all-to-all’ fashion. Number of
time series generated in this way grows very quickly and falls under category of Big
Data: problems in which size of data is a problem itself. Classical statistical systems
(like R or SAS [7,2]), although capable of performing advanced analysis, are no longer
able to handle the newly appearing challenges:

– Very large volumes of data must be consumed by a database in real time. If 1000
machine reports 1000 values every 10 seconds the systems must store 8.64 · 109

data points every day. Because of continuous operation of the system there is no
possibility of batch processing.

– Resolution of data cannot be lost. Industrial systems benefit from ability to track
single events as well as global tendencies or changes. Correlations between quickly
appearing events cannot be found on general level.

– System must be able to answer any kind of queries to the database in reasonable time
even if a query involves billions of points. This tight efficiency constrain may be only
fulfilled if computation power is not bounded and scales well, possibly linearly.
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– Storage may not be limited and should scale transparently. SQL databases with
centralized indexes are no longer sufficient for these requirements or cannot meet
limited budget requirements.

New systems like OpenTSDB [4] or Tempo-DB [6] try to address the above needs by
using Big Table [8] data model. They are able to import data very efficiently while dis-
tributing it in a cloud-like storage. Querying is done by retrieving fragments of data from
the distributed regions and putting them together with a map-reduce algorithm. One of
the bottlenecks for a time series database is IO bandwidth and centralized aggregation
process. Query processing for a longer period of time may need to process hundreds
millions of data points. In such cases system reaction time often becomes too long.

1.1 General-Purpose Computation on Graphics Processing Units (GPGPU)

GPU programming offers tremendous processing power and excellent scalability with
increasing number of parallel threads. However, vector-like processing in GPU has
some limitations. One of them is obligatory data transfer between RAM (random-access
memory) of the host machine and the computing GPU device, which generates addi-
tional cost when compared to a pure CPU-based solution. This barrier can make GPU-
based algorithms unsatisfactory especially for smaller problems. One of the goals of
this work is to improve efficiency of data transfer between disk, through RAM, global
GPU memory and processing unit.

One of the possibilities, and often the only option, to optimize the mentioned data
transfer is to reduce its size by compressing. Classical compression algorithms are com-
putationally expensive (gain from the transfer data does not compensate the calcula-
tions [18]) and difficult to implement on the GPU [16]. Alternatives such as lightweight
compression algorithms which are successfully used for CPU and GPU are therefore
very attractive [18,10,12].

This paper addresses optimizations in time series systems like OpenTSDB allowing
for faster query response. We present a new model of data storage using lightweight
compression and parallel query processing using GPU. The rest of the paper is orga-
nized as follows. In the rest of this section we motivate and presents some of the related
works concerning time series, big data and GPU processing. In section 2 we explain
the prototype system architecture and querying process, while in section 3 a reader may
find experimental results. Section 4 concludes.

1.2 Motivation

There are evidences of configurations pushing tens of billions data points a day into a
monitoring system (like Facebook or Twitter). In such complicated cases system often
stores very detailed measurements taken in different metrics and configurations for ex-
ample every 10 seconds and therefore must deal not only with many points in the same
time series but also with a huge number of time series as well.

What we observed in our industrial experience is that a user often performs many dif-
ferent queries working on the same time series in the fixed period of time. The reason
for this is that users want to observe the same point in time from many angles, which
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means performing different types of aggregations of different dimensions. Obviously,
this analysis strategy cannot be predicted and aggregations cannot be preprocessed.
OpenTSDB saves data points in cache in order not to repeat very expensive hbase scan
operation. However, serialized points aggregation was noticed to be slower for large
number of time series. Therefore, we propose to use GPU as an alternative query co-
processor using our novel lightweight time series compression strategy. What is more
important many users already own powerful graphical devices which may be used as
local coprocessors for data analysis. Database querying should take into account this
new possibility of supporting time consuming computations.

The main motivation of this work is to open new possibilities in time series querying
by utilization of GPU processors for ultra fast time series aggregation on both server
and client side. In this paper we also show that GPU processor may be used to perform
computations on compressed data without introducing any additional costs. This in turn
allows for application of GPU processors not only in computation-intensive problems
in which time of copying data is amortized by numerical computations but also in data-
intensive problems. This achievement opens a new filed for general database algorithms.
Our solution improves the overall time series database performance by: minimizing
communication footprint between a data storage and a query engine (by using i.a.: data
compaction and lightweight compression) and moving data decompression and time
series query processing to GPU.

1.3 Related Works

There is huge interest in efficient time series processing both in industry and science
since large (and growing fast) data sets need to be queried and stored efficiently. Open-
TSDB [4] build on top of HBase [1] and offers tremendous speed of data insertion and
scanning together with high scalability. However, its data model is limited and so far
cannot handle many important cases (like data annotations) Unde et al. [15] claim that
OpenTSDB reaches much better performance than DB2 RDBMS for time series pro-
cessing. Our experiments showed that OpenTSDB performance degrades if there are
more than just a few tags attached to single metric which means that it has to aggregate
too many time series.

Real time data analytic is offered by ParStream [5] data base system using GPU
nodes. Data is equally distributed along machines. Combination of CPU and GPU pro-
cessing together with load balancing enables to achieve almost real time processing of
terabytes of data [11]. Also Jedox [3], an OLAP database system, offers possibility of
using GPU as a coprocessor in queries. Both solutions are not strictly focused on time
series processing and therefore probably cannot offer many optimizations which could
be potentially possible. Our research is aimed at similar goals but with stress on large
number of time series.

In [17] authors present interesting study of different compression techniques for
WWW data in order to achieve querying speed-up. A general solution for data intensive
applications by cache compression is discussed in [18]. Obviously the same technique
may be used for time series and the efficiency may be increased if decompression speed
is higher than I/O operation. In this paper we also show that decoding is really much
faster and eliminates this memory bottleneck. The compression schemes proposed by
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Zukowski et al. [18] offer good trade-off between compression time and encoded data
size and what is more important are designed especially for super scalar processors
which means also very good properties for GPU.

2 System Architecture

This section presents our system architecture. A set of collectors performs some treat-
ment of source data and send it to the storage. Then data is sent to a storage which
can be easily realized by column based NoSql database systems like Hbase [1] or Cas-
sandra [9]. During the insertion process time series are compacted into larger records
(taking into account the metric name and tags) containing a specified period of time
(eg 15 minutes, 1 hour, 2 hours, 24 hours – depending on the number of observations)
which differs from OpenTSDB design. The last important part of the system is the
query engine responsible for user-database interactions. Again it must retrieve and pro-
cess data in time acceptable for a user even if queried time period is long and covers
many time series and data points. Following other solutions, as an answer to this prob-
lem we propose a analytic coprocessor but with GPU computing support. Since data
transfer time is critical for distributed systems the key improvement over any other time
series solution is decreasing size of necessary data transfer. In our solution we combine
storing data internally compressed with adapted lightweight compression and ultra fast
decompression done directly into GPUs memory. This strategy minimises not only stor-
age size but also significantly increases transfer speed and processing time. In the last
stage, utilization of GPU allows for very fast query processing.

2.1 Query Processing

The overall process of query execution is shown in Fig. 1a, while detailed query pro-
cessing steps are presented below.

Decompression: OpenTSDB uses HBase support for lightweight compression al-
gorithms such as Snappy or LZO. However, our observations suggest that the use of
specialized lightweight compression algorithms like PFOR and PFOR-DIFF can signif-
icantly raise performance. Moreover, lazy decompression can be considered as a one of
the stages of query processing, which minimizes the cost of memory transfers. Results
are further improved by ultra fast decompression done by GPU processor. Obviously,
better compression coefficients can be obtained due to the well-known characterization
of the stored data. In this work we use modified PFOR and PFOR-DIFF from our earlier
work [12].

Quantization: An important aspect is the analysis of the data at different levels of
detail. This means that we have the opportunity to analyse the long-term general aspects
as well as short-term detailed ones. Moreover, it allows us to limit the number of details
in data, and thus reduce the initial size of it prior to processing. This important part of
query processing may be efficiently performed on GPU: each thread examines j data
elements (Fig. 1b). In a loop, it makes the quantization of the time series. Quantization
is carried out using threads buffers to reduce the number of atomic operations needed
for global memory. In the end, the partial results are stored in memory using global
atomic operations.
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Fig. 1. Query operations (where Tn1 ,Tn2 , . . . ,Tnk−1 Tnk are threads)

Union: In order to calculate aggregation for non evenly sampled time series, we
need to transform them into evenly sampled ones (through interpolation). The first step
is to determine a set union of timestamp indices for all time series. Again this stage
can be efficiently implemented using Thrust GPU library offering basic operations for
vectors (the interface is similar to the Standard Template Library vector for C++). In the
first step, we build the vector of time series. Then the timestamps are sorted using sort
method – which performs highly optimized Radix Sort. Subsequently unique operation
is performed which removes duplicate items. See outline in Fig. 1c.

Interpolation: In the previous step we calculated the union of timestamp indices
(ti). Here, we need to interpolate values for selected timestamps in every time series.
Finally, we obtain an evenly sampled time series. To improve efficiency of this part
we used textures with CUDA hardware support for linear interpolation. There are also
efficient implementations of other types of interpolation [14]. The procedure consists
of two parts (see Fig. 1d). First we calculate linear interpolation coefficients, i.e. for
each t in the union, we search for ti < t < ti+1 and calculate ti+1 − t0. Since the time
series are non-uniformly sampled this operation uses vectorized search (upper bound
from Thrust). The second step uses a linear interpolation GPU hardware support and
uses previously computed factors.
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Aggregation: Aggregation works on equally sampled time series. For each time
point we calculate aggregation across data values in all time series. Each thread in a
loop analyses the values of all time series for a single point in time. Then it writes
aggregated value to global memory. See Fig. 1e for overview.

3 Prototype Query processing

Query Processing: The experiments were carried out using a common query for mon-
itoring systems: Calculate an aggregation of all the time series for a given metric for
a specified period of time. It is a general task which is a starting point for many other
analytical methods like finding extreme values, pattern matching or other data mining
algorithms. It covers all important aspects of query processing: data retrieval, combina-
tion of many time series, missing data and data aggregation.

Data Settings: A synthetic set of time series for a single metric with different tags
was prepared. It may be treated as one parameter measurement on a set of distributed
sensors. The simulated measurements correspond to 600 time series with measurement
every 300 seconds with random 10% of elements missing in each time series, which
gives approximately 600× 16.1K ≈ 9.6M data points. Additionally, the synthetic data
has been prepared to obtain different compression ratios seen in real applications [13].

Environment Settings: Experiments were carried out on one instance of HBase,
query processing was conducted on the database server. Hardware configuration: Two
six core processors Intel® Xeon® E5649 2.53GHz, 8GB RAM and Nvidia® Tesla M2070
card. Tests were carried out using 600 time-series containing from 2.0K to 16.1K of ob-
servations, average processing time for 25 launches was taken. Because processed data
in most cases fit in the HBase cache, configuration with LZO (Lempel-Ziv-Oberhumer)
compression achieves only slightly better results than with no compression. In indus-
trial applications, queries are less likely to hit the cache and the acceleration of LZO
compression is higher.

OpenTSDB: A modified version of a console client (modified to log query execution
time after doing a warm-up phase of Java virtual machine) and Hbase configured with
LZO compression were used in experiments.

Prototype: Developed using C++ and CUDA C++ and Thrift protocol. HBase was
configured without compression, instead highly tuned lightweight (de)compression al-
gorithms for time series where used.

3.1 Results and Discussion

The comparison of OpenTSDB and our prototype performance is eligible due to similar
architecture of both solutions and identical query processing work-flow. All differences
are discussed bellow. The following factors were considered: the data transfer time
(the time between sending a query to HBase and receiving the results) as well as the
time needed to process the data (including data decompression), the time required to
exchange data with the GPU (if used) and the processing time.

A detailed timeline for query execution with fixed data size (600 time series ×16.1K
observations) is provided in Figure 2a. We can observe that processing in OpenTSDB
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(a) Execution time 600 time-series, 16.1K observation each (lower is better)

(b) Prototype speedup compared to OpenTSDB (higher is better)

Fig. 2. Measured results

takes only 25% of query time and despite being 2.8 times slower than CPU prototype,
it is not the main bottleneck. Better performance is not just a matter of changing Java
to C++. It is data compaction to reduce processed data size and number of fetched
rows and columns and increase efficiency of data transfer. Using data compaction, data
transfer performance significantly increases (5.7 times faster) for both prototypes (CPU
an GPU). But still most of the time is spent on communication with the database. What
is more GPU is 21x faster than CPU when comparing data processing speed. Thus
calculations are limited by the data transfer. It is therefore necessary to improve data
transfer in order to achieve better results. This is done by using efficient lightweight
compression implementation [12]. Lightweight compression introduces only a slight
improvement in CPU prototype. This is because of the relatively long time needed for
the data processing (almost 1/4 of total time – see CPU in Fig. 2a). This is because the
lightweight compression significantly reduces data transfer time, but it also increases
the data processing time (see CPU comp. in Fig. 2a). Computation and communication
with the GPU is only a small fraction of the entire query and decompression adds only
a small overhead to the query (see GPU and GPU comp. in Fig. 2a).

Figure 2b presents the resulting acceleration obtained on CPU and GPU prototype
(in comparison to OpenTSDB query) on different data sizes. Both figures include CPU
and GPU prototypes with and without lightweight compression. Due to the page limit
only results for one compression ratio (4) are presented. Notice that the size of the data
is important and better results can be obtained on larger data sets. It is also worth of
noting that the data transfer is often a bottleneck in many GPGPU applications. This
was also the case, however, through the use of a lightweight compression, data transfer
is highly improved, thereby significantly speeding up the execution of the query.
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4 Conclusions and Future Work

Time series databases play a crucial role in many branches of industry. Machine gener-
ated measurements require fast, real-time insertion and almost real-time querying. We
showed that in case of computations dedicated to time series the existing solutions may
be improved by utilization of GPU processors. So far data intensive application had to
overcome the problem of additional CPU to GPU data transfer cost. Only algorithms of
more than linear computation time complexity could benefit from parallel GPU process-
ing. In this paper we showed that by introduction of fine tuned compression methods we
can improve these results. Especially time series processing may speed-up significantly
when compared to industrial solutions or experimental CPU prototypes.

Our future work will concentrate on query optimization in hybrid CPU/GPU en-
vironment, query execution on partially compressed data and on developing dynamic
compression planer.
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Abstract. An approach for applying a combination of the semantically
different rule-based languages for interoperable conceptual programming
over various rule-based systems (RS) and relying on the logic program
transformation technique recommended by the W3C Rule Interchange
Format (RIF) is presented. Such approach is coherently combined with
the heterogeneous data base integration applying semantic rule media-
tion. The basic functions of the infrastructure implementing the multi-
dialect conceptual specifications by the interoperable RS and mediator
programs are defined. The references to the detailed description of the
infrastructure application for solving complex combinatorial problem are
given. The research results show the usability of the approach and of the
infrastructure for declarative, resource independent and re-usable data
analysis in various application domains.

Keywords: conceptual specification, RIF, logic rule languages, database
integration, mediators, BLD, CASPD, multi-dialect infrastructure, rule
delegation.

1 Introduction

The paper1 investigates a novel methodology and infrastructure supporting
conceptually-driven problems specification and solving. This research is moti-
vated by aiming at the specifications reusability in various applications over
different sets of data, widely diverse data and knowledge semantic integration
capability, and for accumulation of reproducible data analysis and problem solv-
ing methods and experience in various application domains.

The objective of the work is to expose the current practically reachable limit
of declarative conceptual specification construction applying the wealth of vari-
ous available facilities of logic programming, knowledge representation, semantic
Web and heterogeneous database mediation in a coherent, cooperative way.

� This research has been done under the support of the RFBR (project 11-07-00402-)
and the Program for Basic Research of the Presidium of RAS.

1 Due to the size limitations the paper is to be considered as an extended abstract.
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Specifically the approach proposed is aimed at conceptual modeling of data
intensive domains (DID) in rule-based declarative languages possessing differ-
ent, complementary semantics and capabilities combined with the methods for
heterogeneous data mediation and integration. Besides that, the approach might
also be applicable for the programming and composition of complex analytical
pipelines in an under-standable form applying appropriate high-level languages
to express the analytics intended for inferring knowledge from data [1].

In the work presented the issues of interoperability and integration of various
information resources (such as data and knowledge bases, software services, on-
tologies) for the problem solving are investigated on the basis of two approaches:
(1) constructing of the unifying extensible language providing for semantic pre-
serving representation in it of various information resource (IR) languages; (2)
creation of the unified extensible family of rule-based languages (dialects) and a
model of interoperability of the programs in such dialects. The first approach is
based on the SYNTHESIS language [2][3] accompanied by methods and facilities
for constructing of its extensions and the canonical information model (CIM).
CIM is used for development of subject mediators positioned between the users,
conceptually formulating problems in terms of the GLAV-based mediator, and
various distributed IRs (such as databases and services) needed for a specific
application.

Another, multi-dialect approach for IR interoperability applied in the current
work is based on the RIF (Rule Interchange Format) recommendation [4] of
W3C. RIF introduces a unified rule-based language (dialect) family together with
a methodology for constructing of semantic preserving mappings in such dialects
of specific languages used in various Rule-based Systems (RS). For inclusion
of a rule-based language of a specific RS into a set of interoperable dialects
it is required to develop for this RS two semantic preserving transformers —
from the RS language into a RIF dialect (a supplier role) and from the dialect
into the RS language (a consumer role). Every RIF dialect can have its own
semantics different from other dialects. For the present RIF the recommendations
are defined for the very basic dialects. E.g., the RIF-BLD (Basic Logic Dialect [5])
corresponds to the Horn logic with some extensions. Examples of its subdialects
that still are expected to be accepted as the W3C recommendations include
the RIF-CLPWD (Core Logic Programming Well-founded Dialect ), which uses
well-founded semantics (WFS) with the default negation and functions, and
RIF-CASPD (Core Answer Set Programming Dialect [6]) which uses answer set
programming semantics (ASP), known also as the stable model semantics. WFS
and ASP can be used for different purposes. ASP-based systems are specifically
oriented on solving of complex combinatorial (NP-complete) problems whereas
WFS-based systems are computationally complete and can be used as the general
purpose logic programming facilities. RIF recommendations have also defined the
necessary concepts to ensure compatibility of RIF with RDF and OWL , in spite
of dissimilarity of their syntaxes and semantics.

The paper annotates the results obtained including the description of an ap-
proach and an infrastructure supporting (a) the application domain conceptual



Rule-Based Multi-dialect Infrastructure for Conceptual Problem Solving 63

specification and problem solving algorithms definitions based on the combina-
tion of the heterogeneous database mediation technique and rule-based multi-
dialect facilities; (b) interoperability of distributed multi-dialect rule-based pro-
grams and mediators integrating heterogeneous databases; (c) rule delegation
approach in the multi-dialect environment. The infrastructure based on the SYN-
THESIS environment and RIF standards has been implemented. The approach
for multi-dialect conceptualization of a problem domain, rule delegation and rule-
based programs and mediators interoperability has been demonstrated on a real
NP-complete application in the finance domain. For the conceptual definition of
the problem we use OWL for the domain concepts definition and programs in
two dialects — RIF-BLD mapped into the SYNTHESIS mediator program and
RIF-CASPD mapped into ASP-based DLV [7] program.

The paper is structured as follows. After the introduction, the section con-
taining an overview of the approach and an infrastructure for distributed multi-
dialect rule-based programs support is given. In the third section the references
to the detailed descriptions of the application example are provided (they could
not be included due to the limit imposed on the paper size). A related work
section and the conclusion which summarizes the results and outlines plans for
the future work close the paper.

2 Infrastructure of the Multi-dialect Environment for
Distributed Rule-Based Programs Interoperability

2.1 Conceptual Programming and Conceptual Schema

The aim of the novel infrastructure proposed is a conceptual programming of
problems in RIF dialects and an implementation of conceptual programs using
declarative languages of the RSs. These languages possess different capabilities
and semantics and provide for programming over heterogeneous resources of
data, programs and ontologies. Access to the resources is provided by concrete
RSs or subject mediators. Conceptual multi-dialect logic programs specify the
algorithms for problem solving in a subject domain. They are implemented using
their transformation into a RS or a mediator programs.

Conceptual schema of a problem (class of problems) is defined in the frame of a
subject domain and consists of a set of RIF-documents (document is a specifica-
tion unit of RIF). Every document contains groups of rules. The subject domain
conceptualization is performed using OWL 2 ontologies containing entities of the
domain and their relationships (Fig. 1, right-hand part). Ontologies constitute
the conceptual specification of the domain. Names of the entities (classes and
attributes) are used in the rules of the RIF-documents. Ontologies are imported
into RIF-documents specifying an import profile, for instance, OWL Direct. A
profile defines a semantics of an OWL ontology.

Modular construction of the conceptual schema is based on the techniques of
document import and link. Documents import other documents having the same
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Fig. 1. Conceptual schema and resource specifications

semantics (the Import directive) or link documents defined using other dialects
and having different semantics (remote module directive Module).

Retrieving results of problem solving is performed by querying the conceptual
schema of a problem. A query is formulated over a RIF-document of a schema
using the dialect of the document.

2.2 Resources Relevance to a Problem and Mapping of their
Schemas into the Conceptual Specification

In the proposed infrastructure (1) the logic programs implementing RIF-
documents of the conceptual schema in specific RSs and (2) the subject me-
diators supporting collections of facts as the result of heterogeneous databases
integration are considered as resources.

A schema SR of a resource R is a set of entities (classes or relations and
their attributes) corresponding to extensional and intensional predicates of the
resources. The RS of every resource R should be a conformant DR consumer,
where DR is a RIF dialect (Fig. 1, left-hand part). Conformance is formally
defined using formula entailment and language mappings.

The resource R is relevant to a RIF-document d of a conceptual schema if:

– DR is a subdialect of the document d dialect and
– entities of schema SR (if they exist) are ontologically relevant2 to entities of

the subject domain conceptual specification the names of which are used in
d for extensional predicates.

The schema of a relevant resource is mapped into the subject domain speci-
fication. This means that conceptual entities referenced in the document d are
expressed in terms of entities of the schema SR using logic rules of the DR

dialect. These rules constitute separate RIF-document (Fig. 1, middle part).

2 In this paper we do not consider methods for schema ontological matching.
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Fig. 2. Peer-to-peer multi-dialect network architecture

2.3 Implementation of the Conceptual Schema Programs

Programs of the conceptual schema are implemented in P2P environment formed
by relevant resources which are related to conceptual specification by mapping
rules (Fig. 1, middle part).

Resources are peers (nodes) of the P2P environment. Peers communicate using
a technique for distributed execution of the logic programs. The basic notion
of the technique is delegation – transferring facts and rules from one peer to
another. A peer is a combination of a wrapper, a RS resource or a mediator, a
logic program and possibly a collection of facts (Fig. 2).

A wrapper transforms programs and facts from the specific RIF dialect into
the language of the RS or mediator and vice versa. A wrapper also implements
the delegation mechanism. A definition of the delegation is given in the latter
part of this section. Transferring facts and rules among peers is performed using
RIF dialects. Wrappers implement an interface RIFNodeWrapper (Fig. 2).

A special component (Supervisor) of the architecture stores shared information
of the environment, i.e. domain conceptual specification and conceptual schema
of the problem, a list of the relevant resources, RIF-documents combining logic
rules for the conceptual specification and a resource schema mapping.

Implementation of the conceptual schema includes the following steps:

1. Rewriting of the conceptual schema into the RIF-programs of resources
performed by the Supervisor. A rewriting includes (1) replacing the docu-
ment identifiers (used to mark predicates) by peer identifiers and (2) adding
schema mapping rules to programs (Fig. 1, middle part).

2. A transfer of the rewritten programs to peers containing resources relevant
to the respective conceptual documents.

3. A transformation of the RIF-programs into the concrete RS languages.
4. Execution of the produced programs in peers.

During the process of rewriting of the conceptual schema into the resource
programs a structure of a real P2P network is formed. A virtual node corre-
sponding to a RIF-document of the conceptual schema is replaced by one or
more peers corresponding to resources relevant to the document. Relationships
between virtual nodes defined by remote or imported terms are replaced by re-
lationships between real peers also defined by remote or imported terms. To
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implement remote and imported terms a rule delegation mechanism similar to
one proposed in WebdamLog [8] is used (for more details look at the Related
Work section).

In the general case, programs transferring to some peer may include nonlocal
rules. These rules contain remote or imported terms. On the contrary, local rules
do not contain such terms. For simplicity only remote terms are mentioned in
the latter part of this section. To make possible an execution of a program in
a peer the program should be normalized, i.e. transformed into an equivalent
program including only local rules and delegation rules. Delegation rules pro-
duced during normalization are transferred to the respective peers. Normalized
programs accompanied by delegated rules are executed in peers. To save space
the details of normalization and the algorithm of program execution are omitted
here. It can be found at http://synthesis.ipi.ac.ru/synthesis/projects/
RuleInt/Conceptual_Schema_Programs.htm Web-site.

3 The Use-Case for the Multi-dialect Infrastructure

The capabilities of the multi-dialect architecture are illustrated with the solu-
tion of the investment portfolio diversification problem [9]. The portfolio is a
collection of securities (such as equities or bonds), and its size is the number of
securities in the portfolio. The task is to build a diversified portfolio of maxi-
mum size. Diversification means that the prices of the securities in portfolio are
almost independent of each other. If the price of one security falls, it will not
significantly affect the prices of other. Thus the risk of a portfolio sharp decrease
is significantly reduced.

The input data to the problem is a set of securities and corresponding time
series (such as closing price) for each security. Also the predetermined price
correlation value is specified. It serves as maximum risk measure of a sharp
reduction of the portfolio value. The output is the maximum size subset of
securities, for which the pairwise correlation will be less than the specified one
(the Pearson correlation is used).

The problem is divided into the following tasks: (1) computation of the secu-
rity pairwise correlations (for specified dates) and (2) calculation of the maxi-
mum satisfying subset of securities.

To solve the first task the financial services Google Finance3 and Yahoo! Fi-
nance4 are considered, both of which provide current and historical information
about stock prices, currencies, bonds, stock indexes, etc. Mediator environment
is used to solve the problem of resource integration [3].

Second task is formulated as follows. Let G be a graph where vertices are
securities, and an edge between two securities exists if absolute value of their
correlation is less than a specified number. So, this is a well-known NP-complete
problem – finding a maximum clique in an undirected graph. ASP logic pro-
gramming systems, e.g. DLV [7], are well-suited for solving such problems.

3 https://www.google.com/finance
4 http://finance.yahoo.com/

http://synthesis.ipi.ac.ru/synthesis/projects/RuleInt/Conceptual_Schema_Programs.htm
http://synthesis.ipi.ac.ru/synthesis/projects/RuleInt/Conceptual_Schema_Programs.htm
https://www.google.com/finance
http://finance.yahoo.com/
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Application domain conceptual specification (ontology) of security historical
prices is defined using OWL [10]. The conceptual schema of the problem includes
two documents that correspond to the specified tasks. The first of the documents
contains a program that calculates the correlation graph of securities based on
the prices in a given period of time. The document is defined in the RIF-BLD
dialect [5]. The second document contains a program that computes the maxi-
mum clique in a graph of correlations. The document is defined in RIF-CASPD
dialect [6].

Resources for the problem of the investment portfolio diversification are sub-
ject mediator, in which the Google Finance and the Yahoo! Finance services
are integrated, and a program in rule-based programming system DLV [7]. Due
to the limited space, specifications and detailed description of portfolio diver-
sification problem solving as well as the results obtained are omitted here.
They can be found at http://synthesis.ipi.ac.ru/synthesis/projects/

RuleInt/Conceptual_Use_Case_Example.htm Web-site. A test execution of the
use-case programs in the developed infrastructure for Standard & Poor’s 500 se-
curities during 2012 gave 11 maximal portfolios of size 10 each.

4 Related Work

The rule exchange using RIF dialect for production rule systems (RIF-PRD) is
discussed in [13] [14]. In such case the production rule systems share the same
operational semantics opposed to our approach studying the problem of rule
exchange between systems with different semantics.

Several approaches intended for specifying declarative distributed programs
and managing data in distributed environment exist [8][11][12]. In contrast to
multi-dialect approach, a single declarative language is used in each of the pro-
posed systems. Usually it is a conventional Datalog extended with the notion of
localization and possibly other non-datalog constructs [12]. In the multi-dialect
approach location is specified with RIF remote and imported terms.

Conceptual notion of delegation applied in our approach coincides with the
notion of delegation in Webdamlog defined as “the possibility of installing a rule
at another peer. In its simplest form, delegation is essentially a remote material-
ized view. In its general form, it allows peers to exchange rules, i.e., knowledge
beyond simple facts, and thereby provides the means for a peer to delegate work
to other peers” [8]. Actually, current implementation supports a remote materi-
alized view. Extending the approach for delegation of knowledge is a future work.
The idea of program normalization is similar to the rule localization rewriting
step described in [12].

5 Conclusion

The approach presented is the first attempt of introducing the multi- dialect
interoperable conceptual programming over various semantically different rule-
based programming systems relying on the logic program transformation tech-
nique recom-mended by W3C RIF. We show also how to coherently combine

http://synthesis.ipi.ac.ru/synthesis/projects/RuleInt/Conceptual_Use_Case_Example.htm
http://synthesis.ipi.ac.ru/synthesis/projects/RuleInt/Conceptual_Use_Case_Example.htm
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such approach with the heterogeneous data bases integration applying the se-
mantic mediation. The results obtained so far are quite encouraging for future
work aimed at reaching of the conceptual specifications reusability in various
applications over different sets of data, as well as for sharing and accumulation
of reproducible data analysis and problem solving methods and experience in
various data intensive domains.
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Abstract. In this paper we investigate the problem of efficiently evalu-
ating XPath queries over large XML data stored in a distributed manner.
We propose a MapReduce algorithm based on a query decomposition
which computes all expected answers in one MapReduce step. The al-
gorithm can be applied over large XML data which is given either as a
single distributed document or as a collection of small XML documents.

1 Introduction

XML is a widespread format used for exchanging information on the Web, and,
in general, for representing semi-structured data. The efficient querying and
analysing large amount of web data is now being broadly recognized as a signif-
icant challenge in many areas, such as system designing, data analysis, decision-
making, marketing and biology research. The management of the information
appearing in a collection of XML data is achieved by using XML administrative
languages such as XPath, XSLT and XQuery [6]. In this paper, we focus on
XPath, which constitutes the basis for most of the other XML administrative
languages. Furthermore, we use the MapReduce distributed framework [4] to
process and manage large amount of XML data. MapReduce is widely used for
processing large amount of data using a cluster of commodity machines. Boast-
ing a simple, fault-tolerant and scalable paradigm, it has established itself as
dominant in the area of massive data analysis.

In this paper we investigate the problem of evaluating XPath queries over
large XML data which is stored in a cluster of commodity machines. The XML
query evaluation in the MapReduce framework has been little investigated in the
past. Query decomposition to sub-queries depending on the accessibility of data
distributed to a fixed number of sites has been exploited in [7]. However, this

� This research was supported by the project “Handling Uncertainty in Data Inten-
sive Applications”, co-financed by the European Union (European Social Fund -
ESF) and Greek national funds, through the Operational Program ”Education and
Lifelong Learning”, under the research funding program THALES.
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approach is agnostic to data distribution thus adhering to the distributed file
system paradigm. Partial evaluation of XPath queries over a distributed XML
document is also the subject of [3]. However, this approach assumes a sole coor-
dinator entrusted with the joining of the partial results. In addition, the authors
also propose a MapReduce algorithm which evaluates boolean queries. Note that
this algorithm uses a single reduce task to compute the final answer. The prob-
lem of evaluating twig pattern queries on distributed XML data is investigated
in [2], where the authors propose a system which computes the result based on
indexing. In [5], MRQL, a query language over MapReduce, is introduced for the
analysis of XML data. Finally, [9] explores the idea of a parallelized processing
workflow of XML fragments in a MapReduce environment.

The main contribution of this paper is that it proposes a MapReduce algo-
rithm, called HoX-MaRe, which computes all expected answers in one MapRe-
duce step (Section 3.1). Our algorithm is based on query decomposition and a
horizontal fragmentation method for the XML document and ensures that it
computes all answers that would be resulted when the query is evaluated in a
single machine. Preliminary experimental results concerning the performance of
our algorithm are presented in Section 3.2.

2 Preliminaries

In this section we present the preliminary definitions of the concepts used in the
subsequent sections. Consider a directed, rooted, labelled tree t (tree for short),
where its labels come from an infinite set Σ. We denote N (t) and E(t) the set of
nodes and edges, respectively, of t, and we write label(n) to denote the label of a
node n of t. We refer to the unique path through which n is reachable from root
of t (denoted by root(t)) as reachable path of a node n in N (t). If there is an
edge (n1, n2) in E(t), the node n2 is a child of n1. A node n′

2 of t is a descendant
of a node n′

1 of t if t has a path from n′
1 to n′

2. A branching node is each node
in N (t) having at least two children.

We consider two types of trees that represent XML documents and queries
in XPath, respectively. An XML document is represented by a tree (also called
XML tree) having text, or numbers, associated with leaf-nodes; while the XPath
queries are different from XML trees in four aspects. First, the labels of a query
come from the set Σ ∪ {∗}, where ∗ is the “wildcard” symbol. Second, a query
P has two types of edges: E/(P ) is the set of child edges (represented by a single
line) and E//(P ) is the set of descendant edges (represented by a double line).
Third, a query P has an output node (or output, for short), denoted by out(P ),
and is represented by a circled node. Fourth, each leaf-node which is not the
output node may be associated with a condition; instead of text and numbers
that are associated with leaf-nodes of an XML tree. The selection path of a non-
boolean query Q is the path from the root to the output node. A subquery of Q
is an XPath query having a subset of both the nodes and the edges of Q.

The result of applying a query Q on an XML tree t is based on a set of map-
pings from the nodes of Q to the nodes of t, called embeddings. An



Distributed Processing of XPath Queries Using MapReduce 71

embedding from Q to t is a mapping e : N (Q) → N (t) with the following
properties:(1) Root preserving: e(root(Q)) = root(t), (2) Label preserving: For
all nodes n ∈ N (Q), either label(n) = ∗ or label(n) = label(e(n)), (3) Child
preserving: For all edges (n1, n2) ∈ E/(Q), we have that (e(n1), e(n2)) ∈ E(t),
(4) Descendant preserving: For all edges (n1, n2) ∈ E//(Q), the node e(n2) is a
proper descendant of the node e(n1), and Leaf preserving: For each leaf-node
n� ∈ N (Q) associated with a condition either of the form “text() = str” or of
the form “val() op num” we have that either the text associated with e(n�) is
identical to str or the number C associated with e(n�) satisfies the condition
“C op num”, respectively. We recall that op stands for one of the arithmetic
comparison operators =, �=,<,>, ≥,≥, and num is a number. The result Q(t),
now, of applying a non-boolean query Q on a tree t is formally defined as follows:
Q(t) = {e(out(Q))|e is an embedding from Q to t)}. If Q is a boolean query
then the result Q(t) is “true”, only if there is an embedding from Q to t.

2.1 MapReduce Framework

The MapReduce is the programming model for processing large datasets in
a distributed manner. The storage layer for the MapReduce framework is a
Distributed File System (DFS), such as the Hadoop Distributed File System
(HDFS), and is characterized by the block size which is typically 16-128MB in
most of DFSs. Creating a MapReduce job is straightforward. The user defines
two functions, the Map and the Reduce function, which run in each cluster node,
in isolation. The map function is applied on one or more files, in DFS, and re-
sults <key,value> pairs. This process is called Map task. The nodes that run
the Map tasks are called Mappers. The master controller is responsible to route
the pairs to the Reducers (i.e., the nodes that apply the reduce function on the
pairs) such that all pairs with the same key initialize a single reduce process,
called reduce task. The reduce tasks apply the reduce function in the input pairs
and also result <key,value> pairs. This procedure describes a MapReduce step.
Furthermore, the output of the reducer can be set as the input of a map function,
which gives to the user the flexibility to create procedures of multiple steps.

2.2 Fragmentations of XML Data

Considering an arbitrary method of attaching ids to element-nodes of an XML
tree t we define, in this section, a fragmentation of an XML tree which preserves
the structure of the initial tree. We say that a set T of XML trees (called
fragments) forms a horizontal fragmentation of t if for each fragment F in T
the following hold. (1) For each node nF of F , there is a node n of t having
the same reachable path to that of nF , (2) for each node n of t, there is a node
nF of a document F in T having the same reachable path to that of n, and (3)
each fragment in T contains at least one leaf-node of t, which is not contained in
other fragment in T . For example, in Fig. 1, the XML trees F1 and F2 represent
the fragments of a horizontal fragmentation of the XML tree t. To verify this,
notice that F1 and F2 are obtained by splitting t at the node m7, and the path



72 M. Damigos, M. Gergatsoulis, and S. Plitsos

r

a

j

c

e d

o

b

o

g b

d

m9

m8 m11

m10

m12

m7

m4

m2

m1 m3

m6

m5

r

a

j

c

e d

o

b

m12

m7

m4

m2

m3

m6

m5m1

r

a

o

g b

d

m12

m7

m9

m8 m11

m10

t F1 F2

r

∗
∗

e d

o

b

n0

n1

n2

n3 n4

n5

n6

r

∗
∗
e

n0

n1

n2

n3

r

∗
∗
d

n0

n1

n2

n4

r

∗
o

b

n0

n1

n5

n6

r

∗
o

n0

n1

n5

Q P1 P2 P3 P4

Fig. 1. (a)XML fragmentation, (b) XPath Query Decomposition

from the root of t to m7 is included in both fragments. It is easy to see that the
nodes of t keep their ids after the fragmentation. In this way the child-parent
relationship, as well as the structure of t, are preserved in each fragment.

The horizontal fragmentation can be used to partition the information of an
XML tree to several XML fragments. In the following, we consider that the size
of each fragment does not exceed the maximum block size.

3 XPath Evaluation on MapReduce Framework

The problem of efficiently evaluating XPath queries over a large amount of XML
data using the MapReduce framework is formally stated as follows. Considering
a distributed collection T of XML trees which form a horizontal fragmentation
of a large XML tree t and an XPath query Q, we want to compute the answers
that would be resulted by Q(t), in parallel, using the MapReduce framework. In
Section 3.1, we propose an algorithm, called HoX − MaRe Algorithm, which
deals with this problem in one MapReduce step.

Consider the horizontal fragmentation of t illustrated in Fig. 1. It is easy to
verify that evaluating Q over each fragment (F1 and F2), in isolation, using
one of the conventional methods of XPath evaluation, we get only the node
m6; i.e., we miss the node m9. This node, however, should be included in Q(t).
Intuitively, the reason why the node m9 is not resulted from the evaluation of
Q on the fragments of t, is that the XML data needed to obtain the embedding
giving m9 is split in the two different fragments. To deal with this problem we
define the concept of query decomposition. Let DQ be the set of XPath queries
obtained from an XPath query Q as follows. For each leaf node n of Q which is
not output we add the reachable path of n to DQ. Then we also add to DQ the
query consisting of the selection path of Q; which is the only non-boolean query
in DQ. The set DQ gives the decomposition of Q.



Distributed Processing of XPath Queries Using MapReduce 73

Example 1. The XPath query Q illustrated in Fig. 1 has 3 leaf nodes; the n3, n4

and n6. From these nodes we obtain the queries P1, P2 and P3, respectively, and
add them to a set DQ. Notice that each query is given by the reachable path
of each leaf node. In addition, we add to DQ the selection path of Q, which is
given by the query P4. The set DQ gives the decomposition of Q.

The following theorem describes how we can find an embedding from a XPath
query Q to a tree t when we have already found a set of embeddings from the
queries in the decomposition of Q to t.

Theorem 1. Let Q be an XPath query in XP{∗,[ ],//,∧}, t be an XML tree and
DQ = {P1, . . . Pn} be the decomposition of Q such that Pn is the selection path
of Q. Then for each node o ∈ N (t) the following are equivalent:
(1)There is a set of embeddings M = {e1, . . . , en} such that (a) for each i, with
1 ≤ i ≤ n, ei is an embedding from Pi to t, (b) for each n ∈ N (Q) there aren’t
two embedding ei, ej ∈ M such that ei(n) �= ej(n), and (c) en(out(Pn)) = o.
(2) There is an embedding e from Q to t such that e(out(Q)) = o.

The Condition 1 in Theorem 1 can be easily extended to cover the case that
each query Ri ∈ DQ maps on a fragment in a horizontal fragmentation T of t
(instead of a mapping from Pi directly to t).

Corollary 1. If we replace the Condition 1(a) in Theorem 1 with “(a’) for
each i, with 1 ≤ i ≤ n, ei is an embedding from Pi to a fragment F , where F is
contained in a horizontal fragmentation T of t”, then Theorem 1 still holds.

Corollary 1 implies a two-steps method for computing all nodes in Q(t) in a
distributed manner. Particularly, we firstly compute, in parallel, the embeddings
from each query in DQ to each fragment of T , then these embeddings are emitted,
along with the answers of the non-boolean queries, and in the second phase, the
embeddings are combined properly in order to give the output nodes in Q(t).

3.1 HoX-MaRe Algorithm

In this section, we present a MapReduce algorithm, called HoX −MaRe Algo-
rithm, which computes the answer of an XPath query Q when Q is posed on a
distributed XML tree given by a horizontal fragmentation T . The fragments in
T are stored in a DFS. In the following we consider that the branching nodes of
Q are mapped, using a bijection h, on an integer between 1 and |NB(Q)|, where
|NB(Q)| is the number of branching nodes of Q. In addition, we suppose that h
has initially been sent to all mappers. The Map and the Reduce function of the
algorithm are formally depicted in Fig. 2.

Map function: The Map function gets as input a fragment F in T and
performs the following operations. Initially, the decomposition DQ of Q is prop-
erly generated as described in previous paragraph. For each query P in DQ we
compute the set MP,t containing all embeddings from P to F . Then for each
embedding e in MP,t we create an array Ke, denoted as embedding-array, as



74 M. Damigos, M. Gergatsoulis, and S. Plitsos

- Map: <XML fragment F , XPath query Q >
DQ = getDecomposition(Q);//Return the decomposition of Q
NB = getBranchingNodes(Q);//Return the branching nodes of Q. |NB| is the size of NB

nDB = get1stbranchingnode(Q)//Return the first branching node of Q.
For each query P in DQ do
For each embedding e from P to F do

Ke[j] = ∗;//Initialize the array Ke of the images of the branching nodes,
of size |NB| (i.e., j = 0, . . . , |NB| − 1).
For each branching node n of P appearing in the position � of NB do
Ke[�] = e(n)
If P is the selection path of Q then
output ← < e(nDB), [Ke, P, e(out(Q))] >

else
output ← < e(nDB), [Ke, P, true] >

- Reduce:< Key K, Collection V alues >
DQ = getDecomposition(Q);
B = getBuckets(Values)
For each T in B

For each [c1, c2, c3] in T
If c2 is either the selection path of Q or the query Q
output ← < K, c3 >

Fig. 2. HoX-MaRe Algorithm

follows. For each branching node n of Q which is included in P we put the node
e(n) to the position h(n) of Ke, while we put the symbol “*” to each position
of Ke which is not mapped by a node of P .

To define the key of each pair we distinguish the first branching node nB of Q,
traversing the selection path of Q from the root to the output. It is easy to verify
that this node is included in each query in DQ. Finally, for each embedding e,
the map function outputs a key-value pair, where the key is e(nB), and the value
is a triple of the form [Ke, true, P ], when the query P is not the selection path
of Q or a triple of the form [Ke, out(P ), P ], otherwise. Note here that if the
input query does not have any branching node the key of each pair is given by
null values; consequently all pairs are routed in a single reducer.

Example 2. Consider the query Q, the XML tree t, the horizontal fragmenta-
tion T of t and the decomposition DQ of Q illustrated in Fig. 1. Notice that
Q has 2 branching nodes; the n1 and n2. Running the map function of the
HoX-MaRe algorithm over T , two map tasks are performed; one on each frag-
ment. Applying the map function on F1 we compute the embedding e1 from
P1 to F1, where e1(n0) = m12, e1(n1) = m7, e1(n2) = m2 and e1(n4) = m1,
as well as its embedding-array Ke1 = [m7,m2]. The embedding-array Ke2 =
[m7,m4] of the embedding e2 from P2 to F1 is computed similarly in the same
task, while the second task computes the embedding-array Ke4 = [m7, ∗] of e4
from P4 to F2. For Ke1 and Ke2 the first task outputs the key-values pairs
< m7, [Ke1 , true, P1] > and < m7, [Ke2 , true, P2] >, while the second task
outputs the pair < m7, [Ke4 , m9, P4] > for e4. We follow the same procedure
for each embedding computed in each task.
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Reduce Function: The reduce function performs over the input key-value
pairs as follows. A function getBuckets is initially applied over the input values.
This function groups properly the triples included in the value of the input
pair, based on the concept of unification of the embedding-arrays. We say that
two embedding-arrays K1, K2 are unifiable if there is not any integer i such
that K1[i] �= K2[i] and K1[i],K2[i] �= ∗. In particular, the function getBuckets
returns every set B (denoted bucket) containing tuples such that for each query
P in the decomposition of Q there is a tuple in B which describes an embedding
from P and for every two tuples in B their embedding-arrays are unifiable. Then,
for each bucket B, the reducer locates the tuple obtained by the selection path
and outputs the output of the selection path.

Example 3. Continuing the Example 2 and considering that all the key-value
pairs have been emitted from the mappers, it is easy to verify that there is a re-
duce task which receives all the pairs having m7 as a key. The reduce task initially
calls the function getBuckets. Notice that there is not any bucket returned by
getBuckets which contains both the values [Ke1 , true, P1] and [Ke2 , true, P2],
since Ke1 and Ke2 are not unifiable (notice that Ke1 [1] �= Ke1 [2])). However, the
values [Ke1 , true, P1] and [Ke4 , m9, P4] will contained in a returned bucket.
For this bucket, the reduce function will output the image of the output of P4,
which is given by the node m9.

3.2 Preliminary Experimental Results

In this section, we present a set of preliminary experiments performed on a
Hadoop cluster of 14 nodes of the following characteristics: Pentium(R) Dual-
Core CPU E5700 @ 3.00GHz, 4GB RAM and 30GB available disk space. We run
the HoX-MaRe algorithm (see Fig. 2) over an XML document of 1.5GB given
by the XML generator of the XMark project[1]. We assigned to each node of the
XML document a new attribute indicating a unique ID value and posed a set
of XPath queries over several horizontal fragmentations, in terms of maximum
fragment size, as well as we run the queries using 4, 9 and 14 nodes. Our re-
sults are summarized in the Fig. 3. where the table includes the average of the
evaluation time, in min, of the queries, for each fragment-size and each number
of cluster nodes. Note that, the time values depicted in this table correspond to
the total time for evaluating queries. From the results of the table we conclude
that the more nodes we use the faster we get the result of a query; which shows
the load balancing feature of the algorithm. Furthermore, we can easily notice
that the evaluation time is reduced when we use small XML fragments. This can
be explained by the fact that our implementation has been built using a DOM
package which requires loading of the whole XML document, in each mapper,
into memory. In order to compare our approach with the evaluation of XPath
queries in a single computer we tried to run queries using the DOM package.
However this was not possible for XML files greater than 100MB.
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Nodes 5MB/Fragment 10MB/Fragment 15MB/Fragment 20 MB/Fragment
4 6.33 10.67 13.00 31.50
9 5.25 6.75 11.25 20.33
14 4.50 5.75 8.50 19.33

Fig. 3. Preliminary Experimental Results

4 Conclusions and Related Work

In this paper we presented an algorithm for distributed XPath query evaluation
based on MapReduce. Our preliminary experiments shows that the algorithm
is scales well to large XML datasets. As future work, we plan to investigate
heuristics in order to improve further the performance of our algorithm, and
make use of hash function in order to improve load balancing of the algorithm.
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Abstract. In our simulation project ProHTA (Prospective Health Tech-
nology Assessment), we want to estimate the outcome of new medical
innovations. To this end, we employ agent-based simulations that require
workflow definitions with associated data about workflow instances. For
example, to optimize the clinical pathways of patients with stroke we
need the time and associated costs of each step in the clinical pathway.
We adapt an existing conceptual model to store workflow definitions and
instance data in RDF. This paper presents a query language to aggregate
and query workflow instance data. That way, we support domain experts
in analyzing simulation input and output. We present a heuristic algo-
rithm for efficient query processing. Finally, we evaluate the performance
of our query processing algorithm and compare it to SPARQL.

1 Introduction

ProHTA (Prospective Health Technology Assessment) is a simulation project
aimed at estimating the potential of innovative healthcare technologies at a very
early stage. To this end, new types of hybrid and modular simulation systems are
employed to simulate the effects of new healthcare technologies [5]. For example,
one of our simulations concerns mobile stroke units [5]. For stroke, the time
between onset and treatment is crucial for the treatment process. Mobile stroke
units enable diagnosis and treatment of stroke patients on site, therefore reducing
the time between onset and treatment. Hence, in our simulation models, we pay
great attention to the diagnosis and treatment workflows of stroke patients and
the time of individual steps in these workflows.

Besides the problem of simulation modeling, simulation input data manage-
ment is an important concern [11]. Because medical and statistical simulation
data in our project stems from several heterogeneous sources, a generic and flex-
ible conceptual model is required. We developed a multidimensional conceptual
model using RDF (Resource Description Framework) to cope with the hetero-
geneity [2].

In our simulation project, we are already using workflow definitions in form
of activity diagrams [9] as a first step towards simulation models. Therefore, it is
natural to organize our simulation input data according to these workflows. To
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this end, activity diagrams need to be stored in the data management system.
Then, simulation input and output data can be stored and linked to the activity
diagrams.

Our simulation practitioners and domain experts want to query and analyze
data. However, it is hard for scientists to write non-trivial SQL or SPARQL
queries [10]. Therefore, we propose using a domain specific query language. In our
stroke example, the simulation estimates the time between onset and treatment
gained by implementing mobile stroke units. Then, the domain experts could
use a domain specific query language to compare the simulation outcomes of
different settings.

Together with our simulation experts, we identified several requirements for
such a domain specific query language:

1. Query aggregated data for a specific part of a workflow
2. Query data for individual steps of a workflow
3. Query aggregated data for the most probable paths through a workflow

In this paper, we present a conceptual model to organize data according to
workflow definitions. Additionally, we develop a domain specific query language
to query and analyze the data.

2 Conceptual Model

Dumas and Hofstede [7] evaluated UML activity diagrams as a specification
language for workflows. Despite some imprecise semantics, they satisfy all of our
requirements. As we are already using RDF to store multidimensional data [2],
we decided to store UML activity diagrams using RDF. Dolog’s OWL ontology
allows for storing UML state machines in RDF [6].As UML activity diagrams
can be mapped to UML state machines, we use a simplified version of Dolog’s
ontology.

The basic elements of activity diagrams are depicted in Fig. 1. There are
states and transitions, for example “A” and “C” are simple states. Transitions
are depicted as arrows. Additionally, there are initial and final states. Composite
states can be used to construct hierarchical structures and may contain parallel
regions. Branches like “B” can be used to indicate alternatives.

We decided to omit forks and joins because the well-formedness of diagrams
containing forks and joins is non-trivial [7]. However, parallel execution can still
be achieved without losing expressiveness by using parallel regions in composite
states. The execution of a composite state is complete when it reaches all final
states in the parallel regions of the composite state. A transition between a state
inside a composite state and a state on the outside interrupts the execution of
the composite state. For example, the transition between “B” and “C” interrupts
the execution of the composite state in Fig. 1.

We extended Dolog’s ontology with optional probabilities for outgoing tran-
sitions of branches. Additionally, we can store the time and different types of
costs of states and transitions. These costs consist of a name and a numerical
value. In addition to the workflow definition with aggregated data, we store data
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Fig. 1. UML activity diagram

about workflow instances. For example, we store data about the treatment of a
patient. This fine-grained data can be used for query evaluation instead of the
preaggregated data stored alongside the workflow definition.

3 Workflow Query Language

In this section, we present the main features of the WQL (Workflow Query
Language). To this end, we introduce the ESTIMATE query type that can be
used to aggregate time and costs in workflow definitions. We provide a formal
definition of workflow data aggregation semantics online1. The scheme of an
ESTIMATE query is shown in listing 1.1. Paths with a denoted start and end
are examined in order to aggregate time and costs.

[ CONTEXT <URI> ]
ESTIMATE time, costs, probability, state, path
OF <workflow>

[ FROM <start> ] [ TO <end> ]
[ USING INSTANCE named instance ]
[ USING INSTANCES named instances for average times ]
[ USING ALL INSTANCES ]
[ WITH { variables, times, decisions } ]
[ GROUPBY state, path ]
[ ORDERBY time, costs, probability ASC/DESC ]

Listing 1.1. Scheme of an ESTIMATE query

To prevent the user from having to write the same prefix of URIs multiple times,
the CONTEXT statement allows an abbreviated form similar to ’PREFIX’ in
SPARQL. ESTIMATE queries allow multiple column definitions in the ESTI-
MATE clause, e.g. time and different types of costs. Also, states, paths and the
probability of paths can be queried if states or paths are part of the GROUP
BY clause. Then, GROUP BY works like its SQL counterpart.

The optional FROM and TO clauses specify the beginning and end of the
considered paths. Initial and final states of the examined workflow are the default
values for FROM and TO. States can be identified either by URI or by unique

1 http://www6.cs.fau.de/people/philipp/wql_semantics.pdf

http://www6.cs.fau.de/people/philipp/wql_semantics.pdf
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names. The USING (ALL) INSTANCE(S) and WITH clauses specify workflow
instances as described in Sect. 2 for the aggregation of time and costs. The
ORDER BY statement triggers sorting of results with the desired sort order.

4 Query Processing

As the expressiveness of SPARQL is not sufficient, we cannot translate ESTI-
MATE queries to SPARQL. Therefore, we use SPARQL only to load data and
activity diagrams and provide a custom query processing algorithm. In this sec-
tion, we present the path-finding algorithm to process ESTIMATE queries. Since
loops and decisions can produce an infinite number of paths, finding all of them
is impossible. Hence we present a heuristic approach for finding the most likely
paths. First, we present the basic algorithm that is not able to handle parallel
sections. After that, we describe the extensions to support parallelism.

Since our path–finding algorithm is a heuristic, three parameters are provided
to limit processing: the minimal probability of a path pmin, the maximal number
of results rmax, and the maximal number of states in a path nmax Algorithm 1
shows a simplified version of our algorithm. In the following, we call the transi-
tions of the activity diagram edges. The function suitableEdges(state) returns
all outgoing transitions of a state excluding transitions to states with no path to
a final state and transitions excluded by conditions. Therefore, we need to mark
each state that reaches the end in advance.

Algorithm 1. Path-finding heuristic

List result, PriorityQueue pq
setCapacity(pq, rmax)
enqueue(pq, start, priority = 1)
while ¬empty(pq):

path = pop(pq)
edges = suitableEdges(last(path))
∀edge ∈ edges:

if length(path+ edge) > nmax ∨ probability(path) ·probability(edge) < pmin:
continue

if reachEnd(path+ edge):
append(result, path+ edge)
setCapacity(pq, rmax- length(result))

else:
enqueue(pq, path+ edge, priority = probability(path) · probability(edge))

The priority of a path in the priority queue is simply the probability of the
path. Therefore, we try all suitable outgoing edges of the last state in the path
with the highest probability. If none of our aforementioned limits is exceeded, we
create new paths for each outgoing edge of the last state in that path. We append
these new paths to the priority queue if they do not reach the end. Otherwise,
we append them to the result list.
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Our algorithm is used recursively for each parallel compound state to support
nested parallel compound states. Resulting paths are no longer sequences as we
have to store the states in each parallel region of the compound state. We store
for each path whether it interrupts parallel execution or not. All non-interrupting
paths are put into the priority queue.

For each interrupting path the paths of all other parallel regions have to be
aborted at a certain point. To determine this point, we use the time of the
interrupting path and search for all paths in the parallel regions with a shorter
time span.

5 Evaluation

The evaluation of our heuristic is divided into two parts. First, we present an
acyclic worst-case scenario and evaluate it against SPARQL property paths2.
Afterwards, we evaluate a cyclic activity diagram and assess the precision of
results. Our prototype is written in Python. SPARQL queries are processed by
Fuseki 0.2.1.

As SPARQL supports property paths to query paths in RDF graphs, we want
to compare them to our path finding heuristic. These property paths are like reg-
ular expressions for RDF properties and can be used to query paths of arbitrary
length in an RDF graph. SPARQL only finds matching endpoints to a property
path and does not search for all paths between these two endpoints. Therefore,
property paths aren’t suitable for finding all paths in activity diagrams. However,
for evaluating acyclic activity diagrams without parallelism with SPARQL we
can simulate the search for paths. To this end, we enumerate all paths between
two endpoints and store each path with separate synthetic endpoints in RDF.
Then, we can write SPARQL queries using property paths that find and return
the endpoints of all paths. Hence, the complexity of processing these SPARQL
queries can be compared to our path finding algorithm. However, even with this
extension, SPARQL property paths would not be applicable to cyclic diagrams
or parallel regions.

Fig. 2(b) shows an example for a “Fibonacci activity diagram”. In these syn-
thetic diagrams with N states, each state is connected to it’s two successors.
We evaluated ESTIMATE queries asking for all paths that start at the initial
state and end at the final state of the activity diagrams. The number of paths
for each diagram with N states is the corresponding Fibonacci number, so an
exponentially growing quantity of paths is generated. We define that transitions
to direct successors (e.g. B to C) of a state have a probability of 90%.

Our heuristic tries to find rmax = 2000 most probable paths. Fig. 2(a) shows
the cumulative probability of all found paths and the time to process each
query. As expected, at some point the cumulative probability of the found paths
decreases.

Fig. 2(a) shows that processing all possible paths is only appropriate to a
certain extent. The time to find all paths using our SPARQL workaround or our

2 http://www.w3.org/TR/sparql11-property-paths/

http://www.w3.org/TR/sparql11-property-paths/
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Fig. 2. Processing times and evaluated workflows

path finding algorithm (searching for all paths) grows exponentially. SPARQL-
only processing with property paths is faster than an exhaustive search for all
paths with our algorithm as our implementation in python is not very fast.
Despite of this, a heuristic search with our algorithm is much faster as it tries
to find only the most probable paths. By defining the limits of the heuristic, the
user is able to balance processing time and path coverage, which is depicted as
cumulative probability of found paths.

Not all paths are equally important for results. Therefore, our heuristic tries
to find the rmax most probable paths. For cycles, longer paths usually have
less probability. Hence, in cyclic diagrams a few paths cover the most probable
scenarios.

Fig. 2(c) shows an example of a loop with cost(A) = 10 and cost(B) = 0.
Processing is limited by rmax. Since this is a simple example, the precise average
cost of all paths can be determined:

cost =
∞∑
i=1

1

2i
· 10i = 10

∞∑
i=1

i · 2−i = 10 · 2 = 20 (1)

By accumulating the weighted cost of the 10 most important paths, a relative
error of 5.86 · 10−3 remains. At 25 paths, the relative error is 4.02 · 10−7 and
therefore negligible. This is because for cycles longer paths usually have less
probability. The query for 25 paths took 0.042s. Hence, our heuristic is well-
suited for cyclic diagrams.
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6 Related Work

Awad [1] reviews existing query languages for business processes and classifies
them according to three categories:

1. Querying business process definitions

2. Querying running instances of business processes

3. Querying execution history (logs) of completed business processes

The query languages in the first category are concerned with querying the
structure of business processes. The approaches in the second category monitor
running business processes. The third category is known as workflow or process
mining. As our approach is concerned with querying the definition of a workflow,
we consider the WQL to be in the first category. However, we also need to query
data associated with the workflow definition. Therefore, we review some existing
approaches in that category in addition to the literature already listed by Awad.

Awad [1] proposes a visual query language to search repositories of business
processes for certain patterns. Deutch and Milo [4] provide a comprehensive for-
malism to study process modeling and querying. They use this formalism to
evaluate the BPQL (Business Process Query Language) [3]. Francescomarino
and Tonella [8] define the semantics of a visual query language for business
processes by translating queries to SPARQL. They deal with the problem of
querying paths between two elements. However, they assume each pair of ele-
ments that is connected by a path to be directly connected by an RDF property
p:isConnectedTo. Hence, their solution is much simpler than our path finding
algorithm. The aforementioned approaches including the approaches listed by
Awad do not consider the data perspective and do not allow for aggregation of
data. Therefore, our approach provides some unique contributions in this regard.

7 Conclusions and Future Work

In this paper, we presented a language to query aggregated data. To this end, we
adapted an existing conceptual model to store workflow definitions as activity
diagrams in combination with workflow instance data in RDF. We developed a
heuristic query processing algorithm and evaluated it in comparison with pure
SPARQL. Our evaluation shows that our heuristic algorithm is well suited for
complex workflow definitions and is able to cope with cyclic graphs. The query
language enables our domain experts to analyze simulation input and output
data. Additionally, we can use this query language to load input data into our
simulation models. Therefore, our query language renders both the input data
management process and the evaluation of simulation output data more efficient.

In future work, we are planning to implement a semi-automatic transforma-
tion from activity diagrams to agent-based simulation models. Therefore, the
conceptual model, aggregation formalism and query language will become more
integrated with our simulation tools. We need to extend our conceptual model
to support probability densities instead of fixed times and costs. Moreover, we
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will investigate how to combine this conceptual model with our existing multidi-
mensional conceptual model [2] to support data that depends on various factors,
e.g. the age of a patient.
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Abstract. The measuring of interest and relevance have always been
some of the main concerns when analyzing the results of a Content-
Based Image-Retrieval (CBIR) system. In this work, we present a unique
problem that the Solar Dynamics Observatory (SDO) CBIR system en-
counters: too many highly similar images. Producing over 70,000 images
of the Sun per day, the problem of finding similar images is transformed
into the problem of finding similar solar events based on image similarity.
However, the most similar images of our dataset are temporal neighbors
capturing the same event instance. Therefore a traditional CBIR sys-
tem will return highly repetitive images rather than similar but distinct
events. In this work we outline the problem in detail, present several ap-
proaches tested in order to solve this important image data mining and
information retrieval issue.

1 Background and Motivation

Content-based Image-Retrieval (CBIR) systems are imperative in many research
areas and industries where the amount of information to sort, search, and retrieve
is greater than what is humanly feasible. CBIR systems are currently used across
many diverse fields such as medical vision, video surveillance, law enforcement,
facial recognition, tracking, and more [10,12,14,6].

How the CBIR systems are used and how they work also vary depending
on the needs of the application. Some systems are designed to find identical
visual characteristics, while others focus on finding structural similarity. Defining
what is of interest is an important aspect of a CBIR system. This measure is
application dependent and guides what techniques can be used and how the data
is processed. CBIR systems are well-known with methods having been developed
which index and define interest based on color features [11], shapes of certain
objects [8], textures [6], etc.

The Solar Dynamic Observatory (SDO) mission was launched in 2011 and
captures 70,000 images a day over 10 wavebands providing an unprecedented
1.5 TB a day of information about the Sun. The exponential growth of cross
comparison between all images makes most standard methods of comparison
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infeasible. Therefore we must address a more important issue that is often over-
looked in most systems since none of them, to our knowledge, have to deal with
the same volume of highly similar data.

When studying the Sun, solar physicists primarily study solar phenomena
that we will refer to as solar events. The type of events that are of interest can
vary greatly in size, duration, location, and in the colocation possibilities with
other events. Thus, we have many different types of tasks to perform in this
CBIR system that no other traditional system performs. Our initial attempts to
tackle this ambitious problem consist of several methods:

– We will focus on traditional nearest-neighbor retrieval to fully exemplify our
problem and decide on a few starting points for more potential experiments.

– We experiment on our CBIR system by using the labels to attempt to solve
the temporal cadence issue. These labels all come from central location,
Heliophysics Event Knowledgebase (HEK), where all the Feature Finding
Team (FFT) modules report to.

– When searching for similar events, the most similar images are from the pro-
ceeding and succeeding timesteps which also contain the same event we are
querying on. This makes finding patterns or similar singular events difficult.
We can intuitively reduce this by increasing the cadence of the system. Un-
fortunately, this results in excluding many important short duration events
such as solar flares as we will show in the experiments section.

In this paper we introduce the problem of finding similar events in a temporal
dataset. We discuss several ways to approach the problem and show how effective
they result on our test dataset, and we also lay out some possible future directions
to improve CBIR systems that face these similar issues.

2 Experimental Setup

2.1 Image Parameters

As we have presented in our previous works, we use some of the more popular
image parameters that are used in fields such as medical imaging, natural scene
images, and traffic imaging [12,14,6]. We use a grid-based image segmentation
with 4,096 cells per image shown to be the most effective on our solar images
[6]. The ten image parameters that we have defined to be the most useful [3]
are: Entropy, Mean, Standard Deviation, 3rd Moment (skewness), 4th Moment
(kurtosis), Uniformity, Relative Smoothness (RS), Fractal Dimension, Tamura
Direcctionality, and Tamura Contrast, more details on them can be found on [4].

2.2 Filtering Mask

To identify regions of interest for active solar events, we employ a simple intensity-
based region growing technique [7]. Pixels of intensity greater than the 99.5 per-
centile for the image are selected as the ’seeds’ of the regions [1]. The regions are
then grown by iteratively adding any pixels of intensity above the 80th percentile
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Fig. 1. Regions produced by the mask for wavelengths 171(left) and 193(right)

of the image that are 8-way adjacent to the current region. Terminating once no
more pixels can be added. Next we apply a radial filter to the image, eliminating
all pixels that are not within a fixed distance (the Sun’s radius) of the image
center. Finally, we build the set of grid cells that contain one or more pixels of
the remaining regions, resulting in the white images to the right in Figure 1.

2.3 Similarity Measures

In order to determine if we can have more useful and interesting similarities be-
tween images/events, we utilize ten different distance metrics that will showcase
different properties between our images/events. These metrics are addressed in
detail in [4], and include: Euclidean, Std. Euclidean, City Block, Chebyshev, Co-
sine, Correlation, Spearman, and Factional Minkowski with p = 0.5, 0.75, 0.90.

2.4 The SDO Dataset

To create an SDO dataset we had to overcome one problem: finding annotated
event data. Since asking experts to manually annotate 4k by 4k resolution im-
ages is unrealistic, we had to wait for several of the modules of the Feature
Finding Team (FFT) of the SDO mission [13] to be fully running and reporting
their results on their respective solar events they were designed to detect. This
dataset consists of images from four different wavebands over a three-day period
(from January 20, 2012 to January 23, 2012, subset of the one presented in [5])
where there was a representative amount of solar activity resulting in multiple
occurrences for each type of event. We experiment with four different AIA wave-
bands (94, 131, 171, 193), and four types of labeled events: Active Region (AR),
Coronal Hole (CH), Flare (FL), and Sigmoid (SG), with 292, 71, 161, and 95
event labels respectively. Each one of these events are reported by a module of
the FFT that has been independently developed by a specialized team of solar
physicists and computer scientists using image processing, statistical analysis,
and data mining techniques [13].

The original version of this dataset can be found here [2]. In order to present
our unique interestingness and relevance problem we will use four different ver-
sions of this dataset that are outlined in Table 1.



90 J.M. Banda et al.

Table 1. Original, DS2 and DS3 will be split by wavelength for our experiments

Label Description Images

Original Four wavelengths, time cadence of 6 minutes 3,394

DS1 One image per labeled event 619

DS2 Original dataset with mask from section 2.2 3,394

DS3 One image per labeled event and mask from Section 2.2 619

2.5 Experiment Descriptions

Experiment 1. Using dataset Original, we calculate each images nearest neigh-
bors for each different wavelength. We also performed the same calculation using
all ten different distance metrics from section 2.3. Finally, we will plot all the
images and their nearest neighbors sorted by their time stamp from left to right.
With this experiment we show how the temporal aspect of our data is affect-
ing the similarity problem, by returning as the closest neighbors all the closest
temporal images.

Experiment 2. Using dataset DS1, we generate a similarity graph for each
different event with all its possible nearest-neighbors from the same event type,
generating a different graph for each distance metric. We then plot the events
and the distances to others sorted by event time stamp from left to right. With
this experiment we expect to see if the similarity effect of the temporal repetition
of the images is reduced when we group sets of images in events, based on their
time ranges. Ideally, we would see similarity plots that contain the most-similar
events from the time range and not an ordered list of events by time stamp.

Experiment 3. Using dataset Original, we calculate each image nearest neigh-
bors for each wavelength, but we add a time step component (sampling cadence).
We also perform the same calculation using all ten different distance metrics.
Finally, we plot all the images and their nearest neighbors sorted by their time-
stamp from left to right. By increasing the time cadence of sampled images from
our dataset, we expect to lower the image repetition and have more interesting
nearest neighbors than before. While seen as the most intuitive solution, this
approach will introduce other problems.

Experiment 4. Using the same set-up as Experiments 1, 2, and 3, but with
datasets DS2, DS3, and DS2, respectively, we again plot the images and their
nearest neighbors sorted by time-stamp from left to right. In order to reduce
the storage expense and remove uninteresting parts of the solar image in an
automated way, we apply the mask described in Section 2.2 to get any perfor-
mance gains from considerably reduced datasets that now only contains regions
of interest.



When Too Similar Is Bad: A Practical Example 91

3 Results and Analysis

This section contains the most interesting results for the previously outlined
experiments. If you are interested in seeing all of the resulting plots, or in repli-
cating the experiments, please visit the supplemental website [2].

3.1 Experiment 1

Testing every image in the dataset separated by wavelength will allow us to
observe the temporal similarity relation between the images nearest neighbors.
Our similarity (a.k.a nearest neighbor) matrix is plotted in a symmetrical way
and all our distance values are scaled from 0 to 1, with 0 being closer and 1
being the farthest away. The colors of our plot range between dark blue to dark
red and they represent the same 0 to 1 scale, respectively.

Fig. 2. Nearest neighbor plots for 131 a) Sperman distance and param. mean, b) Cor-
relation distance param. tamura contrast 10. 171 c) City block distance and param.
standard deviation.

As we can see, the temporal similarity corresponds to the distance levels as
they change from blue to red. The problem is that almost all behave in the
same manner–it is blue when it is close temporally. From the range of the dark
blue we can see the closest neighbors are the immediate temporal images. This
behavior is consistent, except for the boxed region in Figure 2 a and b, which
region/timeframe corresponds to a large solar flare. In this event the intensity of
the solar values goes very high for a short period of time and drastically fluctuates
between consecutive images and thus the red streaks inside the selected area.
However, as the event ends, the behavior returns to normal again having the
events be very similar in terms of distance with respect to time.

Keeping with the consistent behavior of shifting from blue to red as the time
stamp increases, we show that almost any combination of image parameter and
distance metric will be a victim of this similarity problem. The flare event outline
is found on Figure 2 a, b, with only c (city block distance with param. standard
deviation) eliminating its presence. This will quickly lead us to discarding the
combination since we will lose an event we are trying to find.
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3.2 Experiment 2

Taking one image per solar event, we can reduce our dataset from 3,394 to
619 images since each event has a duration window ranging from minutes to
several hours depending on the FFT module and their event-specific reporting
standards, more on this can be found in [13]. With such reduction, we expected
to have the time repetition factor less apparent.

Figure 3 a) and b) show the problematic behavior with this approach. As
expected, the diagonal is 0 or blue, and the spreading out pattern goes from blue
to light green (around 0.29 according to the scale), which indicates that most
active region events that are similar are consecutive (within their wavelength) in
time which is not useful for researchers trying to find similar events at a different
time. Note this plot features the events sorted by time-stamp, not similarity, and
features two different wavelengths as seen from the two sections in a) and b).

Fig. 3. Nearest neighbor plots for (by rows) AR a) Chebyshev distance and param.
kurtosis, b) Euclidean distance param. standard deviation.

It is worth mentioning that there are two events without any real or temporal
nearest neighbors indicating a completely different event occurence. The flare
outlined in Figure 2 is one example. From the labels provided by the FFT mod-
ules, we occasionally find inconsistencies like this. This furthers our emphasis of
not relying only on labels for proper functionality of our CBIR system.

3.3 Experiment 3

The problem of temporally-dependent nearest neighbors is well showcased in
Experiments 1 and 2 (and Figures 2 and 3). In our next experiment, we attempt
to solve this problem by increasing the time cadence of sampled images, from
the original 6 minutes to 18 to 60 minutes respectively. The results are more
promising than for the similarity plots, but introduce one very critical issue that
we will outline in the following figures.

Increasing the cadence allows some events to completely disappear, causing
our system to miss some potentially relevant results. As we can see in the event
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Fig. 4. Wavelength 94 nearest-neighbor plot for Chebyshev distance and entropy pa-
rameter with times step a) 18 minutes, and b) 60 minutes

found in Figure 4 a). When the time cadence increases this event fully disappears
on the 60 minute cadence (b). While increasing the time cadence is a näıve
and intuitive solution to reduce temporal repetition in nearest neighbors in a
traditional CBIR system, this may not be ideal or useful for our Solar CBIR
system, since it causes problems for short lived solar events that occur rapidly.

3.4 Experiment 4

While the masked versions of the Original dataset provided nearly identical
results when used in Experiment 1 and 3, the most interesting and revealing
results came for the masked version of Experiment 2.

In Figure 5 we have a clear example of how the mask allows our similarity
results to change. The sigmoid events reported on the 131 wavelength are all
similar on the DS1 dataset, but after the mask is applied for DS3, we can now
differentiate them effectively. This makes a strong case that when grouping by
events, there is a benefit to using an image mask to determine regions of interest.
Another interesting behavior is that we are now able to see the event similarities

Fig. 5. SG event plot. DS1 dataset on the left, DS3 dataset on the right
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across wavelengths– something that before was unlikely. This can be seen when
comparing the upper right quadrants of a) and b) in Figure 5.

4 Conclusions

In this work we have outlined multiple intricacies of dealing with a dataset
that has very similar images. Our problem also lies within the fact that our
images are 4,096 by 4,096 pixels. When these two factors combine, we have
determined that even when using different distance metrics, we will not be able
to successfully analyze our image database without some kind of region of interest
(ROI) approach that helps narrow down the query area and perform the image
comparison at a lower level.

The results of Experiments 1, 2, and 3 indicate that the interestingness of
our retrieval results cannot easily be solved by grouping images together based
on event labels (Experiment 2) or by increasing the time cadence (Experiment
3). Since little literature exists that shows a CBIR system with this unique
problem, it makes it an interesting data mining problem. There are few other
known datasets that also have this problem, but we hypothesize that any video
retrieval system would have a similar problem.

While the masked dataset DS2 did not provide any insightful results with
Experiments 1 and 3, we did see an interesting development when used in con-
junction with event based grouping (Figure 5 in Experiment 4). This leads us
to believe that with the right combination of event type, wavelength, distance
metric, and image parameter, we can still improve the differentiation of time-
independent nearest neighbors.

We can conclude with the experiments performed and the analysis of the re-
sults, that with a hybrid approach combining time cadence reduction, interesting
region mask, and the event grouping by waveband, distance metric, and param-
eter combination we would be able to see improvements in the returned nearest
neighbors.

5 Future Work

We have started investigating practical and scalable solutions to region-based
queries for our solar CBIR system. We expect the diversity of regions to diminish
the problem of finding too similar results, but it will not be entirely eliminated.
While we cannot use brute-force similarity-matching on dynamic regions for the
full-scale system, it could provide us a benchmark of performance on a small
sample dataset while working towards provably better solutions.

One possible direction for improvement is the incorporation of pre-defined
region segmentation through clustering and classification on known data char-
acteristics which could help reduce the search space of typical queries through
pruning large quantities of unwanted regions. If a user is querying a ROI that
resides in a bright region, we can eliminate all other regions while maintaining
a high likelihood of returning similar region results with similar events.
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More advanced solutions are still needed, and current directions of interest
include using variations on recent visual bag-of-words approaches, or exploring
hybrid indices that combine different data characteristics to achieve a singular
comprehensive index. Thus, our existing full-image similarity-based indices must
be extended to regions with spatial and temporal contexts.
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Abstract. In information systems engineering it is important to ensure that all 
essential information flows are properly identified and supported. Usually the 
set of relevant information flows is detected using such knowledge acquisition 
techniques as interviews and document analysis. Since nowadays flexibility, 
adaptability, and agility are important features of enterprises for their operation-
al strength in a highly turbulent environment, the research question arises 
whether there is a generic set of requirements that have to be met by informa-
tion systems to obtain and sustain above mentioned enterprise features. To an-
swer this question, Viable Systems Model (VSM) is experimentally used as a 
basis for identification of a set of information flows, which should be present in 
VSM complying enterprises. Specific constructs presented in the enterprise  
architecture description language are proposed for consistent integration of  
detected flows into enterprise information systems.  

Keywords: Viable Systems Model (VSM), information system, data flow,  
information flow, knowledge flow, ArchiMate. 

1 Introduction 

In the 21th century information systems have to support high variety of enterprise 
activities, since the enterprises must be inventive, humanistic, cognitive, community-
oriented, liquid, agile, sensing, global, and sustainable [1].  To possess these features, 
enterprises need appropriate models of functioning, which are properly supported by 
advanced information technologies (IT). A Viable Systems Model (VSM) has been 
reported as one of the alternatives for highly competitive enterprise models [2], [3], 
[4]. The VSM is rooted in ideas of cybernetics and comprises five mutually related 
systems at one or several fractal levels [4].  

Commonly the VSM is investigated from the economic, managerial, and organiza-
tional perspectives. In this paper, the research is done from the information systems 
engineering perspective. VSM is, in essence, a fractal system [2] and to some extent 
the paper is a continuation of the work on fractal information systems [5], [6], [7], [8]. 
Important drivers for this research were (1) work of J.P. Rios [4], which provides a 
comprehensive model of communication channels of VSM; and (2) the enterprise 
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architecture modeling language ArchiMate [9] - an expressive and flexible tool enabl-
ing graphical representation of many features of VSM. The research benefited also 
from the work on information logistics [10] that emphasizes the role of functional 
perspective in analysis of information flows.  

The aim of the paper is to identify generic information flows, which are mandatory 
enterprise information flows from the point of view of VSM. For this purpose the 
functions and information channels of VSM are analyzed and enterprise architecture 
construct based information flow analysis approach is proposed. This approach helps 
to move towards well supported information circulation in enterprises, which use 
VSM as their basic model of functioning.  

The paper is structured as follows. Section 2 reflects the related work that forms 
the basis of the research. Section 3 discusses flows in VSM and presents how the 
template for generic flows can be created. Section 4 proposes generic and specific 
constructs represented in enterprise architecture description language. These con-
structs can be used for data, information, and knowledge flow analysis. The specific 
approach for VSM based flow analysis is also proposed in Section 4. Section 5 pro-
vides brief conclusions and directions for further research. 

2 Related Work 

Viability is a capacity of a system to maintain a separate existence over time and to do 
it despite ongoing changes in the environment (even if these changes have not been 
foreseen) [4]. High relevance of availability of information in ensuring viability was 
emphasized already by S. Beer, the founder of a viable systems model – VSM [11].  

The VSM reflects 5 interrelated functional systems (System 1 to System 5), each of 
which has unique role in the model (System 1 is operational system; other four sys-
tems are managerial ones). It is essential that each operational system can be a viable 
system itself, i.e., it can have a similar, composed of five functional systems, structure 
at a smaller scale of representation. So VSM has fractal architecture. 

Often above-mentioned five systems are understood as organizational units [12]. 
However, VSM does not prescribe that each functional system corresponds to particu-
lar organizational unit. In general, the functions of Systems 1-5 can be performed  
by arbitrary actors (human actors, cross-departmental teams, software agents, etc.) 
belonging to arbitrary units of organizational structure.  

Different communication channels exist between functional systems of VSM. 
These channels are reflected, analyzed, and illustrated in detail in [4]. Useful exam-
ples of content of information circulating in VSM are considered in [2], [3], and [4]. 
Different structural issues relevant to VSM are concerned in the research on fractal 
systems. These issues, such as similarity at several levels of scale, goal-orientation, 
self organization, and dynamics and vitality as well as the use of fractal paradigm in 
information systems development are discussed in, e.g., [8]. 

Information systems support for the VSM has not practically been discussed from 
the information systems engineering perspective in related work. This perspective 
requires clear distinction between information processing done by human actors and 
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information processing done by artificial systems. It also requires respecting variety 
of data, information, and knowledge flows in enterprises. This variety is analyzed in 
detail in [13]. Information flows from the role perspective are analyzed in research on 
information logistics, e.g., in [10]. This paper contributes (1) the generic information 
flow patterns based on VSM (Section 3), (2) the constructs for flow analysis 
represented in enterprise architecture description language (Section 4); and (3) the 
approach for use of the patterns and constructs (Section 4) that helps to identify and 
support (by means of IT) VSM compliant data, information, and knowledge flows. 

3 Flows in VSM 

In this section data, information, and knowledge flows in VSM are identified on the 
basis of VSM communication channels described in [4]. Here we do not yet distin-
guish between flow types, therefore we denote data, information, and knowledge 
flows by one general concept – DIK flows. DIK flow template is constructed using 
enterprise architecture description language ArchiMate 2.0 [9]. The flows are dis-
cussed solely from the functional perspective. This perspective is taken respecting the 
initial version of VSM [11] where it is emphasized that functions of the systems re-
flected in VSM can be differently distributed in enterprises. The flows are considered 
at one fractal level only and channels between different fractal levels of VSM [4] are 
not reflected to full extent in order to focus on DIK flows common for any fractal 
level.  

System 1 (S1) in the VSM is responsible for the production and delivery of the en-
terprise’s goods or services to the pertinent environment. It may consist of several 
operational units (groups of functions) OU, which in turn consist of operational and 
managing units. Fig. 1 by dotted lines reflects DIK flows between the functions of the  

 

Fig. 1. DIK flow template for S1 (OUi – shows interaction between the S1 and the environ-
ment). Similar templates can be created for S2, S3, S4, and S5. 
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S1. It shows a generic information flow template for S1. Similar templates can also be 
constructed for other systems of VSM. 

Fig. 1 shows that functions of S1 are strongly dependent on various DIK flows in-
side and outside the system. According to [4] there are DIK flows that concern  
the Management System, i.e., System 3 (S3) and System S3* (S3*) for receiving in-
structions (S3 and S3* to OUi ), for accountability (OUi to S3 and S3*), and resource 
bargaining; the flows to and from specific environment (including market of products 
and addressees of services of OUi); the flows to and from regulatory units of OUi from 
the System S2 (Coordination for OUi and Coordination for other units OUj (j≠i) of 
S1); the DIK flows to and from other operational functions of S1; the flows to and 
from managerial functions of other operational units of S1; and the flows to and from 
the Metasystem (the next fractal level, if such exists). It is essential that all abovemen-
tioned units (except of the Metasystem) are represented as functions, i.e., they are not 
bound to be mirrored by structure of performers. This applies also to all other VSM 
systems, which are discussed in the remainder of this section. 

Typical functions of System 2 (S2) are associated with personnel policies, account-
ing policies, legal requirements, programming of production, organizational norms, 
etc. [4] Here the decisions concerning specific structure of S1 can be made. S2 rece-
ives and provides DIK flows from operational units of S1, it amalgamates DIK flows 
from all units and informs one unit about other units. It also filters and provides DIK 
flows for S3 as well as receives DIK flows from S3 and transmits them further to S1. 
In S2, there is a separate function for each operational unit of S1 and there is a corpo-
rate S2 function which directly relates to S3. It is important that S2 can change the 
structure of S1.  

System 3 (S3) functions as operational enterprise management at a particular fractal 
level. There is also System 3* (S3*) that supports S3. The main function of S3* is 
ensuring the completeness of DIK flows, which reaches S3. S3 has to integrate opera-
tional units of S1, ensure that S1 functions harmoniously, and exploit synergies that 
might appear in S1. S3 assigns goals for each operational unit of S1 in cooperation 
with System 4 and in conformity with System 5 [4]. S3 is threefold supported by DIK 
flows which bring information about S1: directly from S1, via S2, and via S3*. This 
shows high importance of DIK flow completeness for managerial decisions. S3 has 
also DIK flows with System 4 and System 5. DIK flows also concern tasks where 
several management functions interact. 

The principal responsibility of System 4 (S4) is to identify and carry out, in a time-
ly manner, internal changes necessary for the enterprise to remain viable. This system 
may exploit different tools for analyzing the environment and the impact of environ-
mental changes on an enterprise (business intelligence tools, simulation, Delphi  
studies, etc.). The decisions made by S4 are produced in cooperation with S3 and 
under the approval of System 5. J.P. Rios [4] suggests to support the decision making 
environment by the space where current results of the enterprise’s critical variables 
are displayed graphically and numerically; the space for providing DIK about enter-
prise’s history, the space for displaying simulation model, the space for visualization 
of the VSM, as well as the space for showing static and dynamic images relating to 
decision-making and web access via DIK flows inside and outside the enterprise.  
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Functions of System 5 (S5) possess the highest authority in the enterprise. S5 func-
tions must balance the present and future of the enterprise, establish and maintain the 
“identity” of the enterprise by, e.g., determining vision, mission, and strategic goals of 
the enterprise. S5 has DIK flows to and from S3 and S4. 

The most complex DIK flows are within and around S1. Here we have to take into 
consideration that the S1 itself, being a viable system, may include all information 
flows relevant to S2, S3, S4, and S5 at another fractal level. One more issue to be 
taken into consideration is the necessity to have information system support for each 
interaction of several systems. Specific interaction facilities have to be available to 
ensure needed exchange of DIK flows.  

The role of DIK flows, IT, and information systems is ambiguously reflected in the 
related work on VSM, e.g., [4] reports about tools for the visualization and use of 
communication channels of VSM. In [4] the information system concept is related, on 
one hand, to S2 and, on another hand, to S3*, simultaneously stating the need for IT 
support for S4 without systemic view on enterprise information systems. In this paper 
we look at VSM from information systems engineering perspective. DIK flows and 
proposed templates can help to identify a set of information flows that are mandatory 
for enterprise to comply with VSM. To help to identify needed IT support for each 
flow, we have developed specific constructs that are described in the next section.  

4 Flow Analysis Constructs  

In this section we examine in more detail different types of flows. A flow can exist 
between two data processing nodes of any nature. Information is data interpreted by 
knowledge belonging to a node. Knowledge of the node may be changed on the basis 
of information obtained via data processing [13]. Thus, in this paper, we define that 
data flow exists either, when information and knowledge flow exists, or in cases, 
when node that receives the flow has no interpretation function. Information  
flow exists if data is interpreted by knowledge of the node that receives the flow (re-
gardless whether the interpretation function of knowledge is or is not changed). 
Knowledge flow exists when data, after the interpretation, causes the changes in the 
interpretation function of the node.   

The basic architectural construct proposed for analysis of the flows is shown in 
Fig. 2. It is represented by enterprise architecture (EA) description language Archi-
Mate 2.0 [9] and consists of three levels. The construct describes how the flow  
between two data processing nodes can be implemented. At the technology level the 
data processing element is Node; at the application level – Application Component; at 
the business level – Actor. For each piece of information there is an interpretation 
created by an actor according to the knowledge the actor possesses. By interpreting 
information, the actor’s knowledge creates the meaning [13] which can be transferred 
to other actors or to applications. The applications are bound to use “approved mean-
ings”, which correspond to organizational ontology, meta-data, or other codified 
common organizational knowledge [14].  
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The flow construct shows three Representations – one human and two application 
made ones, as well as three Meanings, the one for actor on the left, the one for actor 
on the right, and the official meaning. The construct can illustrate data, information, 
and knowledge flows from the elements on the left side to the elements on the right 
side. Knowledge flow is the most complex concept. We assume that knowledge flow 
incorporates data and/or information flows, which optionally may be supported by IT 
solutions. The knowledge flow will appear in the case of propagation of changes in 
Meaning elements. The Meaning may change because of changes in explicit or mental 
models used by particular actors or because of changes in models used by the enter-
prise in general [14]. Different variations of a knowledge flow are possible, e.g., there 
can be knowledge flows that are not supported by IT applications (e.g., face-to-face 
communication of two or more actors), there can be flows where official meanings 
are not changed, only actors’ individual knowledge (meaning) changes; there can be 
knowledge flows where enterprise data non-related software and hardware are used 
for transferring the data, e.g., by sending an email message; there can be cases when 
the official meaning is changed (e.g. A in Fig. 3) and propagated via different paths in 
the construct (only one propagation path is shown in A part of Fig. 3).  

There is a particular type of construct corresponding to each knowledge flow. Ad-
ditionally, there are specific constructs for information flows that are not part of 
knowledge flows (B in Fig. 3). These information flows do not change content of 
Meaning, however, the Meaning has to exist for data processing nodes to be able to 
interpret the data. In Fig. 3 part B the links to official meanings are shown by bold 
lines. The information occurs only if there is knowledge that can interpret it. The 
interpretation may vary with respect to its correspondence to official meaning, i.e.,  
the same data can cause different information to be perceived by nodes that interpret 
it, e.g., one Actor may interpret data as it is expected by the official meaning, but  
 

 

Fig. 2. Generic enterprise architecture construct used for flow analysis 
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another actor can interpret it differently. Data flow is behind each knowledge and 
information flow. Usually data flows have to be considered only in the context of 
knowledge and information flows. 
 

A  B  
  

Fig. 3. Two types of constructs A) knowledge flows without using application software; B) 
information flow using application software run on Node-j 

To ensure that all information flows prescribed by VSM are present in an informa-
tion system the following approach is proposed: 

1) Examine each generic DIK flow in each VSM based flow template (an example 
of the template for System 1 is shown in Fig. 1).  

2) For each identified generic flow, identify all flow instances.  
3) Analyze each flow instance using the generic enterprise architecture construct 

(Fig. 2) and develop the exact construct types (Fig. 3) for each flow instance. 
4) Check whether all constructs corresponding to the identified flow instances can 

be integrated into the information system. 

5 Conclusions 

While VSM is a well-known model for achieving viability of enterprises, in related 
research it has not been analyzed from information systems engineering perspective. 
The research presented in this paper shows that it is possible to use VSM in informa-
tion systems engineering. The paper proposes (1) the data, information, and know-
ledge (DIK) flow templates, (2) the constructs in enterprise architecture description 
language, and (3) the approach of use of the aforementioned templates and constructs. 
The proposed approach can help to ensure that all flows prescribed by VSM are 
present in an enterprise information system.  

Further work on this topic concerns (1) controlled experiments with the templates 
and the constructs, (2) formalization of flow analysis algorithms, and (3) developing 
software tools that can support the approach reflected in this paper.  
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Abstract. Recursive data structures are often used in business appli-
cations. They store data on e.g. corporate hierarchies, product cate-
gories and bill-of-material. Therefore, recursive queries as introduced
by SQL:1999 or formerly implemented by Oracle constitute a useful
facility for application programmers. Unfortunately, recursive queries
are not implemented by a number of database systems with MySQL
as the most profound example. If an application has such a database
as the backend storage, recursive queries will be usually hard-coded at
the client side. This is not efficient. In this paper we propose using re-
dundant data structures to answer recursive queries quicker. Such struc-
tures must be synchronized in response to updates of data. This means
a significant processing overhead for updates. We present experimental
evaluation to show loses and gains caused by our solution for various
usage scenarios. They prove the feasibility of our proposal. We show our
proof-of-concept implementation as a part of the Hibernate framework.
Thus, application programmers are separated from all internals of neces-
sary database objects and triggers. These are created automatically by
Hibernate generators.

1 Introduction

Recursive and hierarchical database structures are common in business appli-
cations. They are used to represent corporate hierarchies, various classifications
in e.g. libraries and shops, bills of material, road networks etc. There exists nu-
merous ways to persist them [1]. There is also a well-recognised business need to
query such structures efficiently and conveniently. In 1985 Oracle introduced its
handy CONNECT BY query construct. However, it has never become a part of
the SQL standard. Another paradigm was voted into SQL:1999 based on recur-
sive Common Table Expressions. It has been implemented in numerous database
systems [2], while the academia worked on optimization methods for such queries
[3,4,5]. However, there are still database systems whose SQL dialect does not in-
clude any recursion in queries. The most notable example of such a database
system is MySQL. It frequently plays the role of the backend storage in web
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applications. In such projects developers have to hardcode the recursive queries
into the logic of the application. On the other hand, researches and practitioners
should not limit themselves to the actual implementation of recursive queries if
a given DBMS provides them. Potentially, there could be faster ways to query
hierarchies and networks.
Object-relational mapping systems (ORM) [6] constitute a tempting oppor-

tunity to pursue the answers to the abovementioned questions. Originally, they
were to bridge the gap between relational storage and object-oriented code
known under collective name impedance mismatch. Of course they do [7,8], but
since they provide an object-oriented abstraction layer, they can be used to intro-
duce additional logic separated from application programmers. In our research,
we exploit this opportunity. We have prepared proof-of-concept augments to Hi-
bernate ORM that realize recursive queries [9] and partial aggregation [10]. In
particular, we experimented with adding recursion on top of database systems
that do not implement it directly [11].
In this paper we describe another solution to this problem. We propose extend-

ing ORM with other redundant data structures that facilitate recursive queries.
This ORM extension allows posing recursive queries, especially when the back-
end database does not implement them. Our solution obviously is also an option
for a DBMS that has SQL:1999 recursion, but the architect does not want rely on
it. We have prepared a proof-of-concept implementation of this ORM extension
and conducted experiments with the efficiency with respect to the state-of-the-
art research.
Since our solution is based on materializing redundant data, its efficiency de-

pends on the usage scenario of the application. Updates of stored data must be
reflected in the materialized derived data. Therefore, we experiment with the
gains of efficiency of queries and the overheads imposed on updates. If the up-
date/query ratio is similar to that of common applications, the proposed solution
will provide significant profits. However, if updates dominate, our proposal will
slow down the application and should not be used.
The contributions of this paper are as follows:

– a proposal to use redundant materialized data to accelerate recursive queries
without SQL:1999 recursive database facilities,
– a design of an extension to Hibernate that allows running direct SQL:1999
recursive queries, even if the underlying DBMS does not support them,
– a proof-of-concept implementation of this extension.

The paper is organized as follows. In Section 2 we address the related work.
In Section 3 we present the database structures and the method to run recursive
queries without native DBMS recursion. Section 4 reports on the experimental
evaluation of our proposal. Section 5 concludes.

2 Related Work

In relational databases hierarchical data is usually represented in a table having
a foreign key that references the same table. The other option is to use two
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empId | fname | sname | bossId
-------+-----------+-----------+--------

1 | John | Travolta |
2 | Bruce | Willis | 1
3 | Marilyn | Monroe |
4 | Angelina | Jolie | 3
5 | Brad | Pitt | 4
6 | Hugh | Grant | 4
7 | Colin | Firth | 3
8 | Keira | Knightley | 6
9 | Sean | Connery | 1
10 | Pierce | Brosnan | 3

...

Fig. 1. Sample data on the corporate hierarchy for multilevel marketing

tables. The first contains vertices, while the second stores edges. Such a solution
means a better flexibility at the cost of reduced efficiency of queries. Execution
and optimisation of recursive queries is a topic of ongoing research [3,4]. Direct
features to pose recursive queries were introduced into SQL yet in 1999. Until
them only a few DBMSs had implemented such querying facilities. A survey on
the implementations of SQL:1999 recursion can be found in [2].
The simplest recursive data structure is a hierarchy stored in tables with self-

referencing foreign key. In this paper we use a corporate hierarchy as a running
example. We assume that the company business model is based on multilevel
marketing. The depth of the hierarchy tree in such a firm is not limited by any
prescribed depth. It depends on the smartness of individuals. Figure 1 shows
sample data of a database table emp.
In prequel research we presented how to integrate recursive queries with

object-relational mapping systems [9]. In particular, we showed a convenient
API for Hibernate that allows defining recursive queries by simple annotations
to Java entity classes.
Unfortunately, still there are database systems that do not implement recur-

sive queries in any form. One of the most popular of them is MySQL. It is
frequently used within the LAMP paradigm in web applications. Such applica-
tions usually contain hierarchical data, e.g. product categorization in shops or
hierarchy of posts in web forums. In order to cater for the needs of their develop-
ers, we designed and implemented a methodology to run such queries efficiently
even with MySQL as the backend storage [11]. We integrated this implementa-
tion with Hibernate. Thus, programmers have a uniform interface regardless of
the chosen DBMS.
We presented two methods to query the recursive structures without using

recursive queries. Both have been integrated with API [9]. The first method is
called horizontal unrolling. It joins the base table maxlevel times.
The second method is called vertical unrolling. It uses temporary tables and

consists in sending several queries and processing partial answers. Both methods



108 A. Boniewicz, P. Wiśniewski, and K. Stencel

baseId | upId | distance |
--------+------+----------+

8 | 6 | 1 |
8 | 4 | 2 |
8 | 3 | 3 |

Fig. 2. Tuples on the path to the root from the tuple (8, ’Keira’, ’Knightley’ ,6)

are significantly faster than the näıve method that in a loop sends a separate
query for each visited node. From these two methods the horizontal unrolling
seems to be more efficient.
The method of unrolling (either horizontal or vertical) is indicated by the

parameter method in the annotation @unrolling(unrolling method).

3 Materialization of Paths

In this paper we propose using redundant data to optimize the queries to hier-
archies. We store full paths from each node to the root of the tree that contains
this node. Each path is represented as a number of tuples in the table Paths. We
call this materialization method full paths unrolling. An example of materialized
redundant data is presented on Figure 2.
If an application programmer wants to use the full paths unrolling, the en-

tity class will be annotated @unrolling(method = "full paths"). Then at the
first call to the database the table Paths is created. After the table Paths is pop-
ulated, appropriate triggers on the table Emp are installed. Their duty is to keep
paths up to date. If the backend database has no implementation of recursive
queries, Hibernate will call the query presented on Listing 1 in response to the
call of the method getRecursive(String).

Listing 1. Query sent by getRecursive(”Travolta”)

SELECT e . empId , e . fname , e . sname , e . boss Id
FROM emp b JOIN path p ON (p . UpId = b . empId )

JOIN emp e ON (p . baseId = e . empId )
WHERE b . sname = ’ Travolta ’

4 Experimental Performance Evaluation

We performed tests on MySQL installed on a computer with AMD Phenom
II 3,4GHz, 8GB RAM and 2 Caviar Black 7400rpm 500 GB HDDs. We have
chosen MySQL, since it is probably the most popular database without any
implementation of recursive queries. The database has been installed as the
default configuration without any tuning tricks.
We populated the base table Emp (see Figures 1) with data of different volumes

and levels of hierarchy. For each volume, we generated data with 5, 10, 15 and 20
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Table 1. Times required to build the initial materialization of paths

5 levels 10 levels 15 levels 20 levels
1 000 01.62 01.18 01.20 01.22

10 000 03.85 06.34 08.41 15.73
100 000 43.68 01:04.82 01:25.28 02:10.72

1 000 000 08:22.51 25:05.28 46:52.04 01:23:03.00

levels of hierarchy. The volumes were 103, 104, 105 and 106 records. Therefore,
altogether we tested our solution on 16 data sets.
In the tests we compared the full paths unrolling proposed in this paper

(marked with by FP in tables) against the horizontal unrolling (denoted by
H-UN). We did not take into account the vertical unrolling since it was always
slower than the horizontal [11]. The tables present the execution times of queries
implementing both methods and the ratio between the FP runtime and H-UN
runtime.

4.1 Building the Materialization of Paths

In the first test we measure only the full paths unrolling, namely we assess the
overhead caused by the initial population of the derived table.
Assume that we connect Hibernate to a database that already has a non-empty

table Emp and we plan to employ the full paths unrolling. Therefore, we have to
populate the table Paths with necessary materializations. The size of this table
depends on the size of Emp and the number of hierarchy levels. Table 1 presents
the results of this experiment for all 16 database settings. For smallest tables
populating the table Paths takes less than 2 seconds. The most complex case
(one million records and 20 levels) requires over one hour of initial computation.

4.2 Retrieving a Subtree

In this test we measured the runtime of subtree retrieval for a given node. The
experiment consisted in retrieving the subtree of a randomly chosen node at a
randomly chosen level. For FP and H-UN the same node have been used each
time. The experiment has been repeated 20 times. Table 2 presents the results
of this experiment.
There is an interesting phenomenon in these results. If the Emp table contains

100 000 records, and the trees are not too deep (5 or 10 levels), the full paths
unrolling is significantly slower than the horizontal unrolling. We observed this
phenomenon in most runs of the test. Moreover, we repeated this tests on a
different server with a totally different hardware configuration and the default
configuration of MySQL. The phenomenon reoccurred. In our opinion, it is a
consequence of the semantics of the database memory pool. The computation
for the full paths unrolling operates on two tables instead of one. Therefore for
some volumes, the computations for FP spills out of the database cache. On the
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Table 2. Times to retrieve the tree spanned by a random node

5 levels 15 levels 20 levels
FP H-UN RATIO FP H-UN RATIO FP H-UN RATIO

1 000 00.06 00.09 66.67% 00.05 00.06 83.33% 00.08 00.31 25.81%
10 000 00.10 00.14 71.43% 00.10 00.11 90.91% 00.21 02.48 8.47%
100 000 00.73 00.70 104.29% 00.18 00.19 94.74% 00.30 24.63 1.22%

1 000 000 01.09 01.51 72.19% 01.72 03.13 54.95% 21.18 18:12.84 1.94%

Table 3. Times to retrieve the root for a random node

10 levels 20 levels
FP H-UN RATIO FP H-UN RATIO

100 000 00.37 00.69 53.62% 00.17 24.63 0.69%
1 000 000 00.92 02.68 34.33% 08.81 18:12.84 0.81%

other hand, the default database cache is enough for the horizontal unrolling in
this setting.

4.3 Finding the Root for a Node

In this test we queried for the root of a random node. Table 3 presents the result
of this experiment for bigger databases and hierarchy depths 10 and 20. The
results exhibit the intuitive tendency.

4.4 Synchronization

Database optimizations using redundant materialization require cautious con-
sideration of the overhead caused by the synchronization of derived data at each
modification of base data. Table 4 shows the measures of this overhead for oper-
ations that change the structure of trees. Obviously, we measure only FP, since
H-UN has no such overhead. The results of experiments prove that the overhead
is moderate. Thus, the full paths unrolling is feasible for practical applications.
We elaborate on it in the next Section.

4.5 Balancing Updates and Queries

Finally, we show the gains and losses caused by the proposed method of full paths
unrolling. Each test run contained 100 operations. The percentage header indi-
cates how many of them were updates. The tests were performed with databases
having 100 000 and 1 000 000 records. In both tests the trees have 20 levels. Table
5 presents the results of this test. Under query/update ratios typical to numerous
applications, the full paths unrolling outperforms the horizontal method.
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Table 4. Times to synchronize the materialization for a single update of a base row

5 levels 10 levels 15 levels 20 levels
1 000 00.10 00.14 00.22 00.37

10 000 00.24 00.51 00.97 01.73
100 000 01.55 04.44 08.75 16.24

1 000 000 15.59 46.15 01:29.02 06:24.13

Table 5. The performance of both unrolling methods under various ratios of queries
and updates in an application

5% 10% 20%
FP H-UN % FP H-UN % FP H-UN %

100 000 00:19.03 00:27.34 70% 00:44.14 00:27.07 163% 01:00.12 00:27.49 219%
1 000 000 01:45.94 04:46.64 37% 03:54.83 04:44.81 82% 09:22.22 04:43.75 198%

5 Conclusion

In this paper we have discussed a method to run SQL:1999 recursive queries
against database systems that do not implement them. The presented method
called full paths unrolling has amounted to be considerably efficient in case of (1)
deep hierarchies and (2) shallow hierarchies and large number of rows. For other
experimental settings the method is comparable to the horizontal unrolling. The
results of queries run under all these methods are correct, i.e. the same as the
results of the equivalent SQL:1999 query using the clause WITH RECURSIVE.
The disadvantage of full paths unrolling is inherent in its redundant materi-

alized data structures. Any update to the original data causes a corresponding
modification of the derived path data. However, if the ratio of updates and
queries is similar to the common situation in production applications, the full
paths unrolling will be superior to other methods. On the other hand, if updates
clearly dominate, even the näıve looping solution can be the best option.
We have developed our proof-of-concept implementation of the new method

as a part of Hibernate ORM. As the result, we have separated application pro-
grammers from all technicalities of the solution. They can conveniently use re-
cursive queries to the hierarchical data whether the backend database system
has SQL:1999 recursion or not.
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Abstract. In this paper we focus on the problem of XSLT benchmark-
ing. Although it is a straightforward task, currently there exists only
a single XSLT benchmark which is obsolete and no longer supported.
Hence we have proposed a novel tool called XSLTMark II having several
important features such as simplicity, portability, extensibility, and wide
parametrization. It allows for generating of test cases from templates of
tests, running tests, generating XML reports, transforming reports into
HTML format and testing different XSLT processors. The basic set of
templates was created on the basis of analysis of real-world XSLT scripts.
And, last but not least, a proof of the concept is provided via application
of the benchmark on a selected set of XSLT processors.

1 Introduction

A benchmark or a test suite is a set of testing scenarios or test cases, i.e. data
and related operations which enable one to compare versatility, efficiency or
behavior of the system(s) under test. In our case the set of data involves XML
documents, whereas the set of operations can involve any kind of XML-related
data operations. The technology we want to focus on in this paper is XSLT
[18], i.e. templates that describe the way the given XML document should be
transformed to another (text) output.

Although the problem of benchmarking of XSLT processors is a natural and
straightforward task [16], currently there exists only a single XSLT benchmark
which is obsolete and no longer supported [11]. Hence we have proposed a novel
tool called XSLTMark II. It has several important features such as simplicity,
portability, extensibility, and parametrization. It allows for generating of test
cases from templates of tests, running tests, generating XML reports, transform-
ing reports into HTML format and testing different types of XSLT processors.
The basic set of templates was created on the basis of analysis of real-world XSLT
scripts. And, last but least, a proof of the concept is provided via application of
the benchmark on a selected set of XSLT processors.

The paper is structured as follows: In Section 2 we discuss the related work. In
Section 3 we describe the problem of XSLT benchmarking and the way we have
created XSLTMark II. In Section 4 we provide a set of results of preliminary
tests using the benchmark and in Section 5 we conclude.
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2 Related Work

Considering XML technologies, the set of available benchmarks [16] involves
a number of query benchmarks covering XQuery (XMark, XOO7, XMach-1,
MBench, XBench), XPath (XPathMark), related transaction processing (TPoX )
and a general repository for query benchmarks (MemBeR). However, regarding
the area of XSLT benchmarks, the situation is much worse.

XSLTMark [11] is one of the best known XSLT benchmarks, whereas other
benchmarks (e.g. Caucho or David Parshley) are based on it. Unfortunately, it is
outdated. The published results are from 2001, it is no longer maintained and it
is not downloadable now. It contains 40 synthetic tests and it has good metrics
for measurement of transformation speed. It uses kilobytes-per-second value for
each test, where kilobytes are the average of input and output document size.
The result for one XSLT processor is the sum of kilobytes-per-second value for
all tests.

XSLTMark rates only speed and correctness. Unfortunately, it does not cover
other criteria, such as documentation and manageability, that can be important
for some consumers. It is possible to upgrade XSLTMark with new tests and to
add new tested processors. However, upgrades are no longer possible, because it
is not downloadable at this moment.

3 XSLT Benchmarking and XSLTMark II

In general, XSLT processors exist as separate programs (either allowing only
XSLT transformations or also other functions), downloadable libraries for pro-
gramming or scripting languages (Java, C++, PHP etc.), or components of web
browsers. Some processors can be naturally classified into multiple such types.
The processors we used for testing to show the capabilities of XSLTMark II are
Saxon [13], Xalan [4], XT [5], libxslt [6], MSXML [3], and Sablotron [17]. Our
aim was to create a benchmark which enables testing of speed, correctness and
memory usage, allowing to test different types of XSLT processors, repeated set
up tests, extensibility of test sets and addition of new XSLT processors. Our
first step was to prepare the basic set of test cases with regard to XSLT docu-
ments used in real-world applications. For this purpose we collected and analyzed
5,787 XSLT files for frequency of XSLT constructs, depth of XML tree, version
of XSLT, fan-out of elements etc. Similarly, we prepared a list of typical cate-
gories of used documents (e.g. RSS [7] or DocBook [19]) having their specifics
representing typical applications.

In the next step we implemented the core testing program, XSLTMark II,
that allows the user to add new configurable tests, testing of different XSLT
processors and reporting the results. It can be run on different operating systems
and modified using various settings. On the basis of the previous analysis, we
created a basic (core) set of testing scenarios which covers the typical use cases.
Most of them were crated configurable for future extension.
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3.1 Collecting and Analysis of Real-World XSLT Scripts

For the purpose of downloading a representative set of XSLT scripts, we used
the Wget [12] crawler. We used various methods for searching the data, mainly
Google Search [1] and Google Code [2], and finally we downloaded 19,650 XSLT
files. We denote these data as dirty, since there were duplicities of documents or
some non-XSLT documents. Consequently, we had to merge all the data down-
loaded by all methods, correct their contents, remove non-XSLT files, duplicities
and similarities. Finally, we collected 5,787 documents for analysis after such
cleaning.

Next, we analyzed the complexity of their content and identified categories of
documents. The key features and findings are as follows:

– Maximum Depth: The files with maximum depth between 0 and 20 rep-
resented 99% of the analyzed files.

– Depth of Nesting: Constructs of XSLT language for-each, choose and if

increase the complexity of XSLT stylesheets (as similar constructs in other
programming languages). We found out that more than 99% of files have
maximum depth of nesting of all selected elements less than or equal to 5.

– XSLT Version: About 85% of analyzed files have version 1.0, about 7%
version 2.0.

– Fan-out of Elements: 98% of files have the average fan-out of 1. 86% of
the analyzed files have maximum fan-out less than 40.

– Element Numbers: W3C XSLT specification defines many elements in
namespace xsl. However, not all of them are used in practice. An important
finding is that 99% elements are from XSLT version 1.0, whereas about 95%
of all elements are the same 16 elements.

– Size of Files: The size of a file is a very important feature. Some XSLT
processors may have a problem with big XSLT templates due to lack of the
memory. However, about 74% of analyzed files are smaller than 10kB and
96% files are smaller than 50kB.

– Recursion: Named templates in XSLT (element template with attribute
name) can be understood as functions. Thus, we wanted to find their recursive
calls in analyzed files. We found out that 87% of the analyzed files do not
involve recursion and 7% have only 1 recursion cycle. Moreover, the longest
recursion cycle in files has length 1 (the template calls itself) in 95%.

– Output Format: In more than 50% of all analyzed files there is no pre-set
output format. 87% of these files have default output format XML.

After scanning all files and describing all their main features, we detected
whether they fit into one of the predetermined categories. The categories were
selected on the basis of another research of the Internet and typical XSLT appli-
cations. For each file we found the number of occurrences of properties from the
list created for each category. The sum of the numbers of occurrences, multiplied
by a weight assigned to specific property, is called Property Value (PV).

PV =
∑

properties

(# occurrences of property) × (weight of property) (1)
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The PVs were then compared to threshold values that were set for each cat-
egory. The lists of properties and threshold values for each category were set by
manual research and repeated data scan and correction. Due to space limitations
we refer the reader interested in particular criteria and threshold values to [15].
The numbers of files classified into selected categories are provided in Table 1.

Table 1. Number of files belonging to categories

Category # %

1
RSS reader – RSS-to-XML or RSS-to-HTML transformation 81 1.40%
RSS generator – XML-to-RSS transformations 30 0.52%

2 Google Search Appliance – transformation of layout of the search result 13 0.22%

3 GraphML – generation and transformation of graphs 4 0.07%

4
XGMML – graph description based on GML 8 0.14%
LOGML – representation of the structure of the Web in Web servers 0 0.00%

5
DocBook reader – DocBook-to-XML/HTML/PDF transformation 719 12.42%
DocBook generator – XML-to-DocBook transformation 1 0.02%

6

RDF reader – RDF-to-XML/HTML/PDF transformation 18 0.31%
RDF generator – XML-to-RDF transformation 141 2.44%

RDFS reader – RDFS-to-XML/HTML/PDF transformation 6 0.10%
RDFS generator – XML-to-RDFS transformation 1 0.02%
RGML reader – RGML-to-XML/HTML/PDF transformation 0 0.00%
RGML generator – XML-to-RGML transformation 0 0.00%

3.2 Test Environment

Our aim was to create a test environment which enables running of parame-
terized test cases for different XSLT processors, reporting the results, simple
adding of new test cases, adding more XSLT processors, running on different
operating systems and monitoring of time and memory usage. We implemented
all the requirements in program called XSLTMark II available at [9]. Most of
the functionally was implemented using drivers, so it is easy to add new features
by just adding a new driver with distinct interface. For example, the generator
of test cases uses prearranged Smarty [14] and ToXgene [10] generator drivers
and adding of new generator drivers is possible and very easy.

We chose PHP as a language for the implementation. The main advantage
is easy portability between OSs and ability to run from console. Moreover, it is
easy to add an extension for running from a Web browser.

3.3 Test Cases

One test case includes one XSLT template and a set of couples of input and ex-
pected files. Thus, quaternion processor, XSLT template, input, expected output
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determines one record in a report. Possible generated errors are written into
reports as well. The output of generated transformation is compared with the
expected output. The result of the comparison is written into the reports too.
As we have mentioned, XSLTMark II is fully extensible. However, it is provided
with a basic set of test cases. Their full description can be found in [15].

Some XSLT templates were designed as synthetic and some XSLT templates
could be implemented more efficiently. We also created some tests based on
real-world usage and, at the same time, we used test cases that correspond to
real-world XSLT templates used in practice.

4 Preliminary Tests

To demonstrate the usability of XSLTMark II we performed a set of basic tests
using the default set of test cases. We compared different versions of proces-
sors, different types of processors (e.g. library and program), average time and
memory usages (see Figures 1 and 2), running of tests on different OSs etc.
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Fig. 1. Average time usages for processors

A summary of all discussed features for all tested processors is provided in
Table 2. (Complete reports of tests are available at [9].) Here is the list of features
with their short explanations:

1. Ver. – The maximum supported XSLT version.
2. Enc. – The list of supported encodings. “All” means all tested encodings.
3. Speed – The speed of a processor in a verbal expression.
4. Mem. – The memory usage of a processor in a verbal expression.
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Fig. 2. Average memory usages for processors

5. Ind. – A flag indicating whether an indented XSLT template is better than
a non-indent XSLT template.

6. Proc. – A flag indicating whether procedural or non-procedural approach is
better for speed of a processor.

7. Err. – The number of failed tests from all 43 test cases.

8. Java – A flag indicating supporting of Java functions.

9. DB – A flag indicating the test case of category DocBook.

10. NS – A flag indicating the tests of namespace aliasing.

Table 2. The list of tested processors with their discussed features

Processor Ver. Enc. Speed Mem. Java DB Err. NS Ind. Proc.

libxslt 1.1.23 PHP 1.0 all fast middle no no 5 no no same

libxslt 1.1.26 PHP 1.0 all fast middle no yes 4 no no same

MSXML 3.0 1.0 all middle middle no no 4 yes no non-proc

MSXML 6.0 1.0 all middle middle no no 4 yes yes proc

Sablotron 1.0.3 1.0 all middle small no no 5 no no non-proc

Saxon 6.5.5 1.0 all slow big yes yes 2 no no non-proc

Saxon HE 9.4.0.2 2.0 all slow big no yes 2 yes no non-proc

XT 20051206 1.0 UTF-8 slow big no yes 11 no yes proc

Xalan 2.7.1 1.0 all slow big no yes 4 no no non-proc

xsltproc 1.1.23 1.0 all fast small no no 5 no no same

xsltproc 1.1.26 1.0 all fast small yes no 4 no no same



XSLTMark II – A Simple, Extensible and Portable XSLT Benchmark 119

As expectable, Java processors have the highest time and memory usages.
Conversely, command line processors are the fastest ones. Moreover, non-proce-
dural access and non-indented XSLT templates have better time and memory
usages than procedural access and indented XSLT templates. Next, all processors
support only XSLT 1.0. Of course, exceptions exist and they will be mentioned
for individual processors.

Processors with kernel libxslt have a problem with namespaces aliases. The
advantage is good warnings about using of unsupported elements in XSLT tem-
plate. Moreover, command line variants of xsltproc have better warnings than
PHP variants. Version 1.1.26 is slower than 1.1.23 regardless the variant (com-
mand line or PHP library). On the other hand, version 1.1.26 is more reliable,
version 1.1.23 failed on the test case of category DocBook.

Processors MSXML 3.0 and MSXML 6.0 failed on the test case of category
DocBook. Processor MSXML 6.0 had better time usages for procedural access
for some cases which is interesting. Moreover, both processors have better time
usages for indented XSLT templates, which is interesting too. Version 6.0 is
faster than version 3.0 for big input files.

Processor Sablotron 1.0.3 failed on the test case of category DocBook too.
On the other hand, it has good reports of warnings and errors (e.g. report of
unsupported used element, unsupported XSLT 2.0 by declaration etc.). A dis-
advantage is wrong support of namespace aliases and big slowdown with bigger
input XML files.

Processors with kernel Saxon have the most successfully passed tests. They
failed only on 2 test cases. Version 6.5.5 has better time also memory usages than
version HE 9.4.0.2. Moreover, version 6.5.5 allows for using of Java functions in
XSLT templates as the only one processor from all the tested processors. On the
other hand, version HE 9.4.0.2 supports XSLT 2.0 as the only processor from
all the tested ones. In addition, version HE 9.4.0.2 is the least affected by bigger
input XML files and has better warnings than version 6.5.5.

Processor XT 20051206 has the most failed tests (total 11). It supports only
encoding UTF-8, it does not support namespace aliases and using Java functions
in XSLT templates. In addition, it failed on the test of the category Google Search
Appliance. It has better time usage for procedural access in some cases, which
is interesting.

Last but not least, processor Xalan 2.7.1 does not support using of Java
functions in XSLT templates and namespaces aliases. It is an average XSLT
processor.

5 Conclusion

Our aim was to create an XSLT benchmark which is unique after a long time. The
resulting tool, called XSLTMark II, allows for generating of tests from templates
of tests, running tests, generating XML reports, transforming reports into HTML
format and testing different types of XSLT processors. In addition, it allows for
many extensions. We can add other tests, templates of tests, tested processors
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and transformations of reports into other formats. Running of the program can
be modified by many parameters. Nevertheless, only few parameters are sufficient
for basic running. Thus, its usage is very simple. Possibility of running it on
different operating systems is a big advantage too. In addition, it is a command
line program, thus it is possible to run it as a component of others scripts. The
program is freely available at [9] for possible usage and/or upgrade.

Naturally, we can still identify several possible extensions of XSLTMark II. An
interesting usage might be to test applications based on XSLT transformations.
Thus, it would be similar to, e.g., the PHPUnit [8] tool, which is designed for
testing of PHP applications. It would be also useful to prepare a driver for con-
version of reports, which would generate text summary. And, naturally, extension
with other test cases, especially when implemented as a kind of repository, is a
possible (continuous) future plan.
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Abstract. Specification of SOA has been used to decrease the complexity of 
service's development to illustrate the self-adaptive applications. On the one 
hand, it is a means that provides us the appropriate vocabulary for describing 
the self-adaptive applications. On the other hand, it grants the key architectural 
characteristics of self-adaptive service under highly changing environments. In 
this paper, we present ReMoSSA a formal reference model for specifying self-
adaptive Service-Based Applications (SBA). ReMoSSA integrates self-
adaptation mechanisms and strategies to provide autonomic and adaptable 
services. It provides a dynamic monitoring and dynamic adaptation in the 
design phase. ReMoSSA reduces the cost and the effort of maintenance. 

Keywords: Self-adaptation, reference model, ReMoSSA, specification. 

1 Introduction 

The Web Service allows creating agile and evolutionary SOA, it guarantees the 
interoperability. Web Service, on the one hand, mitigates the shortcomings of SOA in 
terms of flexibility. On the other hand, it ensures interoperability with the XML 
standards. But, the new researches applied on the Web services, which lack sufficient 
adaptability [7], [8] and flexibility.  

Over the last decade, researchers have proposed Self-adaptation in system. It they 
provide a dynamically adaptation and it resolve the previous limits. Self-adaptation 
mechanism provides closed loop that adapts the system to changes without human 
intervention. Self-adaptive Service-Based Applications (Self-adaptive SBA) can be 
running despite the changes of the dynamic context and the failures in the software 
and hardware components. But, Service Oriented Architecture does not incorporate 
mechanisms for self-adaptation; the architecture needs always the human supervision 
to continue operation under highly changing environments. This human surveillance 
is an open loop. It remains significantly more challenging than traditional systems 
[15]. Eventually, we propose to integrate the mechanisms for self-adaptation in the 
specification phase of the SBA using a reference's model.  
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Specification has been used to decrease the complexity of service's development; 
to illustrate the self-adaptive applications. On the one hand, it is a means that provides 
us the appropriate vocabulary for describing the self-adaptive applications. On the 
other hand, it grants the key architectural characteristics of self-adaptive service under 
highly changing environments. In fact, the feedback loop model has been used as a 
reference to construct a reference model in different application domains, in many 
cases, such as MAPE-K [10], FORMS [15] and DYNAMICO [14]. However, these 
researches cannot reveal the coherence and traceability between specifications and 
implementation. It do not satisfy the major concerns of Self-adaptation as (i) how the 
system controls the environment (i.e. context awareness); (ii) how the system controls 
and adapts itself; (ii) and how the system coordinates the monitoring and adaptation in 
a distributed context [12]. 

So, we think that, to solve these problems, it is necessary to avoid the human 
intervention (adaptation in open-loop) and to represent the dynamic context 
management. As a consequence, we propose, in this article, ReMoSSA a formal 
reference model for specifying self-adaptive SBA. It integrates self-adaptive 
mechanisms. ReMoSSA reduces the cost and the effort of maintenance. Our reference 
model was inspired by FORMS model and the automate element proposed by IBM 
researchers [10]. ReMoSSA can be used to check if the dynamic monitoring and the 
dynamic adaptation are being considered in the designs. 

The remainder of this article is organized as follows. Section 2 presents a general 
architecture of context. Section 3 describes our proposed reference model and 
principal components of ReMoSSA, section 4 describes an application example that 
we use to explain our reference model and its application. Section 5 describes related 
works. Finally, Section 6 discusses and concludes the article. 

2 Dynamic Context in Self-adaptive Application 

The design and implementation of self-adaptive SBA requires a strong knowledge of 
the system’s context and of its evolutions. This dynamic context includes: user 
context (location, activity, and preferences) [16], application’s execution context 
(network protocol, environment information, and device), platform context (hardware 
and software resource) [1] and infrastructure context (CPU, OS, RAM capacity). 

We have developed our model of context for self-adaptive SBA. It enables the 
information to be shared among dynamic context and provides a different part of Self-
adaptation [1].  

A context model defines and stores context data [4]. This model contains the 
contextual information that is used in the context aware application [2].  

Strang and Linnhoff-Popien [13] proposed a context modeling approaches (Key-
Value models, Markup scheme models, Ontology based models, Graphical models), 
which are based on the data structures used for representing contextual information in 
the system. 
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strategy that defines the new state to be achieved, but it does not define how to obtain 
this state. It is the role of the planning phase. Each type of adaptation refers to a set of 
actions that can be used for implementation. This phase defines the plans’ adaptation 
based on a set of planning algorithms either local or distributed. Execute function 
uses to implement adaptation actions on the system. The input phase "execute" is a 
plan that will be used to build new adaptation actions. Execution needs to be efficient 
due to the dynamism of the context.  

Figure 3 shows an overview of ReMoSSA model which extending the primitives of 
FORMS and adding the new elements required to support dynamic adaptation of 
SBA.    

With our model, we can dynamically add or move conditions, planning strategies, or 
adaptation actions in order to modify the way the autonomic behavior is implemented in 
the application. 

 

Fig. 3. Our ReMoSSA reference model  

After describing the functions of ReMoSSA, we define, in the next section, the 
self-adaptive mechanisms. 

3.2 Self-adaptive Mechanisms in ReMoSSA 

ReMoSSA uses self-adaptation mechanisms like reflection mechanisms that can be 
used to adapt dynamically the behavior of applications. A reflection mechanism 
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provides the ability of the SBA to observe and to modify its computation [3]. We 
introduce this mechanism in ReMoSSA for dynamically adapting the service and 
composing in two levels: the first level is the base level. It is responsible for the 
description of the computations that the system is supported to do. The second level is 
the meta-level and defines how the base level computations have to be carried out. 

4 Applying the Reference Model 

We have applied ReMoSSA to study the case of travel agency. We describe the 
concepts and elements found within the travel agency via ReMoSSa’s entities.  

The purpose of case study is (i) to demonstrate the ability to reason about Self-
adaptation mechanisms of the modeled systems, (ii) to control the dynamic change of 
context. In this section, we study a distributed travel agency application that includes 
self-adaptive strategies to support adaptability.  

 

Fig. 4. Travel Agency Case study with ReMoSSA 

The figure 4 presents the UML diagram for travel agency using our reference 
model ReMoSSA. The travel agency system comprise a set of services: booking 
services, payment service, and research flights service. Many kinds of tourism users 
want to execute self-adaptive travel agency application in its terminal (mobile phone, 
PDA and PC). 

The service changes dynamically when the context changes. We use sensor 
components to capture the changes of these contexts. 

The Functional entity provides the functionality of services i.e., the functionality to 
provide booking services. In normal travel agency conditions, each client can have 
access to application and benefit the travel agency services. 
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However, the self-adaptive unit uses self-adaptive strategy, when this travel agency 
detects the problems like hosting server failed.     

This problem is analyzed the hosting server and decided to change it without 
stopping application. In fact, to support robustness to travel agency services, a self-
adaptive unit is added to the system for monitoring the execution of application and 
detecting failures application. 

5 Related Works 

In this section, we take a look at some research works interested in the possibilities of 
integrating a reference models in the design of self-adaptive systems. We provide an 
overview of some of these works. 

Kephart and al. [10] propose a feedback loop called MAPE-K (Monitor, Analyze, 
Plan, Execute, Knowledge) which describes the different steps of autonomous 
systems. But MAPE-K is not formalized.  

Weyns and al. [15] present FORMS model (FOrmal Reference Model for Self-
adaptation) that uses MAPE-K loop and language Z to formally specify a self-adaptive 
system. FORMS is composed by a set of modeling primitives that correspond to key 
points in the self-adaptive software systems, and a set of relationships that govern their 
composition. However, we learned that in most cases, the primitives must be refined to 
be really useful for an engineer, but, the primitives FORMS is coarse grain. Second, the 
reasoning description of a self-adaptive system is specified with the language Z. 
However, the specification used Z tends to be long. FORMS also do not support 
coherence and traceability between specifications and implementations. Other 
researches such as Villegas and al. [14] define reference model called Dynamico 
(Dynamic Adaptive, Monitoring and Control Objectives model) is a reference model for 
adaptive software, this model improves engineering self-adaptive systems.  

We notice that most of the previous studied works were still insufficient since they 
do not reveal the coherence and traceability between specifications and implementation. 
In addition, the context of execution of application; in each model; is not effective. For 
these reasons, our idea is to provide a generic solution for specifying self-adaptive SBA 
and in order to solve the existing problems in previous models. 

6 Conclusion and Future Works 

 In this article, we have presented ReMoSSA, a reference model for specifying the 
self-adaptive service oriented application. This kind of application must deal with 
highly dynamic contexts and reflection on itself. ReMoSSA aims to incorporate 
various points of view into a unifying reference model. The strength of our model 
includes three mechanisms; Reflection, MAPE-K, self-adaptive strategies pattern. 
They are influenced the majority of existing approaches employed in the construction 
of self-adaptive applications. As a reference model, ReMoSSA emphasizes the 
visibility of formal representation. ReMoSSA contains a set of relationships between 
the entities. It constitutes a guide to design self-adaptive SOA applications. 
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For future research, there are several possibilities for the extension and validation 
of our model ReMoSSA: (i) we use ReMoSSA to develop a generic self-adaptable 
middleware; (ii) we enrich the context model by adding a feedback loop in the capture 
layer; (iii) we integrate complex algorithms to treat adaptation strategies. 

References 

1. Ben Djemaa, R., Amous, I., Hamadou, A.B.: Adaptability and adaptivity in the generation 
of web applications. JITWE 4(2), 20–44 (2009) 

2. Baldauf, M., Dustdar, S., Rosenberg, F.: A Survey on Context-aware systems. 
International Journal of Ad Hoc and Ubiquitous Computing 2(4), 263–277 (2007) 

3. Cazzola, W., Ghoneim, A., Gunter, S.: Reflective Analysis and Design for Adapting 
Object Run-Time Behavior. In: OOIS 2002, Montpellier, France, pp. 242–254 (2002) 

4. Chaari, T., Laforest, F., Celentano, A.: Adaptation in Context-Aware Pervasive 
Information Systems: The SECAS Project. Int. Journal on Pervasive Computing and 
Communictions 3(4) (2007) 

5. Chen, H.: An Intelligent Broker Architecture for Pervasive. University of Maryland, 
Baltimore County (2004) 

6. David, P.-C., Ledoux, T.: WildCAT: a generic framework for context-aware Applications. 
In: Proceeding of the 3rd International Workshop on Middleware for Pervasive and Ad-
Hoc Computing, MPAC 2005, Grenoble, France (November 2005) 

7. EL Hog, C., Ben Djemaa, R., Amous, I.: AWS-WSDL: A WSDL Extension to Support 
Adaptive Web Service. In: IiWAS 2011, Ho Chi Minh City, Vietnam (December 2011) 

8. EL Hog, C., Ben Djemaa, R., Amous, I.: Towards an UML Based Modeling Language to 
Design Adaptive Web Services. In: SWWS 2011, Monte Carlo Resort, Las Vegas, USA 
(2011) 

9. Erl, T.: SOA Design Patterns. The Prentice Hall Service-Oriented Computing Series 
(January 9, 2009) 

10. Kephart, J.O.: The vision of autonomic computing. IEEE Computer 36 (2003) 
11. Monfort, V., Chérif, S., Chaaban, R.: A Service Based Approach to connect Context 

Aware Platforms and Adaptable Android for Mobile Users, ch. 13. IGI Book (2012) 
12. Ruz, C., Baude, F., Sauvan, B.: Using Components to Provide a Flexible Adaptation Loop 

to Component-based SOA. IARIA International Journal on Advances in Intelligent 
Systems, 32–50 (July 2012) 

13. Stang, T., Linnhoff-Popoen, C.: A Context Modeling Survey. In: Workshop on Advanced 
Context Modelling, Reasoning and Management as part of UbiComp 2004-The Sixth 
International Conference on Ubiquitous Computing, Nottingham/England (September 
2004) 

14. Villegas, N.M., Tamura, G., Müller, H.A., Duchien, L., Casallas, R.: DYNAMICO: A 
reference model for governing control objectives and context relevance in self-adaptive 
software systems. In: de Lemos, R., Giese, H., Müller, H.A., Shaw, M. (eds.) Software 
Engineering for Self-Adaptive Systems. LNCS, vol. 7475, pp. 265–293. Springer, 
Heidelberg (2013) 

15. Weyns, D., Malek, S., Andersson, J.: FORMS: a FOrmal Reference Model for Self-
adaptation. In: ICAC 2010, Washington, DC, USA (June 2010) 

16. Zghal Rebai, R., Zayani, C.A., Amous, I.: A new technology to adapt the navigation. In: 
ICIW 2013, Rome, Italy (to appear, June 2013) 



B. Catania et al. (eds.), New Trends in Databases and Information Systems,  
Advances in Intelligent Systems and Computing 241,  

129 

DOI: 10.1007/978-3-319-01863-8_15, © Springer International Publishing Switzerland 2014 
 

DSD: A DaaS Service Discovery Method in P2P 
Environments 

Riad Mokadem1, Franck Morvan1, Chirine Ghedira Guegan2, and Djamal Benslimane3 

1 IRIT, Paul Sabatier University, 118 Rte de Narbonne, 31062, Toulouse, France 
{mokadem,morvan}@irit.fr 

2 IAE, Jean Moulin University, 6 cours Albert Thomas, 69355, Lyon, France 
chirine.ghedira-guegan@univ-lyon3.fr 

3 LIRIS, Claude Bernard University, 69622, Villeurbanne, France 
djamal.benslimane@univ-lyon1.fr 

Abstract. Exposing data sources through Daas (Data as a Service) services 
become increasingly important. The DaaS service discovery constitutes a real 
challenge in P2P environments. Although several data source discovery 
methods take into account the semantic heterogeneity problems by using 
several domain ontologies (DOs), most of them imposed a topology on the 
graph formed by DOs and mapping links. In this paper, we propose a DaaS 
Service Discovery (DSD) method without imposing any topology on this graph. 
Peers, using a common DO, are grouped in a Virtual Organization (VO) and 
connected in a Distributed Hash Table (DHT). Then, lookups within a same VO 
consists in a classical search in a DHT. Regarding the inter-VO discovery 
process, we propose an addressing system, based on the existing mapping links 
between DOs, to interconnect VOs. Furthermore, a lazy maintenance is adopted 
in order to reduce the number of messages required to update the system.  

Keywords: Large Scale Data Distribution, Data as a Service, Data Source 
Discovery, Semantic Heterogeneity, Dynamicity, Performance.  

1 Introduction  

 With the constant proliferation of information systems around the globe, the need for 
decentralized and scalable data sharing and integration mechanisms has become 
apparent more than ever in a wide range of applications. These applications querying 
heterogeneous data source spread on a huge number of peers which can join/ leave the 
system at any moment. Last few years saw new type of services known as DaaS 
(Data-as-a-Service) services [19] where services correspond to calls over the data 
sources. Besides, users’ requirements increase so that their queries often need several 
sources, thus requiring service composition. The latter consists in combining several 
DaaS services. While initial service composition approaches have been a powerful 
solution for building value-added services on top of existing ones, the issues  
of exploiting and managing DaaS services in dynamic and large scale P2P 
environments remain an important challenge. In fact, DaaS services are numerous, 
highly heterogeneous and constantly evolving in such environments. This leads to the 
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fact that the services discovery process remains a more important issue in a large 
scale query evaluation. Indeed, the discovery process consists in searching metadata 
describing DaaS services required to process the user query. However, the main 
obstacle affecting the DaaS service discovery mechanism is the semantic 
heterogeneity between services, e.g., the DaaS service associated to the 'Doctor' 
concept in a medicine field is not identical to the DaaS service associated to the 
'Doctor' concept in the university area. Indeed, resolving the semantic heterogeneity 
between the different concepts associated with the DaaS services is necessary.  

The DaaS service discovery approaches can be classified into centralized [2] and 
decentralized [7]. Central registries, used to store DaaS services, are poor at 
supporting scalability in the Web context when most of the decentralized DaaS 
service discovery methods typically employ flooding and random walk to locate data 
which results in much network traffic. Dealing with the data source discovery related 
work taking into account the semantic heterogeneity problems, first works were based 
on the correspondence between keywords used in the data source schemas [9, 17, 18]. 
The major drawback of this approach is the maintenance of links in a highly dynamic 
environment. Other works have adopted the use of a global schema or a global 
ontology, employed to provide a formal conceptualization of each domain, as a pivot 
schema [1]. However, designing such ontology remains a complex task in front of the 
large number of areas in large scale environments. Later, some works proposed the 
using of different domain ontologies (DOs) [8, 14]. In this paper, we adopt this latter 
approach which is the most promising because it preserves the autonomy of each DO. 
Hence, each application domain is associated with one DO. Relationships links called 
‘mapping links’ are established between these DOs in order to define correspondence 
links between them. In our knowledge, all methods proposed within this approach 
impose a particular topology on the graph formed by the DOs and mapping links. 
Imposing a fixed topology as in [15] is a major drawback. Indeed, there are on the 
Internet available DOs and mapping links between them. The topology of the graph 
formed by these DOs and mapping links between them is an arbitrary graph. If the 
topology founded is not suitable for one method, some mapping links must be 
defined. This is a very hard task. Hence, a good challenge consists in using the 
existing mapping links without imposing any topology on the graph.  

In this paper, a part of the PAIRSE project1, we extend the data source discovery 
method proposed in [11] to support the DaaS service discovery with considering 
semantic heterogeneity between concepts associated to these services. The discovery 
process is particularly important that the user query response is produced from the 
composition/ filtering of returned DaaS services [4]. The proposed DaaS Service 
Discovery (DSD) method is adapted to any mappings link topology. We propose to 
regroup peers, by expertise domain, in a virtual organization (VO) [12]. In each VO, 
peers used the same DO as a pivot schema. This allows taking into account the 
principle of locality [10] that promotes the autonomy of each VO. For reasons of 
discovery process efficiency, the peers within the same VO are connected in a 
Distributed Hash Table (DHT) [16]. Thus, the discovery within a single VO consists 
                                                           
1 This research project is supported by the French National Research Agency under grant 

number ANR-09-SEG-008, and available at: https://picoforge.int-evry.fr/cgi-bin/twiki/view/ 
Pairse/Web 
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in a classical lookup in a DHT. Concerning the inter-VOs DaaS service discovery, the 
translation of the sought concept between VOs is required in order to propagate the 
DaaS service discovery query. For this aim, we propose an addressing system that 
permits to interconnect VOs by exploiting the existing mapping links between DOs. 
Then, a permanent access exists from any VO to other. The proposed method takes 
also into account the connection/ disconnection of peers into the system (dynamicity 
property of P2P environments). In order to limit the excessive number of messages 
exchanged between peers, we adopt a lazy update of the addressing system. This 
permits a significant maintenance costs reduction especially in the presence of a churn 
effect [12]. The rest of the paper is organized as follows: Section 2 describes the 
DaaS service composition. Section 3 details the proposed DSD method. Section 4 
discusses the system maintenance through our method. A simulation analysis of the 
proposed method is presented in section 5. The final section contains concluding 
remarks and future work. 

2 DaaS Service Composition 

DaaS services provide bridges to access data sources. Nevertheless, while individual 
DaaS services may provide interesting information alone, in a real scenario, users' 
queries require the invocation of several DaaS by adopting composition approaches. 

In this work, we adopt a query rewriting based approach to compose data providing 
Web services proposed in [3]. Specifically, DaaS services are modeled as RDF 
parameterized Views (RPVs) over DOs. RDF (Resource Description Framework) 
views capture in a faithful and declarative way the semantic relationships between 
input and output parameters using ontological concepts and relations whose semantics 
are well defined in the mediated ontology. RDF views are incorporated within 
services description files as annotations. Users pose their queries at a given peer on a 
mediated ontology using SPARQL2 query language. Then, the defined RDF views are 
exploited within WSDL files to discover locally and/or distantly services. Indeed, the 
peer extracts the different ontological concepts used in the query and launches service 
discovery requests for services annotated (via their RPVs) with these concepts, firstly 
in the peer where the query is posed, then the service discovery request is propagated 
to the others peers. The discovery process is detailed in the next section. The 
descriptions of discovered services are then sent back to the initial peer, where the 
relevant services will be selected and composed using an RDF query rewriting 
algorithm [4, 6]. Finally an execution plan for the composition is generated and 
executed to provide the user with requested data.  

3 DaaS Service Discovery Considering Semantic Heterogeneity 

P2P environments are characterized by the presence of a large number of Web 
services which are highly heterogeneous and constantly evolving. Throughout this 
section, we present the proposed DaaS Service Discovery (DSD) method.  
                                                           
2 http://www.w3.org/TR/rdf-sparql-query/ 
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3.1 System Architecture and Design 

Each application domain accumulates a large number of DaaS services. In order to 
preserve the autonomy of each application domain, we propose to associate each 
application domain with one DO [14]. Then, relationships links called ‘mapping 
links’ are established between these DOs in order to define correspondence links 
between them. We group peers using the same DO in a Virtual Organization (VO). 
This allows taking into account the principle of locality [10]. Indeed, peers having the 
same expertise are grouped in the same VO. Let consider a set of DOs which form an 
undirected graph G(V, E) with V the set of vertices presenting these DOs and E the set 
of edges presenting the mapping links between these DOs. We note that an edge 
exists between two vertices vi and vj in G if and only if there exists a mapping link 
between DOi and DOj presenting respectively per vi et vj with i≠j. 
 
           

 
 
 
 
 

Fig. 1. Example of: a Graph between DOs and Associate VOs (left), Interconnection between 
VOs through Access Points (right) 

For each DOi in G, we associate a virtual organization VOi. Each VO regroups a set 
of peers using the same DOi as a pivot schema for managing DaaS services. We 
affirm that VOj is neighbor of VOi if and only if it exist a mapping link between DOi 
and DOj used respectively per VOi and VOj. We notes Neighbor (VOi) a set of VOs, 
neighbors of VOi and connected to VOi through direct mapping links. Let also 
|Neighbor (VOi)| be the number of VOs neighboring of VOi. To ensure the 
completeness of discovery results, the graph G must be connected, i.e., there must be 
a path from any VO to another. In the rest of this paper, we suppose that G(V, E) is 
connected and its topology is arbitrary. Thus, there is always a path between two 
vertices in G. This allows a translation between two DOs, e.g., Fig.1- left shows an 
example of a connected graph of mapping links between DO1, DO2,…, DO5, VO1 
regroups a set of peers using the same domain ontology DO1 as a pivot schema. 

3.2 DaaS Service Discovery Process 

Suppose that a user query Q is issued at a given peer. Suppose also that Q could not 
be resolved with the DaaS services founded at a local peer [4]. Then, its evaluation 
starts with the DaaS service discovery step. It consists to discover the metadata 
describing DaaS services, previously published and associated to the concepts present 
in Q. The DaaS service registration step consists in publishing (i) the concerned DaaS 
service, (ii) the associated RDF parameterized View (RPV) which allows to capture 
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the semantic relationship between the DaaS service and the associated concepts over 
the corresponding DO, (iii) the set of concepts C associated to the DaaS service, (iv) 
the set of properties Pr associated with these concepts on which an additional filtering 
is applied to the returned DaaS service. Using the described configuration of VOs, 
DaaS service discovery queries can be classified into two types: (i) intra-VO DaaS 
discovery queries and (ii) inter-VO DaaS discovery queries.  

Intra-VO DaaS service discovery process. The intra-VO DaaS service discovery 
process consists on the DaaS services research within a same VO. It does not require 
any concepts translation since all peers in one VO used the same ontology as a pivot 
schema. For this aim, we wish to (i) have an efficient mechanism for the DaaS service 
discovery process and (ii) avoid false answers [16]. This means that if the DaaS 
service exists, we want to discover it. For efficient reasons, we have proposed to 
associate a structured P2P system, e.g., DHT, to each VO. DHTs have proved their 
efficiency with respect to the scalability and research process. In addition, they have 
the characteristic to avoid false answers (the case of unstructured P2P systems). The 
complexity to find a peer responsible of a DaaS service is O(log(N)) where N is the 
number of peers in chord [16], a DHT rooting protocol. The DaaS service discovery 
within a single VO is evaluated according to the routing system of a classic DHT 
[16]. However, this requires some DHT adjustments in order to index the previously 
published services. Indeed, we have extended the DHT catalog to support the 
registration of both the concerned DaaS service and the associated set {RPV, C, Pr}.  

Inter-VO DaaS service discovery. An inter-VO discovery query providing from a 
peer є VOi consists to look for metadata describing a DaaS service available in VOj 
with i ≠ j. For this aim, we propose an addressing system which assures a permanent 
access from any VO to other in a dynamic environment in order to permit the 
translation of each researched concept. The proposed addressing system permits a 
communication between a peer ∈ VOi and peers in neighbor(VOi). For each peer Pi ∈ 
VOi we associate |Neighbor (VOi)| access points. Let APi the access point set of Pi. 
Each access point Pj ∈ APi is one peer of VOj ∈ Neighbor (VOi). Hence, when a peer 
Pi wants to propagate the discovery query to VOi, access points and exiting mapping 
links between DOi and DOj are used. In order to avoid that a peer forms a bottleneck 
or constitutes a single point of failure, we ensure that several access points Pj of a peer 
Pi ∈ VOi reference different peers in VOj. Fig. 1- right illustrates examples of access 
points: the bold lines show mapping links between VOs, e.g., P12∈ VO1 can 
communicate with peers of VO2 thanks to its access point P21.  

Every peer receiving a discovery query: (i) execute an intra-VO discovery query 
and (ii) propagate the discovery query towards neighbors VOs and so on. Suppose 
that a given peer Pi ∈ VOi submits a DaaS service query. Hence, a lookup function is 
evaluated for each Pj є APi in order to search the concept c in VOj ∈ Neighbor (VOi). 
When Pi contacts its access point, c is translated through the existing mapping rules 
between DOs. To avoid an endless propagation of a discovery query, we define a 
Time to Live (TTL) which corresponds to the maximal path length in G than a 
discovery query can run, i.e., the limit of the query propagation number. The 
complete inter-VO discovery algorithm is described in [13]. If a DaaS Service, at 



134 R. Mokadem et al. 

least, is found, the response is sent to Pi. It contains: (i) metadata of the founded DaaS 
services, (ii) the translation path constituted of a sequence of edges representing the 
mapping links that the discovery query followed along the discovery process and (iii) 
the associated RPV describing the semantic relationship between each returned DaaS 
service and c. Finally, a filter is applied to each DaaS service through properties є Pr.  

4 System Maintenance  

The continuous leaving/ joining of peers is very common in P2P systems. This 
requires the maintenance of the system. We distinguish two types of maintenance in 
our system: (i) the DHT maintenance and (ii) the addressing system maintenance that 
impact the discovery. We will not detail the first case since the system maintenance is 
done by a classical maintenance of a DHT [16]. Maintaining the addressing system 
requires the updating of all access points, i.e., defining how the access points are 
updated. Recall that in P2P Chord systems [16], the connection/ disconnection of one 
peer generates Log2(N) messages when N is the total number of peers in the system.  

When a new peer connects to a VO, all its access points must be defined. We based 
on the same technique used when an access point is not available during the inter-VO 
discovery. The connection peer algorithm is detailed in [11]. Regarding the peer 
disconnection process, let’s a peer PDisc є VOi disconnects from the system. The first 
step is to maintain the DHT. This is a classical DHT maintenance [16].  However, the 
peer PDisc can be an access point for a peer belonging to another VOj (with i ≠j). 
Hence, the addressing system must be updated. We have adopt a lazy maintenance as 
in [11]. None of the VOj (i ≠j) is informed by this disconnection. The access points 
towards this VOj will be updated during an inter-VO DaaS service discovery process. 
Indeed, during the discovery process, the opportunity is taken to update all access 
points. This strategy reduces the number of messages required to update the system.  

5 Simulation Analysis 

We focus on the simulation of a data source discovery process since it is difficult to 
experiment these peers organized as VOs in a real platform, e.g., Grid’50003. We 
based on a virtual simulated network of 10.000 homogenous peers with a single data 
source by peer. We also used Open Chord [16], one implementation of Chord DHT. 
In other hand, data sources are exposed as DaaS services. Thus, performances of data 
sources discovery process and DaaS service discovery process are almost equivalent.  

5.1 Inter-VO Data Sources Discovery 

We have compared performance of the DSD method to those of three other data 
source discovery methods taking into account the semantic heterogeneity problems: 
(i) data source Discovery according to the Super Peer topology method (DSP) [8], (ii) 

                                                           
3 Grid’5000. www.grid5000.org 
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data source Discovery method in which the topology is ‘Two by Two peers’ (D2b2) 
[9] and (iii) data sources Discovery by Flooding method (DFlooding) [5].   

When we deal with a single discovery query, D2b2 response times are the largest 
compared to other three methods. This is due to the longest path traversed to discover 
data sources within this method. DFlooding and DSD methods show better results in 
terms of response time. They have almost similar response times with a small 
advantage to the DFlooding method. However, the graph of mapping links between 
ontologies in this later must be a complete graph which requires intensive intervention 
of the administrator. In order to confirm the capability of the proposed DSD method 
to be scalable, we have varied the number of queries submitted to each peer (between 
2 and 500 queries/ sec). Fig.2 shows the ratio of DSD response times over response 
times of the three compared solutions with a system composed of 100 VOs, i.e., with 
100 peers/ VO. Experiments show that the DSD response times are significantly 
reduced compared to D2b2 and DSP methods. When we experiment with 10 queries/ 
sec, the response times generated by our method are 10 times smaller than those 
generated by the DSP method. From 10 queries/ sec, the save time is more important. 
Compared with the DFlooding method, our response times are slowly greater (18%) 
when we experiment with less than 20 queries/ sec. A save time, whatever small, is 
obtained from 25 discovery queries/ sec, e.g., a save of 20% with 500 queries/ sec. 
This is due to the fact that multiple discovery queries in DSD may require the 
intervention of several different access points when these queries generate some 
bottleneck at some peers in the DFlooding method. Hence, it seems more reasonable 
to have more than 20 queries/ sec in a large scale environment. Furthermore, with 
DSD we can use DOs and mapping links available on Internet and add some mapping 
links if the graph founded is not connected. In the DFlooding method, a more 
important number of mapping links must be defined to have a complete graph. 

  

 
 
 

 
 
 

Fig. 2. Speed up (Response Times)          Fig. 3. Impact of the Connected/ Disconnected  
Peers on the System Maintenance 

5.2 System Maintenance: Simulation Analysis 

We evaluate the maintenance costs by measuring the number of messages generated 
to maintain the system when peers join/leave the system but the total number of peers 
stays appreciatively constant (a system composed of 10 VOs with 1000 peers/ VO). It 
is clear that maintaining a DHT generates greatest costs especially when several peers 
join/leave the system. But, this is valuable for all the compared solutions. Fig. 3 
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shows the number of the required messages to maintain the system in the four 
compared solutions. The number of messages needed to maintain the system with the 
DSP and D2b2 methods is the higher. Indeed, if a super peer leaves or arrives in the 
system, all the ‘leaves’ peers should be updated by using the DSP method. The D2b2 
method generates the most important maintenance cost. This is due to the topology 
used. When 10 peers join/ leave the system, better results are observed for the DSD 
method which requires less than 7200 when the DFlooding method requires 11000 
messages to maintain the system. In fact, most of messages in the DSD method are 
essentially those required to update the DHT. The use of a lazy maintenance allows 
significant reduction in the number of these messages needed to update access points. 
Thus, access points of a peer referencing peers which have leaving the system are 
updated only when the discovery process occurs in the DSD method when all peers 
must be contacted to update their access points in the DFlooding method.  

6 Conclusion and Future Work 

The proposed DaaS Service Discovery (DSD) method takes into account the semantic 
heterogeneity problems in P2P environments. For this aim, we group all peers using 
the same domain ontology (DO) in a virtual organization (VO). Within a VO,  
the DaaS service discovery process is based on a classical lookup in a DHT (intra-VO 
discovery). Regarding the inter-VO discovery process, we have proposed an 
addressing system based on the exiting mappings between various DOs without 
imposing any topology on the graph formed by these DOs and mapping links. Our 
discovery method allows a permanent access between virtual organizations in a 
dynamic environment. Furthermore, we adopt a lazy maintenance in order to decrease 
the update cost generated by the continuous joining/ leaving of peers to the system. 
 The Simulation analysis showed a significant improvement of response times for the 
inter-VO discovery queries especially with an important number of simultaneous 
discovery queries. It shows also a significantly reduction of the maintenance cost 
generated by the frequent joining and leaving of peers. Further work includes more 
performance studies especially with a high number of peers in a real platform. 
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Abstract. The process of designing a parallel data warehouse has two
main steps: (1) fragmentation and (2) allocation of so-generated frag-
ments at various nodes. Usually, we split the data warehouse horizon-
tally, allocate fragments over nodes, and finally balance the load over
the nodes of the parallel machine. The main drawback of such design ap-
proach is that the high communication cost. Therefore, Data Replication
(DR) has become a requirement for availability on the one hand but also
for minimizing the communication cost on the other hand. In this paper,
we present a redundant allocation algorithm for designing shared-nothing
parallel relational data warehouses, which is based on the well-known
fuzzy k-means clustering algorithm.

1 Introduction

Today volumes of data are increasing more and more due to the rise of new
infrastructures, such as Clouds [1], and new devices, such as sensors [11]. On
the other hand, social networks (e.g., Facebook, Twitter and LinkedIn) collect
billions of data bytes, and predicting the behavior of users in order to improve
their services via analyzing so-collected large data volumes is becoming increas-
ingly hard. As a consequence, traditional Data Warehouses (DW) have become
obsolete and Parallel Relational Data Warehouses (PRDW), instead, have been
proposed as a robust and scalable platform for storing, processing and analyzing
large volumes of data within the layers of modern analytics infrastructures. Sim-
ilarly, a large number of software companies are positioned around the market
with the goal of providing business intelligence solutions on top of large volumes
of data, such as Teradata1, Netezza2, and so forth. In line with these major
trends, Small and Medium-sized Enterprises (SME) are defining new classes of
jobs dealing with so-called Big Data Actors such as Data Architect, Data Visu-
alizer, Data Analyst etc, thus exposing a clear commercial demand. This despite

1 http://www.teradata.com/
2 www.ibm.com/software/fr/data/netezza/

B. Catania et al. (eds.), New Trends in Databases and Information Systems, 141
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Big Data software platforms still remain costly for PME in terms of license fees
and costs of installation and maintenance (stirred-up by the actual economic
crisis).

Under a general view, designing a PRDW comprises four main steps: (1)
choosing the hardware architecture; (2) partitioning the target DW; (3) allo-
cating the so-generated fragments over available nodes; (4) defining efficiency
query processing strategies. Currently, several types of hardware architecture
are available, such as Shared-Nothing, Shared-Disk, massively parallel processors
and Clusters of workstations. Shared-Nothing architecture has been proposed by
DeWitt [12] as the reference architecture for supporting high-performance data
warehouses modeled in terms of relational star schemas. As the choice of the
hardware architecture is influenced by price, high-performance features, exten-
sibility and data availability [8], Clusters of workstations are very often used as
a valid alternative to Shared-Nothing architectures (e.g., [5]).

According to this low-cost technology solution, the target DW is divided into
disjoint units called partitions that do not introduce any loss or addition of in-
formation with respect to the corresponding combination of partitions kept in
the original DW. Data partitioning can be done horizontally or vertically, al-
ternatively. Horizontal partitioning is essentially used to design PRDW. Data
allocation consists in placing generated fragments over nodes of a reference par-
allel machine. This allocation may be either redundant (with replication) or non
redundant (without replication). Once fragments are placed, global queries are
executed over the processing nodes according to parallel computing paradigms.
Load balancing is usually performed by means of the multi-reordering process ac-
cording to which multiple processors that have small average loads are selected
in order to participate to the load balancing. According to this schema, each
free processor is moved as to becoming adjacent (according to the node network
topology) to a high-loaded processor, the load of which is then shared with the
(newly-introduced) free processor. This so-determined data migration task may
cause high communication costs, which overall lower the global throughput of
the PRDW architecture. From active literature (e.g., [2]), it is well-understood
that communication cost is a factor that must be mastered depending on the
available infrastructure, and that most of data access must be local (for effi-
ciency purposes). Therefore, data replication has become a strict requirement in
PRDW architectures in order to guarantee avoiding bottlenecks and reducing
communication costs. To this end, replication aims at (a) ensuring data avail-
ability and fault tolerance, (b) improving data locality by following the criterion
of placing a job at the same node where its data are located, and (c) achieving
load balancing by distributing work across data replicas.

On the basis of the guidelines above, here we assert that PRDW design can
be modeled as the following tuple: 〈DP,DA,DR,LB,QP 〉, where DP repre-
sents the data partitioning schema, DA the data allocation schema, DR the
data replication schema, LB the load balancing scheme, and QP the parallel
query processing model, respectively. Unfortunately, each one of the sub-tended
problem of the main PRDW design problem is NP-hard [2,4,20].
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1.1 Contributions of This Research

Under a broader vision, the PRDW design problem can be thought as a set of ser-
vices offered by actors which communicate and cooperate among them in order
to obtain a high throughput in the whole PRDW architecture. In our research,
we particularly introduce five actors: Partitioner, Allocator, Replicator, LoadBal-
ancer, ParallelQueryProcessor, each one focusing on a particular PRDW design
aspect. By inspecting the active literature, comprehensive surveys of state-of-
the-art research on PRDW design issues exist, but still researchers focus the at-
tention on PRDW issues in an isolated manner. In fact, some focus on the data
partitioning problem (e.g., [22,21,19]), other on the data allocation problem (e.g.,
[4,2,18]), or the data replication problem (e.g., [10,13,17]), or the parallel query
processing problem (e.g., [3,15,16]). As a consequence, two main limitations may
penalize the PRDW design phase: (1) neglecting the inter-dependency among
the different-but-related PRDW design issues and (2) adopting heterogeneous
metrics in order to identify the quality of the final solution (indeed, each one of
the five actor considers a different metric to this end).

In this paper, we propose a novel method for designing PRDW over paral-
lel machines. The basic idea is to consider the interaction among the different
aspects of the main PRDW design problem in order to use a unique cost model
that smoothly unifies all phases. Packaging the PRDW design issues as a unified
process that cements PRDW design phases and increases the omniscience of the
actors . Since data partitioning plays an important role in the whole PRDW
design, we consider it as the first important step in this design. During the frag-
mentation phase, the Partitioner should consider that the target RDW need be
partitioned as to make it ”good” for the Allocator, Replicator, LoadBalancer
and ParallelQueryProcessor. The design quality is finally measured by the uni-
fied cost model. In other words, each potential fragmentation solution is tested
for allocation, replication, and load balancing, respectively. The solution having
the minimum cost is finally selected for the PRDW design of the EDRP

2 Fragment-Driven PRDW Design Problem Formulation

In our approach, the fragmentation process is the core of the PRDW design
methodology, the quality of PRDW design methodology itself strongly depends
on the quality of the fragmentation process. We name this methodology as
fragment-driven PRDW design methodology. The fragment-driven PRDW de-
sign problem can be formalized as a Constraint Optimization Problem. Consider
the following items:

– A Relational Data Warehouse RDW modeled using a star schema composed
of one fact table Fand d di-mension tables D = {D1, D2, . . . , Dd} - as in
[16], we suppose that all dimension tables are replicated over the nodes of
the database cluster and are in their main memory;

– A database cluster machine DBC with M nodes N = {N1, N2, . . . , NM};
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– A set of star join queries Q = {Q1, Q2, . . . , QL} to be executed over DBC,
being each query Ql characterized by an access frequency fl;

– the maintenance constraint W , such that W � N , representing the num-
ber of fragments W that the designer considers relevant for his/her target
allocation process, this number must be larger than the number of nodes
(W �� M);

– The replication constraint R, such that R ≤ M, representing the number
of fragment copies that the designer considers relevant for his/her parallel
query processing;

– The attribute skewness constraint θ, representing the degree of non-uniform
distribution of the values of the sub domain of an attribute admitted by the
designer for the selection of the attributes of fragmentation;

– The data placement constraint α representing the degree of data placement
skew that the DWA admit for the placement of data;

– the Load Balincing constraint δ representing the data processing skew that
the designer considers relevant for his/her target query processing;

The problem of designing a PRDW from DWS over the database cluster DBC
consists in fragmenting the fact table F into NF fragments and allocating them
and the replicated fragments over different DBC nodes such that the total cost of
executing all the queries in Q can be minimized while all constraints modeling
the problem satisfied.

3 The F&A&R Approach

In this Section, we describe in detail our proposed PRDW design methodology,
which we name as F&A&R, following our previous proposal [7,6]. To select
horizontal partitioning schema, we adapt our genetic algorithm proposed in [5].
Representing chromosomes that model candidate fragmentation schema is the
most probing tasks when applying genetic algorithms to the PRDW design prob-
lem. Each chromosome may be represented as a multidimensional array that
models the partitioning domain of a fragmentation attribute. To identify the
partitioning attribute candidate, we perform the following tasks: (1) Extract-
ing of all selection predicates exploited by the input queries. (2) Assigning to
each dimension table Di (1 ≤ i ≤ n) the set of selection predicates they are
involved to, denoted by SSPDi. (3) Ignoring dimension tables Di having an
empty set SSPDi (i.e., they will not participate in the fact table fragmentation
process). (4) Identifying the set fragmentation attribute candidates. (5) Elimi-
nating attributes having high skew and that do not satisfy the attribute skew
constraint. (6) Decomposing domain values of each fragmentation attribute into
sub-domains (each sub-domain may be represented by a simple predicate along
with its selectivity factor defined on the fact table).

Once the set of fragmentation attribute is identified , our proposed genetic al-
gorithm generates a random population that contains several chromosomes. For
each chromosome, our algorithm checks if it satisfies the maintenance constraint
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(NFFi ≤ W ), where NFFi represents the number of fragments . If it is the
case, this chromosome is kept in the population; otherwise, merges operations
are applied to reduce its number of fragments. Once initiation population cre-
ated, our genetic algorithm performs operators such as crossover and mutation
to improve the quality of this population. The application of these operators is
monitored by an evaluation function, which allocates the generated fragments of
each valid chromosome over the nodes of the parallel machine. Once this alloca-
tion has done the cost of executing queries over nodes is calculated. At the end
of this algorithm, the chromosome that offers the minimum cost represents the
fragmentation schema. In the next section, we are describing how the mutation
operator is done.

The data allocation problem consists to determine the best placement of a
set of fragments over database cluster nodes to minimize the cost of answering a
workload Q. The problem of data allocation in distributed and parallel databases
(and data warehouses as well) can be formalized as a clustering problem. In fact,
the clustering problem involves in placing a set of entities into a given number
of groups according to a given measure of their tendency to be used together.
This turns to be involved in answering a given set of queries.

The fragment allocation is closely related to the fragment replication problem.
In other words, the data allocation algorithm is in charge of deciding whether
fragments will be replicated or not. To this end, we propose using a fuzzy cluster-
ing method, namely the fuzzy k-means clustering algorithm [9]. In fuzzy clustering
techniques, data points can belong to more than one cluster, and associated with
each of the points are so-called ”membership grades” which show the degree at
which data points belong to the different clusters. The fuzzy clustering is of-
ten better suited than classical clustering techniques as there is often no sharp
boundaries among clusters of data. In fuzzy clustering, membership degrees be-
tween 0 and 1 are used instead of crisp assignments of data in clusters. The
underlying principle in fuzzy clustering is assigning data elements to multiple
clusters, with varying degree of membership.

Allocating the so-generated fragments of each chromosome, we propose a new
allocation procedure based on fuzzy clustering of fragments. Let us formulate
the fragment allocation problem as follows.

Consider a set of fragments F = {F1, F2, . . . , FNF } with dimension in the
Euclidean space Rd, i.e., Fj ∈ Rd. The problem of fragment allocation via fuzzy
clustering consists is performing a partitioning of these fragments into M fuzzy
sets with respect to a given criterion, being M the number of DBC nodes. The
criterion is usually determined as to optimize an objective function. The result
of the fuzzy clustering can be expressed by a partitioning matrix U such that
U = [i][j] = uij , such that i = 0..M − 1 and j = 1..NF , where uij is a value
in {0, 1}, which expresses the membership degree. Besides this, there exists the
constraint on uij stating that the total membership values of fragments Fj ∈ F ,
with j = 1..NF , in all classes is equal to 1, i.e.:
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M−1∑
i=0

uij = R (1)

The objective function fO to be minimized is defined as follows:

fO =
NF−1∑
k=0

M−1∑
i=0

um
ij ||Xk − Vi||2 (2)

wherein: (i) m � 1 is a degree of fuzziness that governs the influence of
membership degrees, (ii) Xk is the vector of data points, (iii) Vi is the center of
cluster Ci, (iv) ||Xk − Vi||2 represents the Euclidean distance between Xk and
Vi. The steps of our proposed allocation procedure are the following:

1. Construction of the Fragment Usage Matrix (FUM): FUM models
the usage of fragments according to the set of queries in Q. FUM contains
queries as rows and fragments as columns. The value FUM [i][j], such that
1 ≤ i ≤ L and 1 ≤ j ≤ NFF , is equal to 1 if the query Qi involves the fact
fragment Fj ; otherwise, it is equal to 0. An additional column is added to
represent the access frequency f of each query.
Example 1 : Let F = {F1, F2, F3, F4, F5, F6, F7, F8} and Q =
{Q1, Q2, Q3, Q4} be the set of so-generated fragments and queries, respec-
tively. A possible FUM of the running example is shown in Table 1.

Table 1. FUM of the running example

Queries F1 F2 F3 F4 F5 F6 F7 F8 f

Q1 1 1 1 0 1 0 1 0 20
Q2 1 1 1 1 0 0 0 0 35
Q3 0 0 1 0 1 1 1 1 30
Q4 1 1 1 1 1 1 1 1 15

2. Representation of Each Fragment in R2: each fragment Fi is repre-
sented in the two-dimensional space R2 by coordinates (x, y). These coordi-
nates of a fragment Fi in R2 are based on the frequency of queries that do
not involve the fragment Fi.
Example 2 : The fragment representation associated to the FUM of Table 1
is depicted in Figure 1.

3. Construction of the Fragment Membership Matrix (FMM): FMM
models the membership degree of each fragment Fk with respect to the
cluster Ci according to the set of queries in Q. FMM contains fragments
as columns and clusters as rows. The value FMM [j][i], such that 0 ≤ i ≤
NFF − 1 and 0 ≤ j ≤ M − 1, is a value in [0, 1] modeling the membership
degree of Fk to Ci, given by the fuzzy k-means clustering algorithm [9].
Example 3 : Based on the fragment representation of Figure 1, the associated
FMM of the running example is shown in Table 2.
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Fig. 1. Fragment representation asso-
ciated to the FUM of Table 1

Fig. 2. Fragment clustering associated
to the FMM of Table 2

Table 2. FMM of the running example

F1 F2 F3 F4 F5 F6 F7 F8

C1 5,01E-03 5,92E-03 3,60E-09 6,66E-02 9,70E-01 5,28E-03 9,79E-01 1,37E-02
C2 2,79E-04 2,72E-04 1,00E+00 6,07E-03 7,97E-04 6,94E-04 7,83E-04 1,81E-03
C3 9,94E-01 9,93E-01 4,87E-09 3,75E-02 2,64E-02 3,27E-03 1,77E-02 8,28E-03
C4 4,35E-04 4,29E-04 0,00E+00 8,90E-01 2,84E-03 9,91E-01 2,82E-03 9,76E-01

4. Fragment Clustering: to generate groups of fragments into clusters, we
make use of the basic principle that larger membership values indicate higher
confidence in the assignment of objects to the actual cluster. As a conse-
quence, on this main insight, we sort membership values in descending order
and we assign the fragment Fk to the R first clusters, being R the replication
degree, such as the data placement constraint is satisfied. At the end of this
step, a set of clusters C = C0, . . . , CM−1 is generated, such that each one
represents a sub-set of fragments.
Example 4 : The fragment clustering associated to the FMM of Table 2 is
depicted in Figure 2.

5. Construction of Fragment Placement Matrix (FPM): FPM mod-
els the positions of a fragment across nodes (recall that fragment replicas
may exist). To this end, FPM rows model fragments, whereas FPM columns
model nodes. FPM [i][m] = 1, with 1 ≤ i ≤ NF and 1 ≤ m ≤ M , if the frag-
ment Fi is allocated on the node Nm in N , otherwise FPM [i][m] = 0. Our
allocation procedure considers clusters as ”movable units” during allocation.
Clusters are placed in round robin fashion over the nodes.
Example 5 : The generated clusters of Figure 2 are placed in round robin
over processing nodes; the associated FPM is shown in Table 3.

4 The F&A&R Query Processing Framework

Once the fragmentation schema is generated and the so-generated fragments
are placed, global queries posed to the data warehouse are then re-written over
fragments and evaluated on the database cluster DBC. The ideal parallel query
processing method optimizes a smaller set of queries and tries to minimize the
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Table 3. FPM of the running example

F1 F2 F3 F4 F5 F6 F7 F8

N1 1 1 0 1 1 1 1 1
N2 0 0 1 0 0 0 0 0
N3 1 1 1 0 1 0 1 0
N4 0 0 0 1 0 1 0 1

total execution cost for the entire set of queries. To evaluate a given query, we
should first identify its valid fragments and their localizations across nodes. Since
our allocation is redundant (i.e., each fragment can have several placements by
means of replicas), we should use a scheduler to find the best allocation of each
sub-queries. It should be noted that each valid fragment will give rise to a sub-
query. The query processing of F&A&R can be formalized as follows. Given:

- a set of fragments F = {F1, F2, . . . , FNF }, being each fragment Fi, with
1 ≤ i ≤ NF , characterized by its size Size(Fi);

- a database cluster machine DBC having M nodes N = {N1, N2, . . . , NM};
- a set of star queries Q = {Q1, Q2, . . . , QL} to be executed over DBC, being

each query Ql, with 0 ≤ l ≤ L− 1, characterized by an access frequency fl;
- the processing skew constraint δ representing the data processing skew that

the designer considers relevant for his/her target query allocation process;

determine the following state function:

isAllocated(Qi, Nj) =

{
1 Qi on Nj

0 otherwise
by minimizing the total query processing cost due to evaluating queries in Q
while maximizing the productivity of each node in N , subject to a fixed process-
ing skew constraint δ that represents the data processing skew that the designer
considers relevant for his/her target allocation process, the data placement skew
factor.

The above-introduced query processing framework defines a NP-hard prob-
lem, which is similar to a Dual Bin Packing Problem (DBPP) [14]. To provide
sub-optimal solutions to this problem, we propose a proper greedy algorithm
that is in charge of executing the query scheduling for supporting star query
evaluation against the parallel machine (see Algorithm 1).

Focus the attention on Algorithm 1. First, we identify the valid fragments and
their associated sub-queries, the number of valid fragments and the set of valid
node need for the execution of the sub-queries (lines 1 − 4). Next, we estimate
the processing time PTSQi needed to evaluate the query Qj (lines 5) and we
initialize the processing bound MPS (line 6). We then sort valid fragments
in descending order (line 7) and, for each so-generated sub-query (line 8), we
perform the following steps: (1) select the valid nodes; (2) calculate load of each
valid node; (3) pick the sub-query the node having the largest residual capacity
(lines 9 − 12). This finally realizes the scheduling of sub-queries on fragments
and their replicas, so that giving the support for their evaluation.
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Algorithm 1. Query Allocation( M node, Qj Query)

1: Let ListFrag the list of valid fragments for Qj .
2: Let NumberFrag the number of fragments in ListFrag;
3: Let NumberValideNode the number of valid nodes for the fragments in ListFrag;
4: Let ListSubQuery the sub-query list : /**each valid fragment will give rise to a

sub-query**/
5: Estimate SizeQ the number of Inputs/Output (IO) needed to execute Qj ;
6: Calculate MPS be mean data processing of Qj ;

LB =
1∑NumberV alideNode

j=1
1
jδ

× SizeQ (3)

7: Sort ListFrag according to their size in descending order;
8: for i = 1 to NumberFrag do
9: Get the valid nodes for the ith fragment in ListFrag and store them in the list

ListNode;
10: Calculate the load of each node from ListNode;
11: Assign Fi to the node with largest residual capacity;
12: end for

Once the query allocation process has done we calculate the executing cost
of the given workload Q over the M nodes of the DBC in terms of number of
inputs outputs (IOs). It is given by the following equation:

L∑
l=1

MAX1≤j≤M

(
NF∑
i=1

MUF [i][k] ×MPF [i][j] × Taille(Fi)

)
(4)

5 Conclusions and Future Work

In this paper, we showed the interest to consider the PRDW problem as an
unified problem. We have presented a novel design approach called F&A&R,
which follows our previous proposal in [5,6]. An original Redundant data allo-
cation based on fuzzy logic is integrated into F&A&R. Our cost model which
evaluates the quality of our solution integrates the concepts of all phases. To
reduce the complexity of our solution, we considered low cost execution algo-
rithms. Future work is focused on : (1) development of advanced algorithms
that parallelize the various steps of PRDW design, and (2) extending our cost
model by considering the interaction among queries.
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Abstract. This work presents one of the many emerging research do-
mains where big data analysis has become an immediate need to process
the massive amounts of data being generated each day: solar physics.
While building a content-based image retrieval system for NASA’s Solar
Dynamics Observatory mission, we have discovered research problems
that can be addressed by the use of big data processing techniques and
in some cases require the development of novel techniques. With over one
terabyte of solar data being generated each day, and ever more missions
on the horizon that expect to generate petabytes of data each year, solar
physics presents many exciting opportunities. This paper presents the
current status of our work with solar image data and events, our shift
towards using big data methodologies, and future directions for big data
processing in solar physics.

1 Introduction

With the launch of NASAs Solar Dynamics Observatory (SDO) on February
11, 2010, researchers in solar physics entered the era of Big Data. SDO is the
first mission of NASA’s Living With a Star (LWS) program, a long term project
dedicated to studying aspects of the Sun that significantly affect human life,
with the goal of eventually developing a scientific understanding sufficient for
prediction. Space weather (originating from the Sun) is currently considered to
be one of the most serious threats to our communication systems, power grids,
and space and air travel [1]. Solar storms can interfere with radio communica-
tions and satellites (GPS, etc.), and induce geomagnetic currents in our power
and communication grids, oil and gas pipelines, undersea communication lines,
telephone networks, and railways. A 2008 U.S. government report prepared for
the Federal Emergency Management Agency put the yearly financial impact of a
massive solar storm event at more than US $1 trillion (http://bit.ly/14GjFUJ).

In the following subsections we will show how the Big Data four V-dimensions
of: Volume, Velocity, Variety, and Veracity directly apply to solar data. We
highlight several key points on how these dimensions need to be addressed by
adapting and expanding our work using and developing big data methodologies.
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1.1 Volume and Velocity

The instruments onboard the Earth-orbiting SDO spacecraft currently generate
about 70,000 high resolution images (4096x4096 pixels each) per day (Fig. 2a)
(VELOCITY), sending back to Earth about 0.55PB of raster data every year
(VOLUME). NSF is already in process of building a new ground-based instru-
ment in Hawaii, called the Advanced Technology Solar Telescope (ATST) which
is expected to capture about 1 million images per day (3-5PB of data per year).

Currently, the volumes of near-continuous SDO raster data processed all over
the world are generating significant amounts of image and object data, and
posing significant data mirroring issues related to the distributed character of
these massive data repositories. Moreover, many automated computer vision
software modules work continuously on this massive data stream to facilitate
space weather monitoring. With ATST the amount of data to be processed will
be too extreme to be processed in real-time and considerable sampling will need
to take place if the current algorithms are not scaled to the task.

1.2 Variety and Veracity

There is a multitude of diverse data about the Sun coming from different instru-
ments and software modules. Ongoing efforts exist to integrate the data under the
Virtual Solar Observatory umbrella (http://bit.ly/18cpyk6). This situation leads
to significant data integration challenges, which are of crucial importance for
long-term, solar cycle-oriented (each approx. 11 years) research investigations.
The VARIETY of solar data can best be described by two examples: 1) Some of
the oldest solar data repositories come from space missions in the 1990s, such as
Yohkoh Data Archive Center (http://bit.ly/1279tsv), which contains data from
a telescope launched by Japan in 1991, and SOHO (http://1.usa.gov/17v2FaD),
a joint project between the European Space Agency (ESA) and NASA originated
in 1995. 2) There is a wide variety of data compacting and meta-data report-
ing services such as Helioviewer (http://bit.ly/13imn3i), and the Heliophysics
Events Knowledgebase (http://bit.ly/14GkWeA), which provide spatiotemporal
data about solar events in vector formats.

Almost all of these resources come from government-funded instruments
and/or have data repositories maintained by large companies (e.g. Lockheed
Martin) or governmental institutions (e.g. SAO, ESA, NASA). This guarantees
high data quality, with certain data standards prototyped over 20 years ago, and
assures data VERACITY.

2 Current State of Solar Physics Data Mining

In this section we will cover some of the most important areas of research that
the Data Mining Lab at Montana State University (MSU) has been working on
over the last several years while closely collaborating with the MSU Solar Physics
department, and the Harvard-Smithsonian Center for Astrophysics. Our collab-
oration started with the objective of building a content-based image retrieval
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system (CBIR) for the SDO mission and has developed into new and interesting
areas of interdisciplinary research between the two fields. We will outline our
three main contributions to the field and mention some of the initial challenges.

2.1 SDO Data Pipeline Details

In Figure 1 we present a high-level overview of the SDO pipeline and the main
components that relate to our research purposes, for a more detailed and in-
depth discussion of SDO and its data flow, please see [13]. SDO is currently on a
geosynchronous orbit with a continuous dual-band data downlink to the ground
station in New Mexico. The station’s Data Distribution System is able to hold
a rolling 30-day storage window before data goes to Stanford University and the
JSOC/NetDRMS for distribution of HMI and AIA image data for science teams
to process the data via Lockheed Martin Solar and Astrophysics Laboratory
(LMSAL) and Smithsonian Astrophysical Observatory (SAO). While most of
the Feature Finding Team Modules process the image data from LMSAL, our
Feature Extraction Module for the SDO CBIR system codes runs at SAO. Only
a handful of modules run at near-real time latency to provide space weather data
for NOAA, while our module runs at a 6 minute cadency. Other science modules
run at different cadencies and report to the Heliophysics Events Knowledgebase
(HEK) at different intervals. Our SDO CBIR system gathers data from HEK
and SAO (image parameter files, headers and thumbnails) on a daily basis.
This data gets processed by several data preparation and nearest neighbor table
generation/update scripts for it to be visible to users on our web-based front-
end. While there are plenty of places where the whole system could be improved
for better big data analysis, we are currently focusing on optimizing our nn-
table update and data preparation scripts using Hadoop-based algorithms. Other
potential research areas will be discussed on the following pages.

Fig. 1. SDO Pipeline outiline
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2.2 SDO Content-Based Image Retrieval System

In our task to create a real-world CBIR system for solar data we have faced many
interesting challenges from the unique aspects of solar data that relate directly
to new and important research questions in computer science and data mining.
We have addressed everything from image parameter selection, evaluation, clus-
tering [2,3,4], dissimilarity measures evaluation for retrieval [5], dimensionality
reduction analysis for retrieval [6], and evaluation of high-dimensional indexing
techniques [7]. We also found very interesting relationships between our solar im-
ages and medical x-ray images [8], allowing us to further our research horizons
and look into medical image retrieval and CBIR systems [9]. The first version
of our system is available at http://bit.ly/17v3fVG and currently features over
six months of solar data. The system is currently being enhanced with region-
based querying facilities and other big data-related enhancements which will be
discussed in section 3.2.

2.3 Gathering of Labeled Solar Events from Multiple Sources

The Heliophysics Event Knowledgebase (HEK) is an all-encompassing, cross-
mission meta-data repository of solar event reports and information. This meta-
data can be acquired at the official web interface http://bit.ly/ZWdRKH, but
after finding several limitations for large-scale event retrieval, we decided to de-
velop our own software application named QHEK (for Query HEK). Figure 2b
shows an example of six types of solar events reported publicly to the HEK from
fellow FFT modules. We color-code and overlay the events on the appropriate
images (time and wavelength) and show the bounding boxes, and when available
the detailed event boundary outlines. A preliminary version of this large-scale
dataset is publicly available at http://bit.ly/15TFTps and contains over 24,000
event labels from six months of data [10].

Fig. 2. Examples of SDO solar image data and meta-data. a)courtesy of NASA/SDO
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2.4 Visualization of Large Scale Solar Data

To combat serious cases of information overload from the data, meta-data, and
results, we have also had to develop extensive visualization tools tailored to our
specific data domain and research applications. While not all of our work is di-
rectly visual, such as high-dimensional indexing techniques and spatio-temporal
frequent pattern mining [7,11,12], almost all of it is related to some sort of vi-
sualizable end result. For example, with the help of visualization we can quickly
analyze hundreds of solar events at once and validate a module’s reporting ef-
fectiveness against known solar science, such as the confirmed distinct bands of
active regions and coronal holes shown in Fig.2c. We can also use visualization
to more easily assess the strengths and weaknesses of our own classification al-
gorithms and labeling methods, whereby the human eye can keenly pick up on
similar miss classified regions or poorly generated data labels.

3 Transitions into Big Data Analysis for Solar Physics

The following subsections will give some insights into our work of transitioning
from traditional large-scale image retrieval and data mining approaches to big
data methodologies and technologies. We also point out several of the research
challenges, practical applications of current big data technologies, and the de-
velopment of new big data analysis algorithms.

3.1 State of the Art in Large Scale Image Retrieval

Large scale image retrieval has been an active topic of research since the late
2000’s with the likes of Google Image Search and systems like QBIC. These
systems have since become closed, and in their infancy handled mostly meta-
data based image search and basic color histogram matching, making them not
well suited for current large scale image retrieval needs – a in depth review
on CBIR could be found here [2]. With interesting works dealing with more
than 10,000 image categories [16] and high-dimensional signature compression
for large scale retrieval [17], it is not until 2012 where in the Neural Information
Processing Systems (NIPS) conference we find the first Workshop on large scale
Visual Recognition and Retrieval. Here researchers presented several algorithms
that work on large scale image datasets, but almost none of them mention the
use of big data technologies such as Hadoop, HBase, or HSearch. The first real
mention of using big data technologies for image retrieval is in [15], where a
highly speculative system using Hadoop and Lucene is proposed. We have yet to
find literature with a functional system using said technologies. While most of
the image retrieval algorithms have been parallelized and tested in distributed
environments, either GPU or using OpenMP, they have yet to be ported to
Hadoop-based environments. For the future version of our SDO CBIR system
we are working on developing a Hadoop-based algorithm for nearest-neighbor
index generation.
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3.2 Towards Big Data Revision of the SDO CBIR System

Our first step is to verify the feasibility of migrating our traditional SDO CBIR
system to a more flexible search-engine based technology using Lucene. With
this initial step underway, if successful, we may then migrate to Apache’s HBase
hadoop-based technology for scalability with the larger amounts of data we will
accumulate. We are also looking into incorporating HSearch on our HBase data
repository to serve data queries for the front-end of our system. We are deploy-
ing scripts to update our CBIR system similarity indexes using MapReduce to
calculate and re-calculate our similarity tables on a weekly, and eventually daily,
basis in order to provide the most up-to-date results for solar scientists when
important events happen (e.g. big solar flares).

The biggest research potential of our current work is the combination of image
retrieval, information retrieval, and big data methodologies to create a big data
content-based image retrieval system, something that will greatly benefit other
areas that are starting to deal with high volumes of image data, but are currently
stuck with traditional approaches. We are excited about future collaborations
with image processing and retrieval researchers in expanding existing algorithms
and methodologies into big data environments.

3.3 Event Labeling Module Validation

With the massive amounts of label data coming from multiple science modules,
there is a need for big data technologies capable of aggregating and validating
data. The current best existing computer vision tools for labeling solar images are
single-object detectors, each heavily reliant on the known visual characteristics
of their specific phenomenon for accurate labeling [13]. Object recognition and
classification based on more general visual parameters is still limited, although
some success has been seen in filament detection [14].

The development of these specific modules is expensive in terms of time, effort
and domain knowledge, therefore a general purpose computer vision tool is much
better suited for extension to include new phenomena, or to classify subtypes of
known phenomena by visual character. For these reasons we seek to develop a
tool capable of using the image texture parameters to label and classify events
in solar imagery. In this environment we endeavor to construct and test a multi-
label event classification scheme for solar images. A major advantage of multi-
label classification is that it is known that the occurrences of solar phenomena
are not independent. For example, active regions are areas of high solar activity,
while coronal holes are areas of low solar activity, so they should never occur in
the same location (again, see Fig.2c).

3.4 Spatio-temporal Solar Event Reporting and Mining

Spatio-temporal analysis of solar physics data is a major emerging area and
the volume of data this will generate must be addressed using big data anal-
ysis methodologies. In our initial stages we are working on establishing an all-
encompassing infrastructure in order to store all reported events. The current
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reporting involves a single spatial label per temporal event, an event that could
range from minutes to days. We are proposing to create tracking datasets with
each spatial label converted to a temporal step of our solar data, exploding our
dataset from thousands of records to millions. In the SDO data context, we are
looking at over 70,000 images with multiple spatio-temporal labels per day.

In our second step, we are investigating the migration of data into HBase, with
highly-scalable search capabilities using HSearch. This will be taking advantages
of Hadoop/MapReduce environments to process and analyze the data with their
clustering and mining algorithms, as well as having a front-end to serve the data
for other research institutions. New algorithms will need to be developed to fit
the context of spatio-temporal data analysis for big data sources.

4 Looking into the Future

As the volume of solar data keeps growing each day, the transition from using
traditional data mining, machine learning, and information retrieval techniques
into more scalable big data methodologies and tools is imminent. While we have
outlined some of the steps we are currently taking to address these issues, we are
also looking for new collaborations with big data experts to further benefit the
field of solar physics. As we have shown, there are plenty of new areas of research
that can be benefitted from the massive solar datasets and the new tools and
algorithms expected to be developed for this domain can be greatly beneficial
for other big data research areas.
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Abstract. This paper describes the design and implementation of tools
to extract, analyze and explore an arbitrarily great amount of public
messages from diverse sources. The aim of our work is to flexibly sup-
port sentiment analysis by quickly adapting to different use cases, lan-
guages, and message sources. First, a highly parallel scraper has been
implemented, allowing the user to customize the behavior with scripting
technologies and thus being able to manage dynamically loaded content.
Then, a novel framework is developed to support agile programming,
building and validating a classifier for sentiment analysis. Finally, a web
application allows the real-time selection and projection of the analysis
results in different dimensions in an OLAP fashion.

Keywords: sentiment analysis, big data, OLAP analysis.

1 Introduction

The increasing usage of networks and the improvement of communication tech-
nologies have made it possible to access a previously unimaginable amount of
messages written by the general public. Companies can exploit these messages
for getting an insight into the opinion the public has about their products and
brands. This opinion, called sentiment, ranges from negative to positive in var-
ious forms and grades, therefore, given a scenario, it is necessary to identify a
set of possible classes of sentiments that should be used by a classifier in order
to automatically associate sentiments to each message. In the following we will
adopt three classes: positive, negative and neutral.

The discipline that studies the design and implementation of tools able to
automatically detect the sentiment of a text is called sentiment analysis [12].
It is interesting to detect how the sentiment changes over time, in different
geographical areas and within different keywords to focus on specific aspects of
the products. Moreover, it is useful to get an insight about the differences in
sentiment from various sources, for instance the comments of YouTube videos or
FaceBook pages, hence allowing a company to find the ones having the highest
impact in terms of number of messages and expressed sentiment.

Differently from [14] where a limited stream of comments is analyzed in real
time, our goal is to efficiently analyze a great amount of comments written in a
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wide time span, in some cases more than 10 years. Since the amount of available
messages can be huge and is rapidly growing year after year, it is necessary to
resort to the use of techniques exploiting networks of computers able to process
in parallel several distinct portions of the overall input data.

Although recent technologies like MapReduce [1] facilitate the development of
distributed applications managing the most common issues emerging from par-
allel environments, the implementation of these applications is still more difficult
than non-distributed ones, because of the great effort and time consumption re-
quired for detecting problems and errors, finding the corresponding corrections
and applying them to the different nodes.

A sentiment analysis classifier, conversely, requires some sort of agile develop-
ment to quickly try variations and improvements of the classification algorithm
and validate the results. Thus, in this paper we introduce a framework enabling
developers to run the same application both in a local and in a distributed envi-
ronment. In the first case it is possible to quickly test and validate the application
on a small input data sample, while in the second case the application is able to
manage great amounts of user messages by scaling linearly.

Furthermore, the application allows real-time selection and graphical repre-
sentation of millions of messages in the various dimensions (time, place, key-
words, sources and sentiment), features that require an accurate selection and
adaptation of specific technologies.

The structure of the paper is as follows: in the next section we introduce
the adopted technologies and their state of the art; in Section 3 we explain the
architecture of our system. In Section 4 we show how our system can be adopted
on a single node and finally, in Section 5 we draw the conclusions of our work.

2 State of the Art and Adopted Technologies

Web Scraping. While most social networks offer APIs to allow the extraction
of messages, web forums usually consist in dynamic web pages that require the
use of a scraper to extract data. A scraper is a tool that downloads pages and
follows HTML links inside them. This task can be very time-consuming since
a site can consist of millions of pages, so scrapers use parallelization to fetch
many pages simultaneously and filters to avoid unwanted pages. In some cases,
web pages contain scripts, run by the browser, which trigger the loading of the
actual content; in this cases, a scraper will not extract it since it does not run
page scripts. Running all of the page scripts requires to implement or adapt a
very complex software and makes scraping several degrees of magnitude slower.

Currently, the most sophisticated tool is Apache Nutch, a distributed scraper,
which can scale linearly, increasing the number of clusters and building an index
of one or more websites. However, it is aimed to index pages for further searches
and not to extract specific data. Moreover, there is a limit on the speed of page
extraction from single websites making pointless such an heavy solution, while
dynamic content, loaded with AJAX, is not considered.
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MapReduce-Based Distributed Computing. As for distributed process-
ing, MapReduce is a paradigm for the development of distributed applications
through the definition of two functions, map and reduce. They allow the pro-
grammer to easily distribute the application on multiple nodes, not worrying
about which node will process which chunk of input data and reassigning work
and data in case of node failure.

In particular, a map function takes in input a key-value pair 〈k1, v1〉, and
outputs a list of key-value pairs 〈k2, v2〉, which may be empty. A reduce function
receives in input a key k2 and the list of associated values {v2, v3, v4...} produced
by the map function, generating another set of pairs 〈k3, v5〉, which is the re-
sult of the process and could be further used by other MapReduce operations.
Sometimes one of the two function is the identity function, i.e. it can be omit-
ted. For example, a map function could be used as a filter to produce only pairs
corresponding to some criteria, thus the reduce function will be omitted and the
result of the job will be the filtered input data.

Apache Hadoop is the state-of-the-art implementation of the MapReduce
paradigm which implements a distributed filesystem, HDFS, that automatically
divides files in blocks and stores different copies of each block in different nodes.
Using Hadoop, a MapReduce job, consisting of a map or reduce function, is di-
vided in tasks, which are assigned to the nodes by a central coordinator called
JobTracker. Hadoop aims to reduce the network traffic assigning tasks to the
nodes owning the chunks to process; in case of failures or excessive delays, how-
ever, the same task is assigned to distinct nodes and chunks are replicated to
avoid data loss.

While greatly leveraging the application development by managing common
distributed applications problems, the deploying and execution of them on
Hadoop clusters is very slow when the data is relatively small, due to heavy
initialization procedures and data redundant replication.

Sentiment Analysis. Sentiment Analysis is the possibility to automatically
classify the mood expressed by a document and, in some cases, the subject of
emotionally expressive utterances [12]. Various models and classifiers can be
used, in general SVMs and Bayesian classifiers give the best results [13], the
training of the latter type can be described as a MapReduce operation, hence it
was chosen for this use case.

A statement can express various sentiments, directed toward distinct subjects
or distinct features of the same subject (e.g. ”Milan is beautiful but the weather
is terrible”). It is very difficult to automatically identify these elements inside
statements, so most of the approaches to sentiment analysis try to detect the
sentiment expressed in the whole text [16] assuming that texts in general have
one main subject [11], and under this assumption the application detect the
mood of a text as a whole, ignoring distinct cited subjects.

Currently, there are not widely used tools nor datasets for sentiment analysis,
due to the variety of possible definitions of the task. On the other hand, scientific
literature regarding the models suitable for sentiment analysis is rich [5] [12].
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However, languages different than English are less often subject of work and
coped using automatic translation [4], which gives poor results when applied to
internet language [6]. Various approaches exploit databases of words expressing
sentiments, Sentiwordnet, which provides a list of token polarized in the three
classes (positive, negative and neutral) is the most similar to the proposal of this
paper. However, in our application scenario this is not feasible, since handmade
datasets are limited to one or a few languages and suffer of a low accuracy.

3 System Architecture

Our system consists of the chain shown in Figure 1, where each oval represents
data and each box describes operations performed on the data.

Social networks,
web forums

Raw, unstructured 
messages

Extracted
knowledge

Model

Extractor Analysis Reporting and 
exploration

Fig. 1. System architecture

Intuitively, our system takes as input a defined set of data sources (such as
data coming from social networks, forums and so on) and produces, through
the extractor component, raw unstructured text messages. These messages are
the input of the analysis component that generates knowledge by enriching each
message with: (i) sentiment and (ii) geographical provenience. This analysis is
supported by a probabilistic model of sentiment, which uses a set of previously
classified messages, i.e. messages assigned by hand to sentiment classes with a
certain probability, in order to automatically classify new ones. The described
knowledge is then stored along with the original text as indexed structured data
and is used as input for the reporting and exploration component of the chain.
This component allows the final user to run queries over the data: it supports
common OLAP operations such as drill down and slice and dice.

The proposed system can be seen as a middle ground between an ETL and an
OLAP tool. The first two components in our framework perform ETL operations,
that is, extract data from web sources, transform it in appropriate knowledge in-
cluding sentiments, and finally load it into a component that implements OLAP
operations over the data. The three components are implemented for users with
little or no knowledge of sentiment analysis, distributed processing technolo-
gies and their methods. The OLAP interface, in particular, is entirely graphical,
allowing non expert users to explore data autonomously.

To validate our approach, we consider web forums that contain millions of
messages on a specific topic, written over time by a huge amount of users from
different places. Companies distributing a product or service related to that topic
are interested in getting an overall view of the opinions among users, extract-
ing relevant trends and relations between product names, places, keywords and,
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above all, sentiments. Not knowing beforehand which relations and trends ex-
press useful knowledge, our approach is to classify and index data along these
dimensions and let the user freely explore and select through an OLAP-like
analysis. From a web forum containing, among others, the message:

Seen the l a s t model yesterday at Chicago , not so e x c i t i n g : (

we need to traverse pages, extract the message text from the HTML page within
the publication date, detect the reference to Chicago, the negative sentiment,
the title of the topic. Using these data we can for example allow the user to get
a visual representation of how many negative posts were written in Illinois over
the last 3 years, grouped by month, with an immediate query response even in
case of millions of data points.

3.1 Extraction

The extractor component consists in a scraper that has been implemented in-
tensively exploiting multithreading and customization through Mozilla Rhino1

scripting. The component allows users to quickly redefine the behavior of the
tool, for example, by setting to avoid or redirect the URLs that have to be
examined, or to select and extract only small sections of the pages or yet, to
download dynamic content. This leads to a rapid but strong customization of
the tool behavior. This feature is usually not allowed by existing tools (such as
httrack2 and Apache Nutch3) that generally allow only to specify URLs that
have to be avoided or followed using regular expressions. Moreover, dynamically
loaded content, like AJAX4, cannot be easily extracted.

Our scraper has a default behavior which consists in a graph search leading
to download all the pages and following all the links until all URLs found in
the traversal are examined. When the scraper downloads a page, the XHTML
code is parsed and the compiled script is called, leaving to the user the task
to define which elements are to be extracted, if any, and which URLs are to
be followed whether the user needs to avoid the default behavior of following
all the hyperlinks. The user script can enqueue arbitrary addresses to simulate
AJAX calls, hence allowing to manage dynamically loaded content, and JSON
annotations can be added to each pending URL allowing the user script to
maintain a context during page traversal.

A web forum can thus be parsed efficiently defining a script usually shorter
than 20 lines and extracting messages in this form:

{” post ” :” Seen the l a s t model yesterday at Chicago , not so
e x c i t i n g : ( ” , ” date ”:”2013−02−16 10 :34 :00” }

1 https://developer.mozilla.org/en-US/docs/Rhino
2 http://www.httrack.com
3 http://nutch.apache.org
4 https://en.wikipedia.org/w/index.php?title=

Ajax (programming)&oldid=553459243

https://developer.mozilla.org/en-US/docs/Rhino
http://www.httrack.com
http://nutch.apache.org
https://en.wikipedia.org/w/index.php?title=Ajax_(programming)&oldid=553459243
https://en.wikipedia.org/w/index.php?title=Ajax_(programming)&oldid=553459243
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The JSON string contains the raw text and the date of the post, and will be
used by the next steps. The tool uses a Bloom filter [2] to keep the examined
URLs list in volatile memory thus scaling up to millions of pages examined on
commodity hardware without accessing the disk, at the cost of a small (e.g.
< 10−8 ) and predictable ratio of ignored valid URLs. Thanks to the use of this
filter, the application can be deployed, monitored and modified on a laptop and
updated in real time fastening the procedure, which can last various days for
internet forums.

3.2 Analysis

The analysis component takes as input the raw data collected by the extractor
and enriches it with sentiment. First, text is put in lowercase and some pat-
terns (money amounts, percentages, numbers, emoticons, etc.) are replaced with
placeholders, obtaining for instance:

seen the l a s t model yesterday at chicago , not so e x c i t i n g
SMILENEG

where ”SMILENEG” is a placeholder for the negative smile. Text can be sub-
jected to stemming to increase accuracy, thus a heuristic stemmer [18] was im-
plemented and trained using a large amount of messages from a web forum. For
instance, the previous statement can possibly become:

se the l a s t model y e s t e rda at chicago , not so e x c i t SMILENEG

where the common suffix has been removed. The fact that the word ”yestar-
day” lost the ending y is a mistake from a grammar point of view but correct
with respect to the goal of removing conjugations, since no other word becomes
”yesterda” after stemming.

Since a näıve model gives poor results with aggregate terms, tokens within
a distance k are merged to form a richer feature vector and take into account
whole expressions like ”I don’t like” and not only single tokens. The statement
is thus divided in tokens using spaces and punctuation as token separator, then
aggregate tokens are added, obtaining:

[ se , yesterda , . . . , SMILENEG, s e 1 y e s t e rd a , . . . ,
excit 1 SMILEPOS , s e 2 a t , . . . , so 2 SMILENEG ]

where ”so 2 SMILENEG” represents the aggregate term made by ”so” fol-
lowed by SMILENEG after another token. Through this operation structures
like ”not 2 exciting” can be maintained and considered in further steps. Now,
the original message has become a set of tokens and thus can be treated as
a boolean vector indicating the presence or absence of tokens. Using a set of
statements labeled by hand with a sentiment, like:

{” post ” : ” : ( ” , ” sent iment ” :” negat iv e ”}
{” post ” :” Seen the l a s t model yesterday at Chicago , not so

e x c i t i n g : ( ” , ” sent iment ” :” negat iv e ”}
{” post ” :” This book i s short , but very e x c i t i n g ” , ” sent iment ” :”

p o s i t i v e ”}
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a list of tuples 〈token, sentiment〉 is generated, and the occurrences of each
token, in the different sentiment classes, is counted:

{” token ” :”SMILENEG” ,” negat iv e ” :2}
{” token ” :” book ” ,” p o s i t i v e ” :1}
{” token ” :” e x c i t ” ,” negat iv e ” :1 ,” p o s i t i v e ” :1}
{” token ” :” n o t 2 e x c i t ” ,” negat iv e ” :1}
{” token ” :” v e r 1 e x c i t ” ,” p o s i t i v e ” :1}
. . .

Note that, although the token excit(ing) occurs in both sentiment classes,
only ”not 2 excit” is associated with a negative sentiment.

Next, Laplacian smoothing is introduced to contrast overfitting [19], that is,
all the counters for all the tokens and classes are increased by 1 . After smoothing,
the polarity of each token for each class is calculated as the ratio of occurrences
for that class on total occurrences. For example:

{” token ” :” e x c i t ” ,” negat iv e ” : 0 . 4 0 , ” p o s i t i v e ” : 0 . 4 0 , ” neu t ra l
” : 0 . 2 0}

{” token ” :” n o t 2 e x c i t ” ,” negat iv e ” : 0 . 50 , ” p o s i t i v e ” : 0 . 25 , ”
neu t ra l ” : 0 . 25}

{” token ” :” v e r 1 e x c i t ” ,” negat iv e ” : 0 . 25 , ” p o s i t i v e ” : 0 . 50 , ”
neu t ra l ” : 0 . 25}

. . .

Therefore, using a set of messages assigned to sentiment classes by hand, for
each class i, a vector Mi assigning a polarity to each token has been generated.
The procedure to transform a previously unseen text in a vector is the same, but
instead of considering token polarities, only the presence is taken into account,
thus generating a vector S containing only 0 or 1. A token occurring multiple
times in the same text is counted only once. The dot product S · Mi gives a
likelihood score composed by a text vector and a sentiment class vector. The
sentiment class giving the highest score for a text is chosen as the sentiment
class of it. This likelihood is not normalized, that is, the sum of likelihoods for
all the classes is not 1, because a common normalizing positive factor has been
ignored being irrelevant to the comparison of classes.

Once the polarities of tokens have been calculated from the manually classified
messages, it is possible to apply them to classify new text by multiplying polar-
ities of found tokens and assigning to the sentiment with the greatest result, ob-
taining a näıve Bayes classifier. The classifier has been tested on various datasets
of messages from Twitter, Facebook, three web forums and YouTube, in Ital-
ian and English, or various mixed languages in the case of YouTube comments,
trained and validated using the framework through k-folding with different val-
ues of k and with or without the stemming, obtaining a precision, measured as
the ratio of results matching with an human classifier between 0.42 and 0.62.
It has to be noted that human evaluators has a disagreement rate for this task
which can reach 0.4 on short texts [15].
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3.3 Reporting and Exploration

Datasets are indexed using a relational database, which can scale linearly on a
number of nodes under some conditions [3], namely PostgreSQL. A datacube of
analyzed and indexed messages has been built as an immutable data structure;
slicing operations produce brand-new datacubes, allowing many users to slice
them without interfering with each other.

Our system provides a web application that allows users to filter a datacube
specifying time ranges, keywords, sentiments, place names, rectangles of geograph-
ical coordinates and any combination of these. These filters generate a new dat-
acube which can be further analyzed and filtered. A datacube can be represented
along all the dimensions using specific representations (geographical heatmaps,
sentiment histograms and pie charts, list of messages colored in accordance with
sentiment, YouTube videos, FaceBook messages and forum threads with the most
positive or negative sentiment of comments), intensively using HTML5 and AJAX
to display data in an engaging and interactive application that is shown in Figure 2.
This application is able to group data in real time, for instance a user can see sen-
timent trend histograms grouped by months, and years (e.g. all the posts made
in the month of january over the years) and at different time resolutions ranging
from hours to years, just clicking links without reloading the page.

Fig. 2. A heatmap, showing the density of messages across different places, and an
histogram showing the trends of sentiments across time. Both views are interactive,
allowing the user to zoom, pan and change intervals, calculating results in real time.

For each slicing operation, the application generates and displays both the SQL
query and the workflow code to run the same operation using Hadoop5 and the
described framework, and allows the user to execute it directly. Another feature of
the web application is the possibility to visit immediately the sources of messages,
like viewing the videos of YouTube from where the comments were extracted.

We remark that, to avoid conflicts between multiple simultaneous users, dat-
acubes are immutable: the result of a slicing operation is a new datacube, which
can in turn be subject of other slicing operations, leaving untouched the original

5 http://hadoop.apache.org

http://hadoop.apache.org
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dataset and allowing the rapid visualization of different types of charts on the
same selection.

4 Framework for Agile Development

The same paradigm of MapReduce, involving an abstract description of the
operations on data and leaving to an external application the task of distributing
jobs and data among the nodes, has been extended; it abstracts the existence of
a cluster at all, allowing a programmer to define a JavaScript workflow which
will call a few generic operations or define its own through scripting.

The workflow includes various phases, consisting of a map or reduce task
(or both), specifying the input and output files and optionally some execution
parameters in the form of a JSON object. Each phase defines map or reduce
functions as operations over JSON keys and values. This allows the management
of unstructured data; indeed these objects are seen as textual keys and values
by Hadoop, but can encapsulate dictionaries of arbitrary keys and values and
nested objects. Moreover, this format is human readable and can be efficiently
compressed, easing the inspection of partial results without wasting disk space.

This workflow can hence be run seamlessly on a single node with a local file
system or in a distributed environment using Hadoop, enabling agile develop-
ment. Through an intense use of scripting and JSON format, it is possible to
rapidly define and test in local mode a workflow to manipulate unstructured
data and deploy it to the cluster nodes without changes.

In case of Hadoop execution, the framework will embed phases in actual
Hadoop tasks, converting JSON strings in Hadoop textual key-value pairs; in
local mode the framework will read files, extract JSON objects and pass them
to the phases, writing emitted output in the local file system and to the console
allowing the user to monitor the application in real time.

5 Conclusion

In this work we have presented a system for the extraction, sentiment analysis
and visualization of huge amounts of public messages. Our system is composed
of: i) a highly customizable scraper that extracts data from different sources; ii)
an analyzer that adds sentiment to the extracted data using a probabilistic model
and iii) a web application that allows non-expert users to query the obtained
knowledge through OLAP operations and visualize the results.
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Abstract. The paper presents a big-data application in the context of
an innovative marketplace service running in the cloud. The marketplace
aims at bridging the gap between the online e-commerce world and the
offline physical places and shops. Experiences from the system startup,
design patterns and challenges to scale the platform are discussed.

1 Introduction

In recent years, a strong trend to run most ICT services in the cloud has
emerged [1], while time spent by users online has seen a sharp increase, in par-
ticular on mobile devices [2]. Such devices bring the user online when away from
the traditional seat at desk, enabling access and consumption of digital contents
on the go in the real world.

Most small and medium businesses (e.g., shops) have an established offline
presence in the real world but fail to engage with their customers online. Such
businesses strive to create, manage, and exploit a digital presence, which typi-
cally consists of websites, pages on social networks, and e-commerce platforms:
entirely different worlds with respect to the established offline shop, where their
main business activity takes place.

While some businesses are based or can live solely online, others definitely
need a real-world presence to fully engage their customers. Hence the need for a
new big-data application to:
– Store, process, and extract actionable knowledge from the huge amount of

information of online and offline business activities and their customers.
– Bridge the gap between the online and offline worlds, where small and

medium businesses can benefit from both a storefront presence and a digital
shop window.

– Connect customers and merchants not only at the sale event, but reinterpret
the new trends in social networking by establishing long-lasting business
relationships among the business actors, merchants and customers, that each
other can benefit from.

� The views expressed in this article are solely of the authors and do not necessarily
represent those of the company or of its board.
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– Support business owners in focusing on their job, by automating a series
of activities related to the Customer Relationship Management through the
platform in the cloud and directly in the shop.

Such big-data application is now live as an innovative marketplace, it has been
fully forged by a Turin-based start-up in Italy, and it is currently in an early
public stage under the commercial name of Desidoo [3].

The challenges faced to design and develop from scratch this big-data
platform to allow scaling the marketplace, experiences, and design patterns
of the application are presented in the paper, such as the heterogeneous data
model, replication and sharding, aggregate statistic computation, and real-time
analytics.

The paper is organized as follows. Section 2 presents the marketplace archi-
tecture and a functional overview of the platform. Section 3 describes design
choices and challenges faced while developing the application. Section 4 draws
conclusions and discusses improvement directions.

2 Application Architecture

This Section provides an overview of the platform architecture in terms of func-
tionality and building blocks.

2.1 Functional Overview

The system actors (customers and merchants) can access the marketplace from
three different channels: (i) the website, (ii) the mobile app, and (iii) in the shop
by means of a fully customized touch-enabled tablet.

The tablet is the actual device connecting the real-world shop to the online
digital marketplace. It is designed to run in the cloud, so that in case of failure,
replacement, or relocation, no data are lost and a new login on the merchant
account makes it quickly operational again. The back-end acts as a data store,
and handles all the data crunching tasks, presenting results to the tablet. The
tablet, however, gracefully handles some offline activities to prevent internet
connection failures from stopping in-shop service availability.

The tablet is equipped with an NFC reader, that allows a physical interaction
with an RFID chip. This feature is exploited by providing customers RFID-
enabled keyrings, which become their keys to access the marketplace in the
real-world shops.

Customers can link their RFID keyrings to their online user account on the
marketplace. This action virtually pulls on the linked keyring the online customer
profile, her preferences, special offers, e-commerce products, fidelity points, and
her whole online history, enabling a deep personalization of the tablet interac-
tions: the marketplace knows the customer directly in the shop, and can welcome
her with a personalized photo, name, messages, particularly targeted offers, re-
served specials, and so on. Hence, customers can buy online and redeem offline,
while in the shop they can select offers from the online marketplace directly
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through the tablet interaction, and get fidelity points for purchases. All actions
in both worlds are synchronized in real-time when the tablet is connected, or
asynchronously when the tablet is offline.

From a merchant point of view, besides common business features such as cre-
ating promotions, managing their redemption, contacting customers, customiz-
ing fidelity programs, etc., a new set of business-relevant metrics can be collected
and exploited to increase customer loyalty and drive purchases, such as the fre-
quency of shop visits per customer, the number of visits leading to purchases,
new and recurrent customer segmentations. Furthermore, set-and-forget triggers
can be fully customized to free the merchant from the hassle of handling cus-
tomers’ birthdays, expiring offers, welcome messages, and other repetitive tasks.
Finally, new customers can be brought from the online world into the real shop,
and co-marketing actions with local nearby shops can be easily launched, thus
fostering new business channels and relationships, and empowering local mer-
chants in the neighborhood.

A complete description of the marketplace features for customers and mer-
chants is beyond the scope of the paper, and would be outdated due to the quick
evolution of the system itself, however a basic list of concepts are introduced
in Section 2.2 to allow presenting challenges and experiences in designing the
big-data application.

2.2 Transactions

The core of the platform consists of events and activities on the marketplace.
Such data are modeled as transactions. Transactions are stored in the back-end
database with a combination of some common attributes (source, destination,
type, timestamp, etc.) and additional variable fields depending mainly on the
event type, e.g., the number or amount, whose meaning and units of measure
depends on the specific transaction.

Additional fields can also be added and indexed on purpose (e.g. list of tags),
to speedup the search of events that become particularly relevant due to special
temporary marketing operations or new permanent business strategies.

A grouping operation is then performed on the transactions to compute totals
over specific dimensions, such as per customer, per shop and over time. Details
on this task are reported in Section 3.1.

Some relevant transactions are described in the following.
– Subscriptions. When a customer visits a shop and check-ins through her

RFID keyring on the tablet, a pub-sub1 subscription is created to allow
updates from the shop to reach its customers, possibly in real-time (e.g.,
app notification, website message, SMS, email).

– Customer bonuses. A set of bonuses are linked to the customer profile,
from shop-specific fidelity points assigned by merchants for purchases, to
system-wide credits rewarding active customers on the marketplace, from

1 Publish subscribe, a pattern to efficiently dispatch contents, typically messages, from
producers to readers.
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badges of marketplace competitions, to special statuses of VIP customers in
specific shops.

– Offers and products. The most popular contents on the marketplace, be-
sides customer and shop profiles, are the offers and products on sale. The
marketplace rewards customers with credits for buying products. They can
do so online, and get products shipped at home or go to the shop and col-
lected them after checking-in with their RFID keyring. By spending credits,
customers can book offers, online or directly in the shop. The payment is
requested only at the redemption in the shop. Publishing, blocking, expiring,
booking, paying, collecting, and redeeming offers or products are some of the
transactions involved in managing such contents.

– Triggered events. The marketplace provides merchants with automatic
recipes for their businesses. Some of these are welcome offers for new cus-
tomers, cross-welcome offers for customers of other merchants (typically lo-
cated in the neighborhood), fidelity rewards when reaching a given amount
of fidelity points, etc. All these actions are triggered by one or more transac-
tions among the above-mentioned ones: internal pub-sub daemons listen for
events and asynchronously applies the relevant actions in near real-time.

3 Challenges and Experiences

A selection of experiences and challenges in developing the big-data marketplace
application are discussed in the following. Due to space constraints, a main issue
is discussed first, and additional issues are briefly described in Section 3.1.

A main challenge in managing the whole marketplace is the heterogeneous
data model of different objects (offers, products, user profiles, photos, comments,
etc.). Such items must be promptly presented to the clients and their updates
(transactions, see Section 2.2) generate news to be efficiently dispatched to the
users.

While the NoSQL [4] choice (see Section 3.1) allows deeply heterogeneous
data to be stored together, the presentation and dispatching phases do not
friendly handle such diversity. Hence, we introduced an intermediate phase,
where almost-homogeneous documents (named entries) are generated from the
original objects, and eventually an ad-hoc inverse-indexed dispatching phase
prepares the news inbox for each user.

The complete data model consists of the following collections2.
– Original objects. All first-class objects, such as offers, products, and pro-

files, have their own collections, thus allowing more efficient indexing and
retrieval. All object operations are applied directly on these items.

– Entries. Every object has a corresponding entry document in the entries
collection. Its purpose is to provide an homogeneous summarized represen-
tation across heterogeneous objects to be exploited when presenting search
results, news feeds, and update notifications. For instance, each entry has

2 In NoSQL, usually collections correspond to the relational database tables, and
documents correspond to records.
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title, summary, and icon fields, besides some additional metadata such as
the list of shops it refers to. A direct link to the original object is stored
to allow immediate retrieval of the full content when needed, whereas the
original document has a reference to its entries for reverse lookup. When
the original object is inserted, changed, or removed, the corresponding en-
tries are created, updated, or deleted. The change in the entries is applied
asynchronously by an event-driven process to avoid locks and ease scaling,
in an eventually consistent fashion. Inconsistencies are addressed by forc-
ing the few most critical operations to refer back to the original item (e.g.,
booking an offer), while the most common and less critical operations can
be optimistically handled on the entries themselves (e.g., showing results).

– Morcels. Entries are optimized to present contents. They are particularly
useful for searching different contents on the marketplace. Instead, when a
user goes online and wants to know her updates, e.g., new offers of her shops,
new events from her friends, nearby promotions, etc., scanning all entries for
relevant content would be unfeasible. Hence we devised an ad-hoc collection
of morcels3, tiny documents that simply points to the relevent entries from
the end-user point of view. Morcels are an inverse-indexed entry-pointers
collection, where each user finds her own updates ready to be dispatched.

3.1 Additional Issues

The design and development of the big-data marketplace application involved
addressing many different issues. Some additional key choices are briefly dis-
cussed in the following.

Development architecture. From a developer point of view, the platform
consists of some Twisted Matrix projects [5] written in Python [6] and provides
four abstraction layers: (i) a front-end layer, which is device specific (tablet,
browser, mobile device) and handles data presentation; (ii) an API layer, which
responds to requests from the front-end, performs authentication, authorization
and sanitize parameter data; (iii) a manager layer, which knows how to actually
perform operations on the objects (profiles, offers, etc.); and (iv) a back-end
layer, which knows where to retrieve and store data by connecting to proper
DBs. The first one runs on clients, whereas the remaining layers are distributed
on different servers to allow scaling computational resources.

Data storage. The big-data application is currently running on a cluster
of MongoDBs [7]. The choice of a NoSQL database was easily motivated by a
flexible data model: lists of values (e.g., tags) and associative arrays with variable
length and content are handled as native types.

We initially used Apache CouchDB [8], then evaluated a few alternatives
(Cassandra) [9], but some features of MongoDB made it a better choice in our
context: native geospatial indexing to find content (shops, offers) by proximity,
built-in distributed database handling to provide replication and sharding, which
is critical to scale horizontally, and finally a rich query language [7].

3 From morcel or morsel, a small fragment or share of something, commonly applied
to food. Source: http://en.wiktionary.org/wiki/morsel



174 D. Apiletti and F. Forno

Replication. The back-end databases are configured in replica sets, as in
MongoDB definition. Each replica set has a master primary database and one
or more secondary slaves. Only the master node can accept write operations,
and if it fails or becomes inaccessible, the slaves can autonomously elect a new
master. Read operations are sent to the master as default, however, to lighten
the master node, they are redirected to slaves on a per-connection basis when
data freshness is not strictly required. Replication allows scaling read opera-
tions, besides providing fault tolerance and redundancy, however to scale write
operations sharding is required.

Sharding. We have configured sharding at collection level (i.e., for each
database table separately). Its most critical choice is the sharding key, which
must be a field present in each document (i.e., record). Bad choices of the shard-
ing key are typically those involving timestamps or monotonically increasing
identifiers4. In our application, transactions are heterogeneous (only a small sub-
set of the fields are present in all documents) and the only candidate sharding
keys are the source and destination fields, indicating the entities participating
in the transaction. The destination entity proved to be a better sharding key.
Other sharded collections are entries and morcels. Due to space constraints, we
cannot further elaborate on these choices.

Group statistics. Grouping operations are performed on the transactions
to compute totals over specific dimensions, such as per customer, per shop and
over time. To this aim, we designed an incremental MapReduce [10]: each time
it is run, it starts from the last mapreduced transaction and only aggregates
new values from the subsequent transactions, hence processing only a minimal
subset of data. When a strict real-time updated value is required (e.g., limited
offer availability), a query on the latest non-mapreduced transactions and an
optimistic approach (e.g., try and check later) have been preferred.

An additional challenge in mapreducing is represented by the validity periods.
Among the additional transaction fields, validity periods represent a key feature
for bonuses, offers, and products which expires at a given date or in a time frame.
The group operation must be able to easily compute both the current activation
transition (publishing an offer, assigning a bonus), and the future deactivation
or expiration (offer expired, bonus not valid anymore). Both transactions are
generated when a new object is created. To this aim, we designed transactions
that are inserted in the present but have effect in the future, by means of a special
field indicating the operation validity date. As a consequence, the MapReduce
has been structured to aggregate such values only at the right time.

4 Conclusions

We presented challenges and design choices of a big-data marketplace application
running in the cloud. The marketplace exploits a physical presence in the stores
to bridge the gap between the online e-commerce world and the offline physical
places and shops. It aims at engaging all actors, customers and merchants, both

4 Hashed sharding recently released with MongoDB 2.4 has not been considered yet.
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virtually and in the real-world, and managing the wealth of information gen-
erated by their shopping-related activities: the platform stores, processes, and
extracts actionable knowledge from the huge amount of information of online
and offline business activities and their customers.

The big-data application presented in the paper is live as an innovative mar-
ketplace service fully forged by a Turin-based start-up in Italy, and it is currently
in an early public stage under the commercial name of Desidoo.

As the platform grows, more and more challenges will have to be faced. In the
mid term, future works will address the application of the Hadoop framework for
batch statistics and possibly for real-time analytics, the redesign of the transac-
tions to model more complex interactions, and the exploitation of solid relational
databases for homogeneous subsets of data. In the long term, the marketplace
shows promising flexibility to be converted to a Platform as a Service (PaaS)
able to provide different application services to the current and new external
actors.
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Abstract. The volume of complex network data has been exponentially
increased in the last years madding graph mining area the focus of a lot
of research efforts. Most algorithms for mining this kind of data assume,
however, that the complex network fits in primary memory. Unfortu-
nately, such assumption is not always true. Even considering that, in
some cases, using big computer clusters (in a MapReduce fashion, for
instance) might be a suitable way to circumvent part of the difficulties of
mining big data, efficiently storing and retrieving complex network data
is still a great challenge. Thus the main goal of this work is to introduce
the definition of a new data structure, called GraphDB-tree that can be
used to efficiently store and retrieve complex networks, and also, allowing
efficient queries in large complex networks.

1 Introduction

Over the past years the amount of collected and stored data has been substan-
tially increased and the World Wide Web is the one of the main actors in this
scenario. The large volume of available data, the low cost of storage, the stunning
success of online social networks and web2.0 applications all lead to complex net-
work of unprecedented size. Typical graph mining algorithms assume that data
(from complex networks in this case) fit in the memory of a typical workstation;
however there are real complex networks that violate this assumption, spanning
multiple Giga-bytes, and heading to Tera and Peta-bytes of data.

MapReduce is a programming framework for processing huge amounts of un-
structured data in a massively parallel way. MapReduce is attractive because it
provides a simple model through which users can express relatively sophisticated
distributed programs, leading to significant interest in academia. However, even
with the availability of distributed computational resources through the Cloud,
choosing the best way to partition a complex network for distributed compu-
tation is still a challenge. Also, for programmers, debugging and optimizing
distributed algorithms are still a difficult and expensive task [1].
� The authors thank Carnegie Mellon University, CNPq, FAPESP and Capes.
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Index structures have being efficiently used to handle relational database sys-
tem (RDBMS). Such structures which were mainly used to handle only numbers
and small text, now are being required to handle complex data such as images,
video, DNA sequence and so on [2]. Indexing approaches are responsible for the
efficiency of RDBMS queries, and also, they are used in several data mining
algorithms such as clustering. Also, RDBMS are widely used in thousands of
companies and this will not change, meaning companies will not through out
their databases to use a completely different system that will not suit well with
their applications. Online system not only produce unstructured data but a lot
of transactional data that can be mapped as a complex network (join opera-
tion). Considering the aforementioned scenario, some important questions arise.
Would be possible to efficiently handle large complex network in one single ordi-
nary desktop machine? Would be feasible to build a simple index structure able
to support graphs operations?

In this paper we explore possible answers to the previous questions. Also,
we present GraphDB-tree, an simple index structure used to store and query
large complex networks and to support data mining algorithms. The main mo-
tivation for proposing GraphDB-tree is to store large networks at Centaurs [3].
|emphCentaurs is a framework to mine large complex networks that is used as a
component of NELL [4]. The framework combines graph mining algorithms, spe-
cially those related to community detection and link prediction, to find missing
edges that were lost during the building process of the Read the Web1 graph [5].

Experiments with GraphDB-tree were performed using an ordinary desktop
computer and the obtained results are up to 70% more efficient than Graph-tree
proposed in [6].

The sequence of this paper is organized as follows: Section 2 presents the
main definitions used in this work, Section 3 presents the related work, Section
4 describes the proposed work, Section 5 presents the experiments and results
and Section 6 concludes the work.

2 Definitions

A graph is a useful way to specifying relationships among a collection of items.
It consists of a set of objects, called nodes, with certain pairs of these objects
connected by links called edges. Two nodes are neighbours if they are connected
by an edge. A complex network can be modeled as a graph G = 〈V , E〉, in
which V represents the number of nodes/vertex, and E represents the number
of edges/links. The traditional way of computationally representing a graph G
is based on the adjacency matrix, which is a square matrix A = N × N , with
N = |V|, and Ai,j = 1 is (vi, vj) ∈ E and 0 otherwise.

A graph is undirected if (vi, vj) ∈ E ⇔ (vj , vi) ∈ E , that is, the edges are
unordered pairs. However, in many settings, we want to express asymmetric
relationships, for example, A points to B but not vice versa. For this purpose, we
define a directed graph as a set of nodes (same as in the indirected case) together
1 http://rtw.ml.cmu.edu/rtw/

http://rtw.ml.cmu.edu/rtw/
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with a set of directed edges; each directed edge is a link from one node to another,
with the direction being important. Node degree, also called neighbourhood, is
defined by the amount of incident edges. Another important concept is related
to the triangles that are triples of fully connected nodes.

A triangle Δ(G) of a graph G = (V,E) is a three-node sub-graph with VΔ =
{u, v, w} ∈ V and EΔ = {(u, v), (v, w), (w, u)} ∈ E. An open triangle Λ(G) of
a graph G = (V,E) is a three node sub-graph where EΛ = {(u, v), (v, w)} ∈
E ∧ {u,w} /∈ E. The transitivity ratio is the fraction of closed triangles in the

network, that is, T (G) =
3 ∗Δ(G)

Λ(G)
.

3 Related Work

In the last years there has been a significant increase in the volume of available
unstructured data, specially fueled by complex networks data available on the
Web. on the other hand, investigation and research on how to efficiently store
complex networks in secondary memory has gain almost no attention. In this
area, the majority of studies focus on indexing databases of small graphs, where
the main task is to search for similar graphs or sub-graphs [7].

Hadoop is the open source implementation of MapReduce [8], which provides
a Distributed File System (HDFS) and PIG, a high level language for data
analysis [9]. Based on Hadoop, there is a number of graph mining packages for
handling graphs with billions of nodes and edges such as PeGaSus [10].

A interesting comparison between parallel DBMS and MapReduce is pre-
sented in [11]. As the author says, the MapReduce model is so simple and does
not provide built-in indexes, which means the programmer must implement any
indexes that they may want to speed up access to data inside their application.
This is not easily accomplished, as the framework’s data fetching mechanisms
must also be instrumented to use these indexes when pushing data to running
Map instances. Also, as the authors describe, there are a lot of improvements
needed for MapReduce architecture to be highly adopted.

There are other examples of NoSQL architectures. A NoSQL graph database
that has attracted a lot of attention is Neo4j, which is an open source graph
databases. According to Neo4j2 website, Neo4j is "an embedded, disk-based,
fully transactional Java persistence engine that stores data structured in graphs
rather than in tables". The developers claim it is exceptionally scalable (several
billion nodes on a single machine), it has an API that is easy to use, and supports
efficient traversals. However, most of the algorithms used in this database is
base on paths algorithms like Dijkstra, A* and so on, thus, are not very useful
for graph mining, mainly because of their high computational complexity. A
comparative study of Neo4j with a relational database is presented in [12], where
the authors show that Neo4j is not ready for graph storing, not only for the type
of queries but also by other properties as multi-user and security.

2 http://neo4j.org

http://neo4j.org
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Another interesting approach in graph management is related to RDF (Re-
source Description Framework) data, which is a collection of statements, called
triples, of the form 〈s, p, o〉, where s is a subject, p is a predicate, and o is an
object; each triple states the relation between the subject and the object. A
collection of triples can be represented as a directed typed graph, with nodes
representing subjects and objects and edges representing predicates, connecting
subject nodes to object nodes. There a lot of work in web semantic community
for the improvement of RDF data management structured, called triple stores
[13] [14]. Most existing triple stores suffer from either a scalability defect or a
specialization of their architecture for special-type queries, or both.

4 Proposed Work

An adjacency matrix is a convenient graph representation in many cases because
most of calculations can be easily done using such structure. However, not all
complex network applications are suitable to be represented by an adjacency
matrix . For example, to recover all the neighbors of a node it is necessary to
scan the corresponding row in the adjacency matrix and search for non-zeros.
This search takes time O(n), since it is the length of row and in a network. Also,
for a large n, it could mean a lot of time. Most of complex networks are sparse
with most of the nodes been one degree node, which makes an adjacency matrix
inefficient. But if it is possible to have an adjacency matrix in which the search
for a node was O(T (n)) and it is not memory consuming, it would be a nice
solution.

The adjacency list is the most widely computational representation used for
complex networks. An adjacency list can store networks with multi-edges or
self-edges. Thus, in this work we developed an adjacency list representation
that works in secondary memory. The main advantage in using this structure
is that the complex network can be represented in a very compact way and it
allows fast access, which is a great benefit for secondary memory data structures.
An example of efficient use of adjacency list is METIS algorithm, however its
implementation is based in main memory [15].

(a) Small synthetic network (b) Network (a) stored in GraphDB-Tree

Fig. 1. GraphDB-Tree example
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A secondary memory adjacency list requires, however, a carefully implemen-
tation, since its compactness can be lost if the nodes do not share disk pages.
Because of the sparsity of most complex networks and very frequent one-degree
nodes, if one disk page is allocate to nodes with small degrees (degree less than
the number of nodes that fits in one disk page) the structure is wasting a lot of
disk space. Thus, a naive implementation can make an adjacency list expensive
data structure.

Fig. 2. GraphDB-Tree

GraphDB-Tree reads an edge list < vi, vj > from a complex network G and
stores each distinct vi on a disk page called node list, presented in Figure 4 (b).
The target nodes vj are pointed for each vi and stored in continuous disk pages
called target node list pointed to nodes vj .

Each node vi in the list node has stored the node identification (id), its degree,
a pointer to the target node list and the position where its target list start on
the target node list. Storing the node degree helps to know how many nodes are
necessary to read whenever it is necessary to recover all neighbors of node vi.
Each target node list page stores target ids and a pointer to the next page. If we
want to store a graph with weighted or labeled edges, we can simple change how
to store a node in the target node list. Also, GraphDB-tree supports directed
and undirected networks.

Figure 4 presents an example of a network (a) and in (b) a simple represen-
tation of how it is stored in GraphDB-tree. For example, node vi = 1 has a
neighborhood vj ∈ (11, 12, 20, 21, 24), so in the node list we have all nodes ids
from the complex network (a), for node vi = 1 we have a pointer to the target
list page where all its neighbors are stored, the neighbors are stored sorted.

The first task in the proposed approach is to efficiently store a network. Doing
this, a traditional graph mining algorithms can be applied even when the network
representation is too big to be fully stored in main memory all at once. In Figure
2 we present how GraphDB-Tree works. It copes with directed and undirected
networks, but a directed network requires some extra computation to convert it
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Algorithm 1. Counting All Triangles in GraphDB-tree
Require: G
Ensure: Number of Triangles
1: for count← 1 to V pageNumber do
2: Load page ← count
3: for i← 0 to V pageCapacity do
4: AdjVector ← Adjacency list from node i
5: for j ← 1 to adjNum do
6: if pageID(AdjV ector[j]) > count ) and ( AdjV ector[j] > id(i) then
7: Access edge list page of AdjV ector[j]
8: for k← 1 to degree(AdjV ector[j]) do
9: for l = j + 1 to adjNum do

10: if AdjV ector[l] > id(i) then
11: if AdjV ector[l] == k − th element of adj list of AdjV ector[j]

then
12: CloseTriangle++
13: else
14: OpenTriangle++
15: end if
16: end if
17: end for
18: end for
19: end if
20: end for
21: end for
22: end for

to an undirected one. After that, the network nodes ids should be relabeled in
case ids are not sequential. Edges file should also be sorted.

There is a large number of queries that might be interesting to implement for
testing the efficiency of a new network data structure, such as page rank, two
hops, triangles and so on. Plenty of researchers have investigated the behavior
of triangles on a network and how they can be used to indicate the existence
of larger cliques. Cluster coefficient measures the ”cliqueness” degree of a graph.
Thus, one of the operations of interest is the estimation of the clustering co-
efficient and the transitivity ratio, which respectively translates to the number
of triangles in the network, or the number of triangles that a node participates
in [16].

Considering that the main focus of GraphDB -Tree is to support link pre-
diction algorithms to be used in NELL, query all triangles was the first task
implemented, since triangles are the base for link prediction. Using a traditional
RDBMS to query all triangles is expensive since it is a tree-way join. Algorithm
1 presents the triangle counting procedure implemented in GraphDB-Tree. Our
algorithm sequentially passes through each node, because of that, it passes in
each V pageNumber (1), and then in each node from the page (3), thus, the
representation can be done as in page[cont].node[i]. The adjacency list of each
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node[i] is extracted and stored in an auxiliary vector (4), self-loops are removed
during this process. Then, each position of the auxiliary vector is visited, loading
its pages if needed (some node pages can be already loaded), and then, each node
from his adjacency list (8) is visited, trying to find whether this node is in the
adjacency vector of node[i] (11). If it is, then we got a close triangle, whereas if
it is not, we got at least an open one. Conditions (6) and (10), are used to ensure
each triangle in the graph is counted only once. In this sense, the algorithm does
not need to count all triangles and divide the result by 3 (as done in many other
approaches). As our experiments show in Section 5, GraphDB-Tree is efficient
for store and retrieve all triangles networks with billions of edges.

5 Experiments and Results

In this section we present the results achieved by GraphDB-Tree in specific sce-
narios. The experiments were performed in a computer with Intel(R) CoreTM)
i7 2.40GHz with 6 Giga bytes of RAM and running Linux 11.10 (32bits) and we
used 14 real networks from SNAP Website3. Table 1 presents a description of
each network.

Table 1. Real datasets description and query time. Respectively the number of nodes
(|V |), edges (|E|), triangles (|Δ|), insertion time in GraphDB-Tree (I), time to query
all triangles (Δ) , the transitivity ratio in each network (T (G)), Size in MB to store
networks using GraphDB-Tree and time to query all triangles in R

name |V | |E| |Δ| I Δ T (G) size R
ca-GrQc 5,242 28,980 48,260 1 1 0.6298 0.47 1
wiki-Vote 7,115 201,525 608,389 1 8 0.1255 1.78 22
Ca-HepPh 12,007 237,001 3358499 1 7 0.1457 4.21 18
Cit-HepTh 27,770 704,610 1,478,735 1 14 0.1196 6.38 60
Email-EuAll 265,214 730,052 267,313 1 36 0.0041 12.3 925
RoadNet-ca 1,965,206 5,533,214 120,676 3 9 0.0604 92.1 12
Web-google 875,713 8,643,937 13,391,655 3 83 0.0552 90.7 7021
WikiTalk 2,394,385 9,319,131 9,203,519 5 7,523 0.0011 132 43200
As-skitter 1,696,415 22,190,495 28,769,868 9 7,523 0.0054 219.5 +21600
Cit-Patents 3,774,768 33,037,896 7,515,023 15 121 0.0671 357 308
soc-Pokec 1,632,803 44,603,930 32,557,458 28 68,411 0.0161 398.2 9271
Com-LiveJournal 3,997,962 69,362,379 177.820.130 39 3,410 0.1154 654.8 19740
Soc-LiveJournal 4,847,570 86,054,328 285,030,584 42 13,382 0.2882 809.1 overflow
Com-Orkut 3,072,441 234,370,167 633,319,568 112 80,492 0.2303 1974.4 overflow

To show GraphDB-Tree efficiency we present the results for the task of query-
ing for all triangles. Since triangles are intrinsic to undirected networks, each
directed network was preprocessed by removing the direction. Table 1 presents
3 http://snap.stanford.edu/

http://snap.stanford.edu/
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respectively the number of nodes (|V |), edges (|E|), triangles (|Δ|), insertion
time in GraphDB-Tree (I), time to query all triangles (Δ), the transitivity ratio
in each network (T (G) and the time using software R to counting all triangles.
Time is given in seconds in all columns and represents the average of running
the algorithm three times. We also compare GraphDB-Tree results with a tradi-
tional triangle counting implemented in the R4 software. However, for some of
the networks it was not possible to run R triangle counting as we got memory
overflow. For one network it took more than 6 hours and we aborted the process
after that. Another interesting observation is that R takes much more time to
load the network in memory than GraphDB-Tree

Table 2 presents the number of nodes, edges, triangles, number of accessed
disk pages and query time in seconds of several synthetic networks generated
following the Small World model to perform a scalability experiment. All the
networks where generated with the rewire probability equal to 0.5.

Table 2. Small World Networks Description

# Nodes # Edges # Triangles # Disk Access Query Time
100,000 1,000,000 565,780 1,238,590 5
100,000 5,000,000 15,434,811 6,599,634 134
100,000 10,000,000 62,856,260 15,459,481 1,218

1,000,000 10,000,000 5,631,498 12,442,169 85
1,000,000 50,000,000 153,334,892 66,700,095 1,387
5,000,000 50,000,000 28,122,113 62,239,827 296
2,500,000 62,500,000 93,776,741 76,817,011 814
1,000,000 100,000,000 619,875,841 157,668,566 9,727

In Figure 5 (a) we present the scalability to query all triangles. We can see
that WikiTalk, Web-Google and RoadNet-ca represented by region A have al-
most the same number of edges, however they present a very different time to
perform the query. However, if we observe, in Table 1 the transitivity ratio of
WikiTalk is the smallest one while the time to query all triangles is the highest
one. In region B we have WikiTalk and As-skitter, both with transitivity ratio
very low but with different number of edges. This means that GraphDB-Tree is
more efficiently for clustered networks. Of course, the number of edges matters,
since for large graphs the query time will be high anyway.

In Figure 5 (b) we plot time against the number of edges and as we can see
the execution time has a tendendy to be super linear, which makes GraphDB-
Tree a suitable structure to store and handle large complex networks. Even the
fit is not with a high correlation coefficient, we want to show that the behavior
of synthetic networks were the same of real networks, with the same happening
with networks with same number of edges but more clustered. We did not run
Graph-Tree proposed in [6], but looking for the experiments with same networks
4 http://www.r-project.org/

http://www.r-project.org/
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(a) Real Network (b) Small Worlds network

Fig. 3. Scalability test

and similar hardware GraphDB-Tree is up to 70% faster. For example, Graph-
tree takes 8,579 seconds to counting all triangles while GraphDB-Tree takes 121
seconds.

6 Conclusion and Future Work

The main contribution of this work is the proposition of a new data structure
on secondary memory to store large complex networks called GraphDB-Tree.
We developed GraphDB-Tree having in mind that it must be generic enough
to allow other networks and other graph mining tasks (as community detec-
tion and link prediction, for instance) to take advantage of the proposed ap-
proach. Thus, GraphDB-Tree is a versatile data structure that allows not only
undirected graphs as well as directed, weighted and labeled networks. As the
experiments have empirically shown, GraphDB-Tree is scalable and not time
consuming. GraphDB-Tree easily stored networks with millions of edges and is
up to 70% faster than other methods based on the same kind of data structures.
There are other algorithms that can be supported by GraphDB-Tree such as
page rank, two hops forward and backward, METIS for graph partition and so
on. However the most simple one is link prediction as common neighbors and
Adamic/Adar since they are based on open triangles that is a result obtained
for free in our structure (when we count all triangles, as we can see in Algorithm
1). Also, for now the structure is being used only for static networks, since most
of the counting we are doing is one way counting. However to support NELL we
plan to extend the structure, for example using B-Tree polices occupying only
50% of a node. This police could be adapt for each node has a space in the end of
node list or new nodes could be added among the edges list. Another extension
that in test phase is use cache memory methods to maintain in memory the most
common pages.
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Abstract. In the last decade, we witnessed an increasing interest in
High Performance Computing (HPC) infrastructures, which play an im-
portant role in both academic and industrial research projects. At the
same time, due to the increasing amount of available data, we also wit-
nessed the introduction of new frameworks and applications based on the
MapReduce paradigm (e.g., Hadoop). Traditional HPC systems are usu-
ally designed for CPU- and memory-intensive applications. However, the
use of already available HPC infrastructures for data-intensive applica-
tions is an interesting topic, in particular in academia where the budget
is usually limited and the same cluster is used by many researchers with
different requirements. In this paper, we investigate the integration of
Hadoop, and its performance, in an already existing low-budget general
purpose HPC cluster characterized by heterogeneous nodes and a low
amount of secondary memory per node.

Keywords: HPC, Hadoop, MapReduce, MPI applications.

1 Introduction

The amount of available data increases every day. This huge amount of data is
a resource that, if properly exploited, provides useful knowledge. However, to
be able to extract useful knowledge from it, efficient and powerful systems are
needed. One possible solution to the introduced problem consists in adopting
the Hadoop framework [6], which exploits the MapReduce [1] paradigm for the
efficient implementation of data-intensive distributed applications.

The recent years have also witnessed the increasing availability of general pur-
pose HPC systems [3], such as clusters, commonly installed in many computing
centers. They are usually used to provide different services to communities of
users (e.g., academic researches) with different requirements. These systems are
usually designed for CPU- and memory-intensive applications. However, we wit-
nessed some attempts to integrate Hadoop also in general purpose HPC systems,
in particular in academia. Due to limited budgets, the integration of Hadoop in
already available HPC systems is an interesting and fascinating problem. It will
allow academic researches to continue to use their current MPI-based applica-
tions and, at the same time, to exploit Hadoop to address new (data-intensive)
problems without further costs.
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Advances in Intelligent Systems and Computing 241,
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In this paper, we describe the integration of Hadoop inside an academic HPC
cluster located at the Politecnico di Torino computing center “HPC@polito”.
This cluster, called CASPER, hosts dozens of scientific softwares, often based
on MPI. We decided to integrate Hadoop in CASPER to understand if it is able
to manage also huge data or if an upgrade is needed for this new purpose. Our
main goals consist in continuing to provide the already available services, based
on MPI applications, and the new ones based on Hadoop using the same system.

2 HPC@polito

HPC@POLITO (www.hpc.polito.it) aims at providing computational resources
and technical support to both academic research and university teaching. To
pursue these goals, the computing center has set up a heterogeneous cluster called
CASPER (Cluster Appliance for Scientific Parallel Execution and Rendering)
with a peak performance of 1.2 TFLOPS. The initiative counts 25 hosted projects
and 12 papers developed thanks to our HPC and published by groups operating
in different research areas.

A detailed technical description of the system is available in previous pa-
pers [2] [5]. In our vision CASPER is a continuously evolving system, developed
in collaboration with several research groups, and being renewed regularly.

2.1 Cluster Configuration

CASPER is a standard MIMD distributed shared memory InfiniBand heteroge-
neous cluster. It has 1 master node and 9 computational nodes, 136 cores, and
632 GB of main memory. From Figure 1, you can see that the system is com-
posed of three different types of computational nodes, which have been added to
the cluster in subsequent stages according to the needs of the research groups.
The cluster is evolving into a massively parallel, large memory system, having
average cpu speed and many cores per node. The nodes have very small and
low performance local hard disks, which have been designed to contain only the
operating system; experimental data are maintained in a central NAS.

CASPER is normally used through the scheduler/resource manager SGE (now
OGE) for running custom code or third-party software, often taking advantage
of MPI libraries (e.g., Esys-Particle, Matlab, OpenFOAM, Quantum-Espresso).
The cluster configuration is therefore a compromise that provides sufficient per-
formance for all of the cited softwares. However, the current applications are
rarely data-intensive and do not use huge data.

2.2 Hadoop Deployment

The installation of Apache Hadoop was made trying to harmonize its needs to
those of our specific system. CASPER is an installation of Rocks Cluster 5.4.31.

1 http://www.rocksclusters.org
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Fig. 1. CASPER cluster configuration, early 2013

To install Hadoop 1.0.4 on it, we used the packages from the EPEL repository
for CentOS, from which the Rocks Cluster distribution derives.

We decided to use the master node of the cluster also as master node of
Hadoop, while the computation nodes were configured as slave nodes. HDFS
was configured with permissions disabled, data block size set to 256MB and
number of replicas per data block set to 2. On five nodes (nodes from 0-0 to
0-4), we added 1TB local hard disks for the exclusive use of HDFS. On the
remaining four nodes, data was stored in /state/partition1, which is a partition
created by the Rocks node installer and corresponds to all the remaining space
on the local disk (the local disk size is 160GB for these four nodes). We configure
Hadoop by taking into consideration the heterogeneous nature of CASPER. More
specifically, for each node the maximum number of mappers was set equal to the
number of cores, while the maximum number of reducers was set to 4 for the
five nodes with a large and efficient 1TB local disk, and to 0 for the other four
nodes due to the slow efficiency and small size and their hard disks.

The package provided by Oracle to integrate Hadoop into our version of SGE
is incompatible with the current version of Hadoop. Hence, we decided to use
an integration approach based on the creation of a dedicated queue and a new
Parallel Environment in the SGE scheduler, so that the Hadoop tasks are still
subjected to Hadoop but managed through the queuing system of the cluster.

3 Experimental Results

As described in the introduction of the paper, for some future research applica-
tions we need to use CASPER on large/huge data. However, on the one hand
we cannot buy a new dedicated cluster. On the other hand we cannot dismiss
the softwares already hosted on CASPER. Hence, we performed an initial set
of experiments to understand the scalability, in terms of data size, of an MPI-
application. These experiments allowed us to identify the data size limit of MPI
programs on our cluster. Then, we performed a set of experiments based on
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Hadoop (i) to evaluate the scalability of Hadoop on CASPER and (ii) to under-
stand which upgrades are needed to be able to use CASPER on big data.

3.1 Experimental Setting

To evaluate the scalability of MPI-based algorithms, we used an MPI imple-
mentation of the quicksort algorithm derived from a public available code [4]. It
receives in input a single file containing a set of numbers (one number per line)
and generates one single file corresponding to the sorted version of the input
one. The algorithm, similarly to all typical MPI applications, works exclusively
in main memory.

One of the benchmarking test usually performed to analyze efficiency and
scalability of Hadoop is the Hadoop-based implementation of Terasort [6]. Hence,
we did the same also to test the scalability of Hadoop on our cluster.

3.2 MPI-Based Sorting Algorithm

The scalability of the MPI sorting algorithm was evaluated on files ranging
from 21GB to 100GB. Larger files are not manageable due to the memory-based
nature of the algorithm. Detailed results are reported in Table 1(a) for three
difference configurations, characterized by a different number of nodes/cores. We
considered initially only the nodes 0-8 and 0-9 reported in Figure 1, then nodes
from 0-6 to 0-9, and finally all nodes. The first configuration is homogeneous but
it is characterized by only 64 cores, while the last one is the most heterogeneous
but it exploits all the available resources.

The results reported in Table 1(a) highlight that our MPI sorting algorithm
is not able to process file larger than 100GB. Hence, it cannot manage big data.
As expected, the execution time decreases when the number of nodes/cores in-
creases. Figure 2(a) shows that the execution time decreases linearly with respect
to the number of cores. However, the slope of the curves depend on the file size.
Hence, the availability of more cores is potentially a positive factor. However,
the increase of the number of nodes, in some cases, has a negative impact. More

Table 1. Execution time

(a) MPI-based sorting algorithm.
DNF=Did not finished.

Dataset Configuration Execution
size (GB) #cores/Total RAM(GB) time

64 cores/256GB 39m49s
21GB 96 cores/512GB 31m52s

136 cores/632GB 26m30s
64 cores/256GB 1h41m32s

42GB 96 cores/512GB 1h24m41s
136 cores/632GB DNF
64 cores/256GB 3h38m59s

100GB 96 cores/512GB 2h52m59s
136 cores/632GB DNF

(b) Hadoop-based terasort.

Dataset Configuration Execution
size (GB) #cores/Total RAM(GB) time
100GB 40 cores/120GB 1h23m2s

136 cores/632GB 57m26s
200GB 40 cores/120GB 3h52m57s

136 cores/632GB 3h21m49s
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(a) MPI-based sorting algorithm.
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(b) Hadoop-based terasort.

Fig. 2. Execution time

specifically, if we use all nodes, the sorting process does not end with files larger
than or equal to 42 GB. The problem is given by the (limited) size of the RAM
of the 5 Intel nodes (24GB per node). They are not able to process the tasks
assigned to them by the MPI-based sorting program when the file size is larger
than approximatively 40GB.

3.3 Terasort (Hadoop-Based Application)

Since the MPI application does not allow processing large files on CASPER,
we decided to test Hadoop on it. Hadoop is usually used on commodity hard-
ware. However, CASPER has a set of peculiarity (e.g., it is extremely heteroge-
neous) and hence it could be not adapt for Hadoop. We performed the tests by
means of a standard algorithm that is called Terasort. We decided to evaluate
Hadoop-based implementation of Terasort on two extreme configurations. The
first configuration is based only on the 5 Intel nodes (40 cores), while the sec-
ond one exploits all nodes (136 cores). The first configuration is homogeneous (5
Intel 3.2GHz nodes with 1TB of secondary memory per node). The second one
is extremely heterogeneous (different CPU frequencies and local disks with size
ranging from 160GB to 1TB).

The results reported in Table 1(b) and Figure 2(b) show that the Hadoop-
based Terasort algorithm can process in less than 4 hours a 200GB file. Hence,
also on CASPER, which is not designed for Hadoop, the use of Hadoop al-
lows processing files larger than those manageable by means of MPI algorithms.
However, the time of the first configuration (5 homogeneous nodes) is slightly
slower than the second one (composed of all nodes). The second configuration
has +240% more cores than the first one but the execution time decrease is
only -13% when the file size is 200GB (-31% when the file size is 100GB). These
results confirm than we need more homogeneous nodes in our cluster and on
the average larger local disks on each computational node if we want to increase
the scalability of CASPER for data-intensive applications based on Hadoop. We
will consider this important point during the planning of the next upgrade of
CASPER.
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General Considerations. Based on the achieved results, we can conclude that
CASPER can potentially be used to run both the already hosted MPI-based
applications and new Hadoop-based applications. However, some upgrades are
needed in order to improve the performance of CASPER on large datasets.

The results reported in Sections 3.2 and 3.3 can be exploited also to decide
how to allocate the different applications on CASPER. Hadoop seems to achieve
better results when homogeneous nodes, with large and efficient local disks, are
used (i.e., the 5 Intel nodes in our current system), while the MPI-based applica-
tion, which is a main memory-intensive application, seems to perform better on
nodes with more efficient processors and a large amount of main memory (i.e.,
the AMD nodes in our current system). On CASPER, analogously to all tradi-
tional clusters, a set of queues can be created. Each queue is associated with a
set of nodes and can be characterized by a priority level. Based on the discussed
results, the association of the applications based on Hadoop to a queue that
includes the 5 Intel nodes, and the association of the MPI-based applications to
a queue that includes the AMD nodes seems to be, potentially, a good configu-
ration. This configuration should allow to execute contemporaneously Hadoop-
and MPI-based applications.

4 Conclusions

Due to the increasing request of data-intensive applications, we decided to an-
alyze the potentiality of our low-budget general purpose cluster for this type
of applications. In this paper, we reported the results of this experience. The
performed experiments highlighted the limitations of our current cluster and
helped us to identify potential upgrades that should be considered in the future.
Further experiments will be performed on other algorithms (e.g., the merge sort
algorithm) to confirm the achieved results.

References

1. Dean, J., Ghemawat, S.: MapReduce: simplified data processing on large clusters.
Commun. ACM 51(1), 107–113 (2008)

2. Della Croce, F., Piccolo, E., Nepote, N.: A terascale, cost-effective open solution for
academic computing: early experience of the dauin hpc initiative. In: AICA 2011,
pp. 1–9 (2011)

3. Dongarra, J.: Trends in high performance computing: a historical overview and
examination of future developments. IEEE Circuits and Devices Magazine 22(1),
22–27 (2006)

4. Maier, P.: qsort.c (2010), http://www.macs.hw.ac.uk/~pm175/F21DP2/src/
5. Nepote, N., Piccolo, E., Demartini, C., Montuschi, P.: Why and how using HPC in

university teaching? a case study at polito. In: DIDAMATICA 2013, pp. 1019–1028
(2013)

6. White, T.: Hadoop: The Definitive Guide, 1st edn. O’Reilly Media, Inc. (2009)

 http://www.macs.hw.ac.uk/~pm175/F21DP2/src/


Discovering Contextual Association Rules in Relational
Databases�

Elisa Quintarelli and Emanuele Rabosio

Politecnico di Milano, Dipartimento di Elettronica, Informazione e Bioingegneria
{elisa.quintarelli,emanuele.rabosio}@polimi.it

Abstract. Contextual association rules represent co-occurrences between con-
texts and properties of data, where the context is a set of environmental or user
personal features employed to customize an application. Due to their particular
structure, these rules can be very tricky to mine, and if the process is not carried
out with care, an unmanageable set of not significant rules may be extracted. In
this paper we survey two existing algorithms for relational databases and present
a novel algorithm that merges the two proposals overcoming their limitations.

1 Introduction

Nowadays we are deluged by information coming from many different sources, span-
ning from the Web to sensor networks. This Big Data, if not properly filtered, risks to
confuse the users instead of being a precious resource. A criterion that has been pro-
posed in the literature to select the appropriate knowledge chunk is the notion of context
[5]. Context-aware systems acquire and exploit information about the environment and
the situation that the user is currently living, in order to shape the behavior of the ap-
plication on his/her needs; the interest for such systems is growing in both research and
industry. In data management, the adaptation capability of a contextual system consists
in choosing the relevant information to be provided to the user.

More advanced approaches [14,12] have described techniques to refine context-based
data tailoring by employing the so-called contextual preferences, representing the tastes
of the individual users in the various situations. However, the number of possible
contexts may be huge, and overburdening the users with the manual specification of
preferences for all such contexts is usually not a viable option. As a first step in the
development of a methodology to automatically mine contextual preferences from log
data, we study the extraction of contextual association rules [3,6,11], that are associa-
tion rules representing co-occurrences between context and other entities; indeed, such
rules mirror the structure of contextual preferences. In more detail, in this paper we
focus on the problem of mining contextual association rules from relational databases.

The extraction of such rules from relational databases may be very challenging, since
the number of discovered patterns may easily become huge and unmanageable, because
of a large portion of not significant rules. This is due to some sources of redundancy
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MOVIE(movie id, title, genre, director)
DIRECTOR(director id, name, citizenship)
ACTOR(actor id, name, citizenship, gender)
MOVIE ACTOR(movie id, actor id)

Fig. 1. Database of the running example

LOG_MOVIE

DIRECTOR MOVIE_ACTOR

log_movie.director=
director.director_id

log_movie.movie_id=
movie_actor.movie_id

ACTOR
movie_actor.actor_id=actor.actor_id

Fig. 2. Join tree of r1

intrinsic to the relational setting, like primary keys, but also to the special structure of
contextual association rules itself that, imposing a context in the antecedent, may lead
to mine not well-formed rules.

This paper, to the best of our knowledge, is the first attempt to systematically study
the problem of contextual association rule discovery in relational databases. The main
contributions towards the solution of this relevant issue are the following: 1) formal def-
inition of the contextual association rules in relational databases, highlighting the chal-
lenges connected to their mining (Sect. 2); 2) survey of two existing association rule
mining methods – i.e., constrained itemset mining and extraction of frequent conjunc-
tive queries – with respect to their ability to infer contextual rules (Sect. 3); 3) proposal
of a novel algorithm joining the advantages brought by the two examined techniques
(Sect. 4), and its experimental evaluation (Sect. 5). Finally, Sect. 6 concludes the paper.

The different approaches will be compared using as running example the informa-
tion system of a company offering services of video on demand, relying on a global
relational database. A portion of the schema of the database is shown in Fig. 1.

2 Contextual Association Rules in Relational Databases

In this section we introduce the notions of context and contextual association rules, and
the definitions useful for the mining process.

Several context models have been defined in the literature [2,4]. In this paper, to
ease the discussion we adopt a simple key-value model envisaging some possible di-
mensions, representing the perspectives through which the context is analyzed; in our
movie scenario the relevant dimensions are: user, interest topic, situation, time and day.
Each dimension is associated with a fixed set of possible values, and a context can be
specified through a conjunction of dimension-value equalities. For example, a valid
context is user = adult ∧ int topic = cinema ∧ time = night, which describes
the situation of an adult going to the cinema at night.

Definition 1 (Contextual relation). A contextual relation rC is a relation whose sche-
ma R(X) has the attribute set X partitioned into two disjoint subsets: the contextual
attributes XC and the non-contextual attributes XR.

Note that the contextual attributes correspond to the context dimensions. In our refer-
ence scenario, the context represents the situation that the user is living when accessing
the data, and so it is external to the database; thus, the original database is not com-
posed by contextual relations. However, a contextual relation may be associated with
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each relation of the database, as a log of the past data accesses. In the following we
will consider a contextualized version of the MOVIE relation, named LOG MOVIE, stor-
ing the history of the movies purchased by several users, also recording the context in
which the purchases were performed. The schema of the log relation is as follows:

LOG MOVIE(id, user, int topic, situation, time, day, movie id, title, genre, director)

Definition 2 (Contextual association rule). A contextual association rule on a contex-
tual relation rC with schema R(X) is a pair (C → cond, T ) where:

– C → cond is an association rule. C is a conjunction of conditions of the form
B = b, with B ∈ XC and b is a context value associated with B. cond is a
conjunction of conditions of the form A = a, with A belonging to XR or to the
attributes of the relations reachable from rC with joins on foreign keys; a is a value
in the domain of A.

– T is the tree with labeled edges representing the join executed in the consequent
of the rule. The tree is rooted in R(X), the other nodes are the schemas of the
relations joined with rC , and the labels contain the join conditions.

To keep the presentation simpler, we assume that each relation appears in the join
tree at most once. Note that the specification of T is often useless, because its structure
is implied by cond and by the foreign keys. In the rest of the paper T is always omitted.

The quality of (contextual) association rules is evaluated by means of support and
confidence. The support of the rule (C → cond, T ) defined on the contextual relation
rC is the number of tuples of rC satisfying both C and cond, while its confidence
is the fraction of tuples associated with context C that satisfy cond. The association
rule mining process is usually divided into two subtasks: 1) find all the sets of items
(itemsets) whose support exceeds a given threshold minsup, where in our domain an
item is an attribute-value pair; 2) generate, starting from the mined itemsets, the rules
with a confidence greater than a specified threshold minconf. The first task is the most
complex one, and the state-of-the-art algorithm to realize it is FP-growth [9].

As an example, a possible rule in the log of purchased movies LOG MOVIE is r1 ≡
user = adult ∧ time = daytime → director. citizenship = ‘Italian’ ∧
actor.citizenship= ‘French’; the join tree of the rule is represented in Fig. 2. Note
that this rule requires joins in the opposite direction with respect to the foreign keys, and
that several actors may correspond to the same movie; the condition is satisfied by all
the movies in the log with Italian director and starring at least one French actor.

2.1 Issues in Contextual Rule Mining

In this section we describe the issues related to contextual association rule mining in
relational databases. First, we explain that traditional methods cannot cope with rules
with joins following the foreign keys in the opposite direction. Then, we illustrate the
three main causes that lead to the extraction of several not significant rules: rule well-
formedness, functional dependencies, and other kinds of key-related dependencies. A
naive solution to tackle the latter problems consists in eliminating the not significant
rules with a post-processing phase, but the number of generated patterns can easily
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become unmanageable, therefore it is needed to avoid not only the extraction of the not
well-formed contextual rules, but also of the itemsets that cannot lead to any valid rule.

Extraction of Rules with Joins Following the Foreign Keys in the Opposite Di-
rection. Classic techniques, like FP-growth, mine frequent itemsets on transaction
databases formed by a series of transactions, where a transaction is a set of items.
A relational table can be converted into a set of transactions, where each tuple is
represented by a transaction containing an item for each attribute-value pair. Such a
transaction can be extended including the attributes of the relations reachable through
foreign keys, e.g. DIRECTOR. The transaction could be further extended by adding also
information obtained following the foreign keys in the opposite direction – e.g., AC-
TOR, through MOVIE ACTOR –, but this would lead to the extraction of rules with a
different meaning with respect to that indicated by the definition of contextual asso-
ciation rule. Consider our running example: the transaction associated with a movie
purchase could be enriched with items describing the name, citizenship and gender
of all the actors playing in the movie. In this way, an itemset like time = night ∧
actor.citizenship= ‘Italian’∧ actor.gender = ‘male’ could be mined, along
with the rule time = night → actor.citizenship = ‘Italian’∧actor.gender =
‘male’. However, this rule is mined when users at night have often requested movies
starring at least an Italian actor and at least a male actor; on the contrary, according to
the definition of contextual association rule, such a rule should indicate that users at
night have often requested movies with at least an actor that is both male and Italian.

Well-Formed Rules. Standard techniques for association rule mining extract rules
where each possible item may appear both in the antecedent and in the consequent. On
the contrary, the antecedent of a contextual association rule may contain only contex-
tual attributes, and its consequent only data attributes. Consider, for example, the rule
r2 ≡ situation = alone ∧ log movie.genre = ‘comedy’ → director.name =
‘WoodyAllen’: it can be mined from a contextual relation, but is not well formed.

Functional Dependencies. Relational schemas may contain functional dependen-
cies, that cause the extraction of many equivalent rules, i.e. rules that always hold in
the same circumstances, thus having the same support and confidence and carrying the
same information. Given a functional dependency X → Y , being X and Y sets of at-
tributes, all the rules involving in their consequent all the attributes in X and at least one
attribute of Y are equivalent. Keys and foreign keys generate special kinds of functional
dependencies. For instance, the primary key movie id of MOVIE generates a functional
dependency associated with the LOG MOVIE contextual relation, involving attributes of
MOVIE as well as attributes of DIRECTOR: log movie.movie id→ log movie.name∧
log movie.genre ∧ log movie.director ∧ director.director id ∧ director.
name ∧ director.citizenship. Such a dependency makes equivalent a large num-
ber of rules; e.g.: user = adult → log movie.movie id = ‘m1’, user = adult →
log movie.movie id = ‘m1’ ∧ log movie.genre = ‘comedy’.

Other Kinds of Key-Related Dependencies. Keys generate redundancies not only
when they are connected to functional dependencies, but more in general every time a
condition is expressed in the subtree of the join tree rooted in the relation whose key is
involved in the rule, whether there is a functional dependency or not. Consider the rule
r3 ≡ situation = alone → log movie.movie id = ‘m1’ ∧ actor.citizenship
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= ‘Italian’; such a rule can be associated with the join tree in Fig. 2, excluding the
DIRECTOR relation. r3 is equivalent to r4 ≡ situation = alone → log movie.
movie id = ‘m1’, even if there is not a functional dependency between the movie
identifier and the actor citizenship. Equivalences of this kind arise when rules contain
joins realized following the foreign keys in the opposite direction.

3 Mining Contextual Association Rules in Relational Databases

Now we review two existing techniques for mining (non-redundant) association rules
in relational databases, applying them to our problem.

3.1 Itemset Mining Using FP-Growth with Constraints

The extraction of itemsets imposing constraints on the features of the discovered pat-
terns has been thoroughly analyzed in the literature [1,10,13]. Typical constraints that
have been added to FP-growth concern aggregate values computed on the items in an
itemset. Consider items with a price: a possible constraint could prescribe that the sum
of the prices of the items in the itemset is greater than 100, or that the maximum price
of the products does not exceed 200. In the literature two categories of constraints with
favorable properties have been identified: antimonotone and succinct constraints.

A constraint is antimonotone if, when it is violated by an itemset, it is violated also
by all its supersets. The constraint enforcing the minimum support is antimonotone, as
well as the one imposing that the sum of the item prices must be greater than 100.

In few words, a constraint is succinct if there exists a set I of itemsets such that
the set of itemsets satisfying the constraint can be expressed through unions and in-
tersections of the powersets of the itemsets in I. For instance, consider the constraint
max(itemprice) > 100, and let Item be the set of all the items and Item<=100 the
set of the items whose price is less than or equal to 100. The set of the itemsets satis-
fying the constraint is 2Item \ 2Item<=100 , i.e., all the itemsets except those constituted
exclusively by items whose price is less than or equal to 100.

The FP-growth algorithm can be summarized in the following two steps: 1) the trans-
action database is scanned finding the set FI of individual items whose support is
greater than minsup; 2) for each xi ∈ FI, a projected database is generated including
only the transactions containing xi. Then, for each projected database, the algorithm is
applied recursively. Note that when the algorithm finds at step 1 frequent items on the
projected database associated with xi, i.e. with prefix xi, it is actually mining frequent
itemsets of length 2, involving xi and the newly discovered frequent item.

[13] has modified the algorithm to manage antimonotone constraints: after a frequent
item b is found in a projected database with prefix a, before generating the projected
database with prefix ab, the itemset ab is tested for constraint satisfaction. If the con-
straint is not satisfied, the new projected database is not created. Succinct constraints
are considered in [10]. They assume that the set of items in presence of these constraints
can be partitioned into a set of mandatory items and a set of optional items, and that
the constraint is satisfied by all the itemsets containing at least one mandatory item.
FP-growth is modified in such a way that, when its step 2 is executed for the very first
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time, only projected databases for the mandatory items are considered; in this way, it is
guaranteed that all the itemsets that are produced contain at least one mandatory item.

Using Constrained Itemsets to Discover Contextual Association Rules. In order
to mine contextual association rules in relational databases, two constraints have to be
imposed in the itemset mining phase. First of all, itemsets must allow the generation
of rules with context in the antecedent and data in the consequent; second, itemsets
containing functional dependencies must be discarded.

About the first constraint, only the itemsets involving exclusively data items must
be discarded, because those containing only contextual items are useful to compute the
rule confidences. This constraint is not antimonotone: the itemset log movie.genre =
‘comedy’ ∧ director.director id = ‘250’ violates the constraint, but its superset
log movie.genre = ‘comedy’ ∧ director. director id = ‘250’ ∧ time = night

does not. However, the constraint is succinct: being Item the set of all the items, and
Itemd its subset including only the items describing conditions on data, the set of the
valid itemsets with respect to the constraint can be expressed as 2Item \ 2Itemd .

The constraint related to functional dependencies must assure that, given a functional
dependency X → Y , no itemsets including conditions on all the attributes of X and
on at least one attribute of Y are mined. This constraint is clearly antimonotone: an
itemset that is not valid (e.g., time = night ∧ director.director id = ‘250’ ∧
director.citizenship = ‘American’) cannot become valid adding further items.
On the contrary, it is not possible to identify sets of compulsory and optional items,
therefore the optimizations of [10] for succinct constraints cannot be applied.

To summarize, incorporating our two types of constraints into FP-growth requires
the following modifications: 1) The very first time that step 2 is executed, only the
projected databases of the context items are generated. 2) Before generating a projected
database with prefix I, the itemset I is checked for redundancy against the functional
dependencies; if the constraint is not satisfied, such a projected database is not built.

Once the itemsets have been discovered, the contextual rule generation is straight-
forward: for each itemset that contains at least a condition on data, the corresponding
rule is outputted keeping the context in the antecedent and the data in the consequent.

With respect to the issues described in Sect. 2.1, the technique just presented, relying
on transaction databases, cannot discover rules with joins following the foreign keys in
the opposite direction. On the contrary, it is possible to deal with the redundancies
connected to rule well-formedness and to functional dependencies. Finally, since the
rules with joins following foreign keys in the opposite direction cannot be mined, the
issue related to the other key-related dependencies is not applicable here.

3.2 Mining Frequent Conjunctive Queries

Goethals et al. [8,7] propose the algorithm Conqueror+ to mine frequent conjunctive
queries in relational databases; the algorithm does not require transaction data, but
is able to operate directly on a relational database, using SQL and JDBC. This algo-
rithm allows to discover arbitrary joins between relations, including those following the
foreign keys in the opposite direction, that are interesting for our aims. Conqueror+

is also able to avoid the extraction of duplicate queries due to functional dependen-
cies, computing the closure of the selection condition with respect to the functional
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dependencies. An example of pattern that can emerge in our reference scenario is
σgenre=‘comedy’∧ actor.citiz=‘Ita’ LOG MOVIE � MOVIE ACTOR � ACTOR.

The Conqueror+ algorithm considers all the possible joins. The operations performed
for each join can be schematized as follows:

– Build a queue containing all the queries for which selection conditions have to be
searched. At the beginning, it contains only the join query with no selections.

– While the queue is not empty:
1. Extract a query Q from the queue
2. For each attribute A not already in the selection of Q:

(a) Add A to the selection of Q
(b) If necessary, compute the closure to deal with functional dependencies
(c) If frequent (exceeding minsup) values for the selections of Q exist, output

the queries with the frequent values assigned, and re-insert Q in the queue

Suppose we are searching for frequent queries on the relation DIRECTOR with no
joins. We begin with the query without selections, and start adding conditions on at-
tributes. Imagine that we consider first director id: the query σdirector id=?DIRECTOR

is generated at step 2(a). Then, at step 2(b) the closure is computed, leading to the
following: σdirector id=? ∧ name=? ∧ citiz=?DIRECTOR. At step 2(c) frequent values for the
selections are searched, and several queries could be outputted; an example of these
queries could be σdir id=‘250’∧ name=‘W.Allen’∧ citiz=‘Amer’DIRECTOR. Because we have found
frequent values for the query, we insert it again into the queue in order to search for more
attributes to add; in this case no attributes are remaining, so the algorithm ends.

After that the frequent queries – that play the role of the frequent itemsets in the
traditional methods – have been found, the authors suggest to generate rules Q1 → Q2

where Q2 is a query that is more restrictive than Q1.
Using Frequent Conjunctive Queries to Discover Contextual Association Rules.

We are interested only in mining rules involving contextual relations. In more detail, for
each pair of frequent queries (Q1, Q2), the rule Q1 → Q2 must be outputted only if:
1) Q1 contains only conditions on context attributes; 2) Q2 is more restrictive than Q1

and contains also conditions on data attributes. An example of rule in our scenario, in-
dicating that the users often watch thrillers at night is Q1 → Q2, with Q1 = σtime=‘night’

LOG MOVIE, and Q2 = σtime=‘night’∧ genre=‘thriller’LOG MOVIE.
The above procedure can discover rules with joins following the foreign keys in the

opposite direction, and can deal with functional dependencies. However, the redundan-
cies connected to rule well-formedness are removed only during the rule generation.
Finally, this algorithm discovers rules involving arbitrary joins on foreign keys, but it
does not take into account the additional redundancies related to key dependencies.

4 Adding Constraints to Frequent Query Mining

The discussion carried out so far has highlighted how the solution of Goethals et al.
[8,7] is the unique able to fully comply with our definition of contextual association
rule, because it is the only one managing rules with joins realized following the foreign
keys in the opposite direction. However, such a technique has some limitations with
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respect to our aims: it is unable to impose the presence of contextual items when ex-
tracting frequent queries, and does not remove redundant rules due to keys except when
functional dependencies are present. Constrained itemset mining, on the contrary, has
the potentiality to deal with such issues. Now we present our proposal for mining con-
textual rules in relational databases enriching the extraction of frequent queries with
explicit constraints: we define three constraints, dealing with the issues described in
Sect. 2.1.

Constraint C1 deals with rule well-formedness imposing at least one contextual at-
tribute in the selection of each query, and can be enforced at step 2c of Conqueror+: the
first attribute that is added to the selection must be chosen exclusively among contextual
attributes; then, the others may be indifferently contextual or data attributes.

Constraint C2 considers the redundancies related to the keys. Let sel(Q) be the con-
junctive selection condition of a query Q. The query must satisfy the following:

C2(Q) true iff sel(Q) does not contain a key of a relation R(X) and a condition in the
subtree of the join tree of Q rooted in R(X)

Such a constraint must be checked at step 2a of Conqueror+, before adding each new
attribute to the selection condition.

Note that constraint C2 also deals with some redundancies caused by functional de-
pendencies, and in particular those in which the functional dependency is due to a key. It
is possible to employ constraint C3 to manage the remaining functional dependencies,
thus avoiding step 2b of Conqueror+. C3 is defined as follows:

C3(Q) true iff sel(Q) does not contain all the attributes in the left side of a functional
dependency and at least one attribute in the right side

Algorithm 1 summarizes our proposal for mining frequent queries for the generation
of well-formed and non-redundant contextual association rules on a contextual relation.
Consider for example the join containing only the LOG MOVIE relation. At Line 2 the
query without selections is enqueued, and at Line 6 the set Att is filled with the con-
textual attributes. Suppose that the first attribute in Att is time, leading to the query
σtime=?LOG MOVIE. The constraints at Line 12 are obviously satisfied, since no other
selection conditions have been included yet, so frequent values for time are searched
and the connected queries outputted (Line 14). For example, an outputted query might
be σtime=‘night’LOG MOVIE. Then, the query σtime=?LOG MOVIE is enqueued (Line 15),
ready to be extended with further attributes in the selection condition.

After that the frequent queries have been discovered, the rule generation step may be
realized as described in Sect. 3.2.

5 Experimental Results

As shown in the paper, constrained itemsets can deal only with a subset of the patterns
we are interested in, therefore the experiments focus on the comparison between our
proposal and the basic Conqueror+. We have implemented our solution by extending
the publicly available Java implementation1 of Conqueror+. As in [8,7], the evaluation
has been concentrated on the most complex phase, i.e. the frequent query mining.

1 Downloadable at http://adrem.ua.ac.be/conqueror
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Algorithm 1. Frequent Query Mining for Contextual Association Rules
Input: Contextual relation R(X), list of functional dependencies
Output: Set of useful, non-redundant frequent queries
1: for all possible joins do
2: Queue = {Join query without selections}
3: while Queue is not empty do
4: Q = pop(Queue)
5: if sel(Q) is empty then
6: Att = contextual attributes not yet evaluated for this query
7: else
8: Att= all the attributes of the joined relations not yet evaluated for this query
9: for all A ∈ Att do
10: Add A to sel(Q)
11: Build the join tree of Q
12: if C2(Q) ∧ C3(Q) then
13: if frequent values for sel(Q) exist then
14: Output the frequent queries
15: Add Q to the queue

The experiments have been performed on our video-on-demand dataset extended
with two synthetic relations in order to properly evaluate the capability of our proposal
of dealing with redundancies related to joins against the foreign keys. In more detail, a
synthetic bridge relation connects each director with exactly 15 entries of a second syn-
thetic relation. This synthetic relation might represent, for instance, events the directors
participated in. The schema of the database is reported below, along with the cardinali-
ties of the tables. The contextual relation is LOG MOVIE, which has been populated by
a real user who queried the considered database.

LOG MOVIE(id, day, time, situation, movie id, title, genre) (4773 rows)
DIRECTOR(director id, name) (1607 rows)
ACTOR(actor id, name) (2897 rows)
MOVIE DIRECTOR(movie id, director id) (3102 rows)
MOVIE ACTOR(movie id, actor id) (6023 rows)
SYNTH(synth id, synth attr) (100 rows)
DIRECTOR SYNTH(synth id, director id) (24105 rows)

We have mined frequent queries with Conqueror+ and with our extension for differ-
ent minimum support values, and we have measured the number of mined patterns and
the execution time. The experiments have been realized with an Intel Core 2 Duo CPU
with 2.5 GHz and 3 GB main memory, running the PostgreSQL 8.3 DBMS. The results
are shown in Table 1. As it was largely expected considering the discussion developed
in the paper, our extended algorithm, when dealing with contextual rule mining, extracts
less queries with respect to Conqueror+, because it only discovers the necessary ones.
This also leads to better execution times, even of almost an order of magnitude when the
minimum support is low. Clearly, the extent of the improvement heavily depends on the

Table 1. Experimental results related to frequent query mining

Minsup 20 50 100 150 200 500

Conqueror+
#queries 281510 97437 63315 53959 53637 10304
Execution time (sec) 46585 28909 8179 4993 4265 853

Our extension
#queries 49278 26725 20323 18809 18621 3649
Execution time (sec) 6058 1879 1662 1530 1494 684
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proneness of the dataset to generate queries that are filtered by our constraints; for in-
stance, adding a joined synthetic relation to ACTOR, as we have done with the directors,
would obviously further widen the gap between the two compared algorithms.

6 Conclusion

In this paper the problem of contextual association rule mining in relational databases
has been defined, highlighting the related challenges. Two association rule mining
techniques of the literature have been compared and a novel algorithm merging the
two solutions has been proposed; preliminary results have been shown.

Since our main research goal is context- and preference-based data tailoring, we are
currently applying the novel algorithm introduced in this paper in our wider framework
[12,11] for context-aware preference mining and relational database personalization.
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Abstract. This paper presents the main challenges and issues faced
when collecting and analyzing a large volume of network data measure-
ments. We refer in particular to data collected by means of Neubot, an
open source project that uses active probes on the client side to measure
the evolution of key network parameters over time to better understand
the performance of end-users’ Internet connections. The measured data
are already freely accessible and stored on Measurement Lab (M-Lab),
an organization that provides dedicated resources to perform network
measurements and diagnostics in the Internet. Given the ever increasing
amount of data collected by the Neubot project as well as other similar
projects hosted by M-Lab, it is necessary to improve the platform to
efficiently handle the huge amount of data that is expected to come in
the very near future, so that it can be used by researchers and end-users
themselves to gain a better understanding of network behavior.

Keywords: Network Data Collection, Network Data Analysis.

1 Introduction

In the study of the performance of the Internet one of the major challenges is
how to collect a large number of reliable network measurements from a suffi-
ciently large number of locations in the network [1]. In the recent years, several
independent tools have been developed to collect this type of information [2–4].

To study and monitor the performance of Internet access links, we designed
Neubot [5–7], a software for distributed network measurements that runs on the
user’s computer and periodically monitors the performance of its connection to
the Internet. The results are collected on the user device and made publicly
available on a central server to allow constant monitoring of the state of the
Internet by any interested parties.

Since Feb 9, 2012, Neubot has been hosted on Measurement Lab (M-Lab) [8,
9], an organization that provides dedicated server-side resources to open-source
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network measurement tools, including Neubot and NDT [4]. The availability
of a network of servers around the world allows Neubot to effectively test the
performance of the clients broadband access network, by connecting them to the
closest M-Lab server available. In addition, in the near future, we will release
a mobile version of Neubot that will be available for the increasing number of
mobile Internet devices, which is predicted to surpass the number of desktop
devices by the end of 2014 [10].

Thus, while Neubot is performing a large amount of measurements each day,
the problem of measuring the network is becoming a problem of managing the
available data for storage, querying and analysis purposes. For the first two chal-
lenges Neubot may take advantage of two services provided by M-Lab, namely
the Google Cloud Storage [11] and the Google Big Query platform [12]. However,
a more flexible solution is needed to perform a deeper analysis of the measure-
ments and to gain clear, if possible, and real-time insight into the behavior of
the Internet and of the Internet connection. of the end users.

The objective is to be able to answer questions such as the following: Is the
server on the other end of the connection having a problem? Is my device or
modem not properly configured? Is something wrong with the ADSL connection?
Is an ISP deliberately interfering with my traffic? Only a flexible platform that
can efficiently manage the processing of measures collected by millions of users
that share the same (or similar) network path could answer these questions.
In fact, benchmarking Internet access link performance cannot be achieved by
merely running a single speed test. Speed varies with time and it is affected
by a number of confounding factors (i.e., home network cross-traffic, end-host
configuration, wireless connection quality) that must be isolated as much as
possible by proper data processing and analysis.

The rest of this paper is organized as follows. In Section 2 we present the
Neubot architecture for data collection and we describe the tests currently im-
plemented. Information about data query and data analysis is given respectively
in Section 3 and in Section 4. Finally conclusions are drawn in Section 5 and
possible future work is presented.

2 Architecture for Data Collection

The architecture of Neubot consists of an agent that runs on the users’ computer,
and of a set of servers as shown in Fig. 1. The servers have different roles and
may be replicated in different locations of the M-Lab network. We distinguish
between the master server, the test servers and the archive server.

The Neubot agent runs in background as a system service and periodically
check the master server to be informed on the next test to perform and with
which test server.

The master server acts as a coordinator. Once contacted, it can implement
different policies for the coordination of the Neubot agents. For example, for
certain kind of tests that aim at measuring the speed of the user’s connection
to the Internet (e.g., speedtest), it can select the test server that is closer to the
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agent, for another kind of tests, that do not have particular requirements (e.g.,
raw), it can select the test server with the lowest load.

The test servers implement one or more transmission tests. First, a negotiation
phase assigns a temporary unique identifier to each connecting agent that wants
to perform a test, and uses this identifier to manage the queue of incoming
test requests, i.e., to schedule each single test when the right conditions are
met. Second, a test phase implements the actual transmission test to estimate
selected characteristics of the network between the agent and the test server.
The measured performance metrics depend on the type of test and are described
later. Once the test is completed, the agent uploads the results to the test server,
and saves a copy locally.

The archive server once a day collects the test results from each test server
and makes them available on the web.

M-Lab Support. The test servers are hosted on the M-Lab network [9] in 114
different servers operating across 32 geographically distributed sites around the
globe (as of April 2013).

Each Neubot server instance is allocated dedicated resources on the M-Lab
platform to facilitate accurate measurements and perform high-bandwidth mea-
surements at large scale (e.g., each server is connected to one or more Internet
Service Providers with 1 Gbit/s upstream capacity).

The archive server is hosted on the Google Cloud Storage service (similar to
Amazon S3) [11]. Currently, Neubot data is uploaded to this public repository
in batches once a day. Raw data are organized into tarballs that contain all the
data collected during a single day on a single M-Lab server.

Fig. 1. Neubot architecture. Agents on the users computer are coordinated by the
Neubot master server and connect to the preferred test server to perform the actual
tests. Results are collected on the archive platform.
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11 3,3383,338

Torino 3195
Roma 2981
Milano 2882
Alpignano1883
Toro 640
Firenze 516
Livorno 509
Bergamo 465
Genova 418
Modena 392
Novara 382
Napoli 362
Settimo 326

Fig. 2. Geographical distribution of the Neubot clients in Italy on the basis of their IP
address. The number of test performed from each site is presented in the table on the
right and corresponds to the color and size of the circles in the figure. Figure refers to
tests run in April 2013.

In a month about 500’000 tests are run and the collected data sums to about
half a gigabyte (gzip compressed). Fig. 2 shows the location of the clients and the
number of tests run on April 2013 in Italy. A more extended representation cov-
ering all the 10’000+ different IPs and the 2’000+ different locations from which
Neubot test have been performed (e.g., Singapore, Rome, Cape Town, Toronto,
etc.) can be accessed on the web at the following link http://bit.ly/neubot gmap.
The amount of data collected by Neubot could considerably increase if the
project becomes more widely known as, for instance, is the case of the Net-
work Diagnostic Tool (NDT) [4], another tool available on M-Lab, that collects
up to 1 TB of compressed data each month.

2.1 Implemented Tests

Neubot implements three active network tests: bittorrent, raw and speedtest.
Neubot schedules one of these tests at random every half an hour. In addition
the user has the possibility of running tests on demand.

The speedtest test emulates HTTP and estimates the round-trip time, the
download and the upload bandwidth. The bittorrent test emulates BitTorrent
peer-wire protocol and estimates the round-trip time, the download and the
upload bandwidth. The raw test performs a raw 10-second TCP download to
estimate the download bandwidth, and it collects statistics about the TCP
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sender by using Web100 [13]. Test results are saved in JSON format and range
from 470 to 30,000 bytes per test (the latter being the raw test that collects data
periodically every 10 seconds).

Among the data collected for each speedtest test there are:

uuid Random unique identifier of the Neubot instance, useful to perform time
series analysis.

timestamp Time when the test was performed, expressed as number of seconds
elapsed since midnight of January 1, 1970.

real address Neubot’s IP address, as seen by the server. It is either an IPv4
or an IPv6 address.

remote address The server’s IP address. It is either an IPv4 or an IPv6 ad-
dress.

connect time Round-trip time (RTT) estimated by measuring the time that
the connect system call takes to complete, measured in seconds.

download speed Download speed measured by dividing the number of re-
ceived bytes by the download time, measured in bytes per second.

upload speed Upload speed measured by dividing the number of sent bytes by
the upload time, measured in bytes per second.

latency RTT estimated by measuring the average time elapsed between sending
a small request and receiving a small response, measured in seconds.

2.2 Expected Evolution

A significant effort is currently being devoted to port the Neubot client to a
mobile platform, i.e., Android. This will greatly extend the amount of collected
data since the availability as an app will increase the chance that the applica-
tion is installed on mobile devices. Similar applications already exists, such as
speedtest.net, which had between 10 and 50 millions of downloads from the An-
droid market (i.e. between 1/100 and 1/20 of the number of Android users [14]).
If 1 out of 1,000 Android users installs the Neubot application, between 1 and
10 million tests could be performed each day, considering that Neubot run tests
periodically. Moreover, new types of tests such as HTTP-based ones will be soon
implemented, which will further increase the amount of collected data. To an-
alyze such large amount of data, which will be 100 to 1,000 times the current
amount, new analysis techniques will be necessary. The potential issues arising
from this scenario are described in the remaining part of this paper.

3 Data Querying

The first objective of a data collection effort such as the described one is to
be able to look into the data themselves to gain some understanding about
both the data collection process and the statistics extracted from the data. Al-
though currently the amount of data is somewhat limited, i.e., in the order of few
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gigabytes, it is expected that this amount will increase rapidly as the software
used for data collection will be ported to mobile platforms. In such conditions
it is very important to be able to monitor some key parameters of the system,
such as the number of unique users, how they move, how frequently they change
IP (or provider), etc.

The above monitoring activity, however, cannot be performed directly on the
test servers. To avoid to perturb and/or invalidate the network experiments, in
fact, M-Lab servers are dedicated to the measurement task only. Therefore, the
collected data must be moved to a different location where they are permanently
stored, and where they can be queried and analysed.

In particular, the current implementation of M-Lab moves test results from
each test server to a public repository, i.e., the archive server, once a day. The
repository is hosted by the Google Cloud Storage service. In this way the com-
pressed archives of the test results can be accessed through a web interface or
by means of the Google Cloud Storage command line utility.

The designers of M-Lab decided to use compressed archives to efficiently col-
lect and transfer the data in a public location, but the whole range of data are
only useful to those planning to run an extensive and detailed analysis. For most
researchers aggregated information may be sufficient. Moreover most people can-
not afford either the time required to download or the amount of TB necessary
to store such large amount of data for personal processing (several TBs when the
data coming from all the M-Lab tools are included). In addition, a large amount
of processing power is required to manage this volume of data.

Thus a different structure has been envisaged for the results collected on
M-Lab (including Neubot) to be able to share them with the community of the
researchers and allow querying without downloading. As it is already the case
for other M-Lab tools such as NDT, in the future the data will be made available
through the Google BigQuery web service that allows to run interactive analysis
(e.g., SQL queries) of large datasets [12].

Interested parties will then be able to query the measurement data in a matter
of seconds – even with complex queries – in order to gain a better understand-
ing into Internet operation and performance. For example, real-time processing
of millions of measurements may allow to identify Internet congestion, traffic
shaping, or network outages on a world scale.

4 Data Analytics

The large amount of measurement data already available allows to employ data
mining techniques to discover correlations among data that would otherwise be
difficult to observe. In this section we present an overview of the type of analysis
useful for the purpose of analyzing the network behavior both as a whole and
with respect to the experience of each single user. Examples of possible analyses
are given by showing some small but representative subsets of data.
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Fig. 3. Normalized number of occurrences of download speed values. The plot considers
only clients connected using a given Internet operator.

4.1 Dimensions of the Analysis

First, note that the data presents several dimensions that require careful analysis.
The most important ones are highlighted in the following.

time: clients run tests periodically when connected to the Internet. The evolu-
tion over time of the measured parameters need to be considered to better
understand the situation of the connection and relate it to other clients in
similar conditions at the same time instant.

location: the information about the approximate physical location of the client
will play a role in understanding if any unusual value detected in the In-
ternet access parameters is due to the location (e.g., scarcity of provisioned
resources in a certain area) or not (e.g., limitations imposed by the provider).
This can be detected by analyzing the behavior of the parameters for other
clients in the same conditions.

network metrics: the values of the network metrics themselves need to be
analyzed, since the active measurements are very informative but they can
be influenced by the concurrent usage of other network-based applications.

connectivity type: the widespread use of wireless technology for Internet ac-
cess will require to consider the parameters differently depending on the
connection type, in order not to mix the data coming from wired connec-
tion with wireless ones, since the constraints and business models behind the
provisioning of such connections are widely different.

Note that some types of data may not be readily available and they potentially
need to be inferred by others. For instance, recognizing the connection type is
not easy when only network-level metrics are available.
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4.2 Challenges of the Analysis and Potential Solutions

Data analytics approaches need to be used both to recognize and cluster together
similar behaviors with particular attention to the dimensions mentioned before.
A possible analysis is described here to give hints about the type and complexity
of the data processing needed.

An important aim of the Neubot and similar projects [15, 16] is to understand
if events are local to the user or they happen as the result of more general
conditions, for instance network congestion. In fact, in the first case the user
would probably like to be informed to better understand if the behavior is normal
and it conforms to his/her expectations, whereas in the latter it is highly probable
that some activity between the user and the Internet backbone is happening (e.g.,
traffic shaping).

To detect this condition, a possible approach is described in the following.
First, some statistical performance analysis should be done to know if the ex-
perienced performance is typical or it happens only sporadically. This type of
processing may be demanding in terms of computational resources, especially if
the data need to be clustered. For instance, data can be separated by operator
on the basis of the client IP address, and within each subset a number of clusters
need to be identified, which correspond to the typical connection speeds offered
to the users. An example of such a situation is shown in Fig. 3. The data refers
to clients whose IP belong to a given network operator. Data suggest that there
are some download speeds more common than others: in fact they correspond to
the typical commercial DSL offers of that operator. However, due to the number
of operators in the world, it would be infeasible to analyze the data manually to
find those clusters, hence an automatic approach is needed.

Also, note that the dimensions mentioned before can influence the position
of the clusters, for instance the average value of the cluster depends on many
factors, such as time and location. Moreover, intercorrelation between those av-
erage values may be present and they need to be searched since they can be a
very valuable indication to researchers to understand network dynamics.

4.3 Case Study

Once the previous type of analysis is available, users whose measurements sig-
nificantly differ from the expected behavior can be alerted in real-time. To show
the possibilities offered by such approach we present a simple analysis conducted
on a limited amount of data. Fig. 4 shows the download speed of all tests run
in April 2013 from clients connected to the Internet using a given operator, as
grey points. The data also show the time of the day at which the test was run.
The density of grey points is correlated to the probability that certain download
speed values are measured in the tests. A specific user is also plotted in the graph
using black asterisks. Most of its points are close to the center of one of the clus-
ters, i.e., around 750 kbit/s. However, some of them are quite far. This is the
type of situations which are deemed interesting, both from the research and the
user’s point of view. Researchers may be interested in understanding why this
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Fig. 4. Download speed of a specific user (black asterisks) over all the tests (grey dots)
performed by users using the same operator for Internet connection.

happens, while affected users could simply be warned about the unusual values
measured by the tool, so they can decide if it is important to further investigate
the situation or not. Note that this simple example consider only one user to
simplify visualization, but algorithms should be able to consider more users at
a time to investigate if the behavior is typical or due to some specific, isolated,
reasons. Moreover, data analysis and clustering must also be run in real-time
since the unusual behavior may be due only to transient reasons that however
affect many users, e.g., congestion in the network. This is important since it
allows to distinguish typical behaviors and patterns from transient conditions.

In any case, a scalable approach should be used so that even complex algo-
rithms such as machine learning or data mining ones can be efficiently run on
large set of data. Moreover, results should be obtained quickly enough to be use-
ful to the users of the system, e.g., informing them about the characteristics of
the detected situation. A possible approach could be to employ libraries such as
the one of the Mahout project [17] that promises to provide scalable algorithms
for these purposes.

5 Conclusion and Future Work

This work presented the main challenges and issues faced when collecting and
analyzing a large amount of network data measurements. The data collection
architecture of the Neubot project has been discussed including potential evolu-
tions. The possibility to collect huge amount of data has been addressed from the
point of view of both querying data and analyzing it with more complex algo-
rithms, potentially in real-time. The algorithms that are expected to be used on
such data have been discussed including their scalability implications and how
to efficiently address them. Data mining algorithms such as association rules
may be successfully applied to discover interesting correlations that are hidden



212 E. Masala et al.

in the data and that will help in the knowledge discovery process. For example,
the analysis of data distribution over time and for different providers may be
exploited to identify periods of time or providers that become slower or less reli-
able more frequently than usual. We believe that the ability to process such huge
amount of data with complex algorithms in real time can greatly contribute to
gain more understanding in network dynamics by researchers interested in the
area as well as by end-users interested in knowing additional information about
the conditions of the network to which they are connected.
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Abstract. Query selectivity is a parameter that allows to estimate the
size of data satisfying a query condition. For complex range query con-
dition it may be defined as multi integral over a multivariate probability
density function (PDF). It describes a multidimensional attribute value
distribution and may be estimated using the known approach based on
a superposition of Gaussian clusters. But there is the problem of an
efficient integration of the multivariate PDF. This may be solved by ap-
plying Monte Carlo (MC) method which exposes its advantages for high
dimensions. To satisfy the time constraint of selectivity calculation, the
parallelized MC integration method was proposed in the paper. The im-
plementation of the method is based on CUDA technology. The paper
also describes the application designated for obtaining the time-optimal
parameter values of the method.

Keywords: Selectivity Estimation, Data Clustering, Monte Carlo Inte-
gration, CUDA.

1 Introduction

Efficient database query executing requires from a cost query optimizer (CQO)
to obtain the best execution plan during a query prepare phase. Performing the
prepare phase is time-critical and commonly it is assumed that it should take
no more than a few milliseconds. In this phase CQO needs to early estimate
the query result size to choose the optimal way of query processing. Thus a
selectivity parameter is introduced. It is the number of table rows satisfying
given condition divided by the number of all rows in this table. For a single-
table range query with a condition based on many attributes with continuous
domain the selectivity is defined as follows:

sel(Q(a1 < X1 < b1∧· · ·∧aD < XD < bD)) =

b1∫
a1

. . .

bD∫
aD

f(x1, . . . , xD)dx1 . . . dxD

(1)

B. Catania et al. (eds.), New Trends in Databases and Information Systems, 215
Advances in Intelligent Systems and Computing 241,
DOI: 10.1007/978-3-319-01863-8_24, c© Springer International Publishing Switzerland 2014



216 D.R. Augustyn and L. Warchal

where i = 1 . . .D, Xi – a table attribute, ai and bi – query bounds, f(x1, . . . , xD)
– a probability density function (PDF) of a distribution of X1 × · · · ×XD.

To obtain the D-th order definite integral value a representation of multidi-
mensional PDF is required. Because of the curse of dimensionality problem, a
representation based on a simple multidimensional histogram may be not space-
efficient. There are many approaches to the problem of small space-consuming
multidimensional distribution representation e.g. kernel estimator [11], cosine
series [12], discrete wavelets transform [3], Bayesian network [4], sample cluster-
ing [2,8], etc. Here, we use the approach which is based on a superposition of
Gaussian clusters [2] .

The mentioned time limit for the prepare phase forces the relevant upper
limit for a selectivity estimation, which is commonly assumed as about 1ms.
This time constraint is difficult to satisfy but GPU parallel processing capabil-
ities and CUDA technology may help to solve the problem. Such approach was
already proposed for a DCT–spectrum–based representation of attribute val-
ues distribution [1] (no integration of PDF is needed in [1]). Here, we want to
present the efficient, GPU-based method of selectivity estimation which operates
on an approximation of a multivariate PDF. This approach requires to calcu-
late a multi-integral, which is done with CUDA-based Monte Carlo integration
method.

The contributions of this paper are:

– adapting Monte Carlo integration method to GPU for selectivity estimation
based on multidimensional estimator of PDF (applying GPU may improve
enough the efficiency of this method to fulfill the assumed time limitations),

– proposing algorithms for finding the time-optimal values of a method pa-
rameters (like the number of samples processed by each GPU thread).

2 Superposition of Multivariate Normal Distributions as
an Approximate Representation of Multidimensional
PDF – The Theoretical Background

Let us assume that a given multidimensional distribution of attribute values is
well approximated by a weighted sum of Gaussian distributions. The approxima-
tion may be done by clustering data using some variants of the well-known GK
method [6] or the one proposed in [2]. During the update statistics we may find
the number of Gaussian clusters and weight and parameters for each of them.
This allows to obtain an estimator of a multivariate PDF (see Fig.1).

Let us assume:
G – the total number of Gausssian clusters,
Mk – the center of the k-th cluster for k = 1 . . .G (D elements),
Ck – the covariance matrix of the k-th cluster (D ×D elements)
fk(x) – PDF of the k-th cluster:

fk(x) =
1

(2π)
D
2 (det(Ck))

1
2

exp

(
−1

2
(x −Mk)TC−1

k (x −Mk)

)
(2)
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Fig. 1. Visualization of different concepts of selectivity estimation (source [2])

wk – the weight of the k-th cluster (the number of samples which belongs to the
k-th cluster divided by the total number of samples taken from database during
update statistics),
f(x) – PDF as the linear combination of fk(x):

f(x) =
G∑
i=1

wkfk(x). (3)

Obtaining G, wk, Mk, Ck is not done during an on-line query data processing
therefore it is not time-critical. However, a selectivity calculation for a concrete
query condition is. This is the reason why we consider the problem of an efficient
selectivity method that operates over an already prepared PDF estimator.

Let us introduce the modified weight coefficient as follows:

wgk =
wk

(2π)
D
2 (det(Ck))

1
2

(4)

for k = 1 . . . G. Hence, the formula 3 is equivalent to:

f(x) =

G∑
i=1

wgk exp

(
−1

2
(x −Mk)TC−1

k (x −Mk)

)
. (5)

Values of D, G, (wgk)Gi=1, (Mk)Gk=1, (C−1
k )Gk=1 describe the estimator of PDF.

3 Monte Carlo Integration Method – The Theoretical
Background

Obtaining a selectivity value given by (1) is equivalent to the estimation of
a multiple integral value and it will be based on the well-known Monte-Carlo
method and the mean-value theorem of calculus.
Let us assume:
a = [a1, . . . , aD]T and b = [b1, . . . , bD]T – vectors of the range query bounds,
[a1, b1] × · · · × [aD, bD] – query condition hyper-rectangle, denoted by QCHR,
V – integration volume (volume of QCHR):

V = ΠD
i=1(bi − ai) (6)
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xj = [x1j , . . . , xij , . . . , xDj ]
T – random single vector uniformly generated from

QCHR for j = 1 . . .N ,
fj = f(xj) – value of PDF for xj sample,
I – required value of the multi integral (see eq. 1):

I =

∫ b1

a1

. . .

∫ bD

aD

f(x1, . . . , xD)dx1 . . . dxD =

∫
x∈QCHR

f(x)dx (7)

〈f〉 - mean value of f(x) over QCHR:

〈f〉 =
1

V

∫
x∈QCHR

f(x)dx. (8)

Using (7) and (8) we may obtain:

I = V 〈f〉. (9)

Let us assume:
〈̂f〉 – estimator of 〈f〉:

〈̂f〉 =
1

N

N∑
j=1

fj (10)

Î – estimator of I (the selectivity estimator) based on N samples:

Î = V 〈̂f〉 =
V

N

N∑
j=1

fj (11)

〈f2〉 – mean value of f2(x),

〈̂f2〉 – estimator of 〈f2〉 based on N samples:

〈̂f2〉 =
1

N

N∑
j=1

f2
j (12)

s2f – variance of f(x),

s2f = 〈f2〉 − 〈f〉2 (13)

ŝ2f – estimator of variance of f(x) based on N samples.
Using central limit theorem we may find the estimator of the variance of 〈f〉:

ŝ2 =
ŝ2f
N

=
〈̂f2〉 − (〈̂f〉)2

N
(14)

and the estimator of standard deviation of 〈f〉:

ŝ =

√
ŝ2f
N

=
ŝf√
N

=

√
〈̂f2〉 − (〈̂f〉)2

√
N

. (15)
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Using (9) and (15) we may find the estimator of standard deviation of I:

ŝI = V ŝ = V
ŝf√
N

= V

√
〈̂f2〉 − (〈̂f〉)2

√
N

. (16)

Finally, we may obtain the approximate value of selectivity and the estimation
of selectivity approximation error:

Î ± αŝI = Î ± αV
ŝf√
N

= V 〈̂f〉 ± αV

√
〈̂f2〉 − (〈̂f〉)2

√
N

(17)

where α is a parameter needed for setting the confidence interval for I, i.e.
[Î − αŝI , Î + αŝI ]. Because I has a normal distribution, we may use the three
sigma rule for setting the size of confidence interval, i.e. we may choose α. For
α = 1, 2, 3 the confidence levels (probabilities that I values belong to relevant
confidence intervals) equal about 0.65, 0.95, 0.997, respectively.
The estimation error is given by:

E(N) = αV
ŝf√
N

. (18)

Using big-O notation for (18), we can say that formula O(N− 1
2 ) describes the

dependency between the estimation of an error value and the number of samples
for MC method. There is no dependency on D.

For D >∼ 6 MC method becomes better than standard methods of integration
(e.g. Trapezoidal, Simpson etc.) when N is increased. For example, the error
estimation for the method based on 1-dimesional Trapezoidal rule ([5] chapt.

11) is O(h2) = O(N−2). For D-dimensional Trapezoidal rule it is O(N− 2
D ),

thus MC becomes better (N− 1
2 < N− 2

D ) for D > 4. This is the advantage of
MC method for high dimensions.

The method of obtaining the result integral estimator with given error EM

(the maximal absolute estimation error) consists of two stages: the work step
stage and the normal step one.

At the work step stage, we use NWorkStep – some small number of samples
(typically NWorkStep = 1000). First we calculate ŝf (NWorkStep). Using the fol-
lowing inequality:

E(N) =
αV ŝf (NWorkStep)√

N
< EM (19)

we may find NMin – the estimated number of samples needed to ensure that
error is less than EM :

N ≥ NMin = ceil

(
αV ŝf (NWorkStep)

EM

)2

. (20)

At the normal step stage, we calculate Î(NMin), ŝf (NMin), E(NMin) using
additional NFinalStep = NMin −NWorkStep samples. There is a chance that the
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condition E(NMin) < EM is not satisfied, so the next normal step is needed etc.
In practice, only one final step is enough (in most cases, the error condition is
satisfied after taking into account NMin samples).

4 GPU-Accelerated Selectivity Estimation

To take advantage of massive parallelism available on GPU, the MC method de-
scribed in the previous section was adopted to GPU specificity and implemented
in CUDA environment [10] with C language.

On the GPU side all computations are done within a kernel function. As an
input it takes: the number of samples to process (N), the number of dimensions
(D), the number of Gaussian clusters used (G), the number of samples pro-
cessed by each thread (TWS – ThreadWorkSize), integration bounds (a and b
vectors), modified weights ((wgk)Gk=1), clusters centers ((Mk)Gk=1) and inverted
covariance matrices ((C−1

k )Gk=1). As a result, it returns two vectors sum f and

sum f2, containing sums needed to calculate 〈̂f〉 (see eq. 10) and 〈̂f2〉 (see eq.
12), respectively. These are partial results (calculated in each thread block), ag-
gregated later to final result on the CPU side. The kernel function uses random
number generators from CURAND Library [9].

Computations made on the GPU side are done in a 1-dimensional thread
blocks, which have a size equals BLOCK SIZE = 2×WARP SIZE (which is
64 in most cases). Blocks are grouped within a 1-dimensional grid, which size is
calculated according to the following formula: ceil( N

TWS×BLOCK SIZE ).
To reduce the total computation time, several well known optimization tech-

niques were used. To minimize time spent on accessing GPU global memory,
threads within a block use shared memory, where (wgk)Gk=1, (Mk)Gk=1, (C−1

k )Gk=1,
a, b are stored. Also the reduction mechanism [7] was utilized when partial sums
in a block are calculated. Here, we used warp-synchronous approach to avoid an
explicit thread synchronization, hence BLOCK SIZE = 2 ×WARP SIZE.

All computations on GPU are done with a single precision.

4.1 Tuning Process of Obtaining Time-Optimal Parameters

For our algorithm of selectivity calculation we introduced parameters:
TMaxWorkStep (maximum time for a work step) and TAllSteps (maximum time for
a whole selectivity calculation). We used TMaxWorkStep = 0.25ms and TAllSteps =
1ms, respectively.

During the update statistics we obtain not only (wgk)Gk=1, (Mk)Gk=1, (C−1
k )Gk=1

but also time-optimal parameters for selectivity calculation. TWS is one of the
most important because it affects the performance. It depends on D and G, but
does not depend on the other parameters of the PDF estimator.

For the work step stage with given D, G, N = NWorkStep = 1000 and the
time constraint TWorkStep ≤ TMaxWorkStep, we obtain time-optimal TWS and
the corresponding value of TWorkStep according to the Alg. 1. We also obtain
the new improved NWorkStep value, which does not have to be exact 1000 i.e.
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Algorithm 1. Obtaining time-optimal parameters for work step stage

procedure TuneParamsWork(N,D,G, (wgk)
G
k=1, (Mk)

G
k=1, (C

−1
k )Gk=1)

TWorkStep ← 0.25ms
for tws = 1→MAX TWS do � MAX TWS = 20

t1 ← time()
sel,N ′ ← CalcSelectivity(tws,N,D,G, (wgk)

G
k=1, (Mk)

G
k=1, (C

−1
k )Gk=1)

t2 ← time()
if t2 − t1 ≤ TWorkStep then

TWSWorkStep← tws, TWorkStep ← t2 − t1, NWorkStep ← N ′

end if
end for
return TWSWorkStep, TWorkStep, NWorkStep

end procedure

it may be a little greater, if it has no influence on increasing TWorkStep (see N ′

in the Alg. 1) . Finally, for a given D, G we have the optimal: TWSWorkStep,
TWorkStep, NWorkStep.

We assume that there is only one final step. For the normal step stage with
given D, G, and the time constraint: TFinalStep ≤ TAllSteps − TWorkStep, we ob-
tain, according to the Alg. 2, the time-optimal TWS and the maximum number
of samples processed during TFinalStep i.e. NFinalStep. Finally, for a given D, G
we have the optimal: TWSFinalStep, TFinalStep, NFinalStep.

Algorithm 2. Obtaining time-optimal parameters for normal step stage

procedure TuneParamsNormal(D,G, (wgk)
G
k=1, (Mk)

G
k=1, (C

−1
k )Gk=1)

NFinalStep ← NWorkStep, TFinalStep ← 1ms− TWorkStep, break← false
repeat

Ntmp ← NFinalStep +ΔN � ΔN = 100
tws, t,Ntmp ← TuneParamsWork(Ntmp, D,G, . . . )
if t ≤ TFinalStep then

TWSFinalStep ← tws, TFinalStep ← t,NFinalStep ← Ntmp

else
break ← true

end if
until ¬break
return TWSFinalStep, TFinalStep, NFinalStep

end procedure

4.2 CUDA-Based Selectivity Estimation Method

The selectivity estimation method (invoked for concrete a and b) utilizes meta-
data (TWS, T , N) that were obtained for the work step and the final one during
update statistics.
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At the beginning, the work step is preformed with TWSWorkStep, NWorkStep.
If NMin −NWorkStep ≤ 0 (case 1), the work step is sufficient. CPU finishes the

calculations and the resulting integral value Î(NWorkStep), and E(NWorkStep)
value (less than EM ) are returned.

If NMin −NWorkStep ≤ NFinalStep (case 2), the final step is performed with
TWSFinalStep, NFinalStep. CPU finishes the calculations and the resulting in-

tegral value Î(NWorkStep + NFinalStep), and E(NWorkStep + NFinalStep) value
(less than EM ) are returned.

If NMin−NWorkStep > NFinalStep (case 3), the final step is not sufficient. We
may return E(NWorkStep + NFinalStep) before the optional final step execution.
This allows CQO (which invokes this algorithm) to decide if the expected worse
accuracy is acceptable and the final step should be preformed or the optimizer
will use a completely different method of selectivity estimation.

5 Selected Experimental Results

Experiments were conducted on a low-budget GPU device NVIDIA Quatro FX
580 and CPU Intel Xenon W3550 @ 3.07 GHz. We measured a time needed
to transfer a and b from CPU to GPU, execute GPU kernel, transfer sum f
and sum f2 from GPU to CPU, and finally, sum partial results and calculate
resulting selectivity, error estimator and NMin estimator. We do not take into
account transferring PDF parameters from CPU to GPU and initialization of
random generators. These activities may be done once and there is no need to
repeat them with every invoke of selectivity method.

Here, we will present the selected experimental results performed for D = 4,
G = 6. Tab. 1 presents results of a parameters tuning process for a work step
obtained with Alg. 1 (some of them were omitted for clarity). The shortest
calculation time (∼ 0.22ms) is for TWSWorkStep = 2.

Table 1. Obtaining the time-optimal parameter values for the work and final steps

TWSWorkStep TWorkStep[ms] NWorkStep

1 0.2318 1024

2 0.2155 1024

3 0.2313 1152

4 0.2410 1024

5 0.2563 1280

TWSFinalStep TFinalStep [ms] NFinalStep

5 0.4719 11200

20 0.6110 16640

9 0.6346 17280

9 0.6850 18432

10 0.7426 21120

Then we can find the optimal values of TWSFinalStep and NFinalStep param-
eters assuming that computations will take no longer then 0.78ms (TWorkStep +
TFinalStep = TAllSteps = 1ms). This is done according to the Alg. 2. Tab. 1
presents results obtained with this algorithm (some of them were omitted for
clarity). In this particular example: TWSFinalStep = 10, NFinalStep = 21120
and overall selectivity calculation time should be about 0.96ms.
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Here, we will present the example selectivity estimation process which is based
on metadata obtained in the described-above tuning process. We assume α = 2,
EM = 0.01 and the following parameters of the PDF estimator: (wk)6k=1 =[

0.12 0.3 0.19 0.18 0.11 0.1
]
,

(Mk)6k=1 =

⎡⎢⎢⎣
0.18 0.2 0.5 0.11 0.75 0.85
0.25 0.3 0.5 0.14 0.76 0.86
0.23 0.4 0.4 0.13 0.77 0.87
0.24 0.2 0.5 0.12 0.78 0.88

⎤⎥⎥⎦ , (21)

Ck = diag(0.01, 0.01, 0.01, 0.01) for k = 1 . . . 6.
Let us consider the query condition where ai = 0.3 and bi = 0.6 for i = 1 . . . 4

(the same query boundaries in all dimensions). During the work step (run with

NWorkStep = 1024 and TWSWorkStep = 2) we obtain results: Î(1024) = 0.0896,
E(1024) = 0.0049, and NMin = 247 < 1024. This means that the case 1 occurred
and the process of selectivity calculation is finished (during about TWorkStep =
0.2154ms).

Let us consider the query condition with wider ranges i.e. where ai = 0.125
and bi = 0.65 for i = 1 . . . 4. During the work step (with the same NWorkStep

and TWSWorkStep as above) we obtain: Î(1024) = 0.3884, E(1024) = 0.046, and
NMin = 21658 ∈ (1024, 1024 + 21120]. This situation was denoted as the case 2
and after the final step performed with NWorkStep = 21120 and TWSWorkStep =

10 we obtain: Î(1024 + 21120) = 0.3757, E(1024 + 21120) = 0.0094. Both steps
took about 1ms.

We may compare this to the execution time of the referential single-threaded
CPU-based module for selectivity estimation. Selectivity calculating for the same
query condition (case 2) took about 16ms and it does not satisfy the assumed
time constraint.

The situation when performing the final step is not enough (case 3) is possible
of course, but it is rather unlikely to occur. For example if we assume that
distributions of pairs (ai, bi) for i = 1 . . .D (D = 4) are independent and
described by the following 2D-uniform PDF:

ftruncated2D−uniform(ai, bi) =

{
2 for 0 ≤ ai ≤ 1 ∧ 0 ≤ bi ≤ 1 ∧ ai ≤ bi

0 otherwise
(22)

we checked that the case 3 (NMin − NWorkStep > NFinalStep, i.e. NMin >
1024 + 21120) occurs only for about 0.6% of query conditions. This means that
selectivities for a significant number of query conditions are obtained with the
error less than EM . About 92.2% of query conditions are handled during the
work step and about 7.4% during the final one.

6 Conclusions

The paper describes the Monte Carlo-based method of complex range query
selectivity estimation which was adopted to parallel GPU processing. Applying
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GPU allows to use MC approach to time-critical on-line selectivity calculation,
what is impossible in most cases, when a classic single-threaded CPU-based
solution is used because of execution time constraints. The paper also describes
algorithms for tuning the method parameters.

Future plans will concentrate on further improvements of the method, e.g. by
using quasi-random sequences for variance reduction. Especially, we will consider
using Sobol’s sequences that are also supported by CURAND Library.

Acknowledgments. This work was supported by the European Union from
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106/09-02).

References

1. Augustyn, D.R., Zederowski, S.: Applying cuda technology in dct-based method of
query selectivity estimation. In: ADBIS Workshops, pp. 3–12 (2012)
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Abstract. The vast amount of processing power and memory band-
width provided by modern graphics cards make them an interesting
platform for data-intensive applications. Unsurprisingly, the database
research community has identified GPUs as effective co-processors for
data processing several years ago. In the past years, there were many
approaches to make use of GPUs at different levels of a database sys-
tem. In this paper, we summarize the major findings of the literature
on GPU-accelerated data processing. Based on this survey, we present
key properties, important trade-offs and typical challenges of GPU-aware
database architectures, and identify major open research questions.

1 Introduction

Over the last ten years, Graphics Processing Units (GPUs) matured from highly
specialized processing elements to fully programmable, powerful co-processors.
This development has inspired the database research community to investigate
methods for accelerating database systems via GPU co-processing. Several re-
search papers and performance studies demonstrate the potential of this ap-
proach [3,9,14,24] – and the technology has also found its way into commercial
products (e.g., Jedox [1]).

Using graphics cards to accelerate data processing is tricky and has several
pitfalls: First, for effective GPU co-processing, the data transfer bottleneck
between CPU and GPU has to either be reduced or be concealed via clever data
placement or caching strategies. This is a challenging task for existing systems,
given that CPU and GPU often use vastly different data representations. Second,
when integrating GPU co-processing into a “real-world” Database Management
System (DBMS), we have to overcome the problem that DBMS internals, such
as data structures, query processing and optimization, are optimized for CPUs.
While there is ongoing research on building GPU-aware database systems [7,10],
so far no unified GPU-aware DBMS architecture has emerged.
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In this paper, we want to make the community aware of the lack of a GPU-
aware architecture and derive – based on a literature survey – a reduced design
space of such an architecture. In particular, we make the following contributions:
(1) We traverse the design space for a GPU-aware database architecture with re-
spect to functional and non-functional properties based on results of prior work,
and (2) derive research questions that should be investigated by the community.

The paper is structured as follows. In Section 2, we provide necessary back-
ground information about GPUs. We explore the design space for GPU-
accelerated DBMS w.r.t. functional and non-functional properties in Section
3. Finally, we summarize our findings and identify open challenges and research
questions.

2 Background: Graphics Card Architecture

Figure 1 showcases1 the architecture of a modern computer system with a graph-
ics card. The graphics card – henceforth also called the device – is connected
to the host system via the PCIExpress bus. All data transfer between host and
device has to pass through this comparably low-bandwidth bus.

The graphics card contains the GPU and a few2 gigabytes of device memory.
Typically, host and device do not share the same address space, meaning that
neither the GPU can directly access the main memory nor the CPU can directly
access the device memory.

The GPU itself consists of a few multiprocessors, which can be seen as very
wide SIMD processing elements. Each multiprocessor packages several scalar
processors with a few kilobytes of high-bandwidth, on-chip shared memory and
an interface to the device memory.
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Fig. 1. Overview: Exemplary architecture of a system with a graphics card

1 The figure shows the architecture of a graphics card from the Fermi architecture
of NVIDIA. While specific details might be different for other vendors, the general
concepts are found in all modern graphic cards.

2 Typically around 2GB on mainstream cards and up to 16GB on high-end devices.
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3 Exploring the Design Space of a GPU-Aware DBMS
Architecture

In this section, we explore the design space of a GPU-accelerated database
management system. We will look at the design space from two point of views:
non-functional properties (e.g., performance and portability) and functional prop-
erties (e.g., transaction management and processing model). Note that while we
focus on relational systems, most of our discussions apply to NoSQL and multi-
dimensional DBMS as well.

3.1 Non-functional Properties

In the following, we discuss non-functional properties that a DBMS may be
optimized for and the upcoming problems in case GPU-acceleration should be
supported.

Performance. Since the GPU is a specialized processor, it can do certain tasks
(e.g., numeric computation) faster than CPUs, whereas CPUs outperform GPUs
for tasks that are hard to parallelize or involve a lot of control flow instructions
in the algorithm. He and others observed that joins are 2–7 times faster on the
GPU, whereas selections are 2–4 times slower in case data transfers are needed
[15]. Gregg and Hazelwood showed that a GPU algorithm is not necessarily
faster than its CPU counterpart [13], which is mainly caused by expensive data
transfers between CPU and GPU RAM.

We argue that it is therefore a non-trivial problem to select the correct pro-
cessing device for an operation in a query plan. We identify four major factors
that need to be considered in such a decision [7]: (1) the operation to execute,
(2) the features of the input data (e.g., data size, data type, operation selectivity,
data skew), (3) the computational power and capabilities of the processing de-
vices (e.g., number of cores, memory bandwidth, clock rate), and (4) the load on
the processing device (e.g., even if an operation is typically faster on the GPU,
one should use the CPU when the GPU is overloaded).

Through some operations are typically faster (e.g., aggregations) or slower
(e.g., selections) on the GPU, using rules of thumb is unlikely to achieve good
performance because of the large parameter space. Therefore, we argue that one
needs a decision model for operator placement (e.g., Breß and others [5] or He
and others [14]).

Portability. DBMS should be portable over a large variety of hardware. In case
of a GPU-accelerated DBMS, this is a non-trivial task, because using vendor-
specific toolkits such as CUDA binds the DBMS to a certain GPU vendor. There
are two possibilities to counter this: First, implementing all operators for all
vendor-specific toolkits. While this has the advantage that special features of a
vendor’s product can be used to a achieve high performance, it leads to high im-
plementation effort and development cost. Examples for such systems are GDB
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[14] or CoGaDB, a column-oriented and gpu-accelerated DBMS. 3 Second, im-
plementing the operators in a generic framework, such as OpenCL, and letting
the hardware vendor provide the optimal mapping to the given GPU. While
this approach saves implementation efforts and simplifies maintenance, it likely
suffers from performance degradation when compared to vendor-specific frame-
works. To the best of our knowledge, the only system belonging to the second
class is Ocelot [18], which extends MonetDB with OpenCL-based operators.

3.2 Functional Properties

We now discuss the design space for a GPU-accelerated DBMS with respect
to functional properties in consideration of research results in this field. For
this, we will take a look at the following design decisions: (1) main-memory vs.
disk-based system, (2) row-oriented vs. column-oriented storage, (3) processing
models (tuple-at-a-time model vs. operator-at-a-time), (4) GPU-only vs. hybrid
device database, (5) GPU buffer management (column-wise or page-wise buffer
management?), (6) query optimization for hybrid systems, and (7) consistency
and transaction processing (lock-based vs. lock free protocols).

Main-Memory vs. Hard-Disk-Based System. He and others demonstrated
that GPU-acceleration cannot achieve significant speedups if the data has to be
fetched from disk, because of the IO bottleneck, which dominates execution
costs [14]. Since the GPU only improves performance once the data has arrived
in main memory, time savings will be small compared to the total query runtime.
Hence, a GPU-aware database architecture should make heavy use of in-memory
technology.

Row-Stores vs. Column Stores. Ghodsnia compares row and column stores
with respect to their suitability for GPU-accelerated query processing [11]. Gh-
odsnia concluded that a column store is more suitable than a row store, because
a column store (1) allows for coalesced memory access on the GPU, (2) achieves
higher compression rates, an important property considering the current mem-
ory limitations of GPUs, and (3) reduces the volume of data that needs to be
transfered. For example, in case of a column store, only those columns needed for
data processing have to be transferred between processing devices. In contrast,
in a row-store, either the full relation has to be transferred or a projection has
to reduce the relation to the data needed to process a query. Both approaches
are more expensive than storing the data column wise. Bakkum and others came
to the same conclusion [2]. Furthermore, given that we already concluded that
a GPU-aware DBMS should be an in-memory database system, and that cur-
rent research provides an overwhelming evidence in favor of columnar storage
for in-memory systems [4], we conclude that a GPU-aware DBMS should use
columnar storage.

3 http://wwwiti.cs.uni-magdeburg.de/iti_db/research/gpu/cogadb/

http://wwwiti.cs.uni-magdeburg.de/iti_db/research/gpu/cogadb/
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Processing Model. There are basically two alternative processing models that
are used in modern DBMS: the tuple-at-a-time volcano model [12] and operator-
at-a-time bulk processing [21]. Tuple-at-a-time processing has the advantage that
intermediate results are very small, but has the disadvantage that it introduces a
higher per tuple processing overhead as well as a high miss rate in the instruction
cache. In contrast, operator-at-a-time processing leads to cache friendly memory
access patterns, making effective usage of the memory hierarchy. The major
drawback is the increased memory requirement, since intermediate results are
materialized [21].

In the context of GPU-accelerated data management, operator-at-a-time pro-
cessing is more promising than tuple-at-a-time processing, because data can be
most efficiently transfered over the PCIe bus by using large memory chunks [22].
Therefore, approaches such as the tuple-at-a-time processing [12] may exhibit a
poor performance, because they lead to underutilization of the PCIe bus. Fur-
thermore, we identified in prior work that tuple-wise processing is not possible
on the GPU, because inter-kernel communication is undefined [8]. Using the
operator-at-a-time processing scheme avoids this problem. A further advantage
is that the operator-at-a-time processing can be easily combined with operator-
wise scheduling.

Database in GPU RAM vs. Hybrid Device Database. Ghodsnia pro-
posed keeping the complete database resident in GPU RAM [11]. This approach
has the advantage of vastly reducing data transfers between host and device.
Also, since the GPU RAM has a roughly 25 times higher bandwidth than the
PCIe Bus (2.0), this approach is very likely to increase performance significantly.
It also simplifies transaction management, since data does not need to be kept
consistent between CPU and GPU.

However, the approach has some obvious shortcomings: First, the GPU RAM
(up to ≈16 GB) is rather limited compared to CPU RAM (up to ≈2 TB).
This limits the approach to comparably small data sets, and forces the system
to partition data across multiple GPUs to allow reasonable data sizes. This
complicates processing and limits the number of applications that can make use
of the system. Second, a pure GPU database cannot exploit full inter-device
parallelism, because the CPU does not perform data processing. Since CPU and
GPU both have their corresponding sweet-spots for different applications (cf.
3.1), this is a major shortcoming that significantly limits performance in several
scenarios.

Since the problems outweigh the benefits, we conclude that a GPU-aware
DBMS should make use of all available processing devices and not limit itself
to GPU RAM. While this complicates data processing, and requires a data-
placement strategy4, we still expect the hybrid to be faster than a pure CPU or
GPU-based system.

4 Some potential strategies include keeping the hot set of the data resident on the
graphics card, or using the limited graphics card memory as a low-resolution data
storage to quickly filter out non-matching data items [23].
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Effective GPU Buffer Management. The buffer management problem in a
CPU/GPU system is similiar to the one encountered in “traditional” disk-based
or in-memory systems: We want to process data in a faster, and smaller memory
space (GPU RAM), where the data is stored in a larger and slower memory space
(CPU RAM). The novelty in this problem is, that – in contrast to “traditional”
systems – data can be processed in both memory spaces. In other words: We can
transfer data, but we don’t have to. This “optionality” opens up some interesting
research questions, that have not been covered so far.

Data structures and data encoding are often highly optimized for the special
properties of a processing device to maximize performance. Hence, different kinds
of processing devices use an encoding optimized for the respective device (e.g., a
CPU encoding has to support effective caching to reduce the memory access cost
[20], whereas a GPU encoding has to ensure coalesced memory access of threads
to achieve maximal performance [22]). This usually requires trans-coding data
before or after the data transfer, which is additional overhead that can break
performance.

Another interesting design decision is the granularity that should be used
for managing the GPU RAM: pages, whole columns, or whole tables? Since we
already concluded that a GPU-accelerated database should be columnar, this
basically boils down to comparing page-wise vs. column-based caching. Page-
wise caching has the advantage that it is an established approach, and is used
by almost every DBMS, which eases integration into existing systems. However,
a possible disadvantage is that depending on the page size, the PCIe bus may be
underused during data transfers. Since it is more efficient to transfer few large
data sets than many little datasets (with the same total data volume) [22], it
could be more beneficial to cache and manage whole columns.

Query Placement and Optimization. Given that a GPU-aware DBMS has
to manage multiple processing devices, a major problem is to automatically de-
cide which parts of the query should be executed on which device. This highly
depends on multiple factors, including the operation, size and shape of the in-
put data, processing power and computational characteristics of CPU and GPU
as well as the optimization criterion. Optimizing for response time requires to
split a query in parts, so that CPU and GPU can process a part of the query
in parallel. For workloads that require a high throughput, different heuristics
have to be developed. Furthermore, given that we can freely choose between
multiple different processing devices with different energy characteristics, non-
traditional optimization criteria like energy-consumption or cost-per-tuple are
highly interesting in the scope of GPU-aware DBMS.

He and others were the first to address hybrid CPU/GPU query optimiza-
tion [14]. They used a Selinger-style optimizer to create initial query plans and
then used heuristics and an analytical cost-model to split a workload between
CPU and GPU. In our previous work, we proposed a framework that can per-
form cost-based operation-wise scheduling and cost-based optimization of hybrid
CPU/GPU query plans, which is designed to be used with operator-at-a-time
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bulk processing [6]. Heimel and others suggest using GPUs to accelerate query
optimization instead of query processing. This approach could help to tackle the
additional computational complexity of query optimization in a hybrid system
[17]. It should be noted that there is some similarity to the problem of query
optimization in the scope of distributed and federated DBMS [19]. However,
we believe that query processing in distributed systems is too different from
query processing in hybrid CPU/GPU systems to simply reuse these results. In
particular:
1. In a distributed system, nodes are autonomous. This is in contrast to hybrid

CPU/GPU systems, because the CPU explicitly commands co-processors
what they have to do.

2. In a distributed system, there is no global state. However, we have a global
state in hybrid CPU/GPU systems, because the CPU knows which co-
processor performs a certain operation on a specific dataset.

3. The nodes in a distributed system are homogeneous, in contrast to highly
heterogeneous processors in hybrid CPU/GPU systems.

4. The nodes in a distributed system are loosely coupled, meaning that a node
may loose network connectivity to the other nodes or might crash. In a hybrid
CPU/GPU system, nodes are tightly bound. That is, no network outages are
possible due to a high bandwidth bus connection, and a GPU does not go
down due to a local software error, rather the whole hybrid database system
crashes.

We conclude that traditional approaches for a distributed system do not take
into account specifics of hybrid CPU/GPU systems. Therefore, tailor-made co-
processing approaches are likely to outperform approaches from distributed or
federated query-processing.

Consistency and Transaction Processing. While keeping data consistent in
a distributed database is a widely studied problem, research on transaction man-
agement on the GPU is almost non-existent. The only work we are aware of was
done by He and others [16] and indicates, that a locking-based strategy signifi-
cantly breaks the performance of GPUs [16]. They developed a lock-free protocol
to ensure conflict serializability of parallel transactions on GPUs. However, to
the best of our knowledge, there is no work that explicitly addresses transaction
management in a GPU-aware DBMS. It is therefore to be investigated, how the
performance characteristics of established protocols of distributed systems are
compared to tailor-made transaction protocols.

Essentially, there are three ways of maintaining consistency between CPU
and GPU: (1) Each data item could be kept strictly in one place. In this case,
we would not require any replication management, and would have to solve a
modified allocation problem. (2) Use established replication mechanisms, such as
read one write all or primary copy. (3) Perform updates always on one processing
device (e.g., the CPU) and periodically synchronize these changes the other
devices.
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4 Discussion and Future Directions

In this paper, we argue that GPU-aware (co-processor-accelerated) database
architectures are the natural next step for in-memory database systems to further
reduce the “memory wall” due to inter-processing-device parallelization. Taking
a look at existing work, we explored the design space of such a system and –
summarizing our findings – we argue that a GPU-aware database architecture
should be an in-memory, column-oriented DBMS using the operator-at-a-time
bulk processing model, a co-processor and data-locality-aware query optimizer,
which distributes the workload on all available (co-)processors as well as an
optimistic transaction protocol, such as the timestamp protocol.

However, based on existing research, we cannot answer all architectural design
decisions. Therefore, we identify open challenges and research questions.

4.1 Open Challenges on GPU-Accelerated Data Management

We identify the following open challenges :

1. GPU-accelerated databases try to keep relational data cached on the device
to avoid data transfer. Since device memory is limited, this is often only
possible for a subset of the data. Deciding which part of the data should be
offloaded to the GPU – finding a so called data placement strategy – is a
difficult problem that currently remains unsolved.

2. Due to result transfer costs, operators that generate a large result set are
often unfit for GPU-offloading. Since the result size of an operation is typi-
cally not known before execution, predicting whether a given operator will
benefit from the GPU is a hard problem.

3. GPU-accelerated operators are of little use for disk-based database systems,
where most time is spent on disk I/O. Since the GPU improves performance
only once the data is in main memory, time savings will be small compared to
the total query runtime. Furthermore, disk-resident databases are typically
very large, making it harder to find an optimal data placement strategy.

4. Having the option of running operations on a GPU increases the complexity
of query optimization: The plan search space is drastically larger and a cost
function that compares runtimes across architectures is required. While there
has been prior work in this direction [5,6,14], GPU-aware query optimization
remains an open challenge.

4.2 Research Questions

We identify the following research questions, which should be investigated in
future work:

1. How can GPU-acceleration be integrated in column stores, and – in particu-
lar – how should an efficient data-placement and query optimization strategy
for a GPU-aware DBMS look like?
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2. Which parts of a database engine should be hardware-conscious (fine-tuned
to a particular architecture), and which parts should be hardware-oblivious
(implemented in a general framework like OpenCL, that can be mapped to
multiple architectures at runtime)?

3. How does the performance differ when comparing distributed-query-processing
approaches with tailor-made approaches for hybrid CPU/GPU systems?

4. What is a suitable transaction protocol that ensures ACID properties over
all (co-)processors?

5. Is it feasible to include GPU-acceleration in an existing DBMS by changing
the architecture successively (e.g., Ocelot) or are the necessary changes on
DBMS architecture and software so invasive and expensive that a rewrite
from scratch is necessary (e.g., CoGaDB)?

We hope to tackle most of these questions in the course of our research projects
Ocelot [18] and CoGaDB. Ocelot investigates the research questions from the
point of view of a hardware-oblivious database engine (OpenCL) whereas
CoGaDB takes the position of a hardware-sensitive database engine (CUDA).
Furthermore, the systems implement the results of our discussions in this paper
differently: While Ocelot includes GPU-acceleration in an existing DBMS (Mon-
etDB) altering the architecture iteratively, CoGaDB is a complete rewrite that
implements the architectural design advises from this paper.
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Abstract. Nowadays, we can observe increasing interest in processing and
exploration of time series. Growing volumes of data and needs of efficient
processing pushed research in new directions. GPU devices combined with fast
compression and decompression algorithms open new horizons for data intensive
systems. In this paper we present improved cascaded compression mechanism for
time series databases build on Big Table–like solution. We achieved extremely
fast compression methods with good compression ratio.

Keywords: time series database, lightweight lossless compression, GPU, CUDA.

1 Introduction

Specialized time series databases play important role in industry storing monitoring
data for analytical purposes. These systems are expected to process and store millions
of data points per minute, 24 hours a day, seven days a week, generating terabytes of
logs. Due to regression errors checking and early malfunction prediction these data must
be kept with proper resolution including all details. Solutions like OpenTSDB [11],
TempoDB [3] and others deal very well with these kind of tasks. Most of them work
on a clone of Big Table approach from Google [5], a distributed hash table with mutual
ability to write and read data in the same time.

Usually systems compress data before writing to a long-term storage. It is much more
efficient to store data for some time in a memory or disk buffer and compress it before
flushing to disk. This process is known as a table row rolling. Current systems like
HBase [1], Casandra [6] and others offer compression optimization for entire column
family. This kind of general purpose compression is not optimized for particular data
being stored (i.e. various time series with different compression potential stored in one
column family).

Similar problems appear in in-memory database systems. Solutions based on GPU
processing (like ParStream [2]) tend to pack as many data into GPU devices global
memory as possible. Efficient data compression method would significantly improve
abilities of these systems. An average internet service with about 10 thousands of
simultaneously working users may generate around 80GB of logs every day. After
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compression they could fit into two Nvidia Tesla devices where average query can be
processed within seconds compared to minutes in case of standard systems.

In case of time series compression ratio could be improved by a method tuned to
types of data including its variability, span, differences, etc. However, tuning time slows
down compression and often cannot fit into time window available in real time moni-
toring systems. This paper describes a dynamic compression strategy planner for time
series databases using GPU processors with reasonable processing time and compres-
sion ratios. What is even more important, the resulting compressed data block can be
decompressed very quickly directly into the GPU memory additionally allowing for
ultra fast query processing, what we discussed in our previous publication [12].

The main contribution of this work is:

– three new implementations of patched compression algorithms on GPU
– a new dynamic compression planner for lightweight compression methods
– categorization for compression methods and reduction of configuration space for

optimal plan searching
– evaluation of the achieved results on real-life data

Section 2.1 presents a general view of the system, section 2.2 contains the main con-
tribution of our work: the dynamically optimized compression system. Experimental
runtime results are contained in section 3 while section 4 concludes.

1.1 Motivation and Related Work

Optimal data compression of time series is an interesting and widely analysed com-
putational problem. Lossless methods often use some general purpose compression al-
gorithms with several modifications according to knowledge gathered from data. On
the other hand, lossy compression approximate data using, for instance, splines, piece-
wise linear approximation or extrema extraction [9]. For industrial monitoring, lossy
compression cannot be used due to possible degradation of anomalies.

In case of lossless compression one can use common algorithms (ZIP, LZO) which
tend to consume lot of computation resources [4,15] or lightweight methods which are
faster but not so effective. Our dynamic method attempts to combine properties of both
approaches: is lossless but much faster than common algorithms, offers good compres-
sion ratios and may be computed incrementally. Also ability to decompress values di-
rectly into the processor shared memory should improve GPU memory bandwidth and
enable it to be used in many data intensive applications.

An important challenge is to improve compression factor with an acceptable process-
ing time in case of variable sampling periods. Interesting results in the filed of lossless
compression done on GPU were presented by Fang et al. [8]. Using a query planner it
was possible to achieve significant improvement in overall query processing on GPU by
reducing data transfer time from RAM to global device’s memory space. The strategy
applied in our work is based on statistics calculated from inserted data and used to find
an optimal cascaded compression plan for the selected lightweight methods.

In a time series database we often observe data grouped into portions of very differ-
ent characteristics. Optimal compression should be able to apply different compression
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plans for different time series and different time periods. Comparing to [8] and [4] we
can achieve better results by using dynamic compression planning methods with auto-
mated compression tuning upon processed time series data.

2 Dynamically Optimized Compression System

2.1 Time Series Database Architecture

General View A typical time series database consists of three layers: data insertion
module, data storage and querying engine. Our compression mechanism touches all the
layers working as a middle tier between the data storage and the rest of the system. In
this work we shall focus on data compression mechanism assuming that decompression
used by the query engine is an obvious opposite process.

2.2 Data Insertion

Data Collection. The data acquisition from ongoing measurements, industrial pro-
cesses monitoring [10], scientific experiments [13], stock quotes or any other financial
and business intelligence sources has got continuous characteristic. These discrete ob-
servations T are represented by pairs of a timestamp and a numerical value (ti,vi) with
the following assumptions: a) number of data points (timestamps and their values) in
one time series should not be limited; b) each time series should be identified by a name
which is often called a metric name; c) each time series can be additionally marked with
a set of tags describing measurement details which together with metric name uniquely
identifies time series; d) observations may not be done in constant time intervals or
some points may be missing, which is probable in case of many real life data.

Initial Buffering. Due to optimization purposes, data sent to the data storage should
be ordered and buffered into portions, minimizing necessary disk operations but also
minimizing the distributed storage nodes intercommunication. Buffering also prepares
data to be compressed and stored optimally in an archive. Simplicity of data model
imposed separated column families for compressed and raw data. Time series are sepa-
rately compacted into larger records (by a metric name and tags) containing a specified
period of time (e.g. 15 minutes, 2 hours, 24 hours – depending on the number of obser-
vations). This step directly predeceases dynamic compression which is described in the
next section.

2.3 Compression Algorithms

Patched Lightweight Compression. The main drawback of many lightweight com-
pression schemes is that they are prone to outliers in the data frame. For example,
consider following data frame {1,2,3,2,2,3,1,1,64,2,3,1,1}, one could use the 2 bits
fixed-length compression to encode the frame, but due to the outlier (value 64) we have
to use 6-bit fixed-length compression or more computationally intensive 4-bit dictio-
nary compression. Solution to the problem of outliers has been proposed in [15] as a
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modification to three lightweight compression algorithms. The main idea was to store
outliers as exceptions. Compressed block consists of two sections: the first keeps the
compressed data and the second exceptions. Unused space for exceptions in the first
section is used to hold the offset of the following exceptions in the data in order to
create linked list, when there is no space to store the offset of the next exception, a com-
pulsive exception is created [15]. For large blocks of data, the linked lists approach may
fail because the exceptions may appear sparse thus generate a large number of com-
pulsory exceptions. To minimise the problem various solutions have been proposed,
such as reducing the frame size [15] or algorithms that do not generate compulsive ex-
ceptions [7,14]. The algorithms in this paper are based largely on those described by
Yan [14]. In this version of the compression block is extended by two additional arrays
- exceptions position and values. Decompression involves extracting data using the un-
derlying decompression algorithm and then applying a patch (from exceptions values
array) in the places specified by the exceptions positions. As exceptions are separated,
data patching can be done in parallel. During compression, each thread manages two
arrays for storing exception values and positions. After compression, each thread stores
exceptions in the shared memory, similarly exceptions from shared memory are copied
to the global memory. Patched version of algorithms are only selected if compression
ratio improves. Otherwise non patched algorithms are used. Therefore complex excep-
tions treatment may be omitted speeding up the final compression.

SCALE. Converts float values to integer values by scaling. This solution can be used
in case where values are stored with given precision. For example, CPU temperature
56.99 can be written as 5699. The scaling factor is stored in compression header.

DELTA. Stores the differences between successive data points in frame while the first
value is stored in the compression header. Works well in case of sorted data, such as
measurement times. For example, let us assume that every 5 minutes the CPU temper-
ature is measured starting from 1367503614 to 1367506614 (Unix epoch timestamp
notation), then this time range may be written as {300, . . . ,300}.

(Patched) Fixed-length Minimum Bit Encoding (PFL and FL). FL and PFL com-
pression works by encoding each element in the input with the same number of bits
thus deleting leading zeros at the most significant bits in the bit representation. The
number of bits required for the encoding is stored in the compression header. The
main advantage of the FL algorithm (and its variants) is the fact that compression and
decompression are highly effective on GPU because these routines contain no
branching-conditions, which decrease parallelism of SIMD operations. For best effi-
ciency dedicated compression and decompression routines are prepared for every bit
encoding length with unrolled loops and using only shift and mask operations. Our im-
plementation does not limit minimum encoding length to size of byte (as in [8]). Instead
each thread (de)compresses block of eight values, thus allowing encoding with smaller
number of bits. For example, consider following data frame {1,2,3,2,2,3,1,2,3,1,1},
one could use the 2 bits fixed-length compression to encode the frame.

(Patched) Frame-Of-Reference (PFOR and FOR). Works similarly to FL and PFL,
except before compression it transforms each value into an offset from the reference
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value (for example smallest value) in compression block. Reference value is then stored
in compression header. In this situation, we need exactly �log2(max−min+1)� bits to
encode each value in the frame. For example, this is useful when storing measurement
times, consider time range {1367503614, . . .,1367506614}, then using FOR we only
need �log2(1367506614−1367503614+1)= 12� bits to store each value in this range
(as opposed to 31 bits without this transformation).

(Patched) Dictionary (DICT and PDICT). DICT is suitable for data that have only
a small number of distinct values. It uses a dictionary of distinct values. For compres-
sion and decompression purposes, dictionary is loaded into the shared memory. Binary
search is used during compression to lookup values, then an index of value is used to
encode. Decompression simply retrieves values at given index from dictionary. DICT
writes indexes using byte-aligned types, for better compression a combination with
other compression algorithm should be used. For example, consider data frame {0,
500, 1500, 100, 100, 1500000, 100, 15000} using DICT only 1 byte is needed to store
each value (even less if combined with other compression algorithm) in comparison to
pure FL where more than 2 bytes would have been used.

Run-Length-Encoding (RLE) and Patched Constant (PCONST). RLE encodes val-
ues with a pair: value and run length, thus using two arrays to compress data. Consider
following data frame {1,1,1,1,1,2,2,2,2,3,3,3}, then RLE would create two arrays:
values {1,2,3} and run length {5,4,3}. PCONST is a specialized version of RLE where
almost whole data frame consist of one value with some exceptions. This may be re-
constructed using: frame length, constant value and PATCH arrays. For example, let us
assume that a measurement is done every five minutes with some exceptions, then delta
is almost always constant and equals 300, any other value will be stored as exception.

2.4 Cascaded Compression Planer

Cascaded compression can significantly improve the compression ratio. However, there
are two problems arising. First, there is a risk that cost of decompression will neglect
benefits from lower transfer costs. Second problem is arising when searching for an op-
timal compression methods composition. Even relatively short plan of cascaded com-
pressions (i.e. using 6 compositions out of 10 algorithms with repetitions) may generate
a very large search space (in our example ∑6

i=1 10i = 1,111,110). Significant reductions
must be done in order to achieve fast compression and best plan fitting in a reasonable
time. We assumed that the time limit is set by corresponding CPU performance mea-
sured for one base compression step (see next section). Therefore in our method, the
whole compression process including copying data to GPU, data statistics evaluation,
optimal plan searching and final compression plan execution must be always faster than
mentioned limit.

Stage One: Static Planner – Reduction of Plans Search Space. In the first static
stage we determined acceptable transitions between compression algorithms which
were divided into three categories: initial transformation, base compression, helper
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compression. The complete compression schema is always composed of algorithms
selected from these ordered categories with the following purposes:

1. Transformation algorithms (SCALE, DELTA). All algorithms in this section are
optional but may be used together (if present must be applied in the given order).
Goal: Improve properties of data storage and prepare for better compression.

2. Base compression algorithms (PDICT, PFL, PFOR, RLE, PCONST). Only one
algorithm may be selected as the base algorithm. All algorithms in this section
use two or more arrays. Some of them, may qualify for further compression using
Helper compression algorithms.

3. Helper compression algorithms (FOR, FL, DICT). The algorithms used to com-
press selected arrays from the previous step. Each of the resulting arrays can be
compressed with only one algorithm. In order to minimize the stages of decom-
pression PATCH algorithms, which could create new arrays for compression, are
excluded. The base algorithm used may limit algorithms in this section. For exam-
ple, exceptions and values arrays in all PATCH algorithms may only be compressed
with FL.

Composition of all sensible paths between algorithms in these three categories leaves
only 32 suitable compression plans out of former one million. The longest possible
cascaded compression plan may be composed of six steps.

Stage Two: Hints System – Possibility of Manual Tuning. Another reduction of pos-
sible compression plans generated in the first stage can be done manually by a user
speeding up further plan choosing. Number and types of hints may vary in different
situations. For example, in time series systems timestamps are always sorted and if we
consider separated compression methods for timestamps and values we may find differ-
ent and better plans for them. A hint indicating sorted input may suggest using DELTA
before base algorithms. Additionally, for every metric additional features may be speci-
fied or even specific compression algorithm may be enforced. Currently supported hints
are located in Table 1.

Table 1. A sample set of hints for a time series compression planner

Hints Meaning
SCALE, (P)FL, RLE
DELTA, (P)FOR (P)DICT, PCONST

Enforces a specific compression algorithm in the plan.

SORTED Specify whether the data is sorted.
TIMESTAMP Automatically added by system to timestamps. Sets SORTED to

True and SCALE to False.
DATA Automatically added by system to time series values. If not other-

wise specified sets SORTED to False and SCALE to False.
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Stage Three: Dynamic Statistics Generator – Finding an Optimal Plan. In the last
step, a maximal compression ratio plan is selected upon dynamically computed statis-
tics. In our system they must be generated for each metric and rolled time period. Pre-
computing them and storing aside is not an optimal solution due to necessity of constant
update and allocation of additional memory. Therefore all necessary estimations are cal-
culated during this stage. Please note that if a plan contains a transformation algorithm
then it must be applied before calculating statistics because it influences data.

Estimation results heavily depend on compression algorithms parameters. In [8] the
choice of optimal parameters was straightforward, because used algorithms supported
only compression of value to byte-aligned size (which reduced number of parameters)
and did not allow exceptions in data (only one set of parameters was correct). How-
ever, in compression algorithms and compression plans which use PATCH mechanism,
optimal parameter selection is more complex. Factors such as the number of generated
exceptions and estimated exception compression size should be taken into account. For
example, following data frame {1,2,3,2,32,3,3,1,64,2,1,1} could be compressed us-
ing PFL algorithm using 2 bits, 5 bits or 6 bits fixed-length, generating two exceptions
(32, 64), one exception (64) or no exceptions. In this case, for each compression plan
(selected in previous stages) a satisfactory set of parameters should be selected in order
to correctly estimate compressed data size. This kind of computationally intensive task
is ideal for parallel processing on a GPU device.

The following algorithms are used to calculate statistics.

– Bit histogram – used in size estimation of (P)FL and (P)FOR (includes estimation
size of PATCH arrays with and without compression). Implemented with double
buffering (registers and shared memory).

– Dictionary counter – used in size estimation of (P)DICT (includes estimation size
of PATCH arrays with and without compression). As a side effect dictionary is gen-
erated for further usage if needed. Implemented with sort and reduction operations.

– Run length counter – used in RLE and PCONST. Implemented with reduction op-
eration on key-value pairs.

All the above procedures were implemented using GPU parallel primitives mostly with
CUDA Thrust library assuring the best performance. After statistics calculation step,
the data is located in a GPU device memory and can be compressed without additional
costs associated with the data transfer.

A complete plan evaluation must include base compression algorithm and dedicated
helper algorithms sets. In case of all base algorithms, except for RLE, the helper com-
pression algorithms appearing in the plan are already taken into account in the statis-
tics. RLE requires to perform compression and then calculate statistics for the helper
algorithms. For example, let us consider the following compression plan [[SCALE,
DELTA], [PFL], [FL,FL]] (notation – [transformation algorithms, base compression,
helper methods]), first we apply transformation algorithms before estimating base algo-
rithm compression size. Let us denote the data after applying the transformation algo-
rithms by (xi)i∈I . For 1 ≤ j ≤ 32 let g( j) = #{i ∈ I: j bits are sufficient to write xi}. The
size of the data after compression using remaining part of plan (i.e. [[PFL], [FL,FL]])
is then estimated by
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E := min
1≤ j≤32

(
j

∑
l=1

g(l) · len(g) +
32

∑
l= j+1

g(l)(�log2 len(g)�+ last(g)− j)

)
,

where len(g) = ∑32
l=1 g(l) and last(g) = max1≤l≤32{l:g(l) �= 0}. First sum estimates

base algorithm compression size and second estimates compression size of two excep-
tion arrays compressed using FL algorithm. If we change PFL to PFOR similar estima-
tion is made but in first step min(xi)i∈I is subtracted from all values. PDICT works on
dictionary counter array and uses it to build an optimal dictionary with exceptions (i.e.
PDICT generate three output arrays and each may be compressed using FL, optimal
dictionary with exception is such that minimizes estimated compression size after ap-
plying PDICT algorithm and using FL helper algorithm). Detailed description of other
evaluation functions is beyond the size limitation of this paper and will be published
separately.

3 Runtime Results

We compared effectiveness of dynamic compression planner and a single static plan
within the same CF (Column Family – portion of data rolled in a database) by running
the prototype system on samples from a set of network servers monitoring. The data
included memory usage, the number of exceptions reported, services occupancy time
or CPU load. Data covered a sample of 20 days of constant monitoring and contained
about 91K data points in just a few time series (available at www.mat.umk.pl/˜eror/
gid2013). It was taken as a very short and limited sample from a telecommunication
monitoring system which collects about 700.000 data points per day. Please note that in
this case quality of the sample (its origin) is more important than its length.

We used the following equipment: Nvidia® Tesla C2070 (CC 2.0) with 2687 MB; 2
x Six-Core processor AMD® Opteron™ with 31 GB RAM, Intel® RAID Controller
RS2BL040 set in RAID 5, 4 drives Seagate® Constellation ES ST2000NM0011 2000 GB,
Linux kernel 2.6.38–11 with the CUDA driver version 5.0.

3.1 Evaluation of Compression Planer

The evaluation was divided into two parts. The first measured efficiency of dynamic
planner and was intended to prove the basic contribution of this work. The second
checked efficiency of GPU based statistics evaluation when compared to CPU and prov-
ing contribution concerning time efficiency.

Figure 1 on the right shows compression ratio (original size / compressed size) us-
ing several static plans (one compression plan for the whole column family) and dy-
namic plan (dynamically chosen compression plan for different metrics, tags and time
ranges). In case of timestamps, five static plans were generated using DELTA algorithm
combined with five base compression methods (and helper compression algorithms if
suitable). Similarly, for data values five plans where selected except SCALE was used
instead of DELTA. We may observe, that for timestamp arrays, compression ratio of dy-
namic compression plan was equivalent to best static compression plan. This situation
appeared because all time series were evenly sampled in this case. Therefore one static

www.mat.umk.pl/~eror/gid2013
www.mat.umk.pl/~eror/gid2013
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Fig. 1. Efficiency of the prototype dynamic compression system working on GPU. (left)
Compression ratio for static (SP*) and dynamic (DP*) plans. I stands for index and V for values.
(right) Statistics calculation speed-up including GPU memory transfer and using sample data
with 8M values. (higher is better)

Table 2. Achieved bandwidth of pure compression methods (no IO)

Algorithm DELTA SCALE (P)DICT (P)FOR (P)FL RLE PCONST
GB/s 28.875 41.134 6.924 9.124 9.375 5.005 2.147

plan for all metrics generated the same results as dynamic plan, selected for each time
series separately. Note that in real systems, some measurements may be event-driven
and thus dynamic plan could generate better results.

For data values, dynamic compression plan almost doubles compression ratio of best
static compression plan which means that dynamic tuning was much better than selec-
tion of one static plan for the whole buffered column family. Obviously, this is heavily
data dependant, but as a general rule dynamic compression plan will never generate a
compression plan worse than the best static plan (as it always minimizes locally). Ad-
ditionally hints system may be used to enforce static compression plan for cases when
using dynamically generated compression plan does not produce satisfactory profits.

In Fig. 1 on the left GPU statistic generator is compared to similar CPU version
(implemented as a single thread). A significant speed-up of factors from 10 to 70 was
gained which guarantees no slowdown in a lightweight compression application.

4 Conclusions and Future Research

We successfully extended results from [8,12] by introducing three new implementa-
tions of patched compression algorithms on GPU (i.e. Patched DICT, Patched Const.
and Patched Fixed Length). Furthermore we presented a dynamic compression planner
adapted to time series compression in a NoSQL database. Our planner uses statistics
calculated on the fly for the best plan selection. Resulting compression ratios and algo-
rithms bandwidth combined with ultrafast decompression [8,12] on GPU are attractive
solutions for databases.
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Our future work will concentrate on query optimization in hybrid CPU/GPU envi-
ronment, query execution on partially compressed data and extending dynamic com-
pression planner by introducing additional costs factors (i.e. decompression execution
time[8] or potential of query execution on compressed data).
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Abstract. An algorithm for performing online clustering on the GPU
is proposed which makes heavy use of the atomic operations available on
the GPU. The algorithm can cluster multiple documents in parallel in
way that can saturate all the parallel threads on the GPU. The algorithm
takes advantage of atomic operations available on the GPU in order to
cluster multiple documents at the same time. The algorithm results in
up to 3X speedup using a real time news document data set as well as on
randomly generated data compared to a baseline algorithm on the GPU
that clusters only one document at a time.

Keywords: Document Clustering, GPU, NewsStand, TwitterStand.

1 Introduction

Our work on indexing spatial and temporal data [1,4,5,6] and similarity search-
ing [3,7,9] in the serial domain as well as in a distributed domain [10] and on
GPUs [2] has led us to work on indexing textual representations of spatial data
found in documents such as news articles [11] and tweets [8] to be accessed using
a map query interface. A key piece of technology that makes all these systems
work is an online clustering algorithm that takes news articles and noisy tweets
as input streams and aggregates them into news topics. As news articles and
Tweets enter our system as an input stream, we assign them to news clusters,
which is a one-shot process, meaning that once an article is added to a cluster, it
remains there forever. We will never revisit or recluster the news article, which is
desirable because articles and Tweets are coming at a high throughput rate, and
we need a fast and efficient clustering system that maintains good quality clus-
tering output. In other words, our clustering algorithm is an online algorithm,
and the additional constraints imposed on this problem add new complexity. Our
clustering algorithm is different from traditional document clustering algorithms
(such as the ones used by Google News) as we do not have access to the entire
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data set at the start of the algorithm. In particular, our online clustering algo-
rithm is a leader-follower type algorithm [8,11], which means that our similarity
function takes into account both content as well as the publishing time.

The focus of this paper is on developing clustering methods that are both
online in nature as well as being able to take advantage of the parallelism and
computational intensity afforded by Graphical Processing units in order to keep
pace with the rate of arrival of these news articles. To cope with the high rate of
our input stream and the need to process the input quickly in one shot, requires
the mapping of the online clustering algorithm to the GPU in order to achieve a
reasonable speed-up versus a CPU only implementation. Our clustering imple-
mentation uses the vector space model to represent documents, and makes use
of the popular TF-IDF (term frequency inverse document frequency) method
for computing term weights. We use the Euclidean dot product as our similarly
metric between document vectors and cluster vectors. Online clustering is a chal-
lenging problem for the GPU because it is bandwidth intensive as opposed to
being only computationally intensive. Fast document clustering requires main-
taining an index on the clusters associated with every term in the document
corpus. This allows for fast pruning of clusters that have no terms in common
with a given document. This index is large and must be stored in GPU memory.
The index is highly dynamic, and new parallel algorithms must be developed to
update the index in an efficient manner. Another challenge that we face is how
to evenly assign computations to each thread, as the work associated with each
document to be clustered is extremely variable. Finally, other challenges emerge
when the entire corpus cannot fit into GPU main memory.

Online document clustering takes as its input a list of document vectors, or-
dered by time. A document vector consists of a list of K terms and their associ-
ated weights. The generation of terms and their weights from the document text
may vary, but the TF-IDF (term frequency-inverse document frequency) method
is popular for clustering applications [12]. The assumption is that the resulting
document vector is a good overall representation of the original document. We
note that the dimensionality of the document vectors is very high (potentially
infinite), since a document could potentially contain any word (term). We also
note that the vectors are sparse in the sense that most term weights have a zero
value. We assume that any term not explicitly present in a particular document
vector has a weight of zero. Document vectors are normalized. In addition, clus-
ters are represented as a list of weighted terms. At any given time, a cluster’s
term vector is equal to the average of all the document vector’s contained by
the cluster. Cluster term vectors are truncated to the top K terms (those con-
taining the highest term weights) and then are normalized. The objective of the
algorithm is to partition the set of document vectors into a set of clusters, each
cluster containing only those documents, which are similar to each other with
respect to some metric. For this paper, we consider the Euclidean dot product
as the similarity metric, as it has been shown to provide good results with the
TF-IDF metric [12]. The similarity between a cluster and a document is defined
as the dot product between their term vectors.
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The rest of the paper is organized as follows: Section 2 presents a sequen-
tial algorithm for online clustering. Section 3 describes a PRAM algorithm for
par-allel online clustering one document at a time using a CRCW programming
model. Section 4 presents a practical implementation of a parallel online clus-
tering algorithm, which clusters mutiple documents at a time suitable for the
CUDA parallel computing architecture [13]. Experimental results are presented
in Section 5. Concluding remarks are provided in Section 6.

2 Sequential Clustering on the GPU

We first present a simple algorithm to cluster documents on the GPU one doc-
ument a time. This algorithm also serves as a baseline for our main algorithm
that will be presented later that can cluster multiple documents at the same
time. The basic sequential online clustering algorithm takes as input a list of n
document vectors, as well as a clustering threshold T ranging between 0 and 1.
Below is a high level overview of the algorithm.

For each document D (ranging from 0 to n− 1)
Choose the cluster C most similar to D
if similarity(C, D) > T then

Add document D to cluster C
Recompute C’s term vector

else
Create a new cluster consisting of only the document D

end

Algorithm 1. Sequential Clusterer 1 on the GPU

In the worst case, Algorithm 1 takes O(n2) dot products to cluster n doc-
uments as each document could end up forming its own cluster. However, the
sparseness of document vectors means that very few number of distance compu-
tations are needed per document [2,14]. Most document vectors have very few
terms in common with other document vectors. Therefore, for each term in doc-
ument vector D, we will have a limited number of clusters whose term vector
contains a non-zero weight for that term. By keeping a list of clusters for each
unique term seen by the clustering algorithm so far, we can reduce the number
of dot products needed per document to only those dot products that will be
non-zero. Let D[t] represent the weight of term t for document D (the weight
associated with t in D’s term vector). Similarly, let C[t] represent the weight of
term t for cluster C. We can avoid unnecessary work within dot products by keep-
ing the term weight in each term list with its corresponding cluster. For instance,
the term list for term t is: TermList[t] = (C1, C1[t]), (C2, C2[t]), · · · (Cp, Cp[t]).

This indicates that cluster Ci contains a non-zero weight for term t. Adding
the weight information to the term list allows us to compute only the non-zero
partial dot products between documents and clusters efficiently, since we have no
need to look up t’s weight in Ci’s term vector. We describe a sequential algorithm
on the GPU in Algorithm 2 which makes use of the TermList data structure.
Note that we use D both to refer to the document and its term vector.
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TermList ← Set of empty lists
for each document D (ranging from 0 to n− 1) do

Candidates ← Empty Set
Results ← Array of size D, initialized to all 0
for each term t in D’s term vector do

for each (Ci, Ci[t]) in TermList[ t ] do
Results[ Ci ] = Results[ Ci ] + Ci[t] * D[t]
if Candidates does not contain Ci then

Add Ci to Candidates
end

end

end
Choose the cluster C in Candidates with the max(Results[C] )
if similarity(C, D) > T then

for each term t in C’s term vector do
Remove C’s entry (C,C[t]) from TermList[t]

end
Add document D to cluster C and recompute C’s term vector

else
Create a new cluster C consisting of only the document D

end

end

Algorithm 2. Sequential Clusterer 2 on the GPU

We calculate the approximate running time cost of Algorithm 2 as follows.
Recall that K is the number of terms kept in each of the document and cluster
term vectors. Let L represent the average number of clusters that contain any
given term t at any specific time in the clustering algorithm. This indicates that
to cluster any given document D, we have roughly K ∗ L partial dot product
computations. We also have at most K∗L insertions into the Candidates set, each
taking O(1) time using a hash set implementation. We have at most K deletion
and K insertions from lists of size L, in order to update the TermList data
structure. Assuming an array data structure for each TermList[t], we have O(1)
insertion and O(L) deletion for each term, and the run-time of the algorithm
is given by O(n ∗K ∗ L). We note that although L is highly dependent on the
dataset, it is expected to be far less than n. The memory required for Algorithm 2
is O(m∗K), where m is the total number of clusters at the end of the algorithm.

3 Parallel Clustering of a Single Document

We first consider the case of parallelizing the work associated with clustering
a single document, while still clustering each of the n documents sequentially.
Later we will discuss the case of processing multiple documents in parallel, and
its effects on the clustering output.

Our goal is to parallelize as much of sequential clusterer’s document loop as
possible. We first note that the dot product operations are highly parallelizable.
All the partial dot product operations for a given document can be done in
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TermList ← Set of empty lists
for each document D (ranging from 0 to n− 1) do

Partials ← Array initialized to all 0
Let t1, t2, · · · tK be the terms in D’s term vector
S ← (t1 × TermList[t1]) ∪ · · · (tK × TermList[tK])
for each (ti, Ci, C[ti]) in S parallel do

Partials[ThreadID] = (Ci, D[ti] ∗ C[ti])
end
Run parallel sort on Partials, sorting by Ci

Run parallel summation on Partials (adding similar Ci)
Run parallel max on Partials to produce best candidate cluster C
if similarity(C, D) > T then

for each term t in C’s term vector do
Remove C’s entry (C,C[t]) from TermList[t]

end
Add document D to cluster C and recompute C’s term vector

else
Create a new cluster C consisting of only the document D

end
Add document terms in C to TermList

end

Algorithm 3. Parallel Clusterer Algorithm 1 on the GPU

parallel. We can then run a parallel sorting operation with the cluster as the
sorting key. Finally, we run a parallel summation operation to gather the com-
pleted dot products for each cluster, followed by a parallel maximum operation
to choose the cluster with best similarity to D. After the best cluster C has been
chosen, we must update our TermList data structure to reflect the changes to C’s
term vector. We first delete the old TermList entries of C by assigning a different
processor to look at each entry of TermList[t], for every term t in C. Processors
that find their entry (Ci, Ci[t]) swap in the last value of the TermList[t] to com-
pact that list (assuming an array implementation). Inserting the new (Ci, Ci[t])
values can be done trivially by assigning K processors to add the new (Ci, Ci[t])
to the end of their respective lists.

We now present a high level parallel algorithm for clustering in Algorithm 3.
We introduce the parallel keyword to indicate that the contents of a loop are
performed in parallel. We also introduce a value ThreadID which is available to
each thread within a parallel loop. For h threads, the values of ThreadID range
between 0 and h− 1 inclusively. Assume that each parallel thread is assigned a
unique ThreadID value. We use a PRAM architecture using the CRCW (Con-
current read-concurrent write) model [15] to analyze the run-time of parallel
algorithms even though the GPU has a less restrictive computation model.

We can estimate the running time of Algorithm 3 as follows. For each doc-
ument, we can compute the partial dot products in O(1) time by using K * L
processors (we ignore the complication here of assigning ThreadIDs to proces-
sors). Parallel sort is known to be logarithmic [14], and so this takes O(log(K∗L))
time. Parallel summation of Partials can be done in O(log(K ∗ L)) time, and
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the parallel max operation also takes O(log(K ∗L)) time. Finally, the TermList
maintenance operations take O(1) time each. The running time for the algorithm
is O(n ∗ log(K ∗ L)). The memory require for Algorithm 3 is again O(m ∗K).

We now discuss the process of assigning ThreadIDs to processors for Algo-
rithm 3’s partial dot product computation. Recall that we have specified L as the
average size of TermList[t] for any given term t. This is useful for analyzing run-
ning time, but the sizes of TermList[t] will vary greatly when clustering a specific
document, which complicates the ThreadID assignment. Our goal is to decide on
a specific (ti, Ci, C[ti]) to associate with every ThreadID. This requires deciding
on one specific element of each TermList[t] for each ThreadID. Let TermList[t][j]
refer to the j-th element of term list for term t. Let size (TermList[t] ) represent
the number of elements currently in the term list for t.

Let t1, t2 · · · tK be the terms in D′s term vector
TermSizes ← size(TermList[t1]) · · · size(TermList[tK])
PrefixSums ← the prefix sums of TermSizes
Binary search on PrefixSums to find the smallest u s.t., ThreadID <
PrefixSums[u]
C = TermList[tu][ PrefixSums[u] - ThreadID - 1 ]
Partials[ThreadID] = (C, D[tu] * C[tu])

Algorithm 4. Thread assignment

We note that PrefixSums[i−1] indicates how many threads should be assigned
to term lists 1 up to i − 1. This means that the term u assigned to a given
ThreadID is simply the first u such that ThreadID < PrefixSums[u]. The value
PrefixSums[u]- ThreadID - 1 gives us the index into TermList[u] in which we are
interested. Each binary search using Algorithm 4 takes O(log(K)) time. Binary
searches over global memory arrays can be inefficient. The performance can
be improved by using an additional temporary array and another PrefixSum,
which has much better locality and therefore processes data faster. While the
complexity of PrefixSum is O(log n), it does not change the overall running time
of Algorithm 3, since it is dominated by the cost of sorting. Finally, we note that
the parallel deletion that occurs in Algorithm 3 requires an identical ThreadID
configuration as the partial dot products. Each deletion thread will receive a
unique ThreadID, and must decide which TermList entry to examine. We can
use Algorithm 4 where t1, t2 · · · tK are the terms in C’s term vector, instead of
D’s. Again, the overall running time is unchanged.

4 Clustering Multiple Documents in Parallel

In this section we examine an algorithm for clustering multiple documents in
parallel. Assume that we wish to cluster Q documents in parallel. We define the
multiple document clustering algorithm below as Algorithm 5.

The main difference between the multiple document and single document al-
gorithms is that we assign the best clusters to Q documents before updating
the cluster term vectors and the index. This can lead to poor clustering in some
cases, since, for example, document Di is never compared against the effects
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while we have more documents to cluster do
Choose the next Q documents D1, D2, · · ·DQ

Choose clusters C1, C2, · · ·CQ such that Ci is the most similar cluster to Di

for i = 1 to Q do
if similarity(Ci, Di ) > T then

Add document Di to cluster Ci and recompute Ci’s term vector
end

end

end

Algorithm 5. Multiple Document Clusterer 1

of D1, D2 · · ·Di−1. Merging similar clusters at varying points in the algorithm
can possibly mitigate this effect. We assume that the effects of this problem are
minimal as long as Q is much less than n. We wish to extend Algorithm 3 to
cluster Q documents in parallel. We first note that computing the partial dot
products for Q documents can be done using Q parallel instances of the single
document version of the dot product computation. However, assigning Threa-
dIDs for multiple documents now requires reasoning about to which document
a thread belongs. This results in a binary search of a prefix sums array of size
K ∗ Q for each thread to assign work. Assume that tij refers to the j-th term
of document Di ( the j-th term of the i-th document that we are clustering in
parallel). Note that each entry contained in Partials now contains an extra ele-
ment, which indicates the document to which the partial dot product belongs.
Algorithm 6 guarantees however that similar Dq values will be contiguous within
Partials. This means that we can sort Q separate sub-lists in parallel (each of
size roughly K ∗ L).

TermSizes ← size(TermList[t11 ]) · · · size(TermList[t1K ]),
size(TermList[tQ1 ]) · · · size(TermList[tQK ])

PrefixSums ← prefix sums of TermSizes
Binary search to identify smallest u s.t. PrefixSums← prefix sums of TermSizes
Binary search to identify smallest u s.t. ThreadID < PrefixSums[u]
q ← u/K
r ← u % K
C = TermList[tqr][PrefixSums[u] - ThreadID - 1 ]
Partials[ThreadID] = (Dq, C, D[tqr] ∗ C[tqr])

Algorithm 6. ThreadID Assignment 3

Once, we haven chosen the appropriate clusters C1, C2 · · ·CQ, we must update
the Term-List data structure to reflect the changes of the Q cluster term vectors.
We cannot simply perform these operations in parallel for all Q documents as
in the single document case, since different clusters may have terms in common.
This means that they will update the same TermList[t] and interfere with each
other. To deal with this issue, we use the atomic addition operator available in
CUDA, while acknowledging that their frequent use can result in performance
degradation. Parallel insertion of a term t, and an element to insert x is given by:
size = atomicAdd(TermList[t].size, 1 ) followed by TermList[t][size] = x. Each
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thread that attempts to insert into a given TermList[t] will receive a unique slot
to receive its element. After all insertions have been completed, the new size for
TermList[t] is the new size of the list. The parallel deletion algorithm is a little
more involved and is given below as Algorithm 7.

TermList[t].deleteNumber = 0
TermList[t].deletePriority = 0
TermList[t].newSize = TermList[t].size
atomicAdd(TermList[t].deleteNumber, 1 )
atomicAdd(TermList[t].deletePriority, 1 )
atomicAdd(TermList[t].newSize, -1 )
for i = 0 upto TermList[t].size - 1 parallel do

TermList[t][i].deleted = FALSE
if TermList[t][i] == x then

TermList[t][i].deleted = TRUE
if i ≥ TermList[t].size - TermList[t].deleteNumber then

Return
end
priority = atomicAdd(TermList[t][i].deletePriority, -1 )
numSkip = TermList[t].deleteNumber - TermList[t].priority
j = elements from end of TermList[t] s.t., TermList[t].deleted is FALSE
TermList[t][i] = TermList[t][x]

end
TermList[t].size = TermList[t].newSize

end

Algorithm 7. AtomicDeletion(t, x)

The basic idea behind Algorithm 7 is to assign a priority to each thread
that finds an element to delete. Based on this priority, the thread picks the
correct element near the end of the list to move into the hole created by the
deleted element. This algorithm assumes each parallel call to AtomicDeletion
has a unique (t, x) (no call has both the same t and x as another call). This is
a valid assumption, since we can prune Ci values that are duplicates prior to
running the AtomicDeletion, as the result of including them is the same as that
when we don’t include them.

Due to space limitations, the details of the Multiple Document Clusterer 2
are provided in [16]. The running time of this algorithm is given by O((n/Q) ∗
max(log(K ∗L), Q)), while the memory requirement is O(max(m∗K),K ∗L∗Q).

5 Experimental Results

First, we evaluated the performance of Algorithm 2 on a real world dataset,
which consists of news documents from a span of 90 days taken from a wide
variety of news sources. The result is shown in Figure 1a. The documents are
ordered by the time of publication. Each news document contains 20 terms in
its term vector (K = 20). Our implementation is written in C++ and compiled
using g++ (GCC) version 4.1.2 with the −O3 optimization flag. We tested our
implementation on a GeForce GTX 280, which has 240 cores and 1 GB of global
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Fig. 1. Running time of a) Sequential Algorithm 2 b) Multiple Clusterer 2 for different
thresholds and data sizes

memory. The CPU was an AMD 3GHz processor with 4 cores. It can be seen
that the algorithm takes about 50 seconds to cluster 250k documents.

Next, we performed clustering of more than one document at a time using the
Multiple Document Clusterer 2 algorithm. Figure 1b is the result for Q = 1024
(1024 documents done in parallel). It can be seen that the algorithm takes only
15 seconds to cluster 250k documents. In contrast the Sequential Clusterer on
the GPU takes only 50 seconds denoting a 3X speed up by performing clustering
in parallel. Furthermore, we note that the best speedup is achieved using the
highest clustering threshold. This is expected as a higher clustering threshold
means there will be more clusters, and therefore more cluster candidates per
document (more non-zero partial dot products).

Fig. 2. Running time of Multiple Clusterer 2 for different values of Q

Finally, we compare the running times of the CUDA Clusterer for three dif-
ferent values of Q (16, 128, and 1024) using a threshold of 0.7. We observe from
Figure 2 that there is a significant performance improvement in increasing the
value of Q from 16 to 128. However, increasing the value of Q more does not
result in significant reduction of running time. This indicates that the GPU’s
threads have saturated when the number of documents is above 16. Note how-
ever that setting a large value of Q does not seem to have a detrimental effect
on the running time of the algorithm.
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6 Concluding Remarks

In this paper we have described a parallel algorithm for online document cluster-
ing. We have shown that 3X speedups can be achieved when clustering multiple
documents at the same time instead of one at a time. Future work will focus on
incorporating the algorithm into our NewsStand and TwitterStand production
systems and developing a variant of the algorithm that makes limited use of
atomic operations.
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Abstract. Our hypothesis is that assessing the relevance of a document
with respect to a query is equivalent to assessing the conceptual similar-
ity between the terms of the query and those of the document. In this
article, we therefore propose a method of calculating conceptual similar-
ity. Our information retrieval strategy is based on exploring an ontology
and domain relations between concepts marked by verbal forms. Our ap-
proach overall is implemented by a prototype and the results obtained are
evaluated. We thus show that a semantic IR system based on concepts
improves recall with respect to a classic IR system and that a semantic
IR system based on concepts and domain relations improves precision
with respect to IR based on concepts alone.

Keywords: information retrieval, ontology, similarity measure.

1 Introduction

In the last decade, the amount of digital information in the world has been
continuously growing, boosted by technological advances. More and more data
are published on the web; for instance, the number of articles in the English
Wikipedia is now about 4 million pages, compared to the 19, 700 it contained ten
years ago1. In order to deal with this explosion of data, search engine technology
has experienced some important enhancements. However, these enhancements
are still limited by the use of keywords, in contrast with the idea of “conceptual”
search, where the basic item indexed and searched is a concept (representing the
meaning of a word or a phrase). This “conceptual” search paradigm is often
referred to as Semantic Information Retrieval (SIR).

The use of semantics to enhance IR techniques, by outstripping search models
based on keywords, is an open research topic, which is drawing the attention of a
large number of researchers from different fields: Information Retrieval, Knowl-
edge Representation and Management and the Semantic Web (SW). Since the

1 http://en.wikipedia.org/wiki/Wikipedia:Size_of_Wikipedia
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DOI: 10.1007/978-3-319-01863-8_28, c© Springer International Publishing Switzerland 2014

http://en.wikipedia.org/wiki/Wikipedia:Size_of_Wikipedia


258 D. Buscaldi et al.

research involving this topic has been carried out from such different perspec-
tives, the wording “Semantic search” has been used in a variety of different tasks.
Semantics can be specified explicitly, using a formal representation of knowledge
like an ontology - in this case the expression “ontology-based search” is also
used - or implicitly, deriving concepts from the distribution of words in text col-
lections (for instance, using Latent Semantic Analysis [5] or Explicit Semantic
Analysis [8]). If an ontology is used, it could be used in different ways, usually
depending on whether the developers’ vision is oriented towards the SW or the
SIR perspective. For instance, in the SW perspective, an ontology is used as a
knowledge database that can be queried, transforming a natural language re-
quest in a SPARQL query, finding the result in the database itself. This can be
also viewed as a form of Ontology-based Question Answering (QA), where the
answer to a user request is found directly in the ontology (see the Yago-Naga
project2 or Broccoli3). On the other hand, according to the SIR perspective,
an ontology is used as a source of knowledge that can be exploited to expand
concepts (in the original query and/or in documents) with semantically related
concepts, navigating the relations in the ontology. SIR systems can be also cat-
egorised into systems that target the web or a static textual collection. In this
work we will adhere to the SIR perspective rather than the SW one.

In this article, we set out our SIR system and an evaluation of it. In Section
2 we present the related work and discuss our contributions. In Section 3 we
motivate our approach to a semantic information search. In Section 4 we describe
the main features of our proposal. In Section 5 we summarize the experiments
and evaluation performed. Lastly, in Section 6 we draw our conclusions and
propose some prospects.

2 Related Work and Our Contributions

A crucial step in all semantic IR tasks consists in the annotation of concepts in
documents. Concepts can be identified automatically, using supervised or unsu-
pervised methods, or manually, where an expert specifies rules and/or keywords
that indicate the presence of a concept in a fragment of text. Ontologies can also
be used to back annotation tools like Phenote4 or Brat5. Once the concepts have
been identified in text, they can be used for the following tasks:

– Calculate the similarity between texts, taking into account semantic similar-
ity measures based on the hierarchical or domain relations in the ontology;

– Create an expanded text index, that is, an index where the implicit infor-
mation that can be derived from the concept is made explicit to enhance the
search process.

2 http://www.mpi-inf.mpg.de/yago-naga/
3 http://broccoli.informatik.uni-freiburg.de
4 http://www.phenote.org/
5 http://brat.nlplab.org/

http://www.mpi-inf.mpg.de/yago-naga/
http://broccoli.informatik.uni-freiburg.de
http://www.phenote.org/
http://brat.nlplab.org/
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We would like to underline the importance of the quality of the annotation in
SIR: in fact, during the long history of concept-based retrieval research, it has
been found that concept-based retrieval cannot really outperform term-based
retrieval for the simple reason that a perfect concept-based representation is hard
to construct automatically, especially in the case of open domain IR. However,
some results like those obtained by the system proposed by [16] proved that
domain-specific approaches can improve the results of classical IR systems, since
it is easier to build a conceptual representation of a narrow domain. This is
our case.

The automatic extraction of concept is used in [6], according to a model in
which the association between concepts and keywords is established using un-
supervised training on Wikipedia. In the work of [7], instead, Part-of-Speech
(POS) tagging is used to tag words with their POS category; thanks to em-
pirically identified POS patterns, the keywords representing potential concepts
are searched in the ontology in order to find the matching concepts. The KIM
system [11] works instead on Named Entities (NEs) only, such as person, lo-
cation, date, organisation, etc., using NE recognition techniques and a custom
knowledge base.

Recent works [3,10,13] have proposed the association of a terminological and/or
linguistic part with the ontologies with a view to establishing a clear distinction
between the terminological component and the conceptual component. [13] de-
fines the notion of Ontological-Terminological Resource(OTR), in particular.
These resources are usually developed by domain experts and can be used effec-
tively for the annotation process since they identify with a high level of precision
the keywords or keyphrases that fit to the concepts in the ontology.

Independently from the technique used to annotate concepts, most SIR sys-
tems use them as a “bag of concepts”, with ranking functions usually based
on keyword-based approaches such as the vector space [7,2], or the probabilis-
tic model [6]. The taxonomical structure of ontologies is also exploited in most
systems, using some conceptual similarity measure to compare concepts. This
allows to calculate a score even if the document does not contain the same con-
cept of the request. We can name the conceptual similarity formulae [15,4],
which are distance-based (that is, they assign a score only on the basis of
paths); the approaches using the informational content of the concepts are
based on corpus-collected statistics: among them, we may cite the works of
[12] and [9]. The classic hierarchical relations, part-of, is-a, are not sufficient
to express the semantics contained in documents and queries. It is therefore nec-
essary to model semantic relations and to find ways of evaluating their semantic
similarity.

Our work presents two main contributions: (1) an automatic annotation pro-
cess carried out using an OTR; and (2) a ranking algorithm which takes into ac-
count also relationships (including domain relations) and not only concepts. Our
IR approach has two steps: a first one, as other systems, computes documents-
query similarity by taking into account concepts; the second step improves the
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previous ranking with new scores produced by the domain relations existing both
in documents and query.

3 Motivation

Suppose that we have, as a corpus, two texts (Figure 1), an ontology of botany
and two systems by means of which we can annotate concepts with the first, and
concepts and domain relations with the second.

Text1 : “Dans vos jardins, les gläıeuls s’épanouissent en juillet”
(In your gardens, the gladioli flower in July)

Text2 : “Arrosez copieusement vos gläıeuls dès le 1er juillet”
(Water your gladioli liberally from 1st July)

Fig. 1. Example of corpus

In our ontology, we have the concepts of Plant and Gladiolus. We have the
concept of Period, which is the group of the seasons, which themselves are made
up of months. Thus July is a month in the season of Summer.

With a concept-based IR system, the concepts of Plant “gladioli (gläıeuls)”
and Period “July (juillet)” are annotated in Text1, and the concepts of Plant
“gladioli (gläıeuls)” and Period “July (juillet)” are annotated in Text2.

In the user query ”what plants bloom in summer?” , the concepts Plant
“plant(plante)” and Period “summer(été)” are annotated.

With an IR system based on concepts and relations, the domain relation Flow-
ersIn will be detected betweenPlant andPeriod in Text1 “flower(s’épanouissent)”
and in the query “bloom(fleurissent)”.

In the matching and IR phase,

– a classic IR system based on keywords searches for the three keywords
“plant”, ”bloom”, “summer” and will return no result.

– an IR system using concepts annotates the concepts Plant “plant” and Pe-
riod “summer” and returns the two documents Text1 and Text2. Thus a
system of this kind provides improved recall in comparison with a keyword
IR.

– an IR system utilizing concepts and domain relations annotates the concepts
Plant ”plant” and Period ”summer” as well as the domain relation FlowersIn
”bloom” between Plant and Period. This system returns Text1 only. Thus
such a system provides improved precision when compared with a system
utilizing concepts alone.

These are the basic issues that we detail in the following sections.
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4 IR Based on Concepts and Domain Relations

The SIR process we propose is composed of four main stages:

1. The indexing stage organizes the description of the collection of documents
in the form of a semantic representation : concepts and domain relations
are indexed. To identify concepts and domain relationships, the complete
terminology is projected onto the text to be annotated (§4.2) during a back-
office process.

2. Querying a documentary resource requires that the query should be repre-
sented in a compatible form. Concepts and domain relations of the query
are annotated during this stage. The collection of documents and the user
query are annotated by the same process (§4.2).

3. The query-document matching stage enables selection of a list of documents
by examining the similarity of the concepts (formula 1, §4.3). This matching,
based on similarity of concepts, calculates the score of relevant documents.

4. Then, the result list of documents is reordered according to the boost given
by a second stage of matching that takes into account similarity of domain
relations. The relations described in the index are compared with those an-
notated in the query to calculate the boost according to formula 2, §4.3.

4.1 Notions of Ontology, OTR, Domain Relation and Corpus

We adopt the following notations to formalize the process of annotating con-
cepts and relations, on the one hand, and the matching process that utilizes
annotations, on the other hand.

c for a concept in the ontology,
d for a document in the corpus,
f for a field (title, section, paragraph) in a document,
r for a domain relation in the ontology,
t for a term in a document.

The concepts in our ontology are the classes of a specific domain; for example,
in the botanical domain, the concept gladiolus is a class of which the plant
Colville’s gladiolus is a sub-class. In addition to the classic hierarchical relations
such as part-of or is-a, domain relations are modeled; thus, we may note that
Colville’s gladiolus is planted in October-November.

For this reason, we define an ontology O by the set C of the concepts of the
domain and by the set R of relations between concepts, and we write O = (C,R).
It should be noted that R = {rν} with rν = (δ, ν, ρ) where the relation rν named
ν has as its class domain δ and as its class range ρ.

We assume that in an OTR, each concept is associated with a list of terms
that denote the concept. We note T as the set of terms that can denote a concept.

With regard to domain relations, several predicates are required:
has label r(r, t) for r ∈ R and t ∈ T ,

indicates that r bears as a label the term t ;
relation(cδ, t, cρ) for cδ ∈ C, t ∈ T and cρ ∈ C

indicates a relation revealed by t between cδ and cρ ;
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The corpus is seen as a set of documents D. Each document is made up of
a number of fields. The set of n fields of a document d ∈ D will be noted Fd =
{f0, . . . , fn}. Moreover, each document has a core concept cγ that corresponds
to the class characterizing the main subject (assuming that the document is
written in encyclopedic style, the core concept is extracted from the title field),
for example, the class Gladiolus (Gläıeul).

4.2 Annotation of Concepts and Domain Relations

The note Tf,d is given to the set of terms in the field f of the document d.
Annotation of concepts is performed by fields. A field f contains a concept
c if and only if a term t denoting a concept c′ exists and if the concept c′ is a
descendent of c or if c = c′.

With regard to the annotation of domain relations, a field f contains a
relation r in two cases:

– either if three terms of the field denote the relation and the concepts of the
domain cδ and the range cρ fitting this relation,

– or if two terms of the field denote the relation and the concept of the range
cρ corresponding to the latter; the concept of the domain of the relation
being the core concept cγ .

This annotation process corresponds to the stages 1 and 2.

4.3 Matching of Concepts and Domain Relations

Matching based on similarity of concepts is described by formula 1. Given
Q the set of concepts in a query and D the set of concepts in a document, and
given F (c) the function that gives the coefficient of dominance of a concept c (the
coefficients are given by the user and saved in a configuration file), the weight
for a document is calculated as follows:

w(Q,D) =

∑
c1∈Q

(F (c1). max
c2∈D

s(c1, c2))∑
c1∈Q

F (c1)
(1)

where s(c1, c2) is the similarity measure.
This formula corresponds to a commonly used matching approach based on

concepts which is detailed in [4].

Matching based on similarity of concepts and domain relations is de-
scribed by formula 2. We take domain relations into account to extend this initial
approach based on matching concepts.

Let RQ be the set of relations r1, . . . , rk found in a query and denoting domain
relations between concepts of the set Q. Each relation is a triplet r = (cδ, ν, cρ)
where cδ is the concept relating to the domain, ν the name of the relation and cρ
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the concept relating to the range. We define d(r) = cδ, n(r) = ν and e(r) = cρ.
Two relations r1, r2 are comparable only if n(r1) = n(r2). We define the set RD

as the set of relations found in the document D. The weight of a document is
calculated as w(Q,D) + b(RQ, RD) where :

b(RQ, RD) =

∑
r1∈RQ,r2∈RD

et n(r1)=n(r2)

(F (d(r1)).s(d(r1), d(r2)) + F (e(r1)).s(e(r1), e(r2)))

∑
r1∈RQ,r2∈RD

et n(r1)=n(r2)

(F (d(r1)) + F (e(r1)))
(2)

We describe b(RQ, RD) as a boost (cf. formula 2) which augments the weight
of a document that contains all or some of the relations detected in RQ, and
consequently repositions such documents at the head of the resulting list. Here,
for each pair of relations r1 ∈ RQ, r2 ∈ RD of the same name, we calculate
the similarity of the concepts relating to the domains and ranges of these re-
lations respectively. The sum of these similarity measures, normalized by the
corresponding dominance coefficients, determines the boost.

These similarity measures are implemented in our ThemaStream IR system:
some experiments are described in the next section.

5 Experiments

We implemented this approach and then experimented it in the framework of
the MOANO6 ANR project. In this project, our contribution concerns the index-
ing and retrieval of information based on semantic resources. The OTR resource
built by our colleagues of the MELODI team (IRIT laboratory) depicts a domain
specific ontology[1]. To this end, we designed and used a botanical semantic re-
source which enables us to improve access to information contained in a digitized
corpus of gardening.

5.1 Assessment Framework of Semantic IR Systems

The task assessed is a search designated ad-hoc in TREC: the IR system responds
to an information need with a list of documents arranged in descending order
of relevance. The evaluation aims to measure the relative efficiency of our IR
system versions named ThemaStreami:

– a classic IR system Lucene (baseline) supporting IR based on keywords;
– thematic IR system ThemaStream1 supporting semantic IR based on con-

cepts (stage 3, §4);

6 http://moano.liuppa.univ-pau.fr/

http://moano.liuppa.univ-pau.fr/


264 D. Buscaldi et al.

– thematic IR system ThemaStream2 supporting semantic IR based on con-
cepts and domain relations (stages 3 and 4, §4).

For a given topic, each IR system supplies a list of pairs (d, s) representing
the score s of each document returned. We chose the metrics Mean Relevance
Rank (MRR) and Precision at 10 (P@10) which, according to [14], correspond
to efficient measures for assessing the response quality of an IR system.

Our test collection comprises 25 “topics” (information need) taken from ques-
tions asked on the Yahoo Answers site, describing information needs in the do-
main of botany. It involves a “corpus” comprising a sample of 1000 plant cards
from the Clause Vilmorin guide, some of which are relevant to the topics pro-
posed. The test collection also comprises ontological resources, describing a point
of view relating to the botanical domain in the form of concepts and botanical
relations.

5.2 Evaluation of the ThemaStream Prototypes

The results shown in Figure 2 confirm the hypothesis that when concepts and
relations specifying the content of the need expressed are present in the ontologies
brought to bear, a semantic IR approach produces better results than a classic
approach based on keywords. Moreover, taking into account domain relations in
the query-document matching stage (ThemaStream2) improves consequently
the retrieval results. All improvements detected in the results are statistically
significant at the 95% confidence interval, according to the t-test.

25 topics P@5 P@10 MRR Number of results
Lucene 0,43 0,46 0,56 405

ThemaStream1 0,53 0,58 0,65 910
Improvement//Lucene 23,26% 26,09% 16,07%

ThemaStream2 0,74 0,74 0,83 910
Improvement//Lucene 72,09% 60,87% 48,21%

Improvement//ThemaStream1 39,62% 27,59% 27,69%

Mean average

Fig. 2. Overall analysis of results

Indeed, ThemaStream1 gives better results than Lucene and ThemaStream2

gives better results than ThemaStream1 and Lucene.
Observation of the number of distinct relevant documents in the first ten

returned by Lucene and ThemaStream2 respectively shows the potential com-
plementarity of the two systems. On average, only one relevant document out of
the first ten returned is common to Lucene and ThemaStream2, all the others
being distinct.
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6 Conclusion and Prospects

In this paper, we have presented a method of information annotating, indexing
and retrieval on the basis of a semantic resource. The evaluation of our approach
shows that a semantic IR system based on concepts improves recall with respect
to a classic IR system and a semantic IR system based on concepts and semantic
relations improves precision with respect to IR based on concepts alone. Thus,
when concepts and relations specifying the content of the query are present in
the ontological resources, a semantic IR approach produces better results than
a classic approach using IR based on keywords.

Although our experiment has 25 topics, the minimum in TREC campaigns, its
corpus size is limited to 1000 plant cards. As we focus on domain specific needs
and corpora, we may compare it to SemSearch and SemEval campaigns that also
make experiments on specific corpora samples. We plan to test our environment
with a bigger collection ; the difficulty is to build a domain resource adapted to
this collection.

We observe other limits in our experiments. In fact, due to the non-exhaustive
nature of the ontology, which does not describe all the plants in the corpus, we
detect a bias in the results between classical searching and semantic searching.
Thus, Lucene, using keywords, annotates all the documents, whereas our IR sys-
tem annotates only those documents that contain taxons present in the ontology.
Therefore, to remove this ambiguity, two evaluation scenarios need to be set up:

– a measure based on the hypothesis that the ontology describes all the plants
in the corpus (the scenario adopted in this paper),

– a measure that eliminates documents annotated by Lucene and not anno-
tated by our systems because of the absence of taxons in the ontology.

We plan to work on ThemaStream prototypes with a view to enabling a user
to construct more expressive queries so as to obtain results refined even further.
We would like to set up and evaluate two types of queries:

– either the combination of relations with the operators AND or OR; for
example, plants that like a maritime climate AND plants that come into
bloom in summer ;

– or the extension of a relation by a specifier; for example, flowers that grow
in the shade, in winter.
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the “MOANO project (models and tools for nomad applications for discovering
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Abstract. Schema matching plays a central role in identifying the se-
mantic correspondences across shared-data applications, such as data
integration. Due to the increasing size and the widespread use of XML
schemas and different kinds of ontologies, it becomes toughly challenging
to cope with large-scale schema matching. Clustering-based matching is
a great step towards more significant reduction of the search space and
thus improved efficiency. However, methods used to identify similar clus-
ters depend on literally matching terms. To improve this situation, in
this paper, a new approach is proposed which uses Latent Semantic In-
dexing that allows retrieving the conceptual meaning between clusters.
The experimental evaluations show encourage results towards building
efficient large-scale matching approaches.

Keywords: Large-scale Schema, Clustering-based matching, Similar Clus-
ters, Latent semantic indexing.

1 Introduction

Schema matching is the task of identifying and discovering correspondences be-
tween semantically similar elements of two schemas or ontologies [12,14]. The
demand of schema matching is great in a diverse number of data application sce-
narios, such as data integration. Due to heterogeneities inherent in schemas, man-
ual matching becomes expensive, extremely tedious, and error prone. Therefore,
efforts are vested in the development of automated schema matching systems.
Furthermore, with the rapidly increasing of size and use of XML schemas and
ontologies adds another dimensional difficulty of coping with the large matching
problem.

To this end, several approaches have been designed to improve the perfor-
mance of the matching process for large scale schemas involving both aspects;
matching effectiveness and efficiency [15,6,7,11,8,13,2]. Among these solutions,
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matching techniques that depend on the partition-based principle [6,8,1]. The
partition-based matching techniques divide the schema/ontology into a set of
partitions and execute a partition wise matching between the two schemas. The
partitioning is performed in such a way that each partition of the first schema
is matched with only small subset of the partitions of the second schema (ide-
ally, only with one partition) [11]. The entities of the dissimilar partition pairs
can be eliminated from further matching process thus reducing the search space
to achieve better efficiency. Space complexity of the matching process is also
reduced.

To identify partitions, COMA++ uses relatively simple heuristic rules to par-
tition the input schemas resulting often in too few or too many partitions [6].
Both MOM and Falcon are applied only to certain ontology languages and can-
not be applied to other data models [15,8]. Algergawy et al. uses a clustering
method based on a bottom-up clustering scheme utilizing context-based struc-
tural node similarities [1]. To determine similar partitions, COMA++, only uses
limited information about the partition (only the root node of the partition) to
determine the similarity between partitions of the input schemas. On the other
hand, solutions, such as Falcon, fully evaluate the input ontologies to assess the
partition similarity. In Algergawy et al. [1] , a light-weight similarity measure is
applied that considers all elements of each cluster pair and represents each clus-
ter as a cluster document. It uses both of the Vector Space Model and TF-IDF
to determine the similarity between cluster documents.

Unfortunately, Vector Space Model depends upon literally matching terms in
documents with those of a query [3]. The inaccuracy of lexical matching meth-
ods is coming from the inability to determine concepts between documents and
the query. So, the literal terms in a user’s query may not match those of a rel-
evant document (synonymy). In addition, most words have multiple meanings
(polysemy), so terms in a user’s query will literally match terms in irrelevant
documents. Latent semantic indexing is a more suitable approach that allows
retrieving information on the basis of a conceptual topic or meaning of a doc-
ument [5,9]. To this end, in this paper, we capture features introduced by the
Latent semantic indexing technique in large-scale schema matching approaches.
To verify the performance of the proposed approach, we conducted a set of ex-
periments in order to prove its superiority upon previous work.

The rest of the paper is structured as follows. We present Latent semantic
indexing in Section 2. We then introduce the proposed matching framework in
Section 3, concentrating on similar cluster identification. Section 4 reports the
experimental results. We conclude in Section 5.

2 Latent Semantic Indexing

Latent Semantic Indexing (LSI) is a statistical technique, which tries to surpass
some limitations imposed by the traditional Vector Space Model (VSM) [5,3].
In VSM, which uses the so-called bag-of-words representation of documents,
the collection of text documents is represented by a terms-documents matrix
A = [ai,j ]εR

t×d, where each entry ai,j corresponds to the number of times the
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term i appears in document j. Here t is the number of terms and d is the number
of documents in the collection. Therefore a document becomes a column vector
and a query of a user can be represented as a vector of the same dimension.
The similarity between the user’s query vector and a document vector in the
collection is measured as the cosine of the angle between the two vectors. A list
of documents ranked in decreasing order of similarity is returned to the user for
each query. The VSM considers the terms in documents as being independent
from each other, an assumption which is never satisfied by the human language.

Latent Semantic Indexing is a variant of VSM that exploits the dependencies
between words by assuming that there is some underlying or ”latent” structure
in word usage across documents that is partially obscured by variability in word
choice and this structure can be revealed statistically. To make the paper self-
contained, in the following, main steps of LSI are stated [9]:

– Constructing Term Document Matrix. Each term is represented by a
row and each document is represented by a column. Initially, each cell in
the matrix A, aij , is represented by the number of times the associated term
appears in the indicated document, tfij . Once the matrix is created, local
and global weighting functions can be applied to each non-zero element in
the matrix. The weighting functions transform each cell, aij of A, to be the
product of a local term weight which describes the relative frequency of a
term in a document, and a global weight, gi, which describes the relative
frequency of the term within the entire collection of documents. The local
weighting function of log(tfif + 1) decreases the effect of large differences
in frequencies. The global weighting function of Entropy which is defined

as 1 +
∑

j
Pij log(Pij)

log(n) where Pij =
tfij
gfi

is the total number of times the

term appears in the entire collection of n documents, gives less weight to
terms occurring frequently in a document collection. Therefore, each non-
zero element in the term-document matrix is represented as :

aij = (1 +
∑
j

Pij log(Pij)

log(n)
) × log(tfij + 1). (1)

– Decomposing The Term Document Matrix. LSI applies singular value
decomposition (SVD) to the matrix A. In SVD, a rectangular matrix is
factored into the product of other three matrices as in 2.

A = USV T (2)

where UTU = Im and V TV = In. Im and In are the identity matrices of
orders m and n, respectively, and S1,1 ≥ S2,2... ≥ Sr,r > 0 , and Si,j = 0
where i �= j. Matrix U is an m×m orthonormal dense matrix and it gives a
vector for each term in LSI space, while matrix V is an n × n orthonormal
dense matrix and it represents each document as a vector. S is a diagonal ma-
trix of decreasing singular values. The decomposition given in Eq. 2 actually
consumes much more storage space than the original matrix A does.
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Fig. 1. Schema matching steps

– Dimensionality Reduction. LSI computes a low rank approximation to
A using a truncated SVD [9]. Let k be an integer and k � min(m,n), Uk

is defined to be the first k columns of U , and V T
k to be the first k rows of

V T . Let Sk = diag[s1, ..., sk] contain the first k largest singular values as in
the following equation:

Ak = UkSkV
T
k (3)

This is a new pseudo term-document matrix with reduced dimension. The
SVD operation, along with this reduction, has the effect of preserving the
most important semantic information in the text while reducing noise and
other undesirable artifacts of the original space of A

– Incorporating the Query and Ranking the Documents. A query like
a document is a set of words which must be represented as a vector in the
k-dimensional space. It can be represented by.

q = qTUkS
−1
k (4)

where q is the vector of words in the users query, multiplied by the appro-
priate term weights. The query vector can then be compared to all existing
document vectors, and the documents ranked by their similarity (nearness)
to the query. One common measure of similarity is the cosine between the
query vector and document vector. Typically, the z closest documents or all
documents exceeding some cosine threshold are returned to the user.

3 The Matching Framework

The framework of the proposed schema matching approach presented in this
paper consists of five consecutive stages, as shown in Fig. 1.

3.1 Schema Parsing

XML schemas are first parsed using the XML Schema Object Model (XSOM)
parser1. XSOM is a Java library that allows applications to easily parse XML
Schema documents and inspect information in them. The library is a straight-
forward implement of ”schema components” as defined in the XML Schema.
1 https://xsom.java.net



A Latent Semantic Indexing-Based Approach to Determine Similar Clusters 271

Fig. 2. Schema graph, deptDB Fig. 3. Schema graph, orgDB

3.2 Schema Preparation

To make the matching process a generic process, schemas to be matched should
be represented internally by a common representation. In our implementation,
we internally represent XML schemas using graph data structure, called schema
graph . Figs 2 and 3 represent the schema graph representation of two XML
schemas taken from [4]. Both DeptDB and orgDB represent information about
departments with their employees and grants, as well as the projects for which
grants are awarded.

3.3 Schemas Clustering

We make use of our clustering algorithm presented in [1] . To make the paper
self-contained, we present a brief detail about the algorithm. After internally
representing each XML schema as a schema graph, the algorithm is devoted to
cluster each schema graph into a set of disjoint sub-graphs, such that nodes in
the same cluster are structurally similar. To this end, we compute the structure
similarity between every pair of nodes in the schema graph based on their con-
texts. The context of a node, C(vi) is the combination of the node itself as well
as all parents and children of the node.

The structure similarity between two nodes vi and vj which exist in the same
SG is computed based on the number of common nodes between their contexts,
|C(vi) ∩C(vj)|. Based on this structural similarity, we construct a link between
each node pair, containing the two nodes and their structural similarity. The set
of generated links constitutes a has table called Links hash table. This table is
used as an input for the clustering algorithm.

Example 1. Applying the clustering algorithm to two schema graphs illustrated
in Figs. 2 & 3, we get two cluster sets. CSet1 = {C11, C12} and CSet2 = {C21}
for deptDB and orgDB schemas, respectively.
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3.4 Similar Cluster Determination

In this paper, the focus of the proposed approach is on 2-way or pairwise schema
matching where two related input schemas are matched with each other. From
the clustering layer, the result is a pair of a set of clusters; each constitutes the
best level of its own schema graph and contains a set of clusters; each contains
some nodes that are structurally similar.

Latent semantic indexing aims to detect semantically similar partitions (clus-
ters) in the two schema graphs. This motivation reduces the match overhead by
applying matching only on similar partitions and ignoring the irrelevant ones.
Algorithm 1 is proposed to achieve this task. It accepts two sets of clusters as
an input and processes to determine similar clusters across the two sets. The
algorithm has the following main steps, as shown in Algorithm 1.

Algorithm 1. Similar clustering determination

Require: Two sets of clusters, CSet1 = {C11, C12, ..., C1n} and CSet2 =
{C21, C22, ..., C2m}

Ensure: A set of similar clusters, Sim Clust = {(C1i, C2j)|C1i ∈ CSet1, C2j ∈
CSet2}
{// Step 1: Preparation}

1: A⇐ analysis(CSet1);
2: Compute for each entry in A :aij

aij ⇐ (1 +
∑

j

Pij log(Pij)

log(n)
)× log(tfij + 1)

{// Step 2: Singular Value Decomposition & reduction}
3: Apply SVD to A : A = USV T

4: Dimensionality reduction: Ak = UkSkV
T
k

{// Step 3: Query incorporating and folding}
5: q ⇐ analysis(CSet2);
6: q ⇐ qTUkS

−1
k ;

{// Step 4: Similarity calculating and ranking}
7: sim(q,⇐ qTUkS

−1
k ;

8: for column ∈ A do
9: di ⇐ A;
10: for cluster ∈ CSet2 do
11: qj ⇐ form(C2j);
12: simMat[i][j] = sim(qj , di);
13: end for
14: end for

– Stage 1: Preparation of term-document matrix. First, all elements in the first
cluster set (CSet1)are extracted and analyzed. A set of normalization process
has been applied to the element names, such as tokenization, stemming in
order to obtain non-repeating terms in the cluster set. So that, we have
created the terms vector by collecting the names of the nodes. As a next
step, the term-document matrix is initially created with each matrix cell
representing the number of times the associated node name appears in the
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indicated clusterdocument, line 1. Finally, we apply log-entropy weighting
function to our matrix, line 2. Thus, the term-document matrix is ready for
the next stage.

– Stage 2: Applying singular value decomposition. To construct a semantic
space where in the names of the nodes in the CSet1 and clusters that are
closely associated are placed near one another, we apply the singular decom-
position value technique. The technique factorizes a term-document matrix
into its left singular vectors, right singular vectors, and singular values, line
3. Each node name within the clusterset is now represented by a singular
vector via matrix U. Additionally, each cluster is represented by a singular
vector via matrix V.

– Stage 3: Reduction. To reduce the noise and redundancy, LSI uses a trun-
cated SVD, line5, which consists in retaining only the largest k singular
values and deleting the remaining ones which are smaller and thus consid-
ered unimportant. The columns corresponding to the small singular values
are also removed from U and V. So, SVD allows the arrangement of the space
to reflect the major associative patterns in the data, and ignore the smaller,
less important influences. As a result, terms that do not actually appear in
a document may still up close to the document, if that is consistent with the
major patterns of association in the data.

– Stage 4: Folding. The following step is to prepare set of clusters in the second
cluster set CSet2. Each cluster is treated as a user query. First, we analyze
the element names of each cluster and we apply a set of normalization precess
to these elements. The query is then treated as an ordinary document and
hence it should be put with new coordinates in the reduced k-dimensional
space, lines 5&6.

– Stage 5: Calculating similarities and ranking the document. Now, the docu-
ments are represented via matrix V and also through the folding in process,
the query is represented into the new reduced semantic dimensional space. A
latter step, in order to get the similarity between the document vector and
the query, we use cosine similarity function between two vectors, line 12.

The computed similarities between cluster pairs of the two schemas are used to
construct a so-called cluster similarity matrix. The elements of the matrix are
ranked according to their similarity to each other and the top− k elements are
selected from the ranked list.

Once settling on the similar clusters of the two schemas, the next step is to
fully match similar clusters to obtain the correspondences between their ele-
ments. Each pair of the similar clusters represents an individual match task that
is independently solved. Since the main scope of this paper is to identify similar
clusters, we do not go through more discussion of this section.

3.5 Walk-Through Example

We provide an example that describes the proposed method and determines the
similarity score. In this example, we use two schema graphs ilustrated in Figs.
2 & 3. We formulate the problem in this example as follows: given two cluster
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sets CSet1 = {C11, C12} and CSet2 = {C21}, identify similar clusters across the
two cluster sets.

– Steps 1: Constructing term-document similarity and applying log-entropy
weighting function, we get the following term-document matrix, A⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

dept
DB
dno

dname
country
emps
emp
eid

ename
function
grant
amount

pid
project
pname
year

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

Ai =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 1
0 1
2 1
1 0
1 0
1 0
1 0
1 0
1 0
1 0
0 1
0 1
0 2
0 1
0 1
0 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⇒ Aentropy =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0
0 0.69

0.09 0.06
0.69 0
0.69 0
0.69 0
0.69 0
0.69 0
0.69 0
0.69 0

0 0.69
0 0.69
0 1.1
0 0.69
0 0.69
0 0.69

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
– Step 2: the log-entropy matrix is then decomposed and its dimensions are

truncated. For truncation, we assume to truncate 98% of the singular values.
In this example, there is no truncation.

V =

[
−0.007 −1
−1 0.007

]
S =

[
2.02 0

0 1.84

]
– Step 3: Incorporating query, we incorporate the clusters of orgDB schema

into the new dimensional space created by SVD and its reducing form pro-
cesses. The schema is partitioned into one cluster according to the applied
threshold. Hence, we have one query. The new coordinates of this query is
represented in vector q, q = [−0.131 − 0.262].

– Step 4: The final step is applying cosine similarity function and ranking the
documents as follows.

sim(C11, C21) = sim(d1, q) = 0.897 and sim(C12, C21) = sim(d2, q) = 0.442

It should be noted that we solve the same example using VSM and we get
the following results: simV SM (C11, C21) = 0.373 and simV SM (C12, C21) =
0.224. From this example, it has been shown that the computed similarities
by LSI are better than those computed by VSM due to the ability of LSI
to correlate semantically related terms that are latent in the collection of
documents. The documents, among them query vectors, are represented with
new dimensions with semantic correlation between them.
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Table 1. Data set specification

Domain Tested sources No. of elements

Spicy deptDB/orgDB 19/20
University Uni1/Uni2 11/11

Web Yahoo/ebay 37/37
TPC H TPC H1/TPC H2 43/17
Finance finan1/finan2 14/14
GeneX GeneX1/GeneX2 75/85
Mondial Mondial1/Mondail2 117/108
PO(large) OpenTran Invoice/OpenTran Order 1113/1162

Table 2. Results

Domain No. of clusters
No. of similar cluster

VSN-based Latent-based

Spicy 2/1 2/2 2/2
University 1/2 2/2 2/2

Web 4/3 4/6 4/6
TPC H 6/1 1/2 2/2
Finance 1/2 2/2 2/2
GeneX 10/8 10/15 10/16
Mondial 10/10 8/20 10/20
PO(large) 57/56 80/112 100/112

4 Experimental Evaluation

To evaluate the effectiveness of the proposed approach, we conducted a set of
experiments utilizing real-world schemas and ontologies of different sizes [6,10].
Table 1 shows the characteristics of the test schemas a from different domains2.
More details about data sets in Table 1 can be found in [6,10]. We ran all our
experiments on 2.67GHz Intel (R) Core i5 processor with 4GB RAM running
Windows 7. We implemented the approach in Java.

4.1 Experimental Results

We validated the proposed approach using XML schemas illustrated in Table 1.
Each XML schema is parsed and represented as a schema graph. The clustering-
based approach, in [1], is applied to partition each schema graph into a set of
clusters. To determine similar clusters among two sets of clusters, we applied
both our latent semantic-based approach and the VSM-based approach [1]. The
elements of cluster similarity matrix are ranked according to their similarity to
each other and the top-2 are selected. Results are summarized in Table 2.

Table 2 shows that both LSI-based and VSM-based approaches produce the
same results for small-scale schemas, however, the LSI-based approach outper-
forms the VSM-based approach with respect to medium and large schemas.
Furthermore, form the obtained results, the LSI-based approach produces very
lower similarity values when comparing dissimilar clusters than the VSM-based
approach across different domains. This means that if we apply a threshold-
based selection (instead of top-2), the LSI-based approach is more effective than
the VSM-based approach.

5 Conclusions

Current schema matching approaches still have to improve for large and com-
plex schemas. Identifying similar partitions of two schema graphs is a crucial
step before the matching process. To this end, we proposed a new approach for

2 http://queens.db.toronto.edu/project/clio/index.php#testschemas
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detecting similar clusters; latent semantic indexing (LSI); an indexing and re-
trieval method which had been proven in the literature to be a useful solution
to a number of conceptual matching problems. The proposed approach is com-
pared against classical vector space (VSM) in the scope of large-scale schema
matching. To verify the performance of the proposed approach, we conducted a
set of experiments. From the results, it is deduced that LSI outperforms VSM in
detecting the most similar clusters and gives suitable similarity values for each
pair. In future work we extend the framework to explore the effect of LSI on
matching performance aspects.
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Abstract. The use of description logics (DL) formalism to represent ge-
ographical knowledge has received a lot of attention recently. Neverthe-
less, classical DLs are not suitable to represent incomplete and uncertain
knowledge, which represent several situations in geographic domain. In
addition they cannot represent the spatio-temporal information usually
present in geographical application. In this paper, we propose a possi-
bilistic extension of the very expressive Description Logic SROIQ(D),
the basis of the language OWL2, called Poss−SROIQ(D), as a solution
to handling uncertainty and for dealing with inconsistency in geograph-
ical applications. Both syntax and semantics of Poss− SROIQ(D) are
considered. Illustrative examples are given.

Keywords: Description Logics, ontology, GIS, uncertainty, possibilistic
logic.

1 Introduction

Spatial information has become so common today that they are available from
each personal GPS in smart phone or smart car. At the same time, Geographic
Information Systems (GIS) developments and integrations lead to a variety of
geographic applications such as environmental, cadastral or touristic one. The
spatial data are an approximation of reality. They can be localized in space
according to their different degrees of precision and dated with more or less
precision and different levels of temporal granularity. This leads us to ask about
the structure of the spatial data in their different dimensions, namely: spatial
and temporal attribute under uncertainty.

Indeed, uncertainty is the inability to accurately specify something. Obviously,
it is in the interest of users and decision makers to locate the known uncertainties
in data, and must be aware of the serious consequences that can result from
overly precise geographic information.

Geographic ontologies are widely studied and a number of interesting research
challenges have been reached but, a little works have been done on the uncertain
aspect of these ontologies.

B. Catania et al. (eds.), New Trends in Databases and Information Systems, 277
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Our aim, in this paper, is to address this aspect by taking advantage of re-
search results in uncertain knowledge representation especially in possibilistic
logic. The main objective is to develop a solution to represent uncertainty in
existing geographic data in terms of concepts and their relationships in order to
reduce the gap between real data and its utilization in geographic applications.
For this purpose we define a qualitative possibilistic extension of SROIQ(D)
description logic called Poss−SROIQ(D). The choice of SROIQ(D), the basis
of OWL2 language, is essentially related to its ability to represent the spatio-
temporal information usually present in geographical application.

The paper is organized as follows. Section 2 provides the main types of un-
certainty in geographic information. Section 3 is dedicated to the possibilistic
extension of the description logic SROIQ(D). Section 4 presents related work.
Finally, section 5 concludes and presents some future works.

2 Uncertainties in Geographic Information

Geographic information systems represent objects or phenomena located on
space and time (such as roads, constructions, elevations, pollution, etc). The
particularity of spatial objects or phenomena is precisely their relationship to
space, which they are intrinsically linked [16]. Therefore, representing these con-
cepts requires specific elements, such as : location, shape, orientation, relations
between objects, etc.

GIS can organize objects and phenomena in space, but it cannot, for example,
determine whether a statement is true or false or infer new information.

Ontologies have a growing interest in geographic information processing field.
Spatial ontologies [6], [19] represent geographical concepts that describe the ge-
ographic area or entities or phenomena of the space. Geographic ontologies can
help to understand spatio-temporal objects and their relationships, because they
are intentionally used to define spatial concepts with axioms and to reasoning
about instances to infer valid relationships from existing ones. Finally, they ap-
pear as an essential component to achieve integration of heterogeneous data
sources.

Uncertainty exists in every phase of the life cycle of geographic object (data
collection, data representation, data analyses and final results). Uncertainty can
result from a lack of information [20]. Bouchon-Meunier [3] present two sources
of imperfection:

• Observation and representation: Observation occurs by instruments or hu-
mans. Representations are expressed in natural language, the numbers are
given with a certain precision or a mathematic formula.

• Lack of rigorous and flexibility in the system itself and its operations: This is
the case for all the characteristics of natural phenomena and some artificial
systems.

Uncertainty of geographic information may be derived from measurement er-
rors, registration, classification, clustering classes, generalization and temporal
processing [9].
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Shu and AL. [16] distinguish two main types of geographic information un-
certainty :

• Uncertain spatio-temporal data type, which can be modeled by the uncer-
tainty of its thematic, spatio-temporal (point, line and zone) and time (in-
stant and interval) attributes.

• Uncertain spatio-temporal relationships, refers to the topological spatial re-
lationships [5] and topological temporal relationships [1].

There are several forms of uncertainty in spatial domain. For us, two main types
of uncertainty must be distinguish: spatio-temporal object uncertainty and re-
lationships uncertainty.

1- Spatio-temporal object uncertainty, which refers to the uncertainty of the-
matic, spatial and temporal attributes, such as: name, size, date, duration, po-
sition, etc. This form is caused by: data dated without updating, data from
inaccurate calculation, error type data, imprecise data, several versions of the
same object, missing data, lost historical data, etc.

2- Relationships uncertainty, which is divided into the following forms:
a) Spatio-temporal relationships uncertainty, describes the spatio-temporel

relationships between objects. These reflect spatial relationships associated to
objects, such as: (disjoint, touch, overlap, equal, cover, contain, contained by,
disconnected from,...) and temporal relationships between intervals of time or
durations associated to objects, such as: before, during, meets, etc. This form
of uncertainty can be caused by an incomprehension or by a lack of clarity in
reality.

b) Subsumption relationships or spatio-temporal objects classification uncer-
tainty, reflects the relations among concepts (set of individuals or objects), such
as: is-a, kind-of, has-part, etc. This form of uncertainty is caused by: uncertain
labels, different data models, multiple meanings for definition of an object or a
relationship, overlap between definitions of objects or disagreement on definition
of others, etc.

c) Belonging relationships uncertainty, refers to the attribution of data to the
corresponding concept. This form is caused by: lack of informations, multiple
meanings for definition of an object, etc.

3 Poss − SROIQ(D): Possibilistic Extension of
SROIQ(D)

In the previous section, we highlighted two levels relative to several situations
characterized by some forms of uncertainty: spatio-temporal object uncertainty
level and relationships level. In order to deal with these uncertainties, we propose,
in this section, possibilistic extension of the description logic SROIQ(D)[12].
Possibilistic logic [7] provides an efficient solution for handling uncertain or pri-
oritized formulas and coping with inconsistency. It is particularly suitable for
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the representation of states of partial or complete ignorance. Possibilistic logic
is developed in two directions: qualitative and quantitative.

In the qualitative direction, the possibility measure allows the evaluation of
the knowledge by using the order notion. Knowledge are organized on stages
(strates) according to their degrees of incertitude and formulas of the same degree
occupy the same strate. The qualitative possibility logic is presented as a set of
postulates that constrain any reasonable ordering of possibility on sentences. It
offers sufficient expressive power to capture the types of constraints that might
be required in a knowledge base.

Naturally, geographic knowledges appear qualitative. To reduce their uncer-
tainty, we focus on the qualitative possibilistic approach to represent uncer-
tainty related to geographical objects and their relationships. Let us note that
in the literature there are little works in this topic. Both syntax and semantic
of Poss− SROIQ(D) are described.

3.1 Poss − SROIQ(D) Syntax

Poss−SROIQ(D) is a combinaison of both DL and possibilistic logic. Alphabet
of symbols are proposed: possibilistic concepts, possibilistic roles and possibilis-
tic individuals. Possibilistic concepts denote possibilistic sets of individuals and
possibilistic roles denote possibilistic relationships.

Let C,D be concepts, A an atomic concept, R an abstract role, S a simple
role, T, T1 and T2 be concrete roles, d a concrete predicate, a,b an abstract
individuals, v a concrete individual, n a natural numbers with n≥ 0 and α ∈
(0,1].

A concrete domain (�D ,φD), where �D is an interpretation domain and φD

is a set of concrete predicates d on the domain �D with interpretation

pD : �n
D  → [0, 1]

The concepts can be built using the following rule:

C,D → � | ⊥|A | C !D| | C "D | ¬C | ∀R.C | ∃R.C | ∀T.d | ∃T.d |
|≥ nS.C |≤ nS.C |≥ nT.d |≤ nT.d | ∃S.Self | {(oi, αi)} | (A,α).

The roles can be built according to the following rule:

R → RA | R− | U.

The difference with the non-possibilistic case is the presence of weighted nominals
and weighted concepts.

• Weighted nominals are of the form: {(oi, αi)}(oi �= oj , 1 ≤ i < j ≤ n). They
represent individual uncertainties.

• Weighted concepts are of the form:(A,α). They define a set of individual
uncertainties.

Let us illustrate this new definition of weighted concept using examples of geo-
graphic informations from archaeological domain.
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Example 1. Let consider the concept of Historic-area represented by:
{(T ipaza, 0.9), (Blida, 0.2), (T lemcen, 0.8)}, where Tipaza, Blida and Tlemcen
are individuals belonging to Historic-area at least to the degree 0.9, 0.2 and 0,8
respectively.

The set of Historic-areas with values at least to the degree 0,8 is: {(T ipaza, 0.9),
(T lemcen, 0.8)}.

Possibilistic knowledge base Σ is a finite set of weighted axioms in the form
(ϕ, α). The axioms consist of a possibilistic TBox denoted by PossTBox and
possibilistic ABox denoted by PossABox.

1. PossTBox: PossTBox consists of a finite set of possibilistic GCIs (General
Concept Inclusions) and a finite set of role axioms noted, RIAs (Role Inclu-
sion Axioms), expressed by the following forms:
• (C # D, α), where C and D are concepts and α ∈ (0, 1]. (C # D, α)

expresses that C # D is certain at least to the degree α.
• (w # R, α), where w is a role chain, expresses that w # R is certain at

least to the degree α.
• (T1 # T2, α), expresses that T1 # T2 is certain at least to the degree α.

Example 2. Let us consider the concretes roles haslocalization and hasad-
dress. The possibilistic RIA: haslocalization # hasaddress, 0.3 states that
haslocalization can also be considered as an address at least degree 0.3.

Further, we can add: Transitive role axiom Trans(R), Disjoint role axiom
Dis(S1, S2), Dis(T1, T2) Reflexive role axiom Ref(R),...as defined in
SROIQ(D).

Possibilistic TBox allows to express the uncertainty of subsumption re-
lationships or spatio-temporal objects classification and subsumption Roles.

2. PossABox: PossABox consists of a finite set of possibilistic assertions ex-
pressed in the following forms: (C(a), α), (R(a, b), α) or (¬R(a, b), α), (a = b,
α) or (a �= b, α), T ((a, v), α) or ¬T ((a, v), α).
• (C(a), α): It means that the individual is certainly in the concept C at

least with the degree α1.

Example 3. Let us consider the possibilistic assertion: tombeau de la
chrétienne: Historic-monument, 0.75, where tombeau de la chrtienne is
an individual and Historic-monument is a concept, which states that
tombeau de la chrétienne is a Historic-monument with at least degree
0.75.

• (R(a, b), α) or (¬R(a, b), α): The first possibilistic role assertion means
that it is certain that the individuals a and b are related by the abstract
role R at least with the degree α. The second means that it is certain
that the individual a and b are not related by the abstract role R at least
with the degree α2.

1 This form allows to express the type (c) of uncertainty in spatial domain, which is
belonging relationships uncertainty.

2 These forms allow to express the type (a) of uncertainty in spatial domain, corre-
sponding to the spatio-temporal relationships uncertainty.
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Example 4. Let us consider two objects ”phare street” and ”Tipaza lit-
toral”, which have spatial relationships between each others. The pos-
sibilistic assertion: close ((phare street, Tipaza littoral), 0.9) states that
”phare street” and ”Tipaza littoral” are closed at least with the degree 0.9.
In another hand the possibilistic assertion: ¬ closed ((phare street, Tipaza
littoral), 0.5) states that ”phare street” is far from ”Tipaza littoral”.

• (a = b, α) or (a �= b, α): The first possibilistic assertion means that it is
certain at least with the degree α that a and b represent the same in-
dividual. The second means that it is certain at least with the degree α
that a and b represent two different individuals. These forms are consid-
ered as specific cases of the two precedent assertions, where R is designed
by the relation ”equal” (=).

• T ((a, v), α) or ¬T ((a, v), α): The first possibilistic data types role means
that individual a has certainty the value v for the datatype role T at least
with the degree α. The second means that individual a has certainty the
value v for the datatype role ¬T at least with the degree α3.

3.2 Poss − SROIQ(D) Semantics

The semantic level is based on the notion of a possibility distribution, which is a
mapping from a set of interpretations to the interval [0,1]. For each possibilistic
knowledge base, there is a unique possibility distribution associated with it.
The possibility distribution of an interpretation I, denoted π(I), is the degree
of compatibility of interpretation I with available beliefs. From a possibility
distribution, two important measures can be processed:

• The possibility degree of a formula ϕ, defined as Π(α) = max{π(I), I |= ϕ}
• The certainty degree of a formula ϕ, defined as N(ϕ) = 1 −Π(¬ϕ).

An interpretation I = (�I ,I ) consists of a non empty set �I , called the domain
of I, and a valuation I which associates,with each concept C a function CI :
�I → [0, 1], with each abstract role R, a function RI : �I ×�I → [0, 1], with
each individual a, an element aI ∈ �I , with each concrete individual v, an
element vD ×�D, with each concrete role T a function T I : �I ×�D → [0, 1]
and to each n-ary concrete predicate d the interpretation dD : ΔD

n → [0, 1].
Table 3 and Table 4 show respectively the semantics of concepts and roles and

axioms of Poss−SROIQ(D). Let us note that for the semantics, we are inspired
by the combination functions used in the context of Zadeh logic [20] and [2].

Example 5. Let us the following relationships:
- The concept (Exist " Accessible) describes the existing streets or Accessible
ones. The degree of uncertainty that the street du Phare yet exist is 0.9 or the
degree of uncertainty that this street is accessible is 0,5, then the certainty that
”street du Phare” is both yet exist or Accessible is 0.9.

3 These forms allow to express the type (1) of uncertainty in spatial domain, which is
spatio-temporel object uncertainty.
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Table 1. Interpretation of concepts and roles in Poss− SROIQ(D)

Concept Semantics

� 1
⊥ 0
C � D inf(CI(x), DI(x))
C � D sup(CI(x), DI(x))
¬ C 1-CI(x)
∀ R.C infy∈ΔI (RI(x, y)⇒ CI(y))
∃ R.C supy∈ΔI (inf (RI(x, y), CI(y)))
∀ T.d infv∈ΔD(TI(x, v)⇒ dD(v))
∃ T.d supv∈ΔD(inf (TI(x, v), dD(v)))
≥ n S.C supyi∈ΔI (infi=n

1 (S
I(x, yi), CI(yi)) and (yi = yj))

≤ n S.C infyi∈ΔI (infi=n
1
+1(SI(x, yi), CI(yi)) ⇒ yi �= yj))

≥ n T.d supvi∈ΔD (infi=n
1 (T

I(x, vi), dD(vi) and (vi = vj))
≤ n T.d infvi∈ΔD (infi=n

1
+1(T I(x, vi), dD(vi) ⇒ vi �= vj))

∃ S.Self SI(a, a)
{(o1, α1), ..., (on, αn)} sup(αi)I

(A,α) AI(a)
Role Semantics

RA RI(a, b)
R− RI(b, a)
U 1

- A set of precipitation period from Mars until May with the degree uncer-
tainty of 0.5, 0.3, 0.3 respectively. This situation can be represented by the set
: {(Mars, 0, 5), (April, 0, 3), (May, 0.3)}, then the certainty of the precipitation
period is 0.5.

Table 2. Interpretation of axioms in Poss− SROIQ(D)

Axioms Semantics
(C  D)I infx∈ΔICI(x) ⇒ DI(x)
(R1, ...Rm  R)I infx1,xn+1∈�I(sup(inf(RI

1(x1, x2), ..., RI
n(xn, xn+1)) ⇒ RI

n(x1, xn+1))
(T1  T2)I infx∈ΔI,v∈ΔDT I

1 (x) ⇒ T I
2 (v)

(a : C)I CI(aI)
((a, b) : R)I RI(aI , bI)
((a, b) : ¬R)I 1−RI(aI , bI)
(a = b)T aI = bI

(a �= b)T aI �= bI

((a, v) : T )I T I(aI , vD)
((a, v) : ¬T )I 1− T I(aI , vD)

4 Related Work

A few approaches for managing uncertainty in geographic information have been
proposed recently. Inspired by the theories of stochastic, fuzzy, methods of prob-
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abilistic and statistic databases, Shu and AL.[16] suggest an uncertainty model
including uncertain spatio-temporal data types and spatio-temporal relation-
ships. Pfoser and AL. [14] present probabilistic models to model position and
attributes errors.

The probabilistic model is still the most used model. Nevertheless, it presents
some limits. For example, it dont make distinct between the ignorance and the
uncertainty, and it dont allow the representation of total ignorance. The possi-
bilistic logic is particularly suitable for the representation of states of partial or
complete ignorance. In the qualitative direction, the possibility measure permit
the evaluation of the knowledge by using the order notion, where Knowledges are
organized on stages according to their degrees of incertitude. So, we focus on the
qualitative possibilistic approach to represent uncertainty related to geographic
objects and their relationships.

Dupin [8] develops logical framework in a possibilistic approach for handling
uncertain spatial information called attributive formula, and merging it when
it comes from multiple Source. Attributive formula is a pair made of a prop-
erty and a set of parcels (to which the property applies). The notion of spatial
relationships is not considered.

The relevant works related to our solution are [2],[15]. Bobillo and Straccia
[2] present a fuzzy version of SROIQ and provide a reasoning capabilities of
fuzzy SROIQ. This work is more adapted for fuzzy information like : tall, old,
large,...than uncertain one. Qi[15] propose a possibilistic description logic as an
extension of description logic. The syntax of description language is the same
as the standard DL and the interpretation is based on possibility theory. This
solution is then not adapted for managing the various forms of geographic un-
certainty such as the type 1, corresponding to the uncertainty of spatio-temporal
object, mentioned, in section 3 .

Our approach differs from the existing ones on extending the description logic
SROIQ(D) by possibilistic logic, where concepts, individuals and axioms are
extended to the possibilitic case. It allows the representation of several forms
of geographic uncertainty at the spatio-temporel objects level and relationships
level.

5 Conclusion

In this paper, we have considered the problem of uncertainty in GIS. First,
two main categories of uncertainty were identified according to the taxonomy of
geographic information uncertainty, namely, spatio-temporal object uncertainty
and relationships uncertainty. Then, we have proposed a solution to deal with
these uncertainties.

In this solution, we have proposed a possibilistic extension of the SROIQ(D)
called Poss − SROIQ(D). This allows us to consider geographic objects and
phenomena, described by, the uncertainty of their concepts, individuals, at-
tributes and relationships. We have presented the syntax and the semantic of
Poss− SROIQ(D) illustrated by geographic information examples.
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Our future work includes inference problems in Poss−SROIQ(D) logics by
developing a reasoner and testing its usefulness for other applications. Some free
tools exist, in the web, for reasoning on description logic or possibilistic one. We
should probably use them by means of some modifications. However, currently we
can not compare our proposition to others because of the nonexistence of similar
approaches. Indeed geographic ontologies can help to represent spatio-temporal
objects and their relationships and to infer valid relationships from existing ones.
They are formulated in ontology languages. So, another proposal corresponding
to a possibilistic ontological language, based on our DL Poss−SROIQ(D), will
be considered. It corresponds to an extension of the OWL2.
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Abstract. Due to the increasing progress of context-aware platforms with social 
networks many works use these platforms with mobile devices. Thus, we 
expose, in this paper, a survey of some of these works. Knowledge 
representation in the social networks has a great interest to obtain a set of 
information with a valuable signification. Therefore, we expose a state-of-the-
art about the knowledge extraction using ontologies in social networks. Then, 
we propose, in this paper, an approach to combine these technologies (context, 
mobile and ontology) together to have a contextualized ontology helping to 
assist a mobile user in his information retrieval from the social network. We 
conclude by giving an idea about our future works. 

Keywords: Ontology, Social network, Context, mobile device. 

1 Introduction  

Social networking provides progress, particularly in communication and self-
expression. Hence, millions of people connect to social networks. A social network 
consists of people or groups connected by a set of social relationships, such as 
friendship, co-working or information exchange [15]. Lately, social networks have 
become an important mean of communication and interaction between people over 
the Internet. They provide many online services: email, instant messaging, file 
sharing, etc. Social networks are currently used in academia [26] and business 
communication not only in free time. A common property of Web 2.0 technologies is 
that they facilitate collaboration and sharing between users with low technical barriers 
on sites and with a limited amount of information. The basic features of a social 
network are profiles, friend listings, and commenting, often along with other features 
such as private messaging, discussion forums, blogging, and media uploading and 
sharing [11]. A user profile, in the social network context, is a collection of personal 
data associated with a specific user. A user profile can store the user's interests, 
gender, birthday, religious beliefs, and other characteristics of the user.  

Social networking applications are changing the way of communication by using 
user’s contextual information. As the information emerging in social networks is 
mainly related to the users, detecting user’s context by expert becomes a crucial 
requirement. There are many works in literature that uses the context in social 
networks. Each work treats a view. Some works treat the whole notion of context as 
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Brézillon [7] and Wang [29]; others treat the contextual information extraction as 
Zitnik [34], Ghita [17], Joly [19], Narayanan [25], Damian [10] and White [30].  

There is currently a significant difference between using social networking 
applications on a static computer compared to a mobile device, even if current mobile 
devices are powerful and have good connectivity. The difference is primarily related 
to the mobility aspect since the user contexts may change more frequently and the 
user may not be able to interact with the mobile device. Researchers and industry are 
oriented toward the use of social networks via mobile devices, given the exponential 
growth of mobile devices. Conversion to mobile version enables company’s 
customers to benefit from their expertise and Smartphone instant access to the 
services of this company. A multitude of benefits characterizes mobile devices. 
Certainly, they combine practicality, ergonomics and simplicity. They are also 
powerful and allow easy and instant accessibility to information. Then, these mobile 
devices enable instant access to social networks and news. For Smartphones with 
Android, they provide easy access to social networking sites and good integration 
with Google products such as Gmail and Google Maps. 

Knowledge representation represents a challenge due to the problems that it 
confronts. In this context, a theory which is totally based on graphs is used. In fact, 
graphs allow structuring concepts and relations between them. Moreover, they allow 
better visualization. However, the graphs do not maintain the semantics of the 
concepts they represent. Besides, they do not formalize the information contained in 
these social networks. In contrast, ontologies utilization keeps the semantic 
relationships between concepts with a better knowledge representation. 

The rest of the paper is organized as follows. Section 2 presents major context-
aware mobile platforms and applications. Then, we explore in the section 3, the 
semantic technologies (ontologies) and their utilization in social networks. We 
propose an approach, in section 4, to assist a mobile user in his information retrieval 
from the social network. Finally, we draw conclusion and introduce some of our 
future works in section 5. Section 6 presents acknowledgement. 

2 Mobile Context-Aware Social Networks 

Context-aware systems are computer systems that can provide relevant services and 
information to users by exploiting context. These systems can support rich contextual 
features. Such systems are available for Smartphones that are expensive devices but 
accepted by users in their everyday life.    

The Zonezz platform [27] identifies meaningful locations such as 'home' or 'work'. 
It provides an easy way to understand context model and fully runs on a mobile 
device without the need for a central service. Other applications can use this platform 
to create context-awareness. 

In previous work, we proposed an approach [23] to detect the requirement context 
by expliciting the context notion with contextual parameters. Our proposed approach 
is able to infer the context after knowing the contextual parameters of the user 
requirement. Among these proposed parameters, the parameters "Location" and the 
"User" which can be useful for social networks applications. We realized our  
proposed approach by updating the ContextOntoMR prototype [24]. 
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Mobile devices and social networks have been widely used and are increasingly 
growing. Naturally, researchers aim to integrate social networks with mobile devices. 
The fact, that the mobile device is a personal object for the user, makes it an ideal 
base for the deployment of context-aware applications. Mobile devices store the 
social profiles of users including their interests, hobbies, etc. Some data can be 
extracted from the profile, with applications running on mobile devices. Profiles can 
also keep the dynamic context information such as location and status information. 

Currently, the success of mobile applications and systems is directly linked to their 
potential impact on individuals and groups of people with common interests and habits 
[1].   

Mobile Social Networks Applications enable the creation of context-aware 
(location-aware) applications that exploit social networks information found on 
existing online social networks. There are two types of context-aware mobile social 
networks applications: Location Aware Mobile Social networks (LAMSN) and 
geosocial applications. LAMSN allows exploiting social networking context with the 
local physical proximity of the user using mobile Smartphone like WhozThat [6], 
SocialAware [16] and Serendipity [12]. The geosocial applications are specialist in 
geo-positioning like BrightKite1, Loopt2 and Foursquare3. 

After introducing major context aware social networks platforms and applications, 
we present in the next section some works treating mobile social networks extraction 
by ontologies. 

3 Extracting Mobile Social Networks by Ontologies 

In this section, we present different types of knowledge representation in social 
networks. After that, we illustrate some existing ontologies. Then, we expose some 
works which treated the ontology to represent the knowledge extracted from social 
networks. 

3.1 Knowledge Representation in SN 

Knowledge representation is a difficult issue due to the problems that encounter it. 
Social networks contain a lot of personal information about users (name, date of birth, 
etc.) as well as information on their friendship and their interests. Many works are 
required to represent this information by graphs. Mika [21] used graph theory to 
identify groups of users and the emergence of interest. He extended bipartite model 
(concepts and instances) ontologies with the social dimension (incorporating actors in 
the model). Then he extracted a community-based ontology from Web pages. Fan 
[14] proposed a framework of preserving the query graph compression, which 
preserves only the information needed to answer a certain query class of choice for 
users. Some research has used the RDF graphs to model semantic social networks. 
Erétéo [13] proposed a framework to exploit directly the RDF representations of 
social networks by using the semantic search engines on the Web. Other researchers, 
                                                           
1  http://brightkite.com/ 

2  www.loopt.com 
3  https://fr.foursquare.com/ 



290 M. Maalej, A. Mtibaa, and F. Gargouri 

 

such as Corby [9] used the SPARQL query language to find paths between 
semantically related to RDF resources based on graphs. 

Graphs allow structuring concepts and relations between them. Moreover, they 
allow better visualization. However, the graphs do not maintain the semantics of the 
concepts they represent. They do not formalize the information contained in these 
social networks. In contrast, ontologies utilization keeps the semantic relationships 
between concepts with a better knowledge representation. Indeed, ontologies are used 
for the specification of concepts and relationships associated with a given domain. 
Social networks are composed initially of entities and relationships. Thus, domain 
ontologies can represent these entities and relationships. Ontologies do not allow 
modeling conflicting information and the validity of the information encoded by 
reasoning. In addition, ontologies can infer new information through the inference. 

3.2 Existing Ontologies  

The Semantic Web is an extension of the current Web. It well defines the meaning of 
information, better enables computers and people to work in cooperation [2] and 
provides required representation mechanisms for portability between social media 
sites. An ontology, which is a semantic web technology, is defined by Gruber as “a 
shared and common understanding of a domain” [18]. Therefore, we use ontology to 
represent user and resource profile. The ontology-based representation is more 
expressive and less ambiguous. In addition, the ontology provides formal, machine-
executable meaning on the concepts. Moreover, ontology standards support inference 
mechanisms that can be used to enhance semantic matching [20]. 

The FOAF (Friend Of A Friend) [3] initiative provides a way to represent social 
networks data in a shared and machine-readable way, since it defines an ontology for 
representing people and the relationships that they share. While the SIOC (Semantically 
Interlinked Online Community) [4] project was initially established to describe and link 
discussion posts taking place on online community forums such as blogs, message 
boards, and mailing lists. By using agreed-upon semantic Web formats like FOAF and 
SIOC to describe people, content objects, and their connections, social media sites can 
interoperate and provide portable data by appealing to some common semantics [5]. As 
discussions begin to move beyond simple text-based conversations to include audio and 
video content, SIOC has evolved to describe not only conventional discussion platforms 
but also new Web-based communication and content-sharing mechanisms. 

3.3 Extracting Mobile Social Networks by Semantic Technologies  

There are many works that treat knowledge extraction from social networks using 
ontology. The treated works are divided into two categories knowledge extraction 
from profiles and knowledge extraction from tags. The first category is represented in 
table 1. Table 2 presents the second category. The comparison characteristics are 
ontology source, purpose of creating the ontology, social network(s) used for the 
extraction and the used extraction tool. 

In the table 1, we present the works that extract knowledge from user profiles 
(Whitsitt [31], Challenger [8], and Yadav [32]). We notice that the social network the 
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most used is Facebook. The source of the used ontology for the knowledge extraction 
differs: from scratch or from an existing ontology.  

Table 1. Our comparison of knowledge extraction: from user profiles 

 
Ontology 

source 

Purpose of 
creating the 

ontology 

Social 
network used 

for the 
extraction

Used 
extraction tool 

Whitsitt [31] From a graph 

To infer implicit 
relationships and 

selection of 
relevant links 

Facebook ATRAP 

Challenger 
[8] 

From  FOAF, 
SIOC, DBLP 

ontologies 

To integrate 
different data 

sources (academic 
social network: 
education of a 

person) 

LinkedIn , 
Facebook 

Social Graph 
API 

Yadav [32] 
From micro 

posts shared in 
SN 

To specify 
signification of the 

semantic 
annotations of 
Web resources 

Facebook 

Concept 
Extractor + 
VIBHAKTI 

PARSER 

 
Table 2 compares the works of (Ying [33], Monachesi [22] and Veres [28]). We 

perceive that the source of ontology differs: from only tagged data sources or from 
tagged data sources combined with an existing ontology. We observe here that the 
social network Delicious is the most used in these works. 

Table 2. Our comparison of knowledge extraction: from tags 

 
 
 
 

Ontology 
source 

Purpose of 
creating the 

ontology 

Social network 
used for the 
extraction 

Used 
extraction tool 

Ying [33] 
From tagging 

activities 

To model 
tagging data and 

keep the 
semantics of 

metadata 

Delicious, 
Flickr, Youtube 

Smart and 
Simple 

Webcrawler 
framework 

Monachesi 
[22] 

LT4eL domain 
ontology + 
Dbpedia + 
MOAT ontology 
+ SKOS 
vocabulary + 
social tagging 
data 

To support 
informal 
learning 

Delicious, 
YouTube and 

Slideshare 

A crawler that 
uses APIs 
provided by the 
social 
networking 
applications 
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Veres [28]  
From any tagged 

data source 

To  organize 
bookmarks and 

other 
information 

sources 

bookmarks that 
had already 

been 
semantically 

annotated 
with WordNet 

synsets 

Not available 

4 Ontology-Based Context-Aware Mobile Social Networks 

We propose an approach in order to assist the mobile user in his search on social 
network. This approach is composed of five steps as presented in figure 1.  

 

Fig. 1. Our proposed approach to build an ontology based context aware mobile social network 

Extracting knowledge from social network 

This step allows extracting diverse form of knowledge explicit, implicit, contextual 
and non contextual, from social network. This knowledge represents the raw data 
extracted by the tool or the API. Then, we keep the useful knowledge for our ontology 
by the next step.  

Processing of knowledge extracted from social network 

This step permits to process the extracted amount of knowledge which contains 
additional information which is not useful for our work. Thus, we maintain only the 
required data. 
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Modeling the processed knowledge 

By modeling the knowledge, we mean that we use the knowledge about users and the 
contextual knowledge to create our ontology. The user’s general information, their 
interests, their shared data their comments, etc, represent the effective knowledge. We 
build an ontology from this processed data to profit from the advantages of sharing 
knowledge and keeping semantics of ontology construction. The ontology will 
contain the main concepts of social network, their properties, their relationships and 
some axioms controlling the structure of the ontology. By contextual information we 
mean the information related to the user when he is searching something from the SN. 
This contextual information is represented as a contextual dimension containing the 
parameters needed to ameliorate the user’s search. 

Comparing between diverse profiles and others contextual information 

This step consists of comparing the different user profiles and the contextual 
information of mobile user. This comparison is achieved by using tools and 
algorithms to choose the best result of the user query 

Assisting the user using mobile interface 

The last step permits assisting the user, by mobile interface. The result should suit the 
mobile performance (size of the screen, size of memory, etc). 

5 Conclusion and Future Works 

During this paper, we exposed the major context-aware platforms and applications 
related to social networks. As the ontology is an essential element in the semantic web 
technologies and its big role in managing knowledge, we assume that is necessary to 
make a tour over the existing works that use ontology to extract knowledge from the 
social networks. Indeed, we presented our classification of some works treating 
knowledge extraction from social networks using ontology. Then we introduced our 
proposed approach to assist the mobile user in his information retrieval from the 
social network. In our future works, we intend to contextualize our ontology through a  
method that extracts information from a social network using ontology.   

Acknowledgements. This work is supported by the Tunisian-Algerian program of  
co-operation in science & technology: Towards a new Manner to use Affordable 
Technologies and Social Networks to Improve Business for Women in Emerging 
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Abstract. In this paper, we introduce the notion of diversity in the
recommender systems (RS). The aim is to provide the user with not only
all the most relevant contents, but also the most diversified. To do this, we
have developed a diversification algorithm that we have implemented on
a semantic RS. This last performs the matching between the description
of the contents and the user profile. A comparison of our algorithm to
the diversity algorithm Swap, in terms of relevance and diversity, has
revealed better results.

Keywords: user profile, preferences, recommendation system,
relevance, diversity.

1 Introduction

With the development of Web 2.0, the proliferation of community web sites (eg
Blogs, Forums) and the generalization of the use of social networks (eg Facebook,
Tweeter, LinkedIn), access to relevant information has become a real challenge
for users. Indeed, the overabundance of information has led to the deterioration
of the quality of results returned by the web to users. Recommender systems
(RS) are effective tools to overcome the problem of information overload by
providing users with relevant contents.

Recommendation strategies are based generally on collaborative filtering (CF),
content-based filtering (CBF) or a combination of these two approaches (hybrid
systems) [4], [10]. The CF systems recommend products based on the similarity
of the preferences of a group of customers known as neighbors. This assumes
that users with common interests in the past will continue probably to share the
same interests in the future [7], [9]. CBF systems use matching between a user
profile and content descriptors to recommend appropriate products [8], [11].

Conventional filtering systems suffer from a latent problem that manifests
itself by recommending a set of highly similar contents. For example, in the case
of movie recommendation, this problem is reflected in the recommendation of a
set of films of the same genre (Action, Drama, etc.), which may annoy the active
user. Therefore, the concepts of diversity and novelty have been introduced by
researchers to address this problem.

The goal of diversification recommendations is to identify a list of items that
are dissimilar with each other, but nonetheless relevant to the users interests.
Thus, a recommender system is more effective if it achieves a good balance
between relevance and diversity.
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The research works in the area of diversity-aware RS can be divided into four
categories: the attribute-based approaches, the explanation-based approaches,
the approaches based on the model of communities’ spaces and approaches using
ranking-based techniques. In the first category the diversity of the recommended
list is defined by how much each item in the list differs from the others in terms of
their attribute values [2]. In the second category, for example, for content-based
strategies, the explanation is defined for a recommended item as a set of similar
items that the user has highly rated in the past. The premise for explanation-
based diversification in this case is that for two different recommended items i
and j, the closer their explanations, the more homogeneous i and j [5], [6]. The
third category proposes the principle of formation of communities based on sev-
eral criteria. For example, in a movie recommendation system, we can associate
the criteria professions and city, to the evaluation criterion for the formation
of communities. A user U with the researcher profession, living in the city of
Oran and having evaluated a number of films, will be assigned to three different
communities: the community relating to the evaluations (whose members are the
users whose evaluations are similar to those of U ), the community relating to
the city of residence, and the community relating to the researcher profession.
The user can thus benefit from the recommendation lists resulting of the three
communities. This could help to diversify his contents [9]. The forth category
is based on the fact that to recommend the most popular items increases rele-
vance. Intuitively, recommend less popular items saves diversity. This approach
is based on the popularity to recommend products with diversified contents. One
way to approach this is to keep products with a relevance value greater than a
predefined threshold, then to order them in descending order of their popularity
[1]. Another category of works takes into account the personality traits of a user
to recommend different products/services [15].

In this paper, we present a diversity-aware RS which uses the CBF filtering
strategy and allows the simultaneous consideration of the semantic aspect of a
user’s profile and its quantitative preferences. To do this, we have developed a
diversity algorithm called DivUse which we have implemented on a semantic RS.
The semantic aspect of the RS is reflected by using a similarity measure which
combines the semantic aspect of the user profile and the quantitative prefer-
ences. Taking into account the semantic aspect is mainly done by measuring the
similarity between sets of concepts belonging to an ontology (for example an
ontology of films). Then, we compared our algorithm to the diversity algorithm
Swap [6] in terms of diversity and relevance. We are based in this comparison
on the test platform made during the project APMD [12], which consists of the
integration of the two databases of films, namely IMDB [13] that provides the
characteristics of the films (title, genre, actors, director, etc.) and MovieLens
[14] that provides the ratings given by users for certain movies. These scores are
between 1 and 5.

The rest of the paper is organized as follows. In section 2, we introduce some
basic concepts related to recommender systems. Section 3 is devoted to the archi-
tecture of our diversity-aware system and the elaborated algorithm of diversity.
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In Section 4, we present the results of the comparison of the developed algorithm
DivUse and the algorithm Swap in terms of diversity and pertinence depend-
ing on the CBF strategy. Finally, Section 6 concludes the paper and gives some
perspectives.

2 Basic Concepts

This section covers some fundamental concepts in recommender systems. This
includes user profiles, user preferences, and matching operators.

Profile. It can be thought of as a summary of previous user activity. It encom-
passes user’s needs and preferences. In other words, it is a user model and a
source of knowledge acquisition that contains all aspects related to the user.

Preference. Preferences are an integral part of user profiles. A preference is
a formula for prioritizing a set of objects in relation to the interests and needs
of a user. There are several kinds of preferences. A presentation of all these
types is given in [16]. In this article, we focus on quantitative preferences which
are expressed through scoring functions which assign scores to different objects.
Such preferences are used to define a total order on objects. They are modeled
as follows: a preference pi is a pair (pri, wi) where pri is a predicate of type
<attribute, operator, value> and wi is a real number between 0 and 1 which
represents the degree of interest of the user with respect to the predicate pri. 0
reflects the minimal preference and 1 reflects the maximum preference.

Matching Operator. At the heart of most recommender systems, we find a
matching operator that measures the similarity between two user profiles, two
content descriptors or the similarity between a user profile and a content descrip-
tor. Such as user profiles and content descriptors are often modeled with vectors
of weighted keywords, only the vector measurements as Cosine and Pearson
correlation were used. However, the advent of the Semantic Web and ontology
development have placed at our disposal a wide range of semantic similarity
measures that can complement the vector measurements mentioned above. A
classification of these measures is given in [3].

3 General Architecture of the System

As we mentioned above, we propose to recommend diversified items to a given
user by application of the CBF filtering technique. To this end, we developed
and implemented an algorithm of diversity (DivUse) which we integrated in the
semantic CBF system. Then, we compared DivUse with Swap algorithm in terms
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of relevance and diversity. We dedicate this section to detail the components of
this system. For illustrative purposes, we chose the cinematographic field (i.e.,
we opted for films like contents), but the same procedure remains valid for other
types of contents such as: books, research articles, restaurants, songs, web pages,
etc.

The architecture of our system consists of several modules as shown in Figure
1. Its different modules are presented in the following.

3.1 User Profile Builder

Without loss of generality, we define the user profile as a set of preferences Pu
= {p1...Pn}. For example, let R be a relation schema modeling cars, R (type,
price, color, mileage, power, nbPlaces). A user can set the following preferences:
p1 (<color,’=’,’Red’>, 0.9) and p2 (<Price, ’>’, 1.4M-DA>, 0.2).

In our system, the user profile can be explicit or implicit. We talk about
explicit profile when it is the user who provides his preferences through our ac-
quisition platform. This is done by assigning weights of importance to different
film genres recognized by our system. When the profile is directly calculated
from the consumptions (feedback) of a user, then we say that it is implicit.
Implicit quantitative preferences are then calculated as follows: If a user u con-
sumes two films of Action genre with respective scores of 5 and 4, then the
user’s preference for the genre Action is equal to 4.5 (= (5 +4) / 2). A normal-
ization of the user preferences is needed before using them for the calculation of
the prediction. This normalization is to set preferences between 1 and 5, in an
interval [0, 1].

In order to apply a numeric similarity measure on our user profile, we defined
a vector representation of the profiles as follows: let P is the set of preferences of
a profile and Op an arbitrary but fixed order on the preferences that belong to
P. We refer to the ith element of P according to the order Op by P[i]. The vector
representation of the profile P is a numeric vector (of real type) V of dimension
N in which the ith element of V is the weight of the preference P[i] [3].

3.2 Content Descriptor Builder

A product is characterized by several properties. Some of these properties con-
stitute the product descriptor. In our case, the product which is a film is char-
acterized by the properties (title, director, actors, genre, etc.). The descriptor
that we have chosen is limited to the concepts genre and title. It is represented
by a vector whose columns are the genres of the films and each cell can take
the value 1 if the film has the genre expressed in column, otherwise it takes the
value 0. The genres that we have used are: Adventure, Action, Fantasy, Sci-Fi,
War, Western, Biography, History, Drama, Comedy, Musical, Romance, Family,
Animation, Sports, Thriller, Crime, Horror, and Mystery.
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Fig. 1. General architecture of the system

3.3 Matching Operator

This module constitutes the most important part of our system. It includes
two sub-modules : the sub-module that provides recommendations based on the
technique of CBF and the sub-module that takes into account the diversity of the
recommendations. The first module uses a hybrid measure of semantic similarity
Simglobale which is presented in [3]. This measure combines the advantages of
semantic similarity metrics (matching of profiles and films) and those of numeric
similarity metrics (matching of preferences).

We have combined the semantic similarity measure of Contrath & Jiang [17]
with the numeric similarity measure of Pearson to improve and increase the rel-
evance of responses to the user. Simglobale includes three levels simultaneously:
the position of the concepts in the ontology hierarchy (position of the movie
genres in the movies ontology), the information content of concepts (probability
of occurrence of a movie genre), and the weight of user’s preferences. We recall
the formula for this measure below:

Simglobale(Pu,C) = α× Simsem(Pu,C) + β × Simpref (
−→
Pu,

−→
C ). (1)

With the sum of the two coefficients equals to 1 (α+β = 1). Simsem represents
the value of the semantic similarity between the profile and the content by using
the measure of Jiang & Contrath. Simpref is the similarity value obtained by
applying the Pearson correlation to vector representations of the profile and the
content (the movie). This module uses the similarity Simglobale to perform the
matching between the user profile and the descriptors of products. It provides a
list of recommendations ranked according to the decreasing relevance.

The second sub-module ensures the diversification of the recommendation list
obtained by the first sub-module according to our diversity algorithm DivUse
or according to the diversity algorithm Swap given in [6]. We present in what
follows, the details of DivUse and the principle of Swap.
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Algorithm DivUse. DivUse is based on a principle of utility. We assume that
each item has a degree of usefulness in relation to the user. This utility is based
on the relevance and the novelty of the item. Novelty expresses the fact that
no similar item has been recommended to the user. The novelty of an item
decreases, if it is similar to items already consumed by the active user. Initially
all items have a novelty equal to 100%. DivUse selects the most relevant item in
the list of recommendations produced by the CBF sub-module. Then it updates
the novelty of all similar items to that which has been selected. The utility of an
item F for an active user Ua is calculated using the formula (2). The relevance
(pertinence) of an item F represents the correlation of its descriptor to the profile
of the active user Ua. This correlation is given by the formula of Pearson. The
novelty is the complement of the redundancy.

Input: L1, K ( initial List and number of recommandations)
Output: L1 (the result list initialy empty)

1− L1 = L1.sortedByRelevance()/∗ decreasing order;
2− L2.add(firstiteminL1);
3− L1.remove(firstitem);
Repeat ;
for eachitemiinL1 do

a. Redondancy(i)= FU ∗ Σsim(i,i′)
lengthofL2

/ ∗ i′ item in L2 ;

b. Novelty(i)=1- Redondancy(i);
c. Utility(i)=similarity(i) ∗ novelty(i) ;

end
- L2.add(i) /*i in L1 with highest utility ;
- L1.remove(i) ;
6- Until L2.size()=K ;
return L2

Algorithm 1. Algorithm DivUse

The novelty of F, knowing that the article G has already been consumed by
the user Ua is calculated using the formula (3). The novelty of F, knowing that
the set of items f1 fn has already been consumed by the user Ua is calculated
using the formula (4). Once the calculation of the utility is given, the item having
the highest utility value is placed in the result list. The process is repeated until
reaching the desired number of items (e.g. the top 10 items). FU represents
the diversity parameter. It is used to estimate the redundancy of a product
F for a given user U. FU = 1 implies that items similar to those which the
user has already consumed are redundant with a percentage of 100%. FU = 0.4
implies that products similar to those which the user has already consumed are
redundant with a percentage of 40%. The items whose redundancy is equal to 0
will have a novelty equal to 1 (i.e. they are new with a percentage of 100%).

Utility(Ua, F ) = Pertinence(Ua, F ) ∗Novelty(Ua, F ) (2)
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Novelty(Ua, F/G) = 1 − FU ∗ Similarity(F,G) (3)

Novelty(Ua, F/{f1, fn}) = 1 − FU ∗ (Σn
i=1Similarity(F/fi))/n (4)

Algorithm Swap. Swap is based on the principle of the permutation of the
items. From a set S of candidate items which are obtained by CBF or CF, Swap
selects the top K products (K most relevant products of S) and puts them in a
list L. From this list L, the algorithm retains the first product and calculates its
average distance with respect to the k-1 other products. It repeats this process
for the remaining k-1 items. Then it considers among the k items in the list L,
the product Pdist−min whose average distance is lowest. Then it considers the k
+1th element of the list S to compare its relevance to the Product Pdist−min. To
make the comparison, it performs the difference of relevance between Pdist−min

and k +1th element of the list S. If this difference is less than the threshold of
relevance (UB), then the algorithm computes the average distance of the k +1th
element with respect to the list L. If this average of distance is greater than that
of the item Pdist−min, then Pdist-min is swapped with the k +1th element of
the list S. The process is repeated until the difference of pertinence between the
product to swap (Pdist−min) and that of the k +1th product is greater than the
threshold UB or there are no products in S.

3.4 Consumption

This module allows the user to consume and to evaluate the list of recommen-
dations which is provided to him. The active user can rate items on a scale from
1 to 5. These evaluations will allow updating his profile in order to refine the
results of his research in the coming sessions.

3.5 Evaluation

This module is responsible for the evaluation of our prototype in terms of diver-
sity and relevance.

4 Evaluation and Comparison

This section is dedicated to the evaluation of our algorithm of diversity DivUse.
To do this, we used two metrics: diversity and relevance. Indeed, the objective
here is to create a balance between diversity and relevance of recommended prod-
ucts. Diversity allows us to estimate the average distances between recommended
products.

We describe, in a first step, the databases used. Then, we present and interpret
the curves of relevance and diversity obtained by our algorithm using the CBF
technique. Finally, we give a comparison between the two algorithms DivUse
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(our algorithm) and Swap (the diversity algorithm given in [6]. To perform our
experiments and demonstrate the feasibility of our application, we consider the
cinematographic field.

The data used for the evaluation of our algorithms are based on the platform
of test performed during the project APMD (or PAMD: Personalized Access
to Masses of Data), which integrates two databases on films, namely, IMDB
(Internet Movie Database) which provides the film characteristics (title, genre,
actors, director, etc.) and MovieLens which provides the ratings given by users
for certain movies. These scores are between 1 and 5. This evaluation required
the tables:

– User-ratings: in which one million one hundred ninety four (1000194) evalu-
ations are listed.

– I-movies: This contains 3704 movies.

– Users: in where are recorded six thousand and forty (6040) users.

– Im-oviegenres: This contains the identifiers and the genres of films.

Experimentation has focused on evaluating the mean of relevance and di-
versity of recommendation lists generated for a user. In this module, we have
considered the users profile chosen at random among those of the system users.
We have recommended movies by executing the algorithms DivUse and Swap,
and this is by varying the diversity parameter FU (case of DivUse) or UB (case
of Swap). The diversity parameters are initially set to 0 (no diversity recommen-
dations). We have varied them at intervals of 0.2 (which has allowed us to plot
the curves of diversity and relevance). Then, for each fixed parameter value, we
have calculated the average diversity and the average relevance of the generated
list of recommendations. The idea is to identify the algorithm which makes a bal-
ance between diversity and relevance. This algorithm must have a good increase
of relevance with a slight decrease in diversity.

We present in what follows, the different graphs and interpretations of our
experiments in the case of the CBF technique.

We can see in Figure 2-b (which concerns the algorithm Swap with CBF
strategy) that the diversity always prevails over relevance (we can see that for
UB = 0.2, we have a pertinence average = 0.5 while the diversity = 0.65: relevant
and diversified). We have, therefore, a slight drop of relevance vs. a rapid growth
of diversity.

In Figure 2-a, we note that with the algorithm DivUse by the CBF approach,
we gain diversity without losing relevance. We can see that DivUse increases the
diversity from 0.47 to 0.72 for a value of FU varying from 0 to 0.4. Diversity is
stationary beyond FU = 0.4. DivUse slightly lowers the relevance from 0.54 to
0.52 for FU varying from 0 to 0.7.

By comparing Figure 2-a and Figure 2-b (representing DivUse and Swap re-
spectively), it appears that the algorithm DivUse gives better results than the
algorithm Swap because it does not lose relevance at the expense of diversity.
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Fig. 2. Diversity and relevance according to DivUse and Swap algorithms using the
CBF technique

5 Conclusion

In this work, we were interested in the implementing a recommendation sys-
tem, taking into account the notion of diversity. To do this we have developed
an algorithm of diversity DivUse which we compared to the algorithm Swap.
The results of this comparison showed that DivUse is better than Swap since it
provides a better balance between diversity and relevance. We plan to improve
the performance of our prototype by considering the optimization of the algo-
rithm DivUse in terms of execution time using indexes to improve access to the
database.
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Abstract. We propose an ontology driven observer pattern which not
only mitigates the drawbacks identified in the GoF observer pattern but
also mitigates the drawbacks which occur in the general usage of patterns.
We separate and encapsulate the pattern logic in an ontology component
which increases the reusability of the pattern at the implementation level
as well. The proposed solution enables to change the classes participat-
ing in the pattern even at runtime. Even the users/non-programmers
can make changes in the pattern to change the application behavior. It
enables identification of a pattern present in a code and also allows easy
change, addition/removal of the pattern to/from the code. The proposed
pattern also decouples the participant classes from each other thereby
enhancing the reusability and modifiability of each of the participant
classes.

Keywords: Observer pattern, ontology, maintainability, reusability.

1 Introduction

Observer pattern is classified as behavioral pattern in GoF patterns catalogue
[1]. Its main design intent is to define multiple dependency relationship between
objects so that when an object (observable or subject) changes state, all its
dependents (observers) are notified and updated automatically. Although ob-
server pattern is described [1] to enhance reusability of the components, there are
certain drawbacks which have been identified to exist in observer pattern.
The description of drawbacks identified in the observer pattern is given in
section 3.1.

Consider an example of an interactive application like a general demographics
survey information system. Typically, different screens display the same infor-
mation but in different formats. For example a screen S1 displays median income
of a population for a set of 20 years of both the genders and all age groups in
a tabular format. Other screens may display the same information in pie chart,
bar chart, line chart etc. There may also be sub views of a particular screen. For
example, S1 may have a sub view S11 which displays median income of all age
groups for a set of 20 years of a particular gender say males. Another sub view
S12 displays median income of a particular age group (say 18-29) for a set of 20
years of both the genders. Now, suppose it is a system requirement that tabular
formats of all the main screens (example S1) should be updated prior to the
other screens. It is difficult to accommodate this requirement in the code of the

B. Catania et al. (eds.), New Trends in Databases and Information Systems, 307
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observer pattern and even more difficult to change the update priorities. Also,
suppose the median income of female population of the age group of 30-49 for a
set of some years is added in the model (subject) which needs to be reflected in
all the screens observing the model. In this case only the main screen S1 needs
to be updated and not S11 and S12 (because they don’t display the information
that has changed). However, in traditional observer pattern it is very difficult to
specify the specific attributes of the subject on which the observers depend. So
all the observers completely or partially depending upon the subject are notified
of changes and are updated even if they don’t depend on the information that
has changed.

It is also not possible to make runtime changes in the classes playing the sub-
ject and observer roles. Suppose instead of the median income being displayed
by the screens in different formats, it is desired to display the per capita in-
come of the population for the same set of years. Then, to accommodate these
changes some code requires to be changed and the whole application needs to be
recompiled. User cannot make these changes in runtime environment. However,
if this design pattern logic were extracted out in a separate component and the
application specific details were encoded declaratively (as in our observer ontol-
ogy) then the user could be allowed to make runtime changes in the application
level details of the design pattern. This can be done by providing a GUI for the
ontology where the user can change the behavior of the application by tweaking
the observation rules in the ontology through its GUI. Also the finer observation
rules about which observers depend upon which particular attributes of the sub-
ject can also be encoded in the ontology thus removing unnecessary notifications
and updates.

Apart from the drawbacks specific to the observer pattern, there are certain
drawbacks which are present in design patterns usage in general. These are
discussed in section 3.2.

We propose an ontology driven observer pattern to mitigate all the above
problems. We have built a generic observer ontology, details of which are given
in section 4.1. Ontology is one of the most widely used semantic technologies and
is formally de-fined as “an explicit specification of a shared conceptualization”[2].
It can be used to model domain knowledge in the form of a set of concepts and re-
lationships between them and can be expressed in ontology languages like OWL,
OIL, DAML etc. It is mostly used for declarative knowledge maintenance and han-
dling. Our observer ontology contains the design pattern logic of the observer pat-
tern at the intension level (schema). The application specific details are encoded
at the extension level (instances of the ontology concepts). Whenever a subject
property (attribute) changes all the observers depending upon that property are
retrieved from the ontology and are updated by the ontology manager.

The paper is structured as follows: section 2 covers the related research on
observer pattern in specific and design patterns in general. It details the different
techniques which various researchers have proposed to overcome the problems
of patterns and how our proposed technique is better and/or different from
the existing ones. Section 3 highlights the problems identified in the observer
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pattern and the pattern usage in general. Section 4 describes the static, dynamic
and implementation aspects of the proposed ontology driven observer pattern.
Section 5 summarizes the conclusion and ultimately the references are enlisted.

2 Related Research

Hachani and Bardou [3] present a motivating work to start using aspect oriented
programming (AOP) to implement object oriented design patterns. They sepa-
rate the code related to the application of pattern from the rest of the code and
encapsulate it in aspects. Hannemann and Kiczales [4] provide a similar research
and present a comparison of the AspectJ and Java implementations of concrete
instances of the GoF design patterns. They identify that in the structure of the
observer pattern, some parts are common to all implementations of the pattern,
and other parts are specific to its particular application. They present an As-
pectJ code that reflects this separation of reusable and application-specific parts.
Garcia et al [5] propose a quantitative assessment of java and AspectJ imple-
mentations of GoF design patterns which complements the work by Hannemann
and Kiczales [4]. One problem with these approaches is that, runtime changes in
the pattern participants and their dependencies cannot be made because of the
static nature of AspectJ. Secondly, the code must be recompiled each time one
wants to apply the pattern to a new class, remove the pattern from some class
or change the implementation of the pattern. Only programmers well versed
in AOP concepts can make changes in the subject – observer relationships or
change their roles. The users/non-programmers cannot make any changes in the
pattern to change the system behavior.

Borella [6] provides a new solution to the observer pattern using AOP ap-
proaches. He has introduced an Agent aspect in between the subject and ob-
servers whose role is to observe the subject and execute some action on behalf
of the observer each time the subject state changes. It tends to solve the first
problem by enabling runtime changes in the dependencies between the observer
and subject. However, the other problems persist which not only reduce the flex-
ibility of the solution but also make the solution dependent on AOP approach
and languages.

In order to employ the benefits of AOP and also to keep the solution indepen-
dent of it, Jicheng et al [7] provide a novel implementation of observer pattern
by aspect based on java annotations. They use java annotations instead of aspect
language to define the pattern concerns. These annotated classes are then ana-
lyzed by a program to generate the aspects. This method provides a roundabout
way of achieving separation of pattern concerns into aspects and hence increases
the effort of the developer.

Our solution provides separation of pattern logic/concern from the main ap-
plication logic and that too without depending on AOP concepts or languages. It
enables runtime changes to be made in the pattern participants as well as their
interdependencies. The code need not be recompiled to apply the pattern to a
new class, remove the pattern from some class or change the implementation of
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the pattern. Even the users/non-programmers can make changes in the pattern
to change the system behavior.

3 Problems with the Observer Pattern and Pattern
Usage in General

3.1 Problems with the Observer Pattern

Several drawbacks have been identified in observer pattern (adapted from [1]
and [8]):

• Implicit coupling between the observer and the subject: The subject
has all the observing objects registered with it, which need to be notified when
a change occurs in the subject. Thus the subject has to maintain information
regarding its observing objects.

• Unexpected updates: Since the observer dependency criteria aren’t well
defined or maintained, it may lead to spurious updates which may be hard to
track down.

• The push and pull model of updates: The push model increases cou-
pling because the subject must have some information about the observers to
send detailed information about the change. The pull model may be inefficient
because the observers must ascertain what has changed without the help of the
subject.

• Dangling references: All the registered observers should remove them-
selves from the subject before getting destroyed otherwise they give rise to zom-
bie or dangling references and a memory leak.

• Implicit event invocation: When there is chain of event invocations, it
becomes hard to follow and debug by looking at the code.

• Only programmers can make changes: Consider the case of multiple
observers observing multiple different subjects. Their dependency choices are
encoded in their implementation code. Thus only the programmer can change
the dependency criteria and that too in a non-runtime situation. After making
the desired changes the classes have to be recompiled. It is not possible to make
runtime changes in the dependency criteria by users/non-programmers. This can
be costly and cumbersome when such changes are to be done frequently.

• Partial observation: It is difficult to define partial observation rules. Sup-
pose an observer O is observing only some properties of a subject. A change
occurs in the subject but the properties which are observed by O remain un-
changed. Then too, O will be notified of change and will be updated. This hap-
pens because O registers itself with the subject not with its properties. This
gives rise to un-necessary dependencies and hence un-necessary updates. Sepa-
rate and explicit definition of partial observation rules can mitigate this problem
as described in the general demographics survey information system example in
the introduction section.
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3.2 Problems with the Pattern Usage in General

The same classes in an application are burdened with the responsibility of im-
plementing both the pattern logic (which is application independent) as well as
the application logic (which is application specific). This reduces the reusability
of the pattern at the implementation level. The code implementing the pattern
logic is so much intertwined with the code implementing the application logic
that it becomes almost impossible to identify the existence of a pattern in a code.
The pattern eventually gets lost in the code [9] and it becomes very difficult to
identify, add/remove and maintain patterns at the implementation level [10].

If multiple patterns are present in an application then it is very difficult to
identify the specific instances of a pattern [9]. That is to say that, if same classes
are acting as participants in multiple patterns then it becomes very difficult to
identify the patterns of which they form participants. This may also give rise to
cycles of mutually dependent classes which are difficult to maintain and reuse [9].

4 Ontology - Driven Observer Pattern - The Proposed
Solution

This section describes the generic observer ontology and the static, dynamic and
implementation aspects of the proposed solution along with its consequences.

4.1 The Generic Observer Ontology

We have built a generic ontology which we call observer ontology. The observer
ontology encodes the design pattern logic of the observer pattern. Figure 1 shows
the observer ontology concepts along with object properties connecting those
concepts. The classes playing different roles in the pattern are made the in-
stances of the corresponding ontology concepts. In the proposed solution, when
a property of the observable is changed, all the observers depending upon that
property along with their update methods, are retrieved from the ontology. These
update methods are then invoked. If the different observers have different update
priorities, then their update priorities are also extracted from the ontology and
their update methods are invoked in order of their update priorities.

The same class can play the role of both the observer as well as the observable.
That is, a class B which depends on some class A may have other classes C and
D depending upon it. This implies that all B, C and D classes depend upon A
and must be notified when A changes. Since the ‘isObservedBy’object property
is transitive by nature so the ontology reasoner can automatically deduce all the
classes in the chain which depend upon a particular observable class. Thus the
ontology object properties along with their characteristics (like the transitive
nature of ‘isObservedBy’) and domain - range restrictions formally define the
observer pattern domain.
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Fig. 1. Partial View of Observer Ontology Generated by the Ontoviz Plugin of Pro-
tege3.4

4.2 Structure

Figure 2 shows the structure of the ontology driven observer pattern. No de-
pendency exists between the Observer and Observable class hierarchies. The
OntologyManager class contains and exposes the notifyObservers() method to
the observable classes which takes the changed property and its new value as the
arguments and invokes the update() methods of the observers which depends on
that changed property. The grey box denotes the element added later on. When
a new observer element is added, its details are updated in the ontology and no
code requires to be changed.

Fig. 2. Structure of Ontology Driven Observer Pattern

4.3 Collaboration

Figure 3 shows the collaboration between the classes in the ontology driven
observer pattern. When a user action or any other event changes a property of an
observable object, it calls the notifyObservers() method of the OntologyManager
class thereby passing the property that has changed along with the new value
of the property. The OntologyManager class calls its getObservers() method
which queries the ontology and retrieves the observers which depend upon that
particular observable property that has changed. For each observer, the update
method is retrieved from the ontology by the OntologyManager and is invoked.
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Fig. 3. Sequence Diagram of Ontology Driven Observer Pattern

4.4 Setting Up the Ontology

Since the pattern logic is separated from the code and encapsulated in ontology,
it can be changed (even at runtime) easily without modifying the code. The main
idea is to enable the users (non-programmers) to directly make changes in the
ontology so as to change the behavior of the application. Thus the proposed on-
tology driven observer pattern enables the application to be modified/extended
even by non-programmers by just configuring the ontology. To edit the ontology
metadata and define new observation rules, a user interface can be provided.

The ontology can be implemented using a database, XML or RDFS models. A
specialized user interface can be created to define the ontology rules and create
instances. If the ontology is implemented in RDFS and the user is familiar with
some RDFS ontology editor (like Protégé) then he can directly use the editor to
modify the ontology.

4.5 Analysis

We developed an example application in java based on the traditional observer
pattern. We then, implemented the same application based on the ontology
driven observer pattern to analyze and compare both of them. We analyzed
both the applications using the JArchitect tool [11]. In figure 4(a) and 4(b) sin-
gle arrow edge from A to B indicates that A is using B and double arrow edge
indicates that A and B are mutually dependent. The thicknesses of edges are
proportional to the strength of coupling in terms of the number of members
involved. Figure 4(b) clearly shows the decoupling obtained in case of ontology
driven observer pattern. In figure 5(a) and 5(b) a blue matrix cell denotes that
the package in column is using that in row, a green matrix cell denotes that the
package in column is used by that in row and a black matrix cell denotes mutual
dependency. There are 2 black matrix cells in Figure 5(a) while no black matrix
cell in Figure 5(b). This denotes the absence of cyclic dependency in ontology
driven observer pattern.
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(a)

(b)

Fig. 4. Dependency Cycle Graph between the Components of (a) The Traditional
Observer Pattern (b) The Ontology Driven Observer Pattern

(a) (b)

Fig. 5. Dependency Matrix between the Components of (a) The Traditional Observer
Pattern (b) The Ontology Driven Observer Pattern

4.6 Consequences

The ontology driven observer pattern has following benefits:

1. No coupling exists between the observer and the subject. The observers don’t
have to register themselves with the subject and hence the subject is totally
unaware of its observers.

2. Since the dependency relationships between the observer and the subject are
maintained explicitly so there are no spurious updates of the observers.

3. Since the notification mechanism is handled by a separate component (On-
tologyManager) so neither push nor pull models of updates are employed
between the observer and the subject.

4. No registration and de-registration of observers is done with the subject. So
no problem of dangling references can arise.
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5. There is no chain of implicit event invocations so the code is clean and easy
to understand.

6. The observer and observable class dependencies are maintained explicitly
and declaratively in a separate ontology component. This ontology compo-
nent can be provided with a GUI by means of which even the users/non-
programmers can make changes in the dependency relationships even during
the runtime. The participant classes of the pattern can also be changed thus
resulting in the change of behavior of the entire application.

7. If some observers are observing only a few properties of some subject then
this information is maintained easily and explicitly. So the proposed solu-
tion is particularly useful where multiple observers are partially observing
multiple subjects.

8. The proposed solution makes it easy to identify the pattern when it exists
in a code (because of the ontology component). Since the pattern logic is
separated from the application logic, the pattern essentially becomes a plug
and play component. The ontology component comprising of the ontology
and the ontology manager is totally generic and is reusable even at the
implementation level. The proposed solution makes it easy to add and remove
the pattern to and from the application code.

9. Even when multiple patterns are present, the classes which form the par-
ticipants of the observer pattern can be easily identified (as they are the
instances of the observer pattern domain concepts). Thus it is easy to main-
tain and reuse the classes.

The proposed solution also has some liabilities and limitations:

1. The programming language used to implement ontological observer pattern
should support reflection. Such languages include java, C#, Objective-C,
PHP, Python and Ruby.

2. The use of reflection can impose a performance penalty. Therefore, worst
case analysis of the software system with the pattern in place needs to be
done when performance is an issue or when dealing with real-time systems.

3. Debugging can become more difficult primarily because the control flow is
interrupted by the ontology component.

4. The pattern can be used by developers who are well acquainted with ontology
as a structural framework for organizing knowledge.

5. The design pattern logic is totally separated from the application logic and is
encoded in the ontology component. This raises an overhead of an additional
component i.e. the ontology. Whenever the generic ontology is used in an
application, it needs to be instantiated at least once.

5 Conclusion

The proposed ontology driven observer pattern mitigates all the identified draw-
backs of the GoF observer pattern. It decouples the participant classes of the
observer pattern and makes the code easy to understand. The proposed solution
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enables even the users/non-programmers to make changes in the dependency re-
lationships between the observers and the subjects even during the runtime. The
participant classes of the pattern can also be changed during runtime thus re-
sulting in the change of behavior of the entire application. The proposed solution
is particularly useful where multiple observers are partially observing multiple
subjects. The proposed solution makes it easy to identify the pattern when it
exists in a code (because of the ontology component). Since the pattern logic is
separated from the application logic, the pattern essentially becomes a plug and
play component. The ontology component comprising of the ontology and the
ontology manager is totally generic and is reusable even at the implementation
level. The proposed solution makes it easy to add and remove the pattern to and
from the application code. Even when multiple patterns are present, the classes
which form the participants of the observer pattern can be easily identified.
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Abstract. The tremendous popularity of web-based social media is attracting 
the attention of the industry to take profit from the massive availability of 
sentiment data, which is considered of high value for Business Intelligence (BI). 
So far, BI has been mainly concerned with corporate data with little or null 
attention with the external world. However, for BI analysts, taking into account 
the Voice of the Customer (VoC) and the Voice of the Market (VoM) is crucial 
for putting in context the results of their analyses. Recent advances in Opinion 
Mining and Sentiment Analysis have made possible to effectively extract and 
summarize sentiment data from these massive social media. As a consequence, 
VoC and VoM can be now listened from web-based social media (e.g., blogs, 
reviews forums, social networks, and so on). However, new challenges arise 
when attempting to integrate traditional corporate data and external sentiment 
data. This paper aims to introduce these issues and to devise potential solutions 
for the near future. More specifically, the paper will focus on the proposal of a 
semantic data infrastructure for BI aimed at providing new opportunities for 
integrating traditional and social BI. 

Keywords: Social Business Intelligence, Linked Data, Sentiment Analysis. 

1 Introduction 

The massive adoption of web-based social media for the daily activity of e-commerce 
actors, from customers to marketing departments, is attracting more and more the 
attention of Business Intelligence (BI) companies. So far, BI has been confined to 
corporate information systems, with little attention to external data. Capturing external 
data for contextualizing data analysis operations is a time-consuming and complex task 
that, however, would bring large benefits to current BI environments [10]. The main 
external contexts for e-commerce aplications are the Voice of the Customers (VoC) 
and the Voice of the Market (VoM) forums. The former regards the customer opinions 
about the products and services offered by a company, and the latter comprises all the 
information related to the target market that can affect the company business. Listening 
to the VoM allows setting the strategic direction of a business based on in depth 
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customer insights, whereas listening to the VoC helps to identify better ways of 
targeting  
and retaining customers. As pointed by [11], both perspectives are important to build 
long-term competitive advantage. 

The traditional scenario for performing BI tasks has dramatically changed with the 
irruption of the Web 2.0, and the proliferation of opinion feeds, blogs, and social 
networks. Nowadays, we are able to listen to the VoM and VoC directly from these 
new social spaces to extract relevant information from their posts. This has been 
possible thanks to the burst of automatic methods for performing sentiment analysis 
over these new information sources [8]. These methods directly deal with the posted 
texts to identify global assessments (i.e. reputation) over target items, to detect the 
subject of the opinion (i.e., aspects) and its orientation (i.e., polarity). From now on, 
we will refer to all the data elements extracted from the opinion posts by means of 
sentiment analysis tools as sentiment data.  

A good number of commercial tools have recently appeared in the market, for 
listening and analyzing social spaces and reviews forums, see for example Radian6 
Insight, Media Miser, Scout Labs, Wise Window and Sinthesio, to mention just a few. 
Unfortunately, these commercial tools aim to provide customized reports for end-
users, and sentiment data on which these reports rely are not publicly available  
(indeed this is the key of their business). Consequently, critical aspects such as the 
quality and reliability of the delivered data cannot be contrasted nor validated by the 
analysts. This fact contrasts to the high quality that BI requires for corporate data in 
order to make reliable decisions. 

 

Fig. 1. Business Intelligence contexts and their relation to the Web 3.0 data infrastructure 

In this paper we discuss the opportunity and advantages of defining a new data 
infrastructure for performing social BI. As Figure 1 shows, VoC and VoM sentiment 
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data must be integrated in this infrastructure together with all the external factors that 
may potentially affect a company business (e.g., new legislations, financial news, 
etc.). We claim that such a data infrastructure must follow the principles of the Linked 
Data initiative [6], where some preliminary proposals for BI already exist (e.g., 
Schema.org and GoodRelations). If existing web-based social data is migrated to the 
Web 3.0 as linked data in order to be shared, validated and eventually integrated with 
corporate data, a new global BI scenario for e-commerce applications can be 
achieved. Furthermore, our hypothesis is that most data and vocabularies used by 
researchers and companies for performing sentiment analysis could be better 
exploited if they were shared, contrasted and validated by the community.  

2 Analytical Patterns for Social BI 

Traditional BI assumes the existence of a controlled set of data sources, from which 
summarized data is obtained for decision making. BI architectures usually rely on a 
data warehouse architecture defined under a multidimensional model (i.e., just 
consisting of measures and dimensions) [7]. The data warehouse is then periodically 
fed with data extracted from the identified data sources by executing the Extraction, 
Transform and Load (ETL) processes. Finally, data are summarized with efficient BI 
tools such as Online Analytical Processes (OLAP) [2]. 

From a BI point of view, sentiment data extracted from social media can be also 
regarded as a multidimensional model. For example, the reputation of a product, the 
most outstanding features of some brand, or the opined aspects of an item can be 
represented as multidimensional data, and efficiently computed through OLAP [4].  

 

Fig. 2. Main BI Patterns in a Social analysis context scenario 
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The main BI e-commerce patterns we consider in this paper are summarized in 
Figure 2. Facts (labeled with ‘F’) represent spatio-temporal observations of some 
measure (e.g., units sold, units offered, number of positive reviews, and so on), 
whereas dimensions (labeled with ‘D’) represent the contexts of such observations. In 
some cases, facts can have a dual nature, behaving as either facts or dimensions 
according to the analyses at hand. For example, in Figure 2, a post can be either a fact 
or a dimension of an opinion fact. Dimensions can further provide different detail 
levels (labeled with ‘L’). For example, the dimension Item can be provided with the 
levels “Type” and “Brand”. On the other hand, facts must be associated to one or 
more numerical measures. For example, the sales facts are associated to units sold, 
promotion facts are associated to offered units, and so on. 

In Figure 2, the traditional and social BI patterns are separated with a dotted line. 
However, the intended data infrastructure is aimed at seamlessly integrate all BI data 
in order to perform any kind of analysis that could require to combine corporate with 
external social information. 

The main facts concerning social BI are opinion facts, post facts, and community 
facts. Opinion facts are observations about sentiments expressed by opinion holders 
concerning concrete aspects or features about an item, along with their sentiment 
indicators. For example, the sentence “I don’t like the camera zoom” express an opinion 
fact where the feature is “zoom”, and the sentiment indicator is “don’t like” (negative 
polarity). Post facts are observations of published information about some target item, 
which can include a series of opinion facts. Examples of post facts can be reviews, 
tweets, and comments published in a social network. Notice that opinion facts are 
usually expressed as free text in the posts, and therefore it is necessary to process these 
texts to extract the facts [8]. Finally, community facts are observations about the opinion 
holders that interchange sentiments about some topic. These facts are usually extracted 
from social networks by analyzing the structure emerged when the opinion holders 
discuss about some topic [12]. Notice that topic-based communities can be very 
dynamic as they rise and fall according to time-dependant topics (e.g., news, events, and 
so on). 

As for the measures associated to these social facts, Table 1 shows some examples 
of typical measures used in the literature for sentiment and social analysis. 

Table 1. Examples of measures for social BI facts 

Measure Example values Fact type 
Polarity  (-1,0,+1) Opinion 
Rating (,,,…)  Post 
Like (, ) Post 
Popularity (-10,..,+10) Community 
Credibility (0,..,10) Community 
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Some examples of interesting sentiment and social analysis operations that can be 
done with the previous BI patters are the following ones: 

• To identify troublesome parts of some product or service. 
• To measure the popularity of product promotions from rival companies. 
• To find the best points in social networks to advertise a product. 
• To predict the popularity of a topic in the different communities. 
• To analyze the evolution of an item sentiment within a topic-based community. 

3 Semantic Data Infrastructures 

The Linked Data (LD) initiative aims at creating a global web-scale infrastructure for 
data [6]. Relying on the existing WWW protocols, this initiative proposes to publish 
data under the same principles that web documents, that is, they must be identified 
through a Unique Resource Identifier (URI), with which any user or machine can 
access to their contents. Similarly to web documents, these data can be also linked to 
each other through their URIs. In order to manage the resulting data network, data 
must be provided with well-defined semantics to allow users and machines to rightly 
interpret them. For this purpose, the W3C consortium has proposed several standards 
to publish and semantically describe data, mainly the Resource Description 
Framework (RDF) and the Ontology Web Language (OWL). In this paper we refer to 
semantic data infrastructures to the data networks resulted from publishing and 
linking data with the standard formats RDF and OWL. 

Semantic data infrastructures provide a series of standards and tools for editing, 
publishing and querying their data [6]. As a result, the Linked Open Data (LOD) 
infrastructure serves as a main reference for semantic web researchers and developers. 
The basic component of this infrastructure is the dataset, which consists of a set of 
RDF triples that can be linked to other LOD datasets. These datasets usually provides 
a SPARQL endpoint, with which data can be accessed via declarative queries. 
Additionally, SPARQL also enables distributed queries over linked datasets.  

This kind of global data infrastructures are opening new opportunities to both data 
providers and consumers to develop new applications, which goes beyond the 
corporate boundaries (also called data islands). More specifically, LD has opened new 
ways to perform e-commerce activities such as retailing, promotion, and so on. 
Projects like Schema.org and GoodRelations are allowing the massive publication of 
product offers as micro-data, as well as specific vocabularies for e-commerce 
applications. Additionally, commercial search engines like Google and Yandex are 
adopting these formats to improve the search of these data. Concerning the 
publication of sentiment data, recent projects like MARL [14] attempt to provide 
schemas for publishing user opinions as linked data. 

All these projects are focused on making available product offers and reviews to 
end-users as well as third party applications (e.g., mobile apps). However, they are 
not appropriate for performing large-scale BI analyses. In the next section we identify 
the main requirements for a data infrastructure aimed at social BI. 
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4 Requirements for a Social BI Data Infrastructure 

Regarding the nature of the data to be published in the data infrastructure, we have 
identified a set of global requirements that are not covered yet by current proposals, 
namely: 

1. The infrastructure must give support for massive generation of opinion data from 
posts (e.g., reviews, tweets, etc.) so that high volumes of crawled data can be 
quickly processed and expressed as linked data. As in data warehouses, a series of 
ETL processes are needed to periodically feed the data infrastructure. These ETL 
processes are quite unconventional, as they deal with semi-structured web data, 
perform some kind of sentiment analysis, and output RDF triples. 

2. Sentiment data published in the infrastructure must be semantically represented 
under well-controlled vocabularies and useful taxonomical relationships. 
Currently, sentiment data is automatically extracted from texts with either 
statistical [5] or Natural Language Processing (NLP) methods [8], but they do not 
bring well-defined semantics for enabling BI analyses. For example, most 
automatic methods capture “features” and “opinion indicators” from text reviews 
but these data is not organized into semantics groups (e.g., optics, storage and 
image quality for  
cameras) to properly calculate the partial scores for each semantic group. In this 
context, we have to say that the success of traditional BI partially stems from the 
capacity of OLAP tools for exploring data trough hierarchical dimensions. Another 
relevant aspect to take into account is the context-dependent nature of these data 
[9], which can also require inference capabilities. 

3. The infrastructure must support high distribution of data, providing optimal partitions 
w.r.t. to data usage. BI analyses are subject-oriented and consequently are focused on 
a given topic. Therefore, data must be distributed according to these topics. For 
example, opinion facts should be organized into item families (e.g., electronic 
products, tourist services, etc.) and allocated into different datasets. The massive data  
distribution also alleviates the storage requirements of these huge volumes of data. 

4. The infrastructure must provide fresh data by migrating as quickly as possible 
published posts. Apart from the considerations of the first point, the infrastructure 
must adopt as much as possible the existing vocabularies in e-commerce in order to  
facilitate the load of data from the different sources (e.g., micro-data). 

5. The infrastructure must ensure the quality and homogeneity of the datasets, dealing 
with the potential multi-lingual issues of a BI scenario. As e-commerce acts in a 
global market, sentiment data extracted from different countries will be expressed 
in different languages. Datasets must support multi-lingual expressions as well as 
organize them around semantic concepts (see second point). Additionally, links 
between datasets of the intended infrastructure must be as much coherent as 
possible, using the appropriated classes and data types offered by it. Some current 
approaches like MARL allow users to express opinion facts with any kind of 
resource (e.g., a string, a URI to an external entity, etc.) [14]. Although this makes 
the schema much more flexible to accommodate any opinion fact, it makes 
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unfeasible to  
perform a BI analysis over these data. 

6. The provided data sets are intended to be exploited by companies in order to 
perform analysis operations that contextualize their internal corporate data with 
external sentiment data. By this reason, data provided by the infrastructure must be 
published in a format that can be easily unloaded and integrated with corporate 
data in the way required by each kind of BI application. 

5 A Possible Architecture 

Regarding the previous requirements, Figure 3 proposes a possible architecture for the 
intended social BI data infrastructure. First, we divide the involved datasets into two 
layers. Thus, the inner ring of Figure 3 regards the main components of the proposed 
infrastructure, whereas the outer ring comprises the external datasets and vocabularies 
(dotted boxes) that are related to the infrastructure. The infrastructure components are 
organized according to the BI patterns shown in Section 2, and the requirements 
described before. Thus, each component in Figure 3 regards a different perspective of 
a BI analysis, and it consists of a series of topic-oriented datasets that share a common 
ontology. 

 

Fig. 3. Proposed architecture for the social BI data infrastructure 

Links between components are considered hard links, in the sense that they must 
be semantically coherent, and they are frequently used when performing analysis 
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tasks. For example, the infrastructure should facilitate the join operations between 
triples of these datasets. On the other hand, links between infrastructure components 
and external datasets are considered soft links, as they just establish possible 
connections between entities of the infrastructure and external datasets (e.g., 
DBpedia). These external datasets are useful when performing exploratory analyses, 
that is, when new dimensions of analysis could be identified in external datasets. 

A first implementation of this architecture can be found in [4] where a corporate 
data warehouse is enriched with sentiment data from opinion posts. In this 
preliminary work, linked data was not yet available. Instead, the original opinion texts 
where used to extract sentiment data that was stored into the corporate data 
warehouse. The multidimensional data model of this data warehouse included the 
same elements as the inner ring in Figure 3 plus some elements of the outer ring to 
represent hierarchies extracted from Wikipedia. With the resulting BI system it was 
possible to analyze sentiment and corporate data in a combined way. 

6 Conclusions 

We have presented a proposal for a semantic data infrastructure for sentiment data 
extracted from web-based social media. Its purpose is to facilitate the massive 
analysis of sentiment data by exploiting the ever-increasing amount of publicly 
available open linked data. The infrastructure components are designed to describe all 
necessary information for opinion analysis: products/services, features/aspects, and 
opinion indicators, reviews and facts and so on. The infrastructure also incorporates 
the functionality required to perform massive opinion analysis: the extraction of 
opinion facts from text reviews, and the linkage of opinion data to other datasets. This 
will allow the exploitation of opinion-related dimensions of analysis that are out of 
reach for traditional BI applications.  

It is very important to highlight that one of the main advantages of using linked 
data is that it is semantically enriched and related. This fact ensures the applicability 
of data in open scenarios and facilitates its processing for many different kinds of BI 
applications. As for future work, our purpose is to apply semantic annotation as a key 
enabling technology for fast migration of opinion posts to the proposed architecture 
for the infrastructure. The generation of the different datasets will also rely on our 
previous work about unsupervised statistical sentiment analysis [4, 5]. 
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Abstract. The growth of Internet and the information technology has
generated big changes in subjects communication, that, nowadays, oc-
curs through social media or via thematic forums. This produced a surge
of information that is freely available: it offers the possibility to com-
panies to evaluate their credibility and to monitor the ”mood” of their
markets. The application of Sentiment Analysis (SA) has been proposed
in order to extract, via objective rules, positive or negative opinions from
(unstructured) texts. Communication literature, instead, highlights how
such polarization derives from a subjective evaluations of the texts by the
receivers. In business applications the receiver (i.e. marketing manager)
is leaded by the values and the mission of the company. In our paper
we propose a strategy to fit brand image and company values with a
subjective SA, a probabilistic Kernel classifier has been employed to get
discrimination rule and to rank classification results.

Keywords: Text Polarization, Semantic Technology, Kernel Discrimi-
nant, Business Solution.

1 Introduction

The importance of word-of-mouth has been widely stated in a large part of the
marketing literature [2],[13]. The concept is always been related to the percep-
tions of a product/service. Anderson (1998) stated that unsatisfied customers
do engage in greater word-of-mouth than satisfied ones. Therefore, it cannot be
ignored when a business wants to check its reputation in the market or wants
to test the customer satisfaction of its products. Similarly, Goldenberg et al.
(2001) claimed that consumers decision making process is strongly influenced
by word-of-mouth. As such, word-of-mouth communications at the micro-level
can influence macro-level phenomena [24]. Recently, the unprecedented growth
of Internet and the information technology has generated big changes in sub-
jects communication that, more and more frequently, occurs through social me-
dia or via thematic forums. This has resulted in a surge of information that is
freely available online in a text format. For example, many online forums and
review sites exist for people to post their opinions about a product [9]. While
such consumer-generated content offers possibility to businesses to evaluate their
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credibility and to monitor the ”mood” of their markets, some concerns arise, due
to complaints or smear campaigns. In such context, in fact, prompt and accurate
understanding of sentiments expressed within the online text could lead to effec-
tive marketing strategies and service recovery and could help the management to
identify key drivers for improved customer relationships. A big problem, indeed,
is represented by the mounting frustration to discern, among thousands of pieces
of data, which are the most relevant. The process of accessing all these raw data,
heterogeneous both for source, type, protocol and language used, transforming
them into information, is therefore inextricably linked to the concepts of auto-
matic textual analysis and synthesis, hinging greatly on the ability to master
the problems of semantic interpretation. Therefore, researchers and marketing
people have been paying much attention to Sentiment classification and analysis
[21],[25]. Sentiment Analysis (SA), also known as Opinion Mining, is the extrac-
tion of positive or negative opinions from (unstructured) text [18]. It analyses
texts, divided into sentences, to detect their polarity and to aid the simultaneous
assessment of positive and negative strength of the opinions collected. Several
studies have shown a positive impact in efficient marketing response in a wide
range of applications as product comparisons, opinion summarizing, and reason
mining [16], [22], [20]. In order to provide fast and efficient decision processes
several Machine Learning (ML) algorithms have been combined with the Senti-
ment. For example, Abbasi et al. (2008) proposed the Support Vector Regression
Correlation Ensemble (SVRCE) approach to analyze emotional states. Pang et
al. (2002) investigated several supervised ML methods to semantically classify
movie reviews, Camillo et al. (2006) have shown a Kernel Discriminant classifier
for predicting customers purchase propensity of a web fashion portal, Chen et
al. (2011) presented a neural network based approach to distinguish comments
from blogs, just to cite a few. Most of the times, in literature review, we spotted
2 issues never addressed: 1) The application of text Sentiment has been pushed,
in data mining works, in order to provide objective rules for extracting peo-
ple’s opinions. On the contrary, Communication literature highlighted that text
polarization derives from a subjective evaluations by the reader. The texts are
recognized and interpreted in the light of personal values and of the environment
in which the reader lives. Although SA has been introduced for supplying such
polarization, it is not able to address such choice by itself, in fact, it needs of
the user intervention to adjust results. Such picture is really common in busi-
ness context: texts are not negative or positive regardless, their Sentiment have
to be computed according to the brand values and to the market environment
decided by the business management. This leads companies to define subjec-
tively what include in a positive communication. Such communication has to
be rebuilt via Sentiment Analysis. 2) Classification of the SA results could be
realized via a discriminant model which assigns every instance to a group of
text polarization (positive, negative, neutral). In literature, most of the Machine
Learning algorithms employed, are hard classifiers. A better solution would be
the application of a probabilistic discriminant that is able to detect not only
the texts Sentiment, but also to assign a likelihood values to each classification.
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Such an approach is more robust and reliable and provide easy-to-rank results.
In our paper we would like to take into account those two aspects. We present
a strategy to rebuilt via an intelligent Semantic Lemmatization the information
collected in the texts coming from different web sources: forum, blogs and social
networks. The Sentiment is not computed via an algorithmic rule but it has
been provided by means of a subjective evaluation of the web posts. Then, a
probabilistic Kernel classifier has been employed to get the discrimination. Such
an approach first, better responds to the receiver’s demands in terms of coher-
ence, second it improves the classification respect to other parametric models as
Gaussian Linear Discriminant Analysis. We tested our strategy on a real case of
study: we analyzed data referred to an international ”beauty” group present all
over the world. The rest of this paper is organized as follows: section 2 provides
an outline of the modeling process, recalling properties and main features of the
tools employed. In Section 3, we present the data, the objective of the case of
study and the model assessment. Section 4 illustrates results of our approach,
finally, conclusions and future considerations about the further developments in
Semantic classification are discussed in Section 5.

2 Methodological Framework

This section describes the methodology used through-out this study. Section 2.1
illustrates how to extract knowledge from unstructured texts. Semantic Analysis
applied to the corpus collected, provides an intelligent way to rebuild the infor-
mative landscape present in the data. Section 2.2 gives an overview of the Kernel
Discriminant Analysis, with a particular focus to the model under the multivari-
ate Gaussian distributional assumption. This allows a probabilistic derivation of
a non linear classification: predictions are reliable if they exceed a threshold of
minimum probability.

2.1 Semantic Approach to a Corpus

Textual data analysis is an explorative technique which extracts information
form texts. Getting knowledge is not an automatic process: first a parsing has to
be performed that allows to individuate tokens (or words) of the corpus then the
conversion of words in part of speech (based on their syntactic category) leads to
highlight more relevant texts. Finally in order to reduce the corpus dictionary,
all word variations are merged into a single representative form (lemmatization).
The result is a high-dimensional document-by-term matrix where each cell in the
matrix represents the raw frequency of appearance of a term in a document. Such
matrix, usually, is very sparse i.e. it contains a lot of zeros since not all doc-
uments contain all corpus terms. In order to reduce the dimensionality of the
feature space two ways are feasible: 1) computing a Single Vector Decompo-
sition (SVD) to the matrix considering it as a numeric matrix. 2) computing
factorization employing Correspondence Analysis (CA). We choose the second
way because CA [4], [11], [15] is a factorial technique that displays categorical
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variables in a property space and maps their associations in two or more axes.
The fundamental motivation lies in the distance metric choice which can not be
linear in this context. In Correspondence Analysis a general row i of the ma-
trix T 1, of order I × J , is considered as a point in RJ with coordinates fij = fi.
(j = 1, ...J) and weight fi.(i = 1, ...I); the centroid of the rows set is the point f.j
(j = 1, ...J). The proximities between rows are measured using the χ2 distance.
So, the square distance between rows i and i′ is defined as follows:

d2(i, i′) =

J∑
j=1

1

f.j
(
fij
fi.

− fi′j
fi′.

) (1)

Consistently with the geometric approach, the dispersion of the set of rows (and
symmetrically, of the set of columns) around its centroid is measured through
the inertia:

φ2 =

I∑
i=1

fi.d
2(i, centroid) =

χ2

n
(2)

being n the total counted units. CA inspects the distances between row profiles
as a whole or equivalently, the distances between each profile and the mean
profile and describes the discrepancy from the independence model by displaying
approximations between rows on the axes of maximum dispersion (principal
axes). The principal axes search can be obtained by performing a Principal

Component Analysis (PCA) on the table T̃ whose general term is shown below:

t̃ij =
fij − fi. · f.j

fi. · f.j
(3)

Therefore, the vectors of the row scores are

xs = T̃DJus =
√
λsvs (4)

where λs and vs are eigenvalues and eigenvectors of the matrix T̃ ′DI T̃DJ , DI

is the diagonal matrix with general term fi., DJ is the diagonal matrix with
general term f.j.

2.2 A Probabilistic Kernel Discriminant

Kernel-based methods such as Support Vector Machines (SVMs) have been suc-
cessfully used for solving various classification and pattern recognition prob-
lems for supervised learning in Machine Learning [10] [5]. A classifier in the
Feature Space F can be obtained via the estimation of the class conditional

1 The two-way contingency table T (I×J) is a relative frequency matrix whose general
term is obtained just divided each cell values for the total sample units fij =

nij

n
.

We denote the i-th row margin term as fi. =
∑J

j=1 fij and the column margin is

f.j =
∑I

i=1 fij .
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density functions and the use of Bayes’s rule. We consider the input data set
IXY = {(x1, y1), ..., (xn, yn)} of training vectors xi ∈ Rp and the corresponding
values of yi ∈ {1, 2} be sets of indices of training vectors belonging to the first
y = “negative′′ and the second y = “positive′′ Sentiment class, respectively. We
use the nonlinear mapping

Φ : Rp → F (5)

of the data from the Input Space to a higher dimensional Feature Space de-
fined by a kernel function k(x, y) = φ(x)φ(y) [17]. Let fg(x) denote the class-
conditional density of the kernelized data in a generic class and the correspondent

prior probability πg, such that
2∑

g=1
πg = 1.

We classify an observation to a class for which the posterior probability of
group membership is the greatest. This is achieved by utilizing the Bayes’s rule
or theorem [3]. We assumed that the class conditional density is a multivariate
Gaussian model in F given by:

fg(x) =
1

(2π)n/2|ΣΦ|1/2 exp

{
−1

2
(Φ(x) − μΦ

g )′(ΣΦ)−1(Φ(x) − μΦ
g )

}
. (6)

Thus, we obtain the log posterior probability of group membership just ap-
plying the Bayes’s rule:

logP (Y = g | X = x) $ log fg(x) + log(πg) (7)

= −1

2
(Φ(x) − μΦ

g )′(ΣΦ)−1(Φ(x) − μΦ
g ) + log(πg) (8)

So, comparing the two classes (1 and 2), we assign the observation vector xi

to class 2 if
D

g=1
(xi) > Dg=2(xi) (9)

where the generic kernel discriminant function is

D
g
(x) = log(πg) − 1

2
(Φ(x) − μΦ

g )′(ΣΦ)−1(Φ(x) − μΦ
g ) (10)

If the maximum in 10 does not uniquely define a class assignment for a given
observation vector xi, we can then use random assignment to break the tie be-
tween the appropriate classes, or we can decide to assign only those observations
with a posterior probability above certain probability threshold. This algorithm
can be computed by means of any matrices calculus packages, although the
computation complexity is O(n3), the advantage in terms of good classification
rewards the machine stress.
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3 The Case and the Model Assessment

The case study analyzed in our work, is a real business case. The data refers
to a international enterprise of beauty products, present all over the world. The
aim of the study is related to the web reputation of the company: the estimate
and the assessment of an intelligent text classifier which is able to discriminate
between positive and negative web posts. Since the company is a well known
brand, it does not surprise the big amount of texts coming from blogs or the-
matic forums we collected (50000 posts). The monitoring period of the sources
of information has been about 1 month: spontaneous and solicited discussions
about the usage of cosmetic products, or the issues related to products for the
care and beauty of the body, have been downloaded and analyzed. Obviously,
we did not model all the web posts, but we selected, randomly, a training sam-
ple of 9000 documents. Such documents have been read and classified by the
company, according to its communication assets and brand mission. Then, SyN
Semantic Center, a complex system of text intelligence analytical-linguistic, pro-
duced by Synthema, (an Italian company of Human Language Technology), has
been performed. SyN Semantic Center is an advanced technology platform that
allows to run linguistic and semantic analysis of any piece of information, such
as documents, web pages, discussion groups, forums, chats, e-mails, databases,
scientific and technical publications. By means of sophisticated linguistic analy-
sis functions, this platform can detect the key elements of any text, according to
different criteria: morphology, syntax, logics, and semantics. In our case, first it
classified each word from a grammatical point of view (morpho-syntactic anal-
ysis), in order to reduce the number of concepts described. Secondly, through a
logic-functional analysis it identified who is doing what, how, when and where.
Finally, via a semantic analysis the platform interpreted the underlying meaning
of each single word.

Therefore, an accurate semantic lemmatization, containing a reduced number
of stems and concepts, is obtained and the frequency matrix texts×conceptual-
lemmas (T), finally, is produced. Correspondence Analysis computed on the T
allows to get the Principal Component axes (40 PCs) which composed the X
matrix of our discriminant model. As we highlighted in Subsection 2.2, the kernel
trick replaces the dot products in F with a kernel function in the Input Space,
so that the nonlinear mapping is performed implicitly in the new Space [23].
Optimal generalization of kernel-based method, still depends on the selection
of a suitable kernel function and the values of regularization and kernel param-
eters [7]. In literature, many kernel functions are present we can choose from.
The most common are shown in the Table 1. Except for the Polynomial which
has as unknown parameter the degree of the transformation (here set to 2), for
the other maps an estimation process has been performed, for selecting suited
c values, according to the data. A grid search algorithm, for minimizing mis-
classification error rates and providing the c parameters with the correspondent
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Table 1. Kernel Functions

Kernel Mapping k(x,z)

Cauchy (CAU) 1

1+
||x−z||2

c

Gaussian (RBF) exp(−‖x−z‖2
2c2

)

Laplace (LAP) exp(−
√

‖x−z‖2
c2

)

Multi-Quadric (MULTIQ)
√||x − z||2 + c2

Polynomial (POLY) (x · z)2

errors, has been employed. Then, the best kernel discriminant “fed” a Nearest
Neighbors (NN) with a window width δ = 9.

4 Results

In this section we illustrate our results on the training sample, using the model
strategy that can be outlined in the following steps:

1. Getting the target variable y via a subjective Sentiment provided by the
company

2. Getting the matrix X performing CA on the matrix T document×lemmas
3. Performing Probabilistic Kernel Discriminant (with different kernel map)
4. Obtaining discriminant function for each Kernel map
5. Choosing the best map via ROC curve comparison
6. Hybridizing Kernel function with k-nearest neighbor adjustment

Hybridization consists in applying a Nearest-Neighbor to the kernel discriminant
got at 5). Such method is used to generate a nonparametric density estimate in
each group and to produce a classification criterion2[14].

The strategy has been repeated for all the 5 Kernel maps shown in the Table
1, but it can be easily adjust to any other function. Before illustrate the results,
we have to point out that the sample selected presents a severe overbalance in the
2 Sentiment classes: the negative comments (y=1) weigh for 24% of the overall
dataset, therefore, the positives (y=2) weigh for the leftover 76%. We expect
that such class distribution imbalance will affect the misclassification error rates
especially that one of the Linear Discriminant. Visual inspection of the Figure
1 reveals how much any kernel map improves the classification.

2 In our hybridization a NN with uniform weights and δ = 9 has been employed. This
generated a posterior probability of groups membership for each document.



336 C. Liberati and F. Camillo

Fig. 1. ROC curves comparison

In particular, if we use the RBF we obtain the greatest area under its ROC
curve (0.8061) among the five choices. It allows to gain over 26% in prediction
respect to the use of the standard Linear Discriminant. Finally, the hybridized
solution obtained using the RBF discriminant as input of a NN provides the best
calibrated score: its misclassification error rate is the minimum, but it shows,
also, a good prediction in both classes (Table 2).

Table 2. Confusion matrix with the Hybridized RBF Discriminant

into y

from y 1 2
1 75.84 24.16
2 29.20 70.08

priors 0.50 0.50

5 Conclusions

Sentiment Analysis has been massive applied in the recent years. This is due
to the exponential growth of the information freely available, as blogs and web
forums where people use express their opinions. Such picture makes the anal-
ysis of the unstructured texts particularly interesting also for the businesses.
Monitoring the customers’ ”mood” and the brand reputation become two im-
portant assets to adjust marketing communication. This explains the importance
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of providing a robust classifier which is able to discriminate the Sentiment of the
subjects posts. In this paper we presented a strategy for documents classification
with respect to a subjective polarization of Sentiment. The innovative aspect of
this strategy consists in the application of Kernel Discriminant Analysis to the
Principal Components of a Lexical Correspondence Analysis performed on a ma-
trix texts-forms, stemming from a sophisticated lexical pre-processing of a large
set of web posts. The fundamental idea underlying our approach lies in the fact
that text Sentiment is related to a subjective interpretation of the reader. This
interpretation is strictly connected to cultural issues and mind modeling. In or-
der to manage such complex sentiment polarization, our proposal is to perform
predictive models based on sophisticated lexical and statistical approaches.

A valuable extensions of this work would be to compare our solution with
other classification models, and testing the results via cross-validation, to get
confidence intervals of the error rates.
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Abstract. The Web is a huge virtual space where to express and share individu-
al opinions, influencing any aspect of life, with implications for marketing and 
communication alike. Social Media are already an important marketing arena.  

This paper describes, on one hand, the characteristics of Sentiment Analysis 
and, on the other hand, the results of its application to an empirical research on 
the city of Bologna and on its brand perception on the Web.  

In the international scenario a growing number of cities compete with each 
other in order to attract: investors and foreign companies; different types of 
tourists, and new residents. 

City branding can be considered the starting point for developing effective 
policy of city marketing. The Bologna City Branding Project aims at increasing 
the effectiveness of territorial marketing policies carried out by the municipality 
of Bologna.  

This study partially confirms and partially rejects what many sectors of the 
city would have expected from the perception of Bologna on the Web. From the 
point of view of academic research, it has shown the potential of Sentiment 
Analysis in the study of perception of the city brand. Further investigations 
should be made to integrate this approach with the more qualitative and quantit-
ative techniques. From the point of view of the place marketing of cities, the re-
sults of this research have shown that place marketing is a complex activity and 
that, in order to be more effective, an integrated plurality of approaches have to 
be promoted and used. 

Keywords: city branding, sentiment analysis, text mining, lexical analysis, se-
mantic analysis, opinion mining, unsupervised clustering, semantic role labeling. 

1 Introduction 

The Web is a huge virtual space where to express and share individual opinions, 
influencing any aspect of life, with implications for marketing and communication 
alike. Reviews and ratings on the Internet are increasing their importance in the 
evaluation of products and services by potential customers. In certain sectors, it is 
even becoming a fundamental variable in the “purchase” decision. Internet users often 
evaluate products or services online. Consumers tend to trust the opinion of other 
consumers, especially those with prior experience of a product or service, rather than 
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company marketing. Social Media are influencing consumers’ preferences by shaping 
their attitudes and behaviors. The influence of the Internet, especially via social 
networking, on people’s purchasing behavior has grown over the years. Monitoring 
the Social Media activities is a good way to measure customers’ behavior, keeping 
track of their sentiment towards brands or products, of the impact of campaigns and 
the success of marketing messages, identifying and engaging the top influencers who 
are most relevant to the brand, product or campaign. Social media are already an 
important marketing arena.  

These factors have led to a burgeoning industry with a plethora of companies offer-
ing Sentiment Analysis services in Social Media. Sentiment Analysis and Opinion 
Mining are established, although nascent, fields of research, development and innova-
tion. The goal is always broadly the same; to know “who” is speaking about “what”, 
“when” and in “what sense”. 

Opinion Mining and Sentiment Analysis are important for determining opinions on 
brands and services, or understanding consumers’ attitude. Given the relentless cas-
cade of information on the Internet, in the last decade the field of automatically ex-
tracting opinions has emerged, being not possible to keep up with the flow of new 
information by manual methods [1]. There is a large body of work on Opinion Mining 
for English, not for Italian, by automatic means [2][3]. Globally, two techniques are 
used: Supervised Machine-Learning [3][4] and Unsupervised methods, that use a 
lexicon with words scored for polarity values such as neutral, positive or negative [5]. 
Supervised methods require a training set of texts with manually assigned polarity 
values and, from these examples, they learn the features (e.g. words) that correlate 
with the value. Chaovalit and Zhou [6] evaluated common implementations for both 
techniques on movie reviews and concluded that Supervised techniques perform with 
about 85% accuracy, whereas Unsupervised methods perform about 77%.  

Besides the computational technique that is used for Opinion Mining, there is a 
whole gamut of issues that play a role in the quality and usability of the opinion extrac-
tion. First of all, opinion mining can be applied to different levels of text: words, phras-
es, sentences, paragraphs or documents. Words, as the smallest units, can have different 
polarities in different meanings and or in different domains. This requires word sense 
disambiguation of words in context and domain, or topic detection as prior processing 
[7]. Furthermore, polarity expressed by a word may be reversed within a phrase through 
negation. Also, parts of a document may express different polarities.  

This paper describes, on one hand, the characteristics of Sentiment Analysis and, 
on the other hand, the results of its application to an empirical research about the 
brand perception of the city of Bologna on the Web. This research has been carried 
out as part of the Bologna Branding Project, aiming at measuring the presence of the 
city of Bologna on Social Media between the end of 2012 and March 2013.  

2 City Branding  

In the international scenario a growing number of cities compete with each other in 
order to attract: investors and foreign companies; different types of tourists and new 
residents, such as students, skilled workforce or talents [8] [9] [10] [11][12][13][14]. 
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Today, in order to compete in the place marketing, it is necessary to develop a 
policy of city branding. 

From the communication point of view, the brand can be considered as a means 
which “builds meaning”. Companies need to design communication strategies able to 
increase the value of brands, starting from their identity [15] [16][17]. As part of a 
process of corporate brand Zenker and Braun [18] defines place brand as “… a 
network of associations in the consumers’ mind based on the visual, verbal, and 
behavioral expression of a place, which is embodied through the aims, …, and the 
general culture of the place’s stakeholders and the overall place design”. In this 
theoretical framework, the city branding satisfies rational, functional, symbolic and 
emotional needs [12]. 

For these reasons city branding can be considered the starting point for developing 
policy of city marketing, which can be implemented in the frame of the city’s unique 
proposition[19] which characterizes its positioning. From this point of view “city 
branding is understood as the means both for achieving competitive advantage in 
order to increase inward investment and tourism, and also for achieving community 
development, reinforcing local identity and identification of the citizens with their city 
and activating all social forces to avoid social exclusion and unrest” [20]. 

In recent years, the city branding has become an important research domain that 
“has been the subject of constant debate between several contrasting academic 
disciplines which have studied the phenomena of city branding with different 
methods” [21]. 

In our opinion the first stage of a process of city branding is to analyze the 
perception of the city brand by different audiences, both internal and external. The 
perceptions of the audiences “are a stronger determinant of positive or negative 
outcomes, and so measuring these perceptions in place of ‘real’ characteristics seems 
to be more valuable and meaningful-even though place identity is unquestionably one 
key driver of place perception” [22]. 

3 Bologna City Branding Project 

3.1 Bologna City Branding Project 

Bologna is an Italian city with 375,000 inhabitants and home for the oldest university 
in the world. Bologna is worldwide renowned for its well preserved historic center, 
for the high level of cultural consumption, for the quality of its food. Bologna is not 
characterized for a single tangible excellence, even though it possesses numerous 
excellences. It is not considered until today an important tourist destination. The 
Bologna City Branding Project – coordinated by the Bologna Urban Center - aims at 
increasing the effectiveness of territorial marketing policies carried out by the 
municipality of Bologna. This objective is pursued by defining the positioning that the 
city wants to achieve. 

This project spreads through various stages. From October 2012 to March 2013 
was carried out the analysis of the perception of the brand image of Bologna locally, 
nationally and internationally. In the second phase the positioning of the city of 
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Bologna will be determined, taking into account the perceived image by the different 
target groups and the strategic plan of the city. Later it will be carried out a public 
competition for the Bologna logo and payoff. The next step will be the definition of 
the communication strategy and the elaboration of the communication plan. 

3.2 Perception of the City of Bologna Brand by Different Target Groups 

In the opinion of Sebastian Zenker [23] the main ways to measure the perceptions of 
the brand of the city are three. The first method has the form of free brand 
associations of target audiences with qualitative method, the second has the form of 
“attributes uncovered with quantitative methods like standardized questionnaires on 
different brand dimensions”. The third method is characterized by a use of mixed 
methodologies: such as “multidimensional scaling, network analyses” and others. In 
this paper we will present the results for the third study, that adopted the Sentiment 
and Knowledge Mining approach to measure the presence of the city of Bologna on 
Social Media. 

4 The Sentiment Mining System 

The Sentiment and Knowledge Mining system [24][25] used in this study is built on 
the following components:  

4.1 The Crawler 

The crawler is a multimedia content gathering and storing system, whose main goal is 
managing huge collections of data coming from different and geographically 
distributed information sources. The crawler provides default plug-ins to extract text 
from most common types of documents [24].  

4.2 The Semantic Engine 

This component identifies the relevant knowledge from the whole raw text, by 
detecting semantic relations and facts in texts. Concept extraction is applied through a 
pipeline of linguistic and semantic processors that share a common knowledge. The 
shared knowledge base guarantees a uniform interpretation layer for the diverse 
information from different sources and languages.  

4.2.1   Lexical and Semantic Analyses 
The automatic linguistic analysis of the textual documents is based on Morpho-
Syntactic, Semantic, Semantic Role and Statistical criteria. At the heart of the lexical 
system is the McCord's theory of Slot Grammar [26][27]. The system analyzes each 
sentence, cycling through all its possible constructions. It tries to assign the context-
appropriate meaning – the sense - to each word by establishing its context. The parser 
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- a bottom-up chart parser - employs a parse evaluation scheme used for pruning away 
unlikely analyses. It builds the syntactical tree incrementally. By including the 
semantic information directly in the dependency grammar structures, the system relies 
on the lexical semantic information combined with Semantic Role relations. The 
detected terms are then extracted, reduced to their Part Of Speech (Noun, Verb, etc) 
and Semantic Role (Agent, Object, etc) tagged base form and used as documents 
metadata [24].  

4.2.2   Sentiment Analysis 
The Sentiment Analysis is based not only on the polarity of words, but also on the 
syntactical tree of the sentence being analyzed. The system identifies idiomatic 
expressions, giving interpretation to negations, modifying polarity of words basing on 
the related adverbs, adjectives, conjunctions or verbs, in particular taking in account 
specific functional-logic complements [28][29].  

4.3 The Search Engine 

Users can search documents by Natural Language queries, expressed using normal 
conversational syntax, or by conceptual keywords, or by combining concepts into 
SAO (Subject-Action-Object) triples [25]. Reasoning over facts and semantic 
structures makes it possible to handle diverse and more complex types of questions. 
Traditional Boolean queries in fact, while precise, require strict interpretation that can 
often exclude information that is relevant to user interests. By mapping a query to 
concepts and relations very precise matches can be generated. 

4.4 The Classification Engine 

The automatic classification of documents is made by Unsupervised Clustering. The 
application dynamically discovers the groups of documents which share some 
common traits. 

5 Collecting the Data 

Around 20,000 posts and blog contributions related to Bologna have been collected 
by focus crawling techniques. The system has gathered both pages coming from 
selected and reliable sources of information and generic textual contributions . 

6 Navigating the Data 

6.1 The Space of Concepts 

6.1.1   The Concept Cloud 
A Tag Cloud is a visual representation for text data, typically used to quickly perceive 
the most prominent terms in a set of documents. The Concept Cloud instead uses the 
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same graphical representation for concepts, having previously removed any ambiguity 
from texts. The Fig.1 and 2 show the most relevant common nouns and adverbs, 
modified in terms of size or color basing on their importance.  

6.1.2   The Network of Concepts  
A chart displaying all the concepts and the relations among them is provided as a 
visual investigative component: concepts are represented by nodes, relations are 
displayed as arches. Users can explode them and have access to the set of sentences 
characterized by the selected search criteria. Functional relationships such as Agent, 
Action, Object, etc, can be searched for and highlighted; connections can be instantly 
revealed to help in-depth analyses (Fig. 3).  

 

Fig. 1. The Concept Cloud – Common Nouns      Fig. 2. The Concept Cloud –Adverbs 

7 Exploring the Data 

Italians associate the city of Bologna to sport (41%), work and economy (16%) 
politics (10%), art and culture (7%) and many others with lower percentages. From 
the point of view of our research, the Italian texts are not very significant, because 
they mainly focus on topics which are at the center of the city debate. Much more 
significant are the English texts, posted by tourists who visit the city and want to 
share their experiences. The most relevant common nouns (Fig. 1) refer to semantic 
fields which are highly significant in order to determine the current perception of the 
brand Bologna. “Time”, “city”, “day” refer to the amount of the time spent in the 
city, which is usually very short. “Food”, “restaurant”, “gelato” (=ice cream), 
“pasta”, instead, belong to the semantic field of food, which is one of the recognized 
excellences of Bologna. The inclusion of gelato among the food specialties can be 
considered a novelty of the past year. “Friend” could well characterize the semantic 
field of the perceived atmosphere in the city, whilst “student” and “university” 
indicate other two semantic fields that characterize the experience of a visit to 
Bologna: the presence of the university and students in the historic city center and the 
cultural life and nightly entertainment. In general, 
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a) the association of the city of Bologna and the food is highly significant. The 
“food” is very much appreciated in “restaurants” or purchased at the “typical 
outdoor market” (Fig. 3). Many descriptions refer to the “slow food” philosophy. 

b) “tasting” is associated both with “gelato” and “wine”. “Gelato” is considered an 
“artisan product”, “good”, “fresh”, “delicious” and is perceived as part of the 
“Italian culture” (“… to indulge in some serious gelato tastings”; “ … the BEST 
gelato!!”). In some texts, “gelato” is linked to “museum” due to the presence of 
the Carpigiani Gelato Museum. “Gelato” is associated to “portico” too: tourists 
love tasting the ice cream, while walking under the arcades. 

 

 

Fig. 3. The Space of Concepts – People and streets 

 

Fig. 4. Bologna, an hidden jewel 
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c) The perceived image of a city is determined by both tangible and intangible 
characteristics. The foreigners appreciate the kindness (“wonderful”, “kind”) and 
the “accent” of local people, although - sometimes - they are “too many” (Fig. 
3). The visitors appreciate the “home family” atmosphere of the city, too.  

d) The perception of the atmosphere of a city is affected by how the tourists feel 
when they walk into town alone. They like to “wander” in the “small”, 
“winding”, “narrow streets” without a clear destination (Fig. 3). This wandering 
is facilitated by the structure of the historic city center (“a charming town with 
narrow streets”, “wandering the streets without the need to make real plans”). 
The streets of Bologna are considered “crowded” and “dirty”, too. 

e) Foreigners associate Bologna to music and musicians. They listen to the 
numerous live concerts, which are held in the streets and in the city clubs (“we 
wandered the streets, … listened to music, yelled, sang, danced…”). This 
association legitimizes the appointment of the city as City of Music by Unesco. 

f) The presence of verbs, adjectives and adverbs, such as “find”, “share”, “love”, 
“like”, “different”, “incredible”, “interesting”, “also”, associated to Bologna 
has been influenced by a generally shared image of the city, characterized by its 
not being considered a major tourist destination. The fact that Bologna is not 
perceived as a touristic city lowers expectations and increases the chances that 
visitors will be positively surprised. Visitors often emphasize their pleasant 
surprise to discover an unknown city. Bologna is perceived as several cities in the 
same city and it is considered “really” “also” something else. Bologna is 
perceived as a “hidden jewel” (Fig. 4) and the magic of its arcades (“porticos”) 
are a secret “to share” (“… Bologna is a hidden secret and a great example of 
what Italians call «the good life»”).  

g) Generally speaking Bologna is described as the capital of the so-called Italian 
Motor Valley. Until now, this recognition has always been considered an 
important feature of the perceived image of Bologna shared by all. Surprisingly, 
foreigners have never associated the city of Bologna to brands such as 
Lamborghini and Ducati on the Web.  

h) The overall evaluation of the network users on the city of Bologna is positive, 
with more favorable opinions by foreign visitors  

 
The presence of different perceptions will result in defining different strategies of 

city branding. 

8 Conclusions 

In this paper we have presented the results for the presence of the city of Bologna on 
Social Media between the end of 2012 and March 2013, by using a Sentiment and 
Knowledge Mining approach.  

In this study Knowledge Mining has proved to be a powerful methodology to find 
associations difficult to detect with other models of analysis. It has helped on 
identifying the most significant tangible feature for the city of Bologna, that is its 
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porticos. So the city branding of the city will privilege the horizontal dimension than 
the vertical one, which would have prevailed if visitors had preferred the “Two 
Towers”. From the semantic point of view, the prevalence of the vertical dimension 
(Towers, Historical Buildings, Skyscrapers) focuses on the sense of sight: we look at 
the towers and skyscrapers. We, however, cannot see all 40 km of arcades. The 
porticos are not observed from the outside, but they are public spaces where people 
wander and like to “get lost”. Under the arcades we use all five senses, not just the 
sense of sight. Choosing the horizontal dimension of the porticos has profound 
implications for both the place marketing and the storytelling of the city. 

Additional findings relate to the intangible characteristics of the city: Bologna is 
perceived on the Web as a friendly city, and one of the city capitals of the food and 
music in Italy. 

Compared to the prior knowledge has been detected a novelty among the foods 
perceived as distinctive for the city. In addition to the traditional Bolognaise dishes 
was reported ice cream. This indication is an important confirmation of the efforts 
made by the city to increase the quality of its ice cream and to be associated with the 
culture of ice cream, thanks to the Carpigiani Gelato Museum. 

A final result refers to the supposed reputation of the city of Bologna as one of the 
capitals of the so called Italian Motor Valley. The city of Bologna has never been 
associated with brands like Lamborghini and Ducati on the Web. This result will have 
important implications on the place marketing of the city strategies. 

The results of this research within the Bologna City Branding Project frame give 
rise to two recommendations. From the point of view of academic research, it has 
shown the potential of Knowledge Mining in the study of perception of the city brand. 
From the point of view of the place marketing of cities, this research have shown that 
place marketing is a complex activity, that, in order to be effective, must promote the 
use of an integrated plurality of approaches. 
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Abstract. According to recent vision of Web 2.0,this paper explores the 
prospective of implementing a business environment that enables users to be 
more agile in capturing and evaluating information about real estate offers. A 
cloud infrastructure hosts the business environment and introduces commercial 
services in a web community made up of a set of actors (i.e. citizens, 
enterprises, professionals, companies etc.). Users explore, change and share 
both quantitative and spatial information by means of a social network, the 
common venue within which they interact. Being offered as a cloud service, the 
business environment supports efficient and scalable data management of 
loosely structured information that is captured from web resources. A prototype 
is presented that provides users with the geographic representation of real estate 
offers and related statistics about the price trend.  

Keywords: Business environments, cloud services, spatial data management. 

1 Introduction 

Recent vision of Web 2.0 technology [1] is promoting the use of flexible organizational 
systems (i.e. social networks, blogs and wikis) that have been introduced into current 
work practices. Leaders in different fields, many private sector companies promote their 
business on line. Seeking new ways to reach consumers, companies enrich their offers 
with multimedia content (i.e. photos, maps, animations, etc.) and advertise users of 
social networks. These initiatives are a clear symptom of the fact that Web 2.0 
technologies are extending their influence to business environments and make it rational 
to suppose the gradual appearance of entirely new categories of business environments 
that will draw on Web 2.0 technological trends such as new styles in user interaction, 
geo-referenced data, diffusion of mobile devices, etc. 

As it happens for collaborative Business Intelligence solutions [1], the development 
of these business environments is challenging because it calls for flexible data models to 
describe business entities, efficient and scalable data store to realize fast response time, 
methodologies for the datastore population in pay-as-you-go fashion and an integrate 
collaborative environment to discuss results [1]. Aiming at face this challenge, we 
present a case study that explores the prospective of implementing an innovative 
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business environment that is concerned with the evaluation and/or the choice of a 
property in real estate market. Our goal is to empower users to be able to manage and 
visualize real estate offers in a computational environment characterized by web 
navigation, collaboration and content of many types, including maps with the option to 
overlay reference information about a property or the price trend in selected regions. 

We choose real estate domain because the choice of a property to buy is concerned 
with ascribing meaning to both quantitative and spatial information such as the cost of 
property, proximity to commercial centers, proximity to educational services, 
proximity to health centers, just to cite a few.  

A distinctive aspect of our proposal is the adoption of a social perspective: we 
consider the users as they are organized in a social structure made up of a set of actors 
(such as citizens, enterprises, professionals, companies, organizations etc.). We 
envision that these actors focus their activities inside the business environment which 
provides additional access to new ideas, opinions and opportunities and enables users 
to be more agile in capturing information about business offers.   

Our approach poses important challenges concerning the design and 
implementation of  such  an environment as it aims to offer functionalities that are not 
longer locked to a consolidate infrastructure as it happens in data warehousing and 
decision support systems, but concentrates on introducing business services in a web 
community while reducing IT dependencies and allowing users to analyze data, share 
their business knowledge and strategies in a collaborative manner. To accomplish 
these goals, our key idea is to use a cloud infrastructure for hosting the business 
environment  and a social network as a common venue within which users interact. 

Although your environment is devoted to a specific business domain, its 
architecture is quite general and can be adopted for implementing similar business  
solutions in other domains.  

The paper is organized as follows. Section 2 presents motivations and related work. 
Section 3 describes the business environment architecture. Section 4 presents some 
functionality of the prototype we implemented. We conclude our paper in section 5, 
with a summary of our work.  

2 Motivations and Related Work 

Many reasons make real estate a representative domain for implementing the new 
paradigm of business environment we propose.  

First, during last five years, we have witnessed a gradual process of  
“digitalization” of real estate supply. Previously reported in newspapers and 
magazines, property advertises are now published in real estate specialized web sites 
by web enterprises that act as brokers and provide information with multimedia 
content such as photos, maps, animations, etc.). The aim of these websites is not 
selling immediately what they offer. Instead, they want to inform users about the 
characteristics of their commercial offers.  

Second, supported by a traditional web site, the absence of user interaction comes 
to be inadequate when the user decision is influenced by both quantitative and 
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qualitative aspects that must be evaluated within a geographical context as it happens 
for real-estate properties whose evaluation strongly depends both on the geographical 
context and user needs [2]. For example, if an area is located along a highway, this 
geographical feature will be appreciated by an enterprise which deals his products on 
a daily basis while it is a negative feature for a buyer who intends to use the area for 
housing purposes. 

Additionally, the potential buyer tries to know the selling price of similar areas in 
the same region, looks for real estate offers in different web sites, consults urban 
plans, etc. As well it would be useful, both for real estate professionals and private 
citizens, to know the market trends within a specific urban area or the medium price 
of the houses offered in this area by various competitors.  

In the past two decades, the use of spatial information technologies, especially 
GIS, had widely assisted managers in their work. However, the sophisticated nature 
and the cost of GIS often exclude many potential stakeholders or professionals from 
getting benefit from the use of distributed spatial information [3]. Additionally, 
despite their huge capacities in storing and managing geographical data, GISs have 
some limits in solving most real-world decision problems [4]. 

Numerous publications have investigated issues (e.g. data exchange, software, 
model sharing) of implementing decisional supports on the web and concluded that 
web technologies will have an huge impact on future developments [4] [5].  

Similar to our approach, [6] presents the advantages of a hybrid service and 
process repository as the foundation for a structured marketplace for arbitrary services 
which not only holds a flat list of services, but also exposes a generic set of uses 
cases. The paper stresses the difficulties in integrating several cloud services as 
computing resource vendors keep their own interfaces. For solving questions arising 
from these heterogeneous environments, the authors envision a marketplace, a set of 
resources or services, where consumers can select from a variety of available services 
to build complex applications.  

With the aim to contribute a new architectural template for heterogeneous, 
distributed information systems, [7] proposes a flexible service oriented architecture 
for planning and decision support for an environmental information management. The 
architecture uses real time geospatial datasets and 3D presentations tools, integrated 
with added-value services for environmental modelling and support decision making 
in case of emergency. The paper presents a case study on a forest fire crisis 
management system. 

3 The Business Environment Architecture 

Our business environment is grounded on two twin cloud applications, namely 
NESSIE (Network-based Environment Supporting Spatial Information Exploration) 
and MyNESSIE and a Datastore. Accessible by a web site, NESSIE includes 
advanced data management and administrative functionality. Accessible by a social 
network [8], myNESSIE is a canvas application that includes user-oriented assets.   
The objective is to help users to be informed about real estate offers through the 
visualization of both their location and a set of socio-economical data. 



354 N. Dessì and G. Garau 

Managed by IT managers, NESSIE feeds data from external and local resources, 
encapsulates and manages captured information as a Dataspace [9], a paradigm for 
data integration intended for the management of heterogeneous data coming from 
diverse resources regardless their schema and location. MyNESSIE provides access to 
data abstracting from technical concepts such as data format or schemas and 
facilitates the integration of existing information through the interactive use of maps.  

The Datastore is an object-oriented database that lives in the cloud and easily 
moves data, applications, and services in and out of the cloud. Each object belongs to 
a single class, which categorizes the objects, and a key that uniquely identifies it 
within its class. A specific class of objects, namely the class “House” is devoted to 
detail economic (i.e. price, typology, etc.) and geographic information (i.e. address, 
location, geo-tags, etc.) about real estate properties. 

The Datastore is automatically populated in pay-as-you-go fashion by capturing 
and pre-processing data from different web sources (in our prototype, from public 
web sites of real estate agencies) or from local resources, including municipalities, 
cadastral offices, chambers of commerce, etc. 

To extract data, IT managers specify a filter which details the geographic zone 
(region, state, city, location) and the kind of real estate property (apartment, area, 
building, etc.) to be selected. Then, NESSIE subscribes a service, captures and parses 
data and automatically feeds the Datastore. The class “Url” memorizes the addresses 
of the web sites from which information has been captured. As data may have 
different shortcomings (i.e. they are often partially structured or miss important 
information such as the geo-tag of a property) they are initially staged in a buffering 
area, checked and finally stored in the Datastore. As well, NESSIE managers are 
allowed to manually insert into the Datastore information about a new real estate 
property and content from spreadsheets in CVS format. 

Stored as objects belonging to the classes “Zone” and “Macro-zone”, Google maps 
are the geographic areas that users define and access. They make it easy to visualize 
geo-referenced objects and allow users to spend less time in acquiring information of 
interest. Special zones (for example cadastral zones or detailed user areas) can be 
imported from external files. In this case, zones are first stored in the buffering area, 
then validated by the NESSIE administrators and finally stored in the Datastore. 

Conceptually, our environment can be thought as an integrated set of application 
services which implement mechanisms for: 

(1) abstracting the complexity of integrating data regardless of their format and 
location; 

(2) providing query and navigation support with high level of flexibility to the user 
needs; 

(3) allowing users to  
• satisfy their information needs in an intuitive manner, simply by drawing on a 

map the geographic area of interest; 
• discuss their choices, share their knowledge and take decision on the purchase 

of a property in a collaborative fashion. 
 

Services rely on lightweight Application Program Interfaces (APIs) and mash-ups 
are a flexible way for their customized composition. 
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4 The Business Environment Deployment 

This section presents the functionalities of a prototype that implements the proposed 
business environment for supporting information diffusion about real estate offers in 
San Francisco (USA). Our prototype captures data from public web sites of agencies 
that offer real estate deals, RSS services and some APIs to access their contents. 
Additionally, the prototype captures data about the trend of real estate offers in the 
last four years.   

The user is provided with a geographic representation of real estate offers, relevant 
statistics about the price trends and options for searching the objects in the Datastore.  
Users can visualize single maps, define and store geographical zones that are 
highlighted with different colors. Finally, they are enabled to aggregate different 
zones in a single zone, namely a macro-zone.  

 

 

Fig. 1. NESSIE: a macro-zone in San Francisco (USA) 

Fig. 1 shows how NESSIE presents information about the macro-zone “San 
Francisco - Downtown”. The spot on the right gives information about a specific zone 
(“Embarcadero-North Waterfront”) in which the user is interested. Specifically, the 
spot shows the area and the perimeter of the macro-zone and details the trend of the 
apartment value (i.e. the price per square feet) during the last four years. Real estate 
properties are highlighted with different colored graphic symbols. When the user 
clicks on a symbol, it produces the spot on the left-side of Fig. 1 which shows the 
address of the property, its area and cost as well statistical information about the 
average price of real estate properties in the zone where the property is located and in 
the metropolitan area of San Francisco. The down green arrows mean that the price of 
the property is lower than the prices in this zone and in the metropolitan area of San 



356 N. Dessì and G. Garau 

Francisco. If the property does not satisfy his requirements, the user will point at a 
new location on the map in the same or in a different zone.  

Selecting a property in a pre-fixed zone or macro-zone may eventually lead to the 
proposal of offers whose prices are compared to the price in the same zone. Usually, 
these zones are cadastral areas as defined by the urban plans. It is not unlikely that the 
user wants to acquire information on a new zone that crosses many cadastral zones.  
He can do it by defining interactively a customized zone of arbitrary form, namely a  
“dynamic spatial context”, and performing the following steps: 

(1)   Obtain the Google map of the zone of interest; 
(2)   Define interactively a polygonal bounding on the map; 
(3)   Storing this map as an object belonging to the class “Zone”; 
(4)  Query the Datastore for geographic and statistic information about the real estate 

properties the polygonal bounding geo-references; 
(5)   Detail information for geo-referenced properties. 

 

 

Fig. 2. MyNESSIE: example of dynamic spatial context 
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Even though the above steps are similar to the usual steps to obtain information on 
Google maps, the step (2) introduces a dynamic user interaction into the process the 
user is carrying on. Specifically, the user defines a polygonal bounding of arbitrary 
size and form (i.e. it is not necessary a regular polygonal form) simply by clicking on 
the map the vertices of the polygonal bounding he wants to draw.  

As an example, Fig. 2 shows a dynamic spatial context where the user draws 
interactively a polygonal bounding that is shaped like a star. Visualized information is 
only about this context: the green houses represent properties whose cost is lower than 
the medium cost of the similar properties offered in the polygonal bounding while the 
red houses represent properties whose cost is higher.  

Dynamic spatial contexts are innovative because there is little evidence of use of 
such geo-processing functions, in both cloud computing [10] and collaborative tasks 
[3], even though recent work [11] has shown that cloud computing can handle geo-
processing tasks. 

 

 

Fig. 3. MyNESSIE: user notification message 

By means of Facebook, users are allowed to store permanently and share maps and 
spatial contexts (i.e. the maps, the polygonal bounding and the overlaid reference 
information) with their friends as we will explain in what follows.  

Additionally, Fig. 2 lists the zones the user shares with his MyNESSIE friends. We 
note that these zones are not necessarily in San Francisco, but in different geographical 
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areas which the user and his friends are interested in. As previously mentioned, 
collaboration happens by means of Facebook whose users are enabled to create lists for 
staying in touch with other users and organize their friends as they like. To access 
MyNESSIE, a Facebook user is required to make a subscription that stores, into an 
object of the class “User”, data about the subscriber and the list of his friends.  After 
their subscriptions, users are allowed to share maps and objects only with their friends 
who, in turn, subscribed MyNESSIE. As Fig. 3 shows, they can see more of them in 
their news feed and get notified each time new MyNESSIE objects are posted.  

 

 

Fig. 4. MyNESSIE: additional example of user-defined zone 
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Different kinds of maps are available. Fig.4 shows an additional example of user-
defined zone on a topological map. 

Technical details. The business environment has been implemented on top of Google 
App Engine (GAE) [12], a cloud computing environment which provides a platform-
as-a-service (PaaS) for developing and hosting web applications. It provides storage 
for web applications and uses a distributed architecture to automatically manage 
scaling to very large data sets allowing both NESSIE and MyNESSIE to maintain 
high performance as they receive more traffic. GAE makes available a no-relational 
database, namely the GAE Datastore which supports operation to access objects (i.e. 
create, read, update, delete) and an SQL-like language called GQL. For implementing 
applications, we used JavaScript/AJAX/jQuery and Django, a high-level Python web 
framework that runs within GAE. A limited amount of GAE resources is provided for 
free and this was enough for developing and running our prototype. We choose 
Facebook as it releases an application development platform and provides an API that 
allows third party applications to be integrated in it. Geo-services are supported by 
Google maps. 

5 Conclusions 

We presented a case study that explores the prospective of implementing a collaborative 
business environment in real estate and supports geographically referenced information. 
The proposed environment is flexible and easy-to-use. Users  explore information about 
real estate properties in an interactive way, change and refine their preferences, perform 
personal evaluations in a real-time manner and share information by means of a social 
network. Devoted to a specific business domain, our case study aims to trace a road for 
the deployment of data management applications and collaborative business solutions. 

The deployment on an emerging Cloud platform enables information services for 
business users and collaborative information sharing over high-volume data sources. 
The presented prototype exhibits the following technical requirements. First, a flexible 
data model describes business entities (i.e. the real estate properties) and loosely 
structures contextual information coming from diverse web sources. Being offered as 
cloud service, the Datastore supports efficient and scalable data management and is 
populated in pay-as-you-go fashion. Finally, the business environment allows users to 
easily retrieve and share both quantitative and spatial information. 

Most importantly, as business environments increasing incorporate related 
technologies (i.e. OLAP, Data Warehousing, Web Services, Business Intelligence, etc.) 
which only provide rudimentary collaboration capabilities, we tried to identify the 
nature of the technology we need in order to promote the development of  collaborative 
and specialized computational solutions to support decisions in collaborative manner 
involving customers, professional and domain experts. 

Future work will concentrate on extending the approach envisioned in this paper. 
Future steps include both the definition of a decisional model, the acquisition of social 
and economic data, the integration of additional functionality. 
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Abstract. In the context of decision making, data warehouses support
OLAP technology and they have been very useful for efficient analysis
onto structured data. For several years, OLAP is also used to analyze
and visualize more complex data. Now, many data sets of interest can
be described as a linked collection of interrelated objects. They could be
represented as heterogeneous information networks, in which there are
multiple object and link types. In this paper, we are focusing on bib-
liographic data. This type of data constitutes a rich source that is the
starting point of research on bibliometrics, scientometrics domains. In
this context, we discuss the interest of combining information networks,
OLAP and data mining technologies. We propose a framework to ma-
terialize this combination and discuss the main challenges to build this
framework. The basic idea is to be able to analyze various networks built
from the bibliographic data representing different points of view (authors
networks, citations networks...) and their dynamic.

Keywords: OLAP, Data Warehouse, Information Networks, Biblio-
graphic Data, Data Mining.

1 Introduction

Communication systems, biological networks, transport systems, social and in-
formation systems on the web have become ubiquitous and their volume has
increased every day. All these systems are networked systems and they usually
consist of a large number of interacting and multi-typed objects [6]. Individual
objects interact with a specific set of objects, forming large data sets, intercon-
nected among them. Such interconnected, multi-typed networks or systems are
called heterogeneous information networks [6,12]. They are extracted from the
web, blogs and various kinds of online databases. For example, social networks
are extracted from postings and blogs like Facebook; highway networks are ex-
tracted from transportation databases; publication author networks and citation
networks are extracted from bibliographic databases like DBLP and MedPub etc.

Graphs have been widely used for modeling these networks and there have
been numerous studies dealing with information networks, in many disciplines.
The goal is to understand the structure and the behavior of information net-
works. Extracting knowledge inside large networks is a time-consuming and
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complex task. Problems including ranking, clustering, classification, entity sim-
ilarity search and relationship prediction in information networks have been
studied [14]. Extracting knowledge from an information network could answer
questions such as what are the main topics of a set of publications?, who are
the central entities in a community ?, etc. Moreover, with such knowledge, it is
possible to understand past events and to predict events in future.

In parallel, data warehouses and OLAP (Online Analytical Processing) could
be very useful for dealing with heterogeneous information networks. Data ware-
house systems support OLAP or multidimensional data analysis by building
cubes to provide easy navigation, visualization and fast analysis for decision
making within a vast amount of data. Users can view data through several
dimensions or analysis axis and through different hierarchical levels for each
dimension via OLAP operators.

In this paper, we outline some actual researches about OLAP on information
networks and we present a new framework. In our framework, we want to build
several networks of a given study, these networks representing different points of
view of a same problem dealing with bibliographic data. Our goal is to model and
build multiple networks and then to store them into a data warehouse. After that,
we want to use OLAP for visualizing and analyzing networks. Besides we plan to
combine OLAP and some data mining techniques in order to enrich the network
analysis. In this paper we address the issues of such a new framework considering
the case of scientific bibliographic data. We chose to deal with bibliographic data
as a first application domain to test our ideas. This is a position paper to discuss
the basis for future work.

The remainder of this paper is organized as follows. Section 2 deals with bib-
liographic data and their interest for different approaches. Section 3 introduces
concepts about information networks and OLAP. Section 4 outlines general def-
initions of OLAP on information networks and related work. Section 5 presents
our proposed framework and the related challenges. Section 6 is a conclusion.

2 Bibliographic Data

Bibliographic data analysis can be applied in many works in different areas.
There are several objectives, including not only research evaluation, but also
research evolution understanding, bibliometric analysis, etc. It could be useful
for helping governments, managers and others to make their task easier such as
deciding which projects or researchers should receive more support, who should
be a reviewer, how to make evolve the topics of a conference or a journal over
time.

Bibliographic data are extracted from online databases such as DBLP, ACM,
PubMed, NCBI and etc. They collect large data about scientific publications in
different domains, including information about authors (e.g. name and institu-
tions) and details of publications (titles, conferences, keywords, published date
and citations). It is thus possible to build networks such as co-authors network,
citations network and so on.
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The network can be represented as a graph containing nodes and edges. For
example, co-authors network contains authors as nodes and co-author relation-
ship as edges.

Bibliographic data have been used as a basic of many studies focusing on
different challenges. Muhlenbach et al. proposed to discover research communi-
ties [10]. They proposed a graph-based clustering method in the case of confer-
ences and authors. Different kinds of relationships are considered. Gupta et al.
designed a clustering algorithm for network evolution [5]. Their node types in the
network were papers, authors, conferences and terms. The algorithm can take
into account the evolution both at the object level and at the clustering level.
Huang et al. introduced the detection of the evolution of semantic communities
extracted from article titles [7]. They constructed a word association network
based on word relationships in titles. They used statistical distribution frequen-
cies on edges to classify two communities. Deng et al. presented three models
of expert-finding approaches considering the publications [4]. Their models in-
cluded the statistic language model, the topic-based model and a hybrid model.
Pham and Klamma provided a visualization using citation analysis [11]. Social
Network Analysis (SNA) is used to determine clustering issues. The result is
presented on clustering level. Several researches studied the databases of pub-
lished papers in order to provide a tool or a user interface for monitoring and
exploring these data [9,13].

3 Preliminaries

3.1 Information Networks

An information network is a large number of individual objects interacting with
a specific group of objects [3,15]. Usually, an information network is visualized
with a graph model. Each node represents an object or an entity such as actors
in social networks, an edge or a link is a relationship between two entities.

Definition 1. A graph G = (V,E) consists of V, a set of vertices or nodes and
E, a set of edges. Each edge has two vertices associated with it.

There are two types of networks. In the first type, networks are homogeneous
networks. They contain a single object type and a single link type such as friends
networks, authors networks and movies networks. Links may include a label or
a weight. In the other type, networks are composed of multiple object and link
types and they are called heterogeneous networks. For example, a medical net-
work can contain patients, doctors, disease entities and links can be “is followed
by” or “has contracted”. The figure 1 shows two examples of bibliographic net-
works. In figure 1a the authors network is a homogeneous network where each
node represents an author (authorID) and an edge represents a co-author rela-
tionship in one or several papers. For example, authors A and B have written
three papers together in the same conference. A link with the weight 3 has been
added between them. An example of a heterogeneous network is presented in
figure 1b, it is an author-paper network. This network has two types of nodes:
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authors and papers. There are three types of edges. The first link is “written”
between authors and papers. The second represents co-author relationship and
the last one relates papers written by the same author.

Fig. 1. Examples of bibliographic networks

3.2 On-Line Analytical Processing (OLAP)

In data warehouse systems, On-line Analytical Processing (OLAP) gives a multi-
dimensional view of data by building data cubes [2]. The multidimensional model
consists of facts representing by measures and dimensions. The data cube con-
tains cells that include measures, which are values based on a set of dimensions.
Dimensions can be seen as analysis axis and may be organized into hierarchies
with several levels. Levels are structured attributes or not. For instance, in the
example of the publications, the time dimension hierarchy may consist of four
levels: semester, year, decade, all ; the venue dimension hierarchy includes three
levels: support (the name of the conference like ICDM, the name of the jour-
nal like TKDE, the name of the book, etc.), research area (like databases, data
mining, information retrieval, etc.) and all. The dimensions are assumed to de-
termine measures. Basically, measures can be numerical indicators which are
calculated by aggregating the same dimensions of all facts.

An interestingly feature of the multidimensional model is the measure ag-
gregation by using one or more dimensions, e.g., computing the total number of
publications by each country over years. There are four classic OLAP operations:
roll-up takes the current data and does a group-by on one dimension in order to
aggregate or summarize facts; drill-down is the dual of the roll-up operator by
giving more details; slice and dice reduce dimensions for taking a subset of data
on its dimensions and pivot changes layouts for analyzing in different points of
view.

4 OLAP on Information Networks

4.1 General Definitions

First, Chen et al. introduced Graph OLAP, a general framework for OLAP
on information networks [3]. Graph OLAP is a collection of network snapshots
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where each snapshot i has k informational attributes describing the snapshot
and has a graph Gi = (V i, Ei). Such snapshots represent different sets of the
same objects in real applications. For instance, with regard to the author-paper
network of the figure 1b, venue and time informational attributes can mark
the status of each individual snapshot e.g. ICDM 2008 and ASONAM 2010 ;
authorID is a node attribute defining each node, and collaboration frequency is
an edge attribute reflecting the connection strength of each edge. Dimension and
measure concepts, found in traditional OLAP domain, should be re-defined for
Graph OLAP.

At first, there are actually two types of graph OLAP dimensions. The first
one is an informational dimension, and it uses an informational attribute. These
dimensions have two roles: organizing snapshots into groups based on different
perspectives and granularity (each group corresponds to a cell in the OLAP
cube) and controlling snapshot views but they do not touch the inside of any
individual snapshot. For example, the two informational attributes venue and
time with their respectively hierarchical concepts {semester, year, decade, all}
and {support, research area, all} can be used as informational dimensions. We
can look at the snapshot of each group e.g., (ICDM, all years) and (data mining
area, 2010 ).

The second type of dimension is a topological dimension coming from the
attributes of topological elements. Topological dimensions operate on nodes and
edges within individual networks. Let us consider author network for instance,
the following hierarchy {institute, country, continent, all} associated with the
node attribute authorID can be used for merging authors from a same institute
into a generalized node. A new graph with generalized nodes is generated by
summarizing the original network. In our example it shows interactions among
institutions.

There are two kinds of measures in Graph OLAP. The first one is a graph.
Graph is both viewed as a data source and as a special kind of measures. The
second kind of measure is not a graph. It could be a node count, average degree,
centrality etc. Due to different types of dimensions in graph OLAP, there are
different semantics for aggregation. Let us consider an aggregated graph measure
for example, aggregating data with informational dimensions groups among the
snapshots such as collaborations between authors in the same conferences and
during a period of time. Users can roll-up on the papers and grouped them by
research areas. Whereas aggregating data with topological dimensions groups
elements inside individual networks such as a new generalized network from
author network is generated in order to have an institution network.

After this general framework proposed by Chen et al., we propose a compari-
son between traditional OLAP and Graph OLAP (see table 1). Traditional data
warehouses focus on the storage and data retrieval in contrast of data warehouses
over graphs that are interested in representing information networks which are
interrelated and multi-typed. Traditional data cubes take facts and generate
aggregate measures. Graph cubes consider both attributes and structures for
network aggregation. A given network as input is changed into a new network as
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output. Two types of dimension have been presented in Graph OLAP (informa-
tional and topological dimension) whereas there is only one type in traditional
OLAP. In term of measures, traditional OLAP has numeric measures and ag-
gregation functions such as COUNT and SUM to summarize multiple records.
There are two types of measures in Graph OLAP. First, the measure can take
the form of a graph and the aggregation function is then specific to graph. The
second type of measure is not graph but can be indicators coming from graph
theory such as average degree and diameter.

In traditional OLAP there is only one semantic for operators such as roll-up.
The OLAP semantics accomplished through informational dimensions and topo-
logical dimensions are different and Chen et al. speak about informational OLAP
(abbr. I-OLAP) and topological OLAP (abbr. T-OLAP), respectively. With roll-
up in informational OLAP, snapshots are just different observations of the same
underlying network, and they are grouped into one cell in the cube, without
changing the network structure. For roll-up in topological OLAP, networks are
not grouped but the reorganization is inside individual snapshots and a new
generalized graph is built with a new topological structure. Lastly, a traditional
data warehouse does not consider relationships between records.

Table 1. Comparison between traditional OLAP and Graph OLAP

Traditional OLAP Graph OLAP

Input Facts in cuboids A given network with snapshots

Output Aggregated measures A new network more generalized

Dimensions Attributes Informational and topological

Hierarchies Yes Yes (both for info. and topo. dimensions)

Measures Numeric indicators Aggregated graph measure
Measures coming from graph theory

Aggregation function (count, sum, average) Specific aggregation functions

Operations Roll-up, drill-down, slice & dice, pivot Operations within informational or topological OLAP

Problems Not considering links among data records How taking interactions among entities into account

4.2 Literature Review

In recent years, many researchers have been interested in OLAP on information
networks. Wei proposed a concept of link OLAP based on link-oriented analy-
sis [17]. It extended entity analysis to link analysis. However, he did not propose
new models or operations. Tian et al. introduced an operation called SNAP [16].
It can produce a summary graph by grouping nodes. Moreover, users can control
the different resolutions of summaries by a k-SNAP operation. Chen et al. and
Qu et al. proposed a data cube on graphs [3,15]. Chen’s framework used the
top-10 central method for visualization over the data cube. While Qu’s proposal
efficiently computed measures and user’s requests with two measure proper-
ties: T-Distributiveness and T- Monotonicity. Zhao et al. introduced a new data
warehouse model [19]. This model is called Graph cube and it supports a new
class of user queries called crossboid. Their model considered network aggrega-
tion both on entities and relationships. Kampgem et al. presented a mapping
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from linked data to data cube [8]. They integrated statistic linked data into for-
mat for loading into OLAP systems. Trifonova et al. presented an application
for analyzing bibliographic networks [13] and they used star schema to design
the data warehouse. It allowed data extraction from data cubes and authors
using tabular and graphical views. Yin et al. defined a concept of entity dimen-
sions to support two dimensions of heterogeneous networks [18]. They proposed
HMGraph OLAP a data warehouse model using constellation schema. They de-
signed novel operations named Rotate and Stretch. The previous studies did not
mention how to improve performances on cube materialization. Therefore, Yin’s
approach demonstrated the strategy of index graphs. Researches are interested
in studies about OLAP on information networks based on multidimensional and
multilevel concepts. All of them have not provided a query language to support
n-dimensional computations on graph OLAP. So Beheshti et al. proposed a graph
data model and a query language extended SPARQL [1]. Their model considered
both objects and links among them and there are two kinds of dimensions of
information networks.

5 Proposed Framework

The previous works have been interested in the effectiveness and efficiency of
Graph OLAP to provide OLAP on information networks. The major limita-
tion of these studies is that building a data warehouse is limited to only one
network.

Fig. 2. The proposed framework

Our proposal is to design a data warehouse and OLAP analysis for several
networks. The proposed framework is shown in figure 2. The starting point is
databases of bibliographic data. We examine three online databases in computer
science domain (DBLP, ACM and PASCAL) that allow us to collect publications
under the form of XML data. Our idea is to build different networks from such
databases: co-authors network, citations network, topics network, conferences
network and so on. The networks are represented under the form of graphs. We
would represent different actors and types of links as follows:
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– co-author network is created with authors as vertices and co-author relation-
ships as edges,

– in citation network, vertices are papers and edges represent a relationship
between the cited and citing documents,

– topic network contains topic areas as vertices and the same area as relation,

– conference network contains names of conference as vertices and the same
area as relation.

Many techniques can be used to extract knowledge from those networks such
as data mining and SNA methods. The extracted knowledge can enrich networks.
For example, clustering is useful to discover communities in many systems. It
is to classify groups of entities that share similar properties and to provide the
changes in the objects over time such as discovering organizational relations and
identifying researcher communities. For instance, if we consider communities de-
tection, the result could be used to enrich hierarchies with new levels of data.
Ranking is to evaluate objects of networks based on mathematical or statisti-
cal functions. It needs to calculate the distance between objects and the cluster
center. However, combining both clustering and ranking may lead to more bet-
ter results. For instance, ranking authors related to conference cluster by using
the number of citations, the most popular topics in each institutions and top-10
of researchers in research areas. SNA methods are used to study the relation-
ships, analyze citations, compute communications and calculate indicators. For
example, a concept of closeness is calculated as a relevant score for finding col-
laborators on similar topics. Degree centrality provides an answer to the question
“who are the leaders among researchers or popular research topics?”.

Next, networks are loaded into a data warehouse through ETL process (Ex-
tract, Transform and Load). Different models are used to represent different
networks. The structure of a data warehouse should be designed, it is based
on the multidimensional model. It should be able to store the different net-
works and the related extracted knowledge. The fact can be a single node (an
author, an institution) or a network (co-publications network). In our knowl-
edge, there are many types of measure. Firstly, the measure can be classical
like a numerical feature such as the number of papers, the number of citations
and the number of downloads. The measure can be textual such as keywords.
In social network analysis, the measure can be the centrality, the diameter or
the similarity. Lastly, a network can be a measure in Graph OLAP. In term of
the aggregation function, it depends on the types of measure and on hierarchy
concept. With classical measures, the SUM or AVERAGE functions are well
suitable, they can construct a group of authors by laboratory or institution. An
other example in Graph OLAP, graph summarization is to cluster authors by
relationships. In our framework, we want to have the several types of measure
and the adapted aggregation functions.

At the end, we plan to create OLAP tools for network aggregation, visualiza-
tion and navigation. We have to answer users’ queries such as navigating within
other authors in collaboration who work on the same research topics. For effi-
cient visualization and for network aggregation, we want to take into account
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both attributes of nodes and links between nodes. More, we have to analyze the
dynamic of a network (authors, publications) over time such as the most popular
topics in each year. In order to create these new OLAP tools, we plan to combine
data mining methods and OLAP operators.

Considering this proposed framework, we have identified several challenges.
First, we have to build the several networks by extracting them from databases
and we have to extract knowledge form networks in order to enrich them. For
this double task, we have to consider the existing algorithms and data mining
techniques would be very useful. Secondly, a big challenge is how to design the
model for storing multi-networks and knowledge. We think that classical models
cannot meet our needs and we probably led to invent a new model. Thirdly, we
have to consider the ETL step. How to consider this phase both for networks and
knowledge ? Last, there is a crucial challenge to provide analysis tools, dealing
with the various considered networks. Innovative tools should be developed for
users.

6 Conclusion

In this paper, we discussed the interest of combining OLAP technology and
information networks in the context of bibliographic data analysis.

We presented a related work on the use of these two domains to emphasize
how it is possible to combine them. We also proposed a tentative framework
to analyze bibliographic data taking benefit from these two areas and we ad-
dressed the main challenges to solve. The main ideas are (i) building various
networks from the bibliographic databases such as DBLP, ACM... (co-author
network, citations network, topics network, conferences network) ; (ii) building
a data warehouse with the appropriate model to explore these information ; (iii)
applying data mining techniques to enrich this information (such as detecting
communities to enrich dimension hierarchies of the data warehouse) ; and (iv)
developing appropriate tools (inspired from OLAP navigation process) for visu-
alizing these data. Various problems have to be solved, such as summarizability
and topological issues. From a technical point of view, we need to explore existing
tools and their usage (for instance graph database tool such as neo4j1).

In terms of perspectives of this preliminary work, we aim at dealing with every
underlined challenges to provide a complete solution implementing our frame-
work that combines OLAP technology, data mining and information networks
to deal with bibliographic data.
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Abstract. We address the problem of performing spatial and topolog-
ical queries on simplicial and cellular meshes. These arise in several ap-
plication domains including 3D GIS, scientific visualization and finite
element analysis. Firstly, we present a family of spatial indexes for tetra-
hedral meshes, that we call tetrahedral trees. Then, we present the PR-
star octree, that is a combined spatial data structure for performing
efficient topological queries on simplicial meshes. Finally, we propose to
extend these frameworks to arbitrary dimensions and to larger class of
meshes, such as non-simplicial meshes.

1 Introduction

The efficient representation of geometric shapes (solid objects, surfaces, terrains,
etc.) is an active research topic in several fields, including geometric modeling,
computer graphics, scientific visualization, and geographic data processing. Ge-
ometric shapes are usually discretized as meshes made of polyhedral cells, or of
simplices. Triangular and tetrahedral meshes are Examples of simplicial meshes.
Managing meshes in three dimensions (and higher) is not a simple task since
the data structures proposed for three dimensional meshes are quite large and
are even larger when considering meshes in four dimensions and higher. Current
implementations cannot always keep large meshes entirely in system memory (in-
core) and some out-of-core approaches, for example using a spatial data base,
are intrinsically slow.

There are two fundamental categories of queries proposed in the literature
for interacting with simplicial meshes: those based on spatial locality and those
based on topological connectivity. Spatial information can be retrieved through
spatial queries, such as point location queries, box queries (i.e., finding the sim-
plices of the mesh inside a rectangle or a parallelepiped) and ray intersection
queries (i.e, finding the intersection of a ray with the cells of the mesh). Spatial
queries are required to understand the relation between the cells of the mesh and
arbitrary regions in space, and are thus based on geometric information. Topo-
logical connectivity information can be retrieved through topological queries.
Example of topological queries are, for instance in a triangle mesh, finding the
triangles adjacent to a given triangle through an edge or a vertex; or finding
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all triangles incident to a given vertex or edge. Thus, topological queries are
necessary to perform navigation over the mesh.

In general, topological data structures [24,21] tend to be inefficient for spatial
queries and spatial indexes exhibit a high overload when executing topological
queries. The aim of this research is to propose and investigate new data structures
for simplicial and cellular meshes in three dimensions and higher, based on spatial
indexes and topological data structures. The final goal is to find optimized data
structures that combine the features of topological and spatial approach in a
common framework.

We have investigated and studied two research problems in geometric model-
ing: (i) the design and the implementation of a framework for efficiently manag-
ing spatial indexes for tetrahedral meshes; (ii) the design and the implementa-
tion of a framework based on topological spatial indexes, which could efficiently
compute topological relations, and can efficiently execute different tasks, such
as mesh simplification and curvature computation.

The remainder of this paper is organized as follows. In Section 2, we present
the state of the art on spatial indexes. In Section 3 we present the framework
for efficiently managing spatial indexes for tetrahedral meshes. In Section 4 we
present the framework based on topological spatial indexes, and in Section 4.1,
an application of such framework, that extracts efficiently morphological fea-
tures. Finally, in Section 5 we describe some possible future developments of the
presented frameworks.

2 State of the Art

A hierarchical spatial index is a data structure used for indexing spatial infor-
mation, such as points, polygonal maps and objects in the Euclidean space, and
subdivides the domain, accordingly to the distribution of the data. In litera-
ture, two sub-families of these hierarchical spatial indexes have been defined:
those that index the complexes following an object-based decomposition, such
as R-trees [13], and those that index the complexes following a space-based
decomposition.

Hierarchical spatial indexes, based on the space decomposition, apply a nested
refinement of the complex domain, covering its domain. This decomposition is
usually represented in the form of a tree, that defines a hierarchical relationship
among the set of nodes in the tree, where a parent node’s children are generated
during the refinement. The root of a tree covers the entire domain and is the only
node without a parent. Nodes with children are referred to as internal nodes of
the tree, while those without children are referred to as leaf nodes of the tree.

There are two main families of these hierarchical data structure: one based
on the quaternary/octal tree and one based on binary tree, i.e. kD-trees.

In literature, two approaches are available to represent spatial information into
a tree: inside the internal nodes or inside the leaf nodes. The trees that store
the spatial information into the internal nodes, are dependent on the insertion
order and intrinsically static structures. On the contrary, those trees that store



Spatial Indexes for Simplicial and Cellular Meshes 375

the spatial information into the leaves are order independent and, thus, allow
the update/removal of indexed data without modify the entire tree shape.

Point Region (PR)-quadtree and 2D PR-kD-trees [22,29] are hierarchical data
structures that represent point sets. In such indexes, a block is recursively sub-
divided if it contains a number of points higher than a given capacity threshold.
The shape of the tree is independent of the order in which the points are in-
serted, since the subdivision is based on the domain and on the data points, and
the points are only in the leaf blocks. In three dimensions the direct extension
of these index are PR-octrees and 3D PR-kD-trees, that index point sets in the
3D Euclidean space.

The class of Polygonal Map (PM)-quadtrees [30] extends the PR-quadtree to
represent polygonal maps in 2D. All the indexes of this class maintain a list of
edges in the leaf blocks and are based on different subdivision rules for the map.

The randomized Polygonal Map (PMR) quadtree [19] is a spatial index for a
collection of edges in the plane, not necessarily forming a polygonal map and
can be used for spatial objects in the plane [14]. The PMR quadtree uses a user-
determined splitting threshold. If the insertion of an edge causes the number of
edges in a leaf block to exceed the splitting threshold, the block is split only once
at this time. The rationale for this choice is that it avoids excessive splitting.
This gives rise to a probabilistic behavior in the sense that the order in which
the segments are inserted affects the shape of the resulting tree. In [16] it has
been proven that in a PMR-quadtree the number of nodes is proportional to the
number of line segments and is independent of the maximum depth of the tree.

The PM index family has been also extended to encode polyhedral objects
[3,18,29], where octrees have been used to index the surface bounding a polyhe-
dral object in space, and thus, are called PM-octrees. Leaves are of four types:
empty (no intersection with the boundary surface), vertex (all intersecting ele-
ments incident into an internal vertex), edge (all intersecting elements incident
into a crossing edge), or face (only one crossing face). The configuration inside
each leaf block can be maintained in different ways. Carlbon et al. [3] explicitly
store the boundary elements present in the block, while Navazo [18] stores just
the equations.

Space Partition (SP)-octrees [2] maintain information about the elements of
the boundary surface of an object not only in leaves, but also in internal nodes.
Thus, internal nodes give an approximate description of the object boundary.
The subdivision stops when the object portion lying in the block can be defined
as the intersection of the planes of faces intersecting the block (i.e., it is locally
convex or locally concave).

Spatial indexes have been recently proposed for triangle and tetrahedral
meshes. In [25] an efficient indexing techniques for generic spatial queries on
tetrahedral meshes is presented which works out-of-core. A query processing
technique for spatial queries, called Directed Local Search (DLS), is presented
and takes advantage of the mesh connectivity and its efficiency is independent
of the complexity of the mesh geometry. DLS can be easily implemented in a
database system without requiring the development of new access methods, but
has all the limitations of the topology-based approaches.
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The PM2-quadtree has been extended to index triangle meshes giving rise
to the PM2-Triangle quadtree [5]. This index is designed for performing spatial
queries on triangle-based terrain models. In such an index, a node use a compact
encoding to index the geometric entities that intersect the leaf, that significantly
reduce the overall storage requirements of the index.

In literature the representation of these meshes, usually, is guided by topo-
logical data structures [24,21,12,1], that are data structures that support the
efficient reconstruction of a subset of the local topological connectivity of the
mesh as well as navigation. The topological connectivity is identified through
some relations, called topological relations, between the simplices that form the
complexes. These data structures are efficient to answer queries that require an
intense navigation of the object, while are limited at answering those queries
that require a spatial navigation, such as point location and box queries. To en-
able these queries, it is needed an approach that is based on the notion of walk
[9,17,10,4], that, thought, cannot (fully) answer these queries if into the object
domain there are concavities or "holes".

Pointer-less representations have been developed in the literature mainly for
different variants of quadtrees, and octrees (see, for instance, the linear quadtrees
[11]). The pointer-based approach is not well suited for encoding large indexes
(especially octrees) and for implementing disk-based structures. Pointer-less rep-
resentations only store the leaf blocks in the tree, which are defined and localized
through a location code, where the location of a leaf is defined by a sequence of
bits denoting the corresponding root-to-leaf path. A PMR-quadtree implemen-
tation using location codes is presented in [14].

3 Tetrahedral Trees

We have first developed a family of spatial indexes for tetrahedralized shapes,
that we called tetrahedral trees [7], built over a spatial index, an octree or a kD-
tree, that associate portions of the discretized shape to the leaf nodes and are
organized according to a specific subdivision rule.

The simplest rule gives rise to the PR-Tetrahedral (PR-T) Tree, which is
based only on the vertices of the mesh and thus leads to PR-octree or to a
PR-kD-Tree [29]. The second rule provides Centroid-Tetrahedral (C-T) Tree,
which is still point-based, but uses the centroids of the tetrahedra as points. The
third rule leads to the PMR-Tetrahedral (PMR-T) Tree, which adopts the basic
principle used in the PMR-quadtree [19]: it subdivides a block when the number
of tetrahedra intersected by the block is greater than a certain threshold, but
the subdivision is done only once at each insertion. The fourth rule generates the
PM-Tetrahedral (PM-T) Tree, which subdivides a block based on the number of
vertices and on the topology of the tetrahedral mesh in that node. By combining
the two spatial data structures (octree and kD-tree) and the four subdivision
criteria, we obtain eight different spatial indexes. A 2D example illustrating how
the space is subdivided, changing the rule and/or the spatial index, is shown in
Figure 1.
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(a) (b)

(c) (d)

Fig. 1. Example of spatial index subdivision for a triangulation. (a) shows the original
mesh, (b) shows the subdivision obtained by a PR-T-quadtree index, with threshold
equal to two vertex for leaf, (c) shows the subdivision obtained by a PR-T-kD-tree
index, with the same threshold as (a), and (d) shows the subdivision obtained by a
PM-T-quadtree index, with the same threshold for the vertices, and with threshold 5
for the triangles.

We have considered two basic queries on tetrahedral meshes, which are com-
mon to most applications, to evaluate our spatial indexes. These are the point
location query and the window query. Our results show that the PMR-T tree
has, in general, a better performance in queries, and it also has a moderate
memory overhead. Only the C-T tree is more compact than the PMR-T tree,
but queries are less efficient. The other two indexes have noticeably larger size
and construction times, with just a slight improvement in query times, especially
for larger meshes. This result matches the one reported in [28], which compares
PMR-quadtrees and PM-quadtrees used to index the set of segments forming
a polygonal map in geographic applications. Using kD-trees, instead of octrees,
provides slightly larger memory requirements and no gain in query times, which
are even worse for queries involving small portions of the domain. More recent
research has enhanced the tetrahedral trees framework by adding a new space
criterion index and a thorough comparison with topological state-of-the-art data
structures [8].
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Fig. 2. A leaf node in a PR-star octree (shown in 2D with bucket threshold kv = 4)
encodes a set of vertices and all tetrahedra incident in those vertices. In orange the
tetrahedra that are completely indexed by the leaf (blue rectangle), in blue those that
are incident into a vertex contained by the leaf, and in green those that geometrically
intersect the leaf but are not incident into one of the internal vertices, and thus are
not indexed by the leaf.

4 The PR-Star Octree

We have designed and implemented a framework based on topological spatial
indexes that leads to a new data structure, the PR-star octree [31], in which we
obtain local topological connectivity of a tetrahedral mesh through its spatial
locality. In contrast to topological data structures, which have focused on the
adjacencies or incidences of the mesh elements, we use a spatial data structure
on its embedding space to locally reconstruct the optimal application-dependent
topological representation at runtime using the sorted geometry available from
our spatial index. Thus, the innovative feature of our approach is in computing
topology through space: local spatial sorting allows the efficient reconstruction of
the local mesh connectivity. Although this increases the cost of a single operation
due to the construction of the local data structure, this cost is amortized over
multiple accesses to elements within the same region. Moreover, by recovering
the memory associated with each local data structure after the processing of
that part of the mesh has completed, we achieve significant memory savings
with respect to global topological data structures.

The PR-star octree combines the indexed tetrahedral mesh representation
with an augmented PR octree that also indexes the set of tetrahedra in the
star of its indexed vertices, as shown in Figure 2. Thus, a PR-star octree over
a tetrahedral mesh is represented using an array of vertices V , encoding the
geometry of the mesh, an array of tetrahedra T and an augmented PR octree N ,
whose leaf nodes index the set of vertices within its domain, as well as the set
of all tetrahedra incident in these vertices. Then, we exploit the spatial locality
of N , by re-indexing the vertex array V and the tetrahedra array T . After this
stage, the leaf nodes of N index a contiguous range of vertices from V , the
internal nodes of N index a contiguous range of vertices from V indexed by its
descendants. Finally, we have shown that the PR-star tree is also a dynamic data
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structure, which adapts to the changes in the underlying mesh, by implementing
to this framework the simplification of the underlying mesh obtained though
iterative edge-collapse.

4.1 Morphological Feature Extraction on the PR-Star Octree
As an application of PR-star, we have designed and implemented a framework
[6] which can efficiently compute and extract morphological features in 2D and
3D scalar fields, such as critical points and their regions of influence, based on
discrete Morse theory. To compute the discrete gradient vector we have adapted
the algorithm of Robins et al. [27] for extracting the discrete Morse gradient field
to simplicial meshes. To extract morphological features using the above gradient
vector we have defined a streaming algorithm, that extracts all such features in a
single pass through the tree leaf nodes. Figure 3 shows two example of extracted
features. We do not assume the existence of a global gradient vector field, while
we only generate a local vector gradient field into the leaves of a PR-star tree.
Our results show that the storage required by the data structures for encoding
the mesh and by the auxiliary representations, used during the computation of
the gradient and for the extraction of the feature, PR-octree implementation
uses from 30% to 40% less memory than a state of the art topological connectiv-
ity data structure [24]. Considering the relative performances across the whole
feature extraction process (gradient computation plus feature extraction), the
PR-star is more efficient from 5% to 30%.

Then, we have extended this framework in [32] by developing a new encoding
for discrete vector fields, that is compact and suitable for combination with
any topological data structure encoding just the vertices and tetrahedra of the
mesh. We use a duality argument to define the cells of the descending Morse
complex in terms of the supplied (primal) tetrahedral mesh and those of the
ascending complex in terms of its dual mesh. The Morse-Smale complex has
been then described combinatorially as collections of cells from the intersection
of the primal and dual meshes. This leads to simple descriptions of morphological
features in terms of only the vertices and tetrahedra of the primal mesh. The
compact encoding of discrete vector fields uses the local frame representation,
which associates information with the tetrahedra in the primal mesh, and which
we apply to the discrete Morse gradient field. Our results show that the PR-
star octree implementation uses from 20% to 35% less memory than the most
common state-of-the-art topological data structure [24], at the expense of some
additional computation, for smaller mesh is up to two times less efficient, while
for bigger meshes obtain almost the same timings.

5 Ongoing Research

All the research done so far has been concentrated to obtain an efficient man-
agement of manifold triangular and tetrahedral meshes, embedded in three di-
mensional Euclidean space, and we have developed the tetrahedral trees and the
PR-star tree.
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(a) (b)

Fig. 3. Example of morphological feature extraction on a tetrahedral dataset. (a)
shows the extracted 1-descending manifolds, while (b) shows the extracted 3-descending
manifolds.

Thanks to the intrinsic dimension-independent feature of the PR-star tree
and to fact that the representation of the PR-star tree is independent of the
indexed data, we plan to extend the PR-star tree and its implementation to
higher dimensions and to larger class of meshes, such as non-simplicial meshes.

Firstly, we plan to extend our implementation to handle general complexes,
such as non-manifold shapes. Non-manifold shapes are shapes in the Euclidean
space for which the neighborhood of each of its points is not homeomorphic to
an open ball, or to an open half-ball. These objects arise in several applications,
for example in the idealization process (the process that idealize a real complex
object) for preparing an object for finite element simulations.

Our next stage is the handling of non-simplicial meshes. These meshes are
widely used in geometry processing (quad meshes), finite element analysis (FEM)
and in CAD and CAM systems. In three dimensions these meshes are usually
quad-meshes, arbitrary polygonal meshes and unstructured hexahedral meshes.

We are not limiting the dimension of these meshes, both simplicial and non-
simplicial, and manifold and non-manifold, as we want to proceed to higher dimen-
sions, to stress our implementation, for both static applications, such as feature
extraction queries, and dynamic applications, such as mesh simplification.

We want to apply the higher dimensional PR-star tree to hyper meshes (tetra-
hedral meshes) in 4D space which represent iso-surfaces of time-varying scalar
fields or sequences of mesh animation. Displaying iso-surfaces is still one of
the most commonly used techniques to analyze three dimensional scalar fields,
and the efficient computation and rendering of iso-surfaces plays a crucial role
[23,15,20,26]. This "dynamic geometry" can be represented as a set of iso-surfaces
that are extracted individually at certain time steps, or by representing the whole
sequence as a four-dimensional tetrahedral mesh. The iso-surface at a specific
time step can then be computed by intersecting the tetrahedral mesh with a
three-dimensional hyperplane.
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Abstract. On internet today, an overabundance of information can be
accessed, making it difficult for users to process and evaluate options
and make appropriate choices. This phenomenon is known as informa-
tion overload. Over time, various methods of information filtering have
been introduced in order to assist users in choosing what may be of their
interest. Recommender Systems (RS) [14] are techniques for information
filtering which play an important role in e-commerce, advertising, e-mail
filtering, etc. Therefore, RS are an answer, though partial, to the problem
of information overload. Recommendation algorithms need to be contin-
uously updated because of a constant increase in both the quantity of
information and ways of access to that information, which define the
different contexts of information use. The research of more effective and
more efficient methods than those currently known in literature is also
stimulated by the interests of industrial research in this field, as demon-
strated by the Netflix Prize Contest, the open competition for the best
algorithm to predict user ratings for films, based on previous ratings. The
contest showed the superiority of mathematical methods that discover
latent factors which drives user-item similarity, with respect to classical
collaborative filtering algorithms. With the ever-increasing information
available in digital archives and textual databases, the challenge of im-
plementing personalized filters has become the challenge of designing
algorithms able to manage huge amounts of data for the elicitation of
user needs and preferences. In recent years, matrix factorization tech-
niques have proved to be a quite promising solution to the problem of
designing efficient filtering algorithms in the Big Data Era. The main
contribution of this paper is an analysis of these methods, which focuses
on tensor factorization techniques, as well as the definition of a method
for tensor factorization suitable for recommender systems.

Keywords: Recommender Systems, Matrix Factorization, Tensor Fac-
torization, PARAFAC/CANDECOMP.

1 Matrix Factorization

Recommender systems guide users in a personalized way to interesting or use-
ful objects in a large space of possible options, by providing a list of suggested

B. Catania et al. (eds.), New Trends in Databases and Information Systems, 383
Advances in Intelligent Systems and Computing 241,
DOI: 10.1007/978-3-319-01863-8_40, c© Springer International Publishing Switzerland 2014

http://www.di.uniba.it/~swap/index.php


384 G. Ricci, M. de Gemmis, and G. Semeraro

items that fits their interests. For example, Netflix, a provider of on-demand In-
ternet streaming video and flat rate DVD-by-mail in the United States, adopts a
recommendation algorithm to predict user interests for films, based on feedback
provided by users on previously watched items. The most widely adopted recom-
mendation techniques in literature are content-based and collaborative filtering
ones.

Matrix Factorization (MF) techniques fall in the class of collaborative filtering
(CF) methods and, particularly, in the class of latent factor models [10], which
assume that similarity between users and items is induced by some factors hidden
in the data. These models attempt to explain the ratings by charactering both
items and users with the objective of disclosing the latent features deducted
from ratings. In the same way a person can naturally define the characteristics
of a movie (such as genre, key players, duration, etc.), methods based on latent
factors infer this characteristic data without exactly knowing each feature. In this
case, latent factor models build a matrix of users and items (movies) and each
element is associated with a vector of characteristics. MF techniques represent
users and items by vectors of features derived from ratings given by users for the
items seen or tried. A high correspondence between user and item factors leads
to a recommendation. RS data are collected in a matrix called user-item matrix :
rows are referred to users and columns to items; the intersection between one
row and one column is the rating given by the user. Missing values correspond
to movies not rated by the user.

Let U be the set of users, D the set of items, R the matrix of ratings. MF aims
to factorize R into two matrices P and Q such that their product approximates
R: R ≈ P×QT . Each row of P represents the strength of the association between
user and k latent features. Similarly, each column of Q represents the strength
of the association between an item and the latent features. Let pi be the i-th
row of P and qj the j-th row of Q. They are the user profile vector and the item
profile vector respectively, which represent the projection of user i and item j
in a common space of k latent features. The scalar product pi · qTj approximates

the rating rij of user i for item j: r̂ij = pi ·qTj . Once these vectors are discovered,
recommendations are calculated using the expression of r̂ij . A factorization used
in the literature is Singular Value Decomposition (SVD), introduced by Simon
Funk in the NetFlix Prize [5], [3], has the objective of reducing the dimensional-
ity, i.e. the rank, of the user-item matrix, in order to capture latent relationships
between users and items [15]. Different SVD algorithms were used in RS lit-
erature: in [15], the authors uses a small SVD obtained retaining only k � r
singular values by discarding other entries; in [11], the authors propose an algo-
rithm to perform SVD on large matrices, by focusing the study on parameters
that affect the convergence speed; in [9], Koren presents an approach oriented
on factor models which projected users and items in the same latent space where
some measures for comparison are defined. He propose several versions of SVD
with the objective of having better recommendations as well as good scalability.
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2 Tensor Factorization

The main limitation of MF techniques is that they take into account only the
standard profile of users and items. This does not allow to integrate further
information such as context. For example, if a user watches a movie at home
with his children, he will choose a movie whose genre is suitable for families.
Indeed, in another context (friends or colleagues), the same user might prefer
other kind of movies. Contextual information (the place where the user see the
movie, the device, the company, etc.) cannot be managed with simple user-item
matrices. Tensors, which can be seen as higher-dimensional arrays of numbers
[8], might be exploited in order to include additional contextual information in
the recommendation process [2]. In standard multivariate data analysis, data are
arranged in a two-dimensional structure, but for a wide variety of domains, more
appropriate structures are required for taking into account more dimensions. The
techniques that generalize the MF factorization can also be applied to tensors.
Two particular tensor decompositions [8] can be considered to be higher-order
extensions of matrix singular value decomposition:

– PARallel FACtor analysis or CANonical DECOMPosition (PARAFAC/
CANDECOMP) [4], [6], which decomposes a tensor as a sum of rank-one
tensors;

– High Order Singular Value Decomposition (HOSVD) [12], which is a
higher-order form of Principal Component Analysis (PCA).

In RS literature, the most frequently used technique for Tensor Factorization
(TF) is HOSVD, which is a generalization of the SVD for matrices. This tech-
nique decomposes the initial tensor in N matrices (where N is the size of the
tensor) and a tensor whose size is smaller than the original one.

HOSVD is used in [7], where the factorization of a tensor is applied to manage
data for users, movies, user ratings and contextual information such as age, day
of the week, companion. A third-order tensor is constructed and HOSVD is
applied to factorize it into three matrices and one core tensor. Recommendation
score for a single user i, item j and context k is computed by using these matrices
and tensor. Another application of HOSVD for TF is described in [13], in the
context of social tagging to predict a personalized list of tags for a user. Users’
data, items and tags are stored in a third-order tensor which is factored by
HOSVD, with the aim of discovering latent factors which bind the associations
user-item, user-tag and tag-item. In [17], HOSVD is applied to the factorization
of a tensor coming from a system of personalized web search, in order to discover
the hidden relationships between objects typical of internet search: users, queries,
web pages. Data related to user, query and web pages are collected in a third-
order tensor that is decomposed with the technique of HOSVD.

The major advantage of HOSVD is the ability of simultaneously taking into
account more dimensions. This allows for a better data modeling than standard
SVD, since dimensionality reduction can be performed not only in one dimension
but also separately for each dimension. But HOSVD is not an optimal tensor
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decomposition, in the sense of least squares data fitting: the computation of
HOSVD needs standard SVD computation only and has not the truncation
property of the SVD, where truncating the first n singular values allows to find
the best n-rank approximation of a given matrix. Despite this, the approximation
obtained is not far from the optimal one and can be computed much faster. Since
HOSVD cannot deal with missing values, they are treated as 0.

PARAFAC (PARallel FACtor analysis) is a decomposition method, which
can be seen as a generalization of bilinear PCA. The PARAFAC model was
independently proposed by Harshman [6] and by Carroll & Chang [4] who named
the model CANDECOMP (CANonical DECOMPosition). A PARAFAC model
of a three-dimensional array is given by three loading matrices A, B, and C
with typical elements aif , bjf , and ckf . The PARAFAC model is defined by the
following structural model:

x̂ijk =

F∑
f=1

aifbjfckf . (1)

where F is the number of rank-one components. PARAFAC is an alternative to
HOSVD. One of the advantages of the PARAFAC is its simplicity which allows to
use an analytical expression for solving the decomposition problem and to achieve
linear scalability. Another advantage is linear computation time compared to
HOSVD. PARAFAC does not collapse data, but it retains its natural three-
dimensional structure. Despite PARAFAC mode’s lack of ortogonalithy, Kruskal
[8] showed that components are unique, up to permutation and scaling, under
mild conditions.

In [16], PARAFAC is exploited for the computation of top-N context-aware
recommendations of mobile applications. A tensor of three dimensions (users,
items and context types) is factorized with PARAFAC. These dimensions are
associated with the three factor matrices and used to calculate user prefer-
ence for item i under context type k. In [1], PARAFAC is applied focusing
on missing data. The authors developed a scalable algorithm called CP-WOPT
(CP Weighted OPTimization), which uses first-order optimization to solve the
weighted least squares objective function. Using extensive numerical experiments
on simulated data sets, Acar et al. showed that CP-WOPT can successfully factor
tensors with noise and up to 70% missing data. Moreover, CP-WOPT is signif-
icantly faster and accurate than the best published method in the literature [18].

3 CP-WOPT Adaptation: Preliminary Experiments

Our idea is to adapt CP-WOPT and to introduce it in the RS field, where the
problem of missing values is very relevant, since the algorithm is suitable for
very sparse user-items matrices. The adaptation allows the computation of a
weighted factorization that models only know values, rather to simply employ
0 values for missing data. The main goal is to consider contextual information
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about users and to apply the weighted PARAFAC decomposition to achieve
precise recommendations. In order to reach this goal, we made a preliminary
user study with 7 real users who were asked to rate a fixed number of movies
(11) in the Movielens 100k dataset on the basis of three contextual factors: if
they like to see the movie (i) at home or cinema; (ii) with friends or with partner;
(iii) with or without family. Ratings range from 1 to 5 in the sense that, for each
contextual comparison:

– rating 1 and 2 express a strong and a modest preference, respectively, for
the first term;

– rating 3 expresses neutrality;
– rating 4 and 5 express a modest and a strong preference, respectively, for

the second term.

Results are measured in terms of accuracy (acc), i.e. the percentage of known
values correctly reconstructed and coverage (cov), i.e. the percentage of non-zero
values returned. Under the assumption of 105 maximum iterations, we obtained
acc = 94.4% and cov = 91.7%. Although coming from a limited study, the
values of these measures suggest we are moving in a correct direction and seem
to promise encouraging results when applying the algorithm to more complex
context-aware recommendation scenarios. Moreover, the experiment showed that
it is possible to express, through the n-dimensional factorization, not only the
recommendations for the single user, but also more specific suggestions about
the consumption of an item. For instance, American Pie is tipically watched at
home, with friends and without family, while Titanic is preferably watched at
cinema, with partner or family.

We performed also an in vitro preliminary experiment to test the adapted
version of CP-WOPT on a subset of Movielens 100k dataset. We gave as input
a tensor of dimensions 100 users, 150 movies, 21 occupations (the contextual
factor) and we measured, besides acc and cov, also the classic Mean Average
Error (MAE) and Root Mean Square Error (RMSE), in order to compare the
results with those known in literature. The algorithm achieved: acc = 92.09%,
cov = 99.96%, MAE = 0.60 and RMSE = 0.93, which are in line with results
reported in literature.

In future we want to extend the evaluation of our version of CP-WOPT on
tensor having high dimensionality extracted form Movielens dataset. In particu-
lar, we will investigate methods to assess whether contextual factors (occupation,
company) influences the users’ preferences, by using data mining techniques such
as clustering. We plan also to test our approach in other domains such as news
recommendation.
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Abstract. Concept drift is the recent trend of online data. The distribution un-
derlying the data is changing with time .There are many algorithms developed 
in the literature to handle such drifting data concepts. In our paper we are out-
lining the framework of our new approach to handle drifts which will be based 
on the concept of diversity. Diversity is the measure of variation in the predic-
tive accuracy of ensemble members. Our approach would implement diversity 
concept first time on the online approach that does not explicitly use a mechan-
ism to handle drifts. This type of online approach would give better accuracy at 
a slight increase in the running time and memory. In our paper we would also 
outline the main objectives behind our research and the state of the art in data 
stream mining. 

Keywords: Data Streams, Concept Drift, Diversity, Ensemble Techniques. 

1 Introduction 

Online learning has been the new upcoming trend which has been very useful for 
applications where data is arriving continuously. This continuous flow of data forms a 
data stream which is dynamic in nature. We can have access to this data only “once” 
an arrival, after that the data is lost and new data arrives, which may have a different 
concept. This changing data concept is being widely used now-a-days in large number 
of applications like Market-Basket analysis [5], computer security, internet data, in-
formation filtering, credit fraud detection etc. In the next section, we will be discuss-
ing the objectives behind our research to work in this field of ensemble techniques of 
data stream mining. In the following section, we would discuss our main problem 
statement and discuss the state of the art to handle concept drift in data streams. In our 
paper, we would also give a brief information about the research results achieved so 
far and what would be the following phases we would pursue to achieve our goals. 

2 Objectives 

Concept drift is the main feature of data streams which is presently under study.  
Our area of work is also to develop a new methodology that would deeply study the 
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feature changes in data streams and give us the best accuracy. Here we are listing the 
main objectives that prompted me to do my doctorate under this field of concept drift 
in data stream mining. 

• Knowledge extraction from the online data streams to predict the future trend.  
• Study the dynamics in drifting data streams and increase the predictive accuracy. 
• Explore the concept of diversity to develop the best approach. 
• The new methodology should obey real time and space constraints. 
• Our approach should be independent of any learning algorithm. 
• It could be used as a wrapper over or be implemented within any learning  

algorithm. 
• The approach could easily be extended to handle re-current or predictable drifts. 

3 Background Knowledge 

From the historical survey of machine learning literature, concept drifting algorithms 
have been broadly categorized into: Incremental approach and Online approach. In 
the Incremental approach, the data is processed as chunks of data of considerable 
large size and can be re-processed even using an offline learning algorithm. The latter 
approach, online learning algorithms, process each training instance once “on arrival” 
without the need for storage and reprocessing, and maintain a current hypothesis that 
reflects all the training instances so far. Further, the online approaches can be divided 
into approaches that use a mechanism to deal with concept drift [2,4,9,10] and ap-
proaches that do not explicitly use a mechanism to detect drifts [5,3]. The former 
approach uses some measure related to the accuracy to handle drifts. This approach 
rebuilds the system once a drift is detected / confirmed, so they cannot handle recur-
rent or predictable drifts anyway. They suffer from non-accurate drift detections but 
respond quickly to changing concepts. The latter approach assigns weights to each 
base learner according to its accuracy, allows deletion of poor performing classifiers 
and adds newly learnt classifiers. These approaches take longer time to recover from 
drifts but give more accurate results. The latter online approach would give better 
accuracy to handle changing concepts but the running time and memory requirements 
would be slightly more. So our work would use the concept of diversity on the latter 
online approach which should give better accuracy as compared to the approach 
where diversity was used on the former online approach as in DDD [8]. 

4 Literature Survey 

In this section, we will give you the brief outline of the various online ensemble ap-
proaches that have been developed so far to handle concept drifts in data streams.   

4.1 DWM: Dynamic Weighted Majority [5] 

DWM is an online ensemble method for handling concept drift in the incoming data 
stream, by maintaining weighted pool of experts. It dynamically creates and removes 
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the experts in response to changes in its global performance (based on weighted ma-
jority voting), on the new training example. DWM outperforms other incremental 
learners that maintain and use previously encountered examples or an ensemble that 
employs an un-weighted or fixed-size ensemble of experts. The parameter p that con-
trols the removal and creation of experts helps DWM in dealing with drifts in case of 
large and noisy data sets. DWM converges more quickly to the new target concepts 
than those that replace un-weighted learners. 

4.2 DDM: Drift Detection Method [4] 

The main idea behind DDM is to control the online error-rate of the algorithm. DDM 
adopts the dynamic window structure which is reduced when the error rate increases 
and increased when there is a reduction in error rate. It uses a warning level which 
states a possibility of a context change and a drift level which guarantees of a concept 
change. DDM is robust to false alarms. The method is very simple and is computa-
tionally efficient. However, this approach does not use any previous learning so they 
cannot be of any advantage in-case of recurrent drifts or predictable drifts. DDM does 
not perform well in-case of concepts which have a slow gradual change.  

4.3 EDDM: Early Drift Detection Method [2] 

To overcome this limitation of DDM, EDDM was proposed .It is based on the esti-
mated distribution of the distances between classification errors as against error-rate 
in DDM. DDM and EDDM, both react quickly and reach low error rates on datasets 
with abrupt concept change. In case of noisy data, EDDM is more sensitive than 
DDM, detects changes very fast and improves the performance even when the base 
algorithm does not support noise. In case of slow gradual change, EDDM reacts be-
fore and more times than DDM. 

4.4 AddExp :Addictive Expert Ensembles [6] 

AddExp adds a new classifier whenever the system output is not correct, whose 
weight is the total weight of the ensemble times a constant γ є (0, 1). Two pruning 
methods were proposed: oldest first and weakest first. AddExp responds to sudden 
changes quickly. It does not consider the occurrence of recurring concepts and could 
not perform well for gradual changes because the new classifiers could not replace the 
old classifiers quickly. 

4.5 ACE: Adaptive Classifier-Ensemble [9] 

ACE is an adaptive classifier ensemble that uses an online classifier, a set of batch 
classifiers, and a drift detection mechanism to handle mainly recurrent drifts. When a 
new training example arrives, the online classifier is trained with this new example. 
However, the batch classifiers are not updated and they can be easily called for when 
re-current drifts are encountered.  
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ACE, DWM and AddExp respond to sudden changes very quickly. However, this 
method does not have any classifier pruning mechanism, and any mechanism to suffi-
ciently reduce the interference from old classifiers. 

4.6 Enhanced ACE [10] 

To overcome the limitations of ACE, this enhanced version of ACE was introduced. 
The basics of this algorithm are the same as ACE except it has an improved weighting 
method that is used to get the weighted majority vote of the outputs of all the classifi-
ers. The method has also introduced a pruning strategy for classifiers, to improve the 
predictive accuracy for the new incoming examples. ACE responds well to sudden 
changes more quickly and more accurately than the original version and the added 
pruning method helped it to retain the useful classifiers.  

4.7 STEPD: Detection with Statistical Test of Equal Proportions [11] 

STEPD detects concept drift by monitoring the predictive accuracy of a single online 
classifier. STEPD compares the two predictive accuracies: the overall accuracy from 
the beginning of the learning, and the accuracy of recent examples after concept drift, 
by using statistical test of equal proportions. STEPD performed the best for sudden 
changes. It detected concept drift very quickly and accurately on various data sets.  
Moreover, STEPD was comparable to EDDM for gradual changes  

4.8 Todi: Two Online Classifiers for Learning and Detecting Concept Drift 
[1] 

Todi was introduced to reduce the impact of false alarms. It uses two online classifiers 
for learning and detecting drifts. One of the classifiers is reinitialized and the other 
one is not, after the drift is detected. Todi uses only one significance level and does 
not store examples in short-term memory. It is robust to false alarms and gives quick 
and accurate drift detection. It performed the best for both sudden and gradual 
changes but does not consider the occurrence of recurring concepts. 

4.9 DDD: Diversity for Dealing with Drifts [8] 

The first time, when the concept of varying diversity levels between ensembles was 
used to handle concept drift, was in the work of DDD [8]. It used the drift detection 
method, that used a mechanism to explicitly handle drifts and that was EDDM. DDD 
was designed to be more robust to false alarms and has faster recovery from drifts and 
achieves improved accuracy in presence of drifts. In case of false alarms, it outper-
forms EDDM. DDD has always higher accuracy than DWM, both in presence as well 
as absence of drifts. However, there were many limitations with this approach. First, a 
measure related to the accuracies had to be decided, and it could not meet the con-
straints of lower memory requirements of a perfect online algorithm. Size of ensemble 
was fixed and had to be pre-decided and this approach could not be any way used for 
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dealing with re-current or predictable drifts. The approach also suffered from non-
accurate drift detections and could not benefit more from the high diversity ensemble, 
before drift detection.  

5 Problem Statement and the Proposed Approach 

Develop a new online ensemble methodology to handle concept drift in data streams 
using the concept of Diversity. Our work would be the first approach where the con-
cept of diversity would be applied on the online approach that does not explicitly use 
a mechanism to handle drifts. This approach would overcome the limitations of the 
earlier approaches. The main idea would be that before the detection of drift a low 
diversity and a high diversity ensemble were maintained. Both the ensembles were 
used for training but only low diversity ensemble was used for system predictions. 
After the drift was detected, new high and new low diversity ensembles would be 
created and the earlier low and high diversity ensembles were denominated as old low 
and old high diversity ensembles. The old high diversity ensemble then started learn-
ing with low diversity to adapt to the new concept.  

 

Fig. 1. Framework of Our Proposed Approach 

Both the old and the new ensembles performed learning but the system predictions 
were the weighted majority vote of the output of old low, old high and new low diver-
sity ensembles. We will be using an extension of DWM, EDWM as a drift detection 
method. The framework of our approach is as shown in Fig. 1. 

6 Results Achieved 

We have done the complete literature survey (Phase 1) of the various online metho-
dologies to handle concept drift in data streams. Further, the drift detection method to 
be used (Phase 2); EDWM has been framed and implemented using various datasets. 
EDWM, showed similar accuracy as DWM in lesser time when implemented on 
Hyperplane Dataset and the results on SEA Concepts concluded that EDWM gave 
similar accuracy than DWM in same time constraint. EDWM showed better accuracy  
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than Weighted Majority algorithm [7], which was an incremental approach. It did not 
suffer from non-accurate drift detections and dynamically updated the size of ensem-
bles which was fixed in case of EDDM. The results have been communicated as a 
paper in one of the International conferences. 

7 Future Work 

Phase 3: Create Ensembles using Online Bagging using Poisson distribution. 
Phase 4: Design the complete algorithm using EDWM as drift detection method,  
         Modified Online Bagging for ensemble creation and Naïve Bayes Classifiers  
         for learning. 
Phase 5: Implementation in Matlab or Massive Online Analysis (MOA). 
Phase 6: Testing on various datasets with different types of drifts. 
Phase 7: Comparison with earlier online ensemble approaches. 
Phase 8: Extending the approach using Online Boosting for ensemble creation or  
         other classifiers for ensemble learning. 
 
Our research has been completed till Phase 2 and we would try to meet the timelines 
for the future work to submit my dissertation in the expected time. 
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